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Abstract

Background: Context-aware systems, also known as context-sensitive systems, are computing applications designed to capture, interpret, and use contextual information and provide adaptive services according to the current context of use. Context-aware systems have the potential to support patients with chronic conditions; however, little is known about how such systems have been utilized to facilitate patient work.

Objective: This study aimed to characterize the different tasks and contexts in which context-aware systems for patient work were used as well as to assess any existing evidence about the impact of such systems on health-related process or outcome measures.

Methods: A total of 6 databases (MEDLINE, EMBASE, CINAHL, ACM Digital, Web of Science, and Scopus) were scanned using a predefined search strategy. Studies were included in the review if they focused on patients with chronic conditions, involved the use of a context-aware system to support patients’ health-related activities, and reported the evaluation of the systems by the users. Studies were screened by independent reviewers, and a narrative synthesis of included studies was conducted.

Results: The database search retrieved 1478 citations; 6 papers were included, all published from 2009 onwards. The majority of the papers were quasi-experimental and involved pilot and usability testing with a small number of users; there were no randomized controlled trials (RCTs) to evaluate the efficacy of a context-aware system. In the included studies, context was captured using sensors or self-reports, sometimes involving both. Most studies used a combination of sensor technology and mobile apps to deliver personalized feedback. A total of 3 studies examined the impact of interventions on health-related measures, showing positive results.

Conclusions: The use of context-aware systems to support patient work is an emerging area of research. RCTs are needed to evaluate the effectiveness of context-aware systems in improving patient work, self-management practices, and health outcomes in chronic disease patients.

(J Med Internet Res 2019;21(6):e10896) doi:10.2196/10896

KEYWORDS
self-care; medical informatics; mobile applications; chronic disease; self-management
Introduction

Background
As health care moves from the traditional hospital setting to the personal sphere of home and community, individuals are increasingly being encouraged to engage in self-care [1,2]. Sociologists refer to this act of self-care as patient work, which involves effort and investment of time on the part of patients or family members to accomplish a health goal [3]. Patient work extends beyond strictly health-related tasks and is shaped by the context of patients’ lives and their daily routines [1]. It has been suggested that the use of context-aware technologies may thus better support patient work and improve self-care, as contextual information could trigger more personalized and relevant services or information [4].

Context-aware systems, also known as context-sensitive systems, are computing applications designed to capture, interpret, and use contextual information and provide adaptive services according to the current context of use [4,5]. Context-aware systems may thus harness everything from sensors that capture data indicative of context (such as time, location, and light intensity) to inference mechanisms that interpret and action such data [5]. Even though context-aware systems have been piloted in some health care settings, their impact on health care outcomes remains unclear. Specifically, context-aware systems have mainly been piloted in the hospital setting [4] and for primary prevention [6-8], rarely addressing the context of chronic patients’ health-related activities in everyday life.

Objectives
The aim of this study was to examine existing literature on interventions using context-aware technologies that support patient work. Specifically, we sought to characterize the different tasks and contexts in which such systems were used, as well as assess any existing evidence about their impact on health-related process and outcome measures.

Methods

Search Strategy
A systematic search of the literature was performed in September 2016 and updated in October 2017 on MEDLINE, EMBASE, CINAHL, ACM Digital, Web of Science, and Scopus using search terms regarding patient work, context awareness, and consumer health informatics. The complete search strategy is available in Multimedia Appendix 1. The reference lists of relevant articles were also screened to ensure that all eligible studies were captured. A grey literature search was performed using Google Scholar to capture dissertations, theses, and conference proceedings that met the inclusion criteria.

Study Selection Criteria
In the scope of our study, we focused on context-aware systems that were capable of (1) capturing and processing contextual information (eg, environmental data and user-related features) and (2) using the captured contextual information to provide adaptive services and support patient work tasks in everyday life, either at home or in the community. Studies were included in the review if they focused on patients with chronic conditions, involved the use of a context-aware system to support patients’ health-related activities, and reported the evaluation of the systems by the users.

Studies were excluded if they were not in English or if they focused on health care providers instead of consumers. We also excluded interventions that merely gathered and displayed context information, without using it to adapt system behavior (passive context awareness), as this was outside the scope of this study.

Paper Screening Process
We conducted a 2-phase screening process, initially excluding papers based on their titles and abstracts using a standard screening form, and then rescoring the remaining papers based on the full-text article.

Both phases were conducted by teams of 2 independent reviewers (2 teams in the first phase and 1 in the second). Cohen kappa was used in the full-text paper screening to measure intercoder agreement. Any disagreements in the screening were resolved through discussion and consensus.

Data Extraction and Synthesis Strategy
One reviewer extracted information from the eligible studies into a data extraction form, whereas 2 other reviewers examined the completed form for consistency and accuracy. The following information was collected: first author, year, health domain, study type, participants’ characteristics (number, age, and sex ratio), intervention characteristics, health activities (tasks undertaken by patients to achieve health goals), and main findings. To explore how context was utilized by the included studies, we analyzed the related contextual elements based on previous work [4,9]. Context information was grouped into the following dimensions: setting (indoor or outdoor), environmental features (indoor and outdoor attributes, eg, room temperature, humidity, and air pollen), and user features (user-related data captured by the system, eg, physical activity, physiological measurements, and mental state). Time is also considered an important element, but it is often coupled with other dimensions, so it was not analyzed separately in this review. Finally, we characterized the utilization of context for each study (ie, the adaptive services provided by the system based on contextual data).

Our study design follows the guidelines for a scoping review proposed by Arksey and O’Malley (2005) and follows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement [10], where applicable.

Results

Retrieved Studies
The database search retrieved 1478 citations; 607 duplicates were removed (Figure 1). After screening the abstracts and titles, 768 articles were excluded for not meeting the eligibility criteria. Full-text screening eliminated 36 articles (a list of...
excluded articles is available in Multimedia Appendix 2). An additional 2 articles were found via hand-search, yielding 6 included studies in total. The kappa statistic measuring inter-rater agreement for full-text screening was 0.6 (moderate agreement) [11].

**Description of Included Studies**

The number of participants in studies ranged from 4 to 47 (Table 1). A total of 1 study was conducted in Canada [12], 2 in the United States [13,14], and 2 in Europe [15,16]. Most articles were published after 2010 except 1 [17]. The health domains covered in the studies included asthma [13], cardiovascular disease [16], kidney disease [12], Parkinson disease [17], diabetes [15], and mental health [14]. All included studies used quasi-experimental study designs to pilot test different context-aware systems. Demographic information on participants was often missing and inconsistently reported. Specifically, age data were reported by 3 studies [12,14,17], and 4 studies reported sex data [12,14,15,17].

![Flow diagram of included studies.](image-url)
### Table 1. Characteristics of included studies and context-aware systems.

<table>
<thead>
<tr>
<th>Study author, year, location</th>
<th>Health domain</th>
<th>Study type; duration</th>
<th>N total (mean age, % female)</th>
<th>Health activities</th>
<th>Patient-facing technologies</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bächlin et al, 2009, Israel [17]</td>
<td>Parkinson disease</td>
<td>Quasi-experimental; not reported (NR)</td>
<td>10 patients (66.4, 30)</td>
<td>Self-management of gait deficits in Parkinson patients</td>
<td>Acceleration sensors</td>
<td>Detect movement and freezing of gait</td>
</tr>
<tr>
<td>Lamprinos et al, 2016, Germany and Turkey [15]</td>
<td>Diabetes</td>
<td>Quasi-experimental; 6 weeks</td>
<td>In Germany: 21 patients (NR, 24); In Turkey: 39 patients (NR, 46)</td>
<td>Self-management of diabetes (self-monitor physiological measures; manage medications and lifestyle behaviors)</td>
<td>Mobile app and website</td>
<td>Self-monitor (eg, blood glucose, weight, BP, medication, physical activity, diet, and sleep); personalized feedback (decision making and action planning)</td>
</tr>
<tr>
<td>Zhang et al, 2016, Germany [16]</td>
<td>Cardiovascular disease</td>
<td>Quasi-experimental; NR</td>
<td>5 healthy young adults (NR)</td>
<td>Self-management of cardiovascular disease (self-monitor heart rate and identify abnormalities)</td>
<td>Wearable sensors</td>
<td>Track physical activity, heart rate, skin temperature, cardiac and pulmonary function, posture</td>
</tr>
<tr>
<td>Anantharam et al, 2015, United States [13]</td>
<td>Asthma</td>
<td>Quasi-experimental; 10 days</td>
<td>4 children (NR)</td>
<td>Self-management of asthma (self-monitor symptoms and identify triggers)</td>
<td>Indoor sensor</td>
<td>Monitor environmental and air quality observations (eg, pollen levels, carbon monoxide, temperature, and humidity)</td>
</tr>
</tbody>
</table>

**Context Elements and Technologies of Current Interventions**

The contextual elements of each included study are summarized in Table 2. A total of 2 studies focused on indoor settings [13,17], and 4 studies involved both indoor and outdoor settings [12,14-16]. Context was captured using sensors [12-14,16,17] and self-reports [12-15]. A total of 1 particular study used ecological momentary assessment to capture self-reported data on social context, activity, and internal states (ie, mood) [14]. Sensors captured data on location, ambient light [14], air quality [13], room temperature [16], and physiological measures (blood pressure [BP], heart rate, skin temperature, cardiac function, exhaled nitric oxide) [12,13,16]. Acceleration sensors were used to track movement and physical activity [16,17].

http://www.jmir.org/2019/6/e10896/
Most studies used a combination of sensor technology and mobile apps, where the sensors collected context information, and the apps utilized those data to deliver personalized feedback [12-14,16]. Only 1 study did not involve the use of sensors, collecting contextual information solely through user self-reports [15]. In another intervention, a sensor was used without a mobile app, where context was harnessed with the help of a wearable computer, and earphones delivered auditory cues to improve gait performance in Parkinson patients [17].

### Health Activities and Health-Related Measures

Self-monitoring was the most frequent health activity supported by context-aware systems in the included studies, where the collected data were then used to provide personalized feedback. Self-monitored data included physiological measures (eg, BP) [12,13,15,16], symptoms [12-14], and lifestyle behaviors [15]. Other health activities included tracking lab test results [12], managing medications [12,15], and practicing specific behaviors (eg, overcoming freezing of gait) [17].

Only 3 studies reported the impact of the intervention on health-related measures [12,14]. Specifically, Bächlin [17] found that the intervention had a sensitivity of 73.1% and a specificity of 81.6% in detecting freezing of gait events. Ong et al [12] found statistically significant reductions in home BP readings between baseline and after intervention (systolic BP: –3.4 mmHg; 95% CI –5.0 to –1.8; diastolic BP: –2.1 mmHg; 95% CI –2.9 to –1.2). Burns et al [14] found a significant decrease in self-reported depressive symptoms ($P<.001$; per-protocol Cohen $d=3.43$) and comorbid anxiety symptoms ($P<.001$, per-protocol Cohen $d=2.58$) [14].

No studies mentioned a thorough evaluation of patient safety problems. A total of 4 studies highlighted technical issues such as system downtime [15], battery drainage problems [13,14], and wearable sensor issues in activity detection [16].

### Discussion

#### Principal Findings

To the best of our knowledge, this is the first systematic scoping review to examine context-aware interventions to support patient work. The emerging nature of the field is reflected in the small number of included studies, their recent time of publication (all after 2010), and the predominance of quasi-experimental study designs. The majority of the papers involved pilot and usability testing with a small number of users; there were no randomized controlled trials (RCTs) to evaluate the efficacy of a context-aware system. In the included studies, context was captured using sensors or self-reports, sometimes involving both. Most studies used a combination of sensor technology and mobile apps to deliver personalized feedback. A total of 3 studies examined the impact of interventions on health-related measures, showing moderate-to-good sensitivity and specificity in detecting freezing of gait events in Parkinson patients [17], as well as significant improvements in BP [12] and reductions in depression symptoms and comorbid anxiety symptoms [14].
Comparison With Previous Literature

Other reviews have looked at the use of context awareness in health care [4,18]. Bricon-Souf (2007) found that there was a large gap between the requirements expressed by users and the context-aware prototypes developed. In addition, they reported that there was no consensus in the research community on how to model context and architectures to support its use. Similarly, Orwat et al revealed that most systems were described in their prototype stage and that implementation issues were rarely mentioned.

Our study, though only focused on patient work, also revealed comparable findings. Most studies described prototypes, and only 3 studies examined the impact of interventions on health-related measures, showing promising results in detecting freezing of gait events in Parkinson patients [17], as well as in improving BP [12] and depression and anxiety symptoms [14].

The use of context-awareness systems in patient work interventions has the potential to facilitate self-monitoring and improve the relevance and quality of the feedback provided, personalizing it to better fit participants’ context [12-14,16]. This sort of “just-in-time” support [19] has the potential to facilitate patient work and improve the self-management of chronic conditions, by providing the advice patients need to make health management decisions at the right time, on a daily basis. Ameliorating self-management practices is a cornerstone of quality improvement efforts in chronic disease care and is associated with better health outcomes in several conditions such as type 2 diabetes [20].

The costs and risks of using context-aware systems for patient work were rarely reported in the included studies. A total of 4 studies highlighted technical issues such as system downtime [15], battery drainage problems [13,14], and wearable sensor issues in activity detection [16]. No studies mentioned a thorough evaluation of patient safety problems. Future studies should consistently report unintended effects and possible harms of the systems, such as privacy, technical issues, or any other unanticipated incidents [21].

Strengths and Limitations

This systematic scoping review has several strengths in terms of study design. First, an extensive search was performed across multiple databases to ensure that all relevant studies were captured. Second, the screening form was pretested and piloted before screening. Third, all full-text papers were screened by 2 independent reviewers. Finally, the kappa score of 0.6 for the full-text screening phase revealed an acceptable level of agreement.

The results of our study need to be interpreted in light of some limitations. Given that this is an emerging field in health informatics, there is a lack of longitudinal and experimental studies, which hampers the evaluation of the impact of these interventions. This is the reason why a systematic scoping review was conducted instead of a systematic review.

Another limitation was the exclusion of non-English papers. Even though this was conducted to ensure that all the authors could adequately understand and make an informed decision based on the abstracts, we might have missed important papers on patient work.

Implications for Research and Health Care

The use of context-aware systems to support patient work is a promising area of research, as these interventions have the potential to facilitate self-monitoring and provide personalized just-in-time feedback based on users’ characteristics and environmental features, with the aim of improving disease management and clinical outcomes. Specifically, the increasing use of sensors to automatically collect context information could eliminate the need for self-reporting and manual data entry, streamlining the task of self-monitoring for chronic disease patients [22]. Furthermore, future applications of artificial intelligence have the potential to expand on the current capacity of these systems to provide personalized and relevant services to individuals [23], better supporting users with their health-related tasks, and decreasing the burden of patient work.

A common issue in context-aware systems research is the challenge of evaluating their real-world implementation [4,18]. Implementation fidelity is “the degree to which programs are implemented as intended by the program developers” [24]. It is known that implementation settings play a crucial role in the effectiveness of interventions, an issue that is at the core of implementation science’s efforts to model the impact of context on outcomes [25]. To allow for implementation fidelity and replicability, studies of context-aware systems should describe the setting explicitly as well as provide sufficient details about the intervention and any potential adaptations for it to fit a different setting [26,27].

Conclusions

The use of context-aware systems to support patient work is an emerging area of research. RCTs are needed to evaluate the effectiveness of context-aware systems in improving patient work, self-management practices, and health outcomes in chronic disease patients. Future studies should consistently report the intervention and the settings in which the intervention is being implemented.
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Abstract

Background: Individuals with psychosis are heavy consumers of social media. It is unknown to what degree measures of social functioning include measures of online social activity.

Objective: To examine the inclusion of social media activity in measures of social functioning in psychosis and ultrahigh risk (UHR) for psychosis.

Methods: Two independent authors conducted a search using the following electronic databases: Epistemonikos, Cochrane Database of Systematic Reviews, Database of Abstracts of Reviews of Effects, MEDLINE, Embase, and PsycINFO. The included articles were required to meet all of the following criteria: (1) an empirical study published in the English language in a peer-reviewed journal; (2) the study included a measure of objective or subjective offline (ie, non-Web-mediated contact) and/or online social functioning (ie, Web-mediated contact); (3) the social functioning measure had to be used in samples meeting criteria (ie, Diagnostic and Statistical Manual of Mental Disorders or International Classification of Diseases) for a psychotic disorder or UHR for psychosis; and (4) the study was published between January 2004 and February 2019. Facebook was launched as the first large-scale social media platform in 2004 and, therefore, it is highly improbable that studies conducted prior to 2004 would have included measures of social media activity.

Results: The electronic search resulted in 11,844 distinct articles. Full-text evaluation was conducted on 719 articles, of which 597 articles met inclusion criteria. A total of 58 social functioning measures were identified. With some exceptions, reports on reliability and validity were scarce, and only one measure integrated social media social activity.

Conclusions: The ecological validity of social functioning measures is challenged by the lack of assessment of social media activity, as it fails to reflect an important aspect of the current social reality of persons with psychosis. Measures should be revised to include social media activity and thus avoid the clinical consequences of inadequate assessment of social functioning.
Introduction

Social functioning impairment is a core dimension of psychotic disorders [1]. Thus, measures of social functioning are crucial for clinical assessment, prognosis, and outcome. Research indicates high engagement with social media platforms and associated social interaction in subjects with psychosis and those at ultrahigh risk (UHR) for psychosis states, including friendship formation and overcoming barriers associated with having severe psychiatric symptoms [2-5]. Social media activity should therefore be included as part of social functioning measures.

In an Australian national survey, more than one-third of adults with psychosis rated social functioning issues as their greatest challenge for the future [6]. Long-term deficits in social functioning have been linked to negative symptoms, such as social withdrawal, apathy, and avolition [7,8], as well as impaired social cognitive capacities, including capacity for mentalization and theory of mind [5,9]. Similar findings have been found for UHR populations; when compared to healthy controls, they show both higher levels of baseline social decline and lower levels of quality of life [10-14]. Conversely, good social functioning has been identified as a robust predictor of recovery [15-18].

Empirical research on social functioning largely originates from standardized questionnaires based on two dimensions [19]. The objective dimension encompasses the ability to meet social roles, such as employability and being a spouse, a family member, or a friend, combined with socioeconomic measures, such as finances and housing [20]. These measures are easily quantifiable and can thus be replicated [20]. The subjective dimension comprises self-reported measures of social roles and measures of satisfaction with family life, recreational activities, and life as a whole [20]. Ratings on both objective and subjective measures are found to correlate with prognosis, course development, and outcome [21].

Since the advent of Facebook in 2004, social media is exponentially more often involved in establishing and maintaining social networks [22-24]. Globally, there are approximately 2.6 billion registered social media profiles and the number is expected to grow by an additional 400 million over the next three years [25]. In 2015, in the United States, more than 75% of people used social media compared to 7% a decade ago, and 92% of adolescents went online daily [26]. Nonetheless, the conceptualization of social media participation as a dimension of social functioning is underdeveloped. At face value, when compared with offline contact, social media platforms represent radically evolving platform structures and a more asynchronistic kind of communication. These are technology-mediated tools that enable individuals to share, exchange, and create ideas, images, and information through online communities and networks [27-29].

Despite having fewer or less-frequent social contacts outside social media, individuals with psychosis or those at UHR for psychosis are heavy consumers of social media when compared to peers of the same age [30-34]. The Internet has become an influential source of mental health information for people with psychosis [28] and, thus, social media and digital devices have been utilized to support mental health care [32-35] and destigmatization campaigns [36]. Particularly for the youngest age group with psychosis and those at UHR for psychosis, there has already been social media-based interventions developed that are targeted on psychological, functional, and social recovery [37,38].

Science and technology studies aim at offering a comprehensive understanding of the interaction between science, technology, and society [39]. According to this framework, technologies may fundamentally alter societal dynamics, influencing communication. Moreover, post-normal science (PNS) is a perspective emphasizing the value of direct stakeholder involvement in practices where facts are uncertain and stakes are high [40], as they arguably are in psychosis. If measures of social functioning in psychosis do not embody the fundamental changes caused by technological innovations and do not consult target groups directly, they run the risk of low ecological validity.

The main objective of this study was to examine whether measures of social functioning in psychosis and UHR for psychosis include the assessment of social behavior on social media. It also compared the validity and reliability of reported measures of social functioning.

Methods

This review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [41] to ensure comprehensive and transparent reporting of methods and results. The protocol was registered at the International Prospective Register of Systematic Reviews (PROSPERO) in March 2017 (registration number: CRD42017058514).

Search Strategy

Two independent authors (JB and WTVH) conducted a search using the following electronic databases: Epistemonikos, Cochrane Database of Systematic Reviews, Database of Abstracts of Reviews of Effects (DARE), MEDLINE, Embase, and PsycINFO. The search terms used were as follows: (“psychosis” or “psychoses” or “psychotic*” or “schizo*”) AND (“social*” or “psychosocial*” or “communit*” or “peer*”) or...
“famil*” or “friend*”). Specific search terms were added to capture social media activity (eg, the Medical Subject Headings [MeSH] term “social media”; see Multimedia Appendix 1 for model search). The search queries were reviewed by an information scientist and were limited to title, abstract, keywords, and subject headings. In addition, a manual literature search was performed using reference lists of reviews and meta-analyses. In cases of doubt, the full-text paper was read to determine eligibility. Papers published between January 2004 and February 2019 were included. The last search was conducted on February 15, 2019.

Eligibility Criteria
The included articles were required to meet all of the following criteria:

2. The study included a measure of objective or subjective offline (ie, non-Web-mediated contact) and/or online social functioning (ie, Web-mediated contact).
3. The social functioning measure had to be used in samples meeting criteria (ie, Diagnostic and Statistical Manual of Mental Disorders [DSM] or International Classification of Diseases [ICD]) for a psychotic disorder or UHR for psychosis.
4. The study was published between January 2004 and February 2019. Facebook was launched as the first large-scale social media platform in 2004 and, therefore, it is highly improbable that studies conducted prior to 2004 would have included measures of social media activity.

Exclusion Criteria
Articles were excluded if the only functioning assessed by the measure was one of the following:

1. Premorbid functioning measures.
2. Global functioning measure.
4. Studies exclusively dealing with social relationships, including social functioning, between study participants and professionals.

Data Collection
All potential studies were exported into a reference citation manager, EndNote (Clarivate Analytics), before removing duplicates. Two independent reviewers (JB and WTVH) separately performed the screening of titles and abstracts, full-text analysis, and selection of social functioning measures. Disagreements were resolved through discussion until consensus was reached. A third reviewer (SP) was available to resolve disagreements. Finally, the list of included and excluded measures was sent to an independent auditor (HJS) for critical evaluation. The kappa coefficient was used to assess the level of agreement of the two independent reviewers for the selection of included and excluded measures.

Analytic Methods and Data Extraction Procedure
A narrative descriptive synthesis was performed for the included articles. The data extraction procedure was performed in two steps. First, subjective and objective measures of social functioning across different social domains (ie, work, community functioning, socioeconomic status, etc) for both offline and online engagements were identified. Second, the content, quality, and psychometric properties, with a particular focus on whether measures assessed social media activities and interactions, were examined and assessed, including validity and reliability statistics of the measures. Since the selection of screened and included articles was extensive, validation literature was sourced directly from the reviewed articles. In addition, a manual search was performed for each individual measure to identify further validation literature.

Results
Search Results
The electronic search returned 12,437 articles. After duplicates were removed, there were 11,844 articles, of which 671 were reviews or meta-analyses: 178 articles from the Cochrane Database of Systematic Reviews and 493 from Epistemonikos. A hand search of reference lists of reviews and meta-analyses returned a further 82 articles. Full-text evaluation was conducted for 719 articles, of which 597 met the inclusion criteria and were included for the final synthesis. From the 597 articles, 58 measures were identified: 41 (71%) social functioning and 17 (29%) quality-of-life measures that included assessment of social functioning. Interrater reliability (ie, agreement between independent reviewers) for inclusion of measures was high (k=.83). Details of the search results are summarized in Figure 1.
Figure 1. Flow diagram of the reviewing process according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines.

Frequently Used Social Functioning Measures
Details of the included 58 measures of social functioning are summarized in Tables 1 and 2. The three most frequently used measures were the Social Functioning Scale (78 references), the Quality-of-Life Scale (67 references), and the World Health Organization Quality of Life Brief Version (WHOQOL-BREF) (57 references). Several measures (e.g., the Social Adjustment Scale II and the Global Functioning-Social Scale) had been used to address social functioning in UHR populations. Although developed for young people, none of these measures were exclusively used in UHR populations.
<table>
<thead>
<tr>
<th>Measure</th>
<th>Author, year, number of scale citations</th>
<th>Description</th>
<th>Validation samples</th>
<th>Validity</th>
<th>Reliability&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Social media (Yes or No)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment of Communication and Interaction Skills</td>
<td>Forsyth et al, 1999, 1</td>
<td>Observer-rated 20 items, 4-point Likert response format Three domains: physicality, information exchange, and relations Gathers data on skill as it is exhibited during performance in an occupational form and/or within a social group context</td>
<td>Psychosis and general psychiatry</td>
<td>Good internal and construct validity [43,44] Good discriminant validity [43,44]</td>
<td>Good interrater reliability [43,44]</td>
<td>No</td>
</tr>
<tr>
<td>Community Adjustment Form</td>
<td>Stein &amp; Test, 1980, 7</td>
<td>Observer-rated semistructured interview 140 items, 10-item scale 17 domains (eg, living situation, work and social functioning, family involvement, and medication use) Also includes an observer-rated, 10-item scale of prosocial behaviors</td>
<td>Psychosis</td>
<td>No data available</td>
<td>Excellent interrater reliability [47]</td>
<td>No</td>
</tr>
<tr>
<td>Disability Assessment Schedule—II</td>
<td>WHO&lt;sup&gt;c&lt;/sup&gt;, 2010, 31</td>
<td>Observer-rated 12, 36, or 97 items; scoring based on all available information (eg, patient’s written records or data from informants) Six domains: understanding and communicating, getting around, self-care, getting along with others, household and work activities, and participation in society Several versions: DAS&lt;sup&gt;d&lt;/sup&gt;, DAS-II-sv&lt;sup&gt;e&lt;/sup&gt;, SDSS&lt;sup&gt;f&lt;/sup&gt;, and WHO-DAS&lt;sup&gt;g&lt;/sup&gt;</td>
<td>General psychiatry</td>
<td>Moderate concurrent validity [48] Good internal consistency [48] Excellent test-retest reliability [48]</td>
<td>Excellent test-retest reliability [48]</td>
<td>No</td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliability&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-----------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>First Episode Social Functioning Scale</td>
<td>Lecomte et al, 2014, 5</td>
<td>Self-report 34 items, 4-point Likert response format Eight domains: independent living skills, interacting with people in different contexts, social activities, intimacy, friendships, family relations, work, and school Perceived ability and actual behavior rated for each item</td>
<td>Psychosis</td>
<td>Good convergent validity [42] Good discriminant validity [42]</td>
<td>Good sensitivity to change [42]</td>
<td>Yes</td>
</tr>
<tr>
<td>Global Functioning—Social</td>
<td>Cornblatt B et al, 2007, 22 (5 UHR&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>Observer-rated Seven probe questions, 10-point Likert response format Assesses levels of social contact and friendships outside of the family</td>
<td>Psychosis</td>
<td>Good construct validity [52]</td>
<td>Good interrater reliability [52]</td>
<td>No</td>
</tr>
<tr>
<td>Groningen Social Disability Schedule</td>
<td>Wiersma, 1988, 8</td>
<td>Observer-rated semi-structured interview 5-point Likert response format Eight domains: self-care, relationship with the family, relationship with a partner, friendship, parental role, citizenship, leisure activities, and work and occupation</td>
<td>General psychiatry</td>
<td>Poor-to-excellent sensitivity to change [53] Good discriminant validity [54]</td>
<td>Good interrater reliability Questionable test-retest reliability [53]</td>
<td>No</td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliabilityb</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-----------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------</td>
<td>--------------------------------</td>
<td>---------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Index of Social Competence</td>
<td>McConkey R &amp; Walsh J, 1982, 1</td>
<td>Observer-rated 15 items of ability Six domains: community skills, self-care skills, communication skills, time, money, and additional handicaps</td>
<td>General psychiatry</td>
<td>No data available</td>
<td>Good interrater reliability [56]</td>
<td>No</td>
</tr>
<tr>
<td>Inventory of Interpersonal Problems</td>
<td>Horowitz et al, 1988, 1</td>
<td>Self-report 32 items, 4-point Likert response format Nine domains: domineering or controlling, vindictive or self-centered, sociable, intimate, submissive, responsible, nonassertive, self-sacrificing, and intrusive</td>
<td>Community: nonclinical</td>
<td>No data available</td>
<td>Acceptable-to-good test-retest reliability [57] Good internal consistency [57]</td>
<td>No</td>
</tr>
<tr>
<td>Multnomah Community Ability Scale</td>
<td>Barker et al, 1994, 12</td>
<td>Observer-rated 17 items, 5-point Likert response format Four domains: assessment of interference with functioning, adjustment to living, social competence, and behavioral problems</td>
<td>General psychiatry, chronic patients</td>
<td>No data available</td>
<td>Good interrater reliability [60] Good test-retest reliability [60]</td>
<td>No</td>
</tr>
<tr>
<td>Personal and Social Performance</td>
<td>Morosini et al, 2000, 55</td>
<td>Observer-rated Single-item, 100-point response format (score determined by domain score range) Four domains (6-point response format per domain): socially useful activities, personal and social relationships, self-care, disturbing and aggressive behaviors</td>
<td>Psychosis</td>
<td>Good construct validity [61]</td>
<td>Good interrater reliability [61] Excellent test-retest reliability [61]</td>
<td>No</td>
</tr>
<tr>
<td>Provision of Social Relations Scale</td>
<td>Turner et al, 1983, 2</td>
<td>Self-report 15 items that measure social relationships with family and friends, 5-point Likert response format</td>
<td>Schizophrenia, bipolar disorder, and healthy controls</td>
<td>No data available</td>
<td>Good test-retest reliability [62]</td>
<td>No</td>
</tr>
<tr>
<td>Psychosocial Functioning Scale</td>
<td>Valencia et al, 1989, 1</td>
<td>Self-report 35 items, 5-point Likert response format Five domains: occupational, social, money management, marital, and familial</td>
<td>General psychiatry</td>
<td>Good construct validity</td>
<td>Good internal consistency [63]</td>
<td>No</td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliability&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-----------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Recovery Assessment Scale</td>
<td>Corrigan et al, 1999, 2</td>
<td>Self-report 41 items, 5-point agreement scale Four domains: doing things I value, looking forward, mastering my illness, and connecting and belonging</td>
<td>General psychiatry, chronic patients</td>
<td>Good concurrent validity [64]</td>
<td>Good test-retest reliability [64]</td>
<td>No</td>
</tr>
<tr>
<td>Rehabilitation Evaluation Hall and Baker</td>
<td>Baker R &amp; Hall JN, 1988, 1</td>
<td>Observer-rated 22 items, 9-point Likert response format Two domains: deviant behavior and general behavior General Behavior subscale (only subscale relevant for the cited study): 15 items Five domains: social activity, speech disturbance, speech skills, self-care skills, and community skills</td>
<td>General psychiatry</td>
<td>Good criterion validity [65] Good discriminant validity [65]</td>
<td>Good interrater reliability [65]</td>
<td>No</td>
</tr>
<tr>
<td>Schizophrenia Social Functioning Index</td>
<td>Padmavathi R, 1995, 2</td>
<td>Observer-rated 17 items, 5-point Likert response format Four domains: self-concern, occupational role, role in family, and other social roles Each section has several subsections covering different areas of social functioning</td>
<td>Schizophrenia and relatives</td>
<td>Good concurrent validity [67]</td>
<td>Good interrater reliability [67] Good test-retest reliability [67] Acceptable internal consistency [67]</td>
<td>No</td>
</tr>
<tr>
<td>Self Evaluation and Social Support—Schizophrenia version</td>
<td>Humphreys et al, 2001, 1</td>
<td>Observer-rated Five domains: social and recreational, occupational, relationships, parenting, and homemaking Questions in these sections involve both perceived competence and commitment in each possible role, and responses are used in an overall rating; also, sections covering self-evaluation of personal attributes and self-acceptance</td>
<td>Psychosis</td>
<td>No data available</td>
<td>Acceptable-to-good interrater reliability [68] Poor test-retest reliability [68]</td>
<td>No</td>
</tr>
<tr>
<td>Short Form Health Survey—36</td>
<td>Ware &amp; Donald, 1992, 12</td>
<td>Observer-rated or self-report 36 items, 100-point response format Eight domains: physical functioning, role limitations due to physical health problems, bodily pain, general health perceptions, vitality, social functioning, role limitation due to emotional problems, and general mental health</td>
<td>Psychosis</td>
<td>Moderate discriminant validity [69]</td>
<td>Good test-retest reliability [69]</td>
<td>No</td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliability</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-----------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>----------</td>
<td>-------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Social Adaptation Self-Evaluation Scale</td>
<td>Bosc M et al, 1997, 4</td>
<td>Self-report 21 items, 4-point Likert response format Four domains: social, familial, occupational, and environmental functioning</td>
<td>Major depression</td>
<td>Acceptable sensitivity to change [70]</td>
<td>Poor test-retest reliability [70] Good internal consistency [70,71]</td>
<td>No</td>
</tr>
<tr>
<td>Social Adjustment Inventory for Children and Adolescents</td>
<td>Gammon et al, 1987, 1 (UHR)</td>
<td>Observer-rated interview Multiple domains: functioning in school, spare time activities, and interactions with peers and family</td>
<td>Children and adolescents of parents with and without major depression</td>
<td>Questionable-to-poor convergent validity [73]</td>
<td>Poor interrater reliability [71,73] Good-to-poor internal consistency [73]</td>
<td>No</td>
</tr>
<tr>
<td>Social Adjustment Scale II</td>
<td>Paykel et al, 1971, 27 (1 UHR)</td>
<td>Observer-rated semistructured interview 52 items, 5-point Likert response format Eight domains: work, domestic relationship, parental role, relationship with external family, social and leisure activities, sexual activity, romantic involvement, and personal well-being Self-report version [74]</td>
<td>Depression</td>
<td>Poor-to-acceptable convergent validity [74]</td>
<td>No data available</td>
<td>No</td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliability&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>----------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------</td>
<td>----------------------------------------------------------</td>
<td>-----------------------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Five domains: social perception, work interactions, social skills, social cognition, and daily living skills or self-care</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social and Occupational Functioning Asses-</td>
<td>American Psychiatric Association, 1994, 35</td>
<td>Observer- or self-report single-item, 100-point response form</td>
<td>General psychiatry</td>
<td>Acceptable sensitivity to change [80]</td>
<td>No data available</td>
<td>No</td>
</tr>
<tr>
<td>ment Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Occupational Functioning Scale</td>
<td>Saraswat N, 2006, 2</td>
<td>Observer-rated 15 items, 5-point Likert response format</td>
<td>Schizophrenia</td>
<td>Acceptable concurrent validity [81]</td>
<td>Acceptable criterion validity (positive and negative symptom total score) [81]</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Three domains: adaptive living skills, social appropriateness, and interpersonal skills</td>
<td></td>
<td>Acceptable discriminant validity [81]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Role Functioning Test</td>
<td>McPheeters H, 1984, 1</td>
<td>Observer-rated 28 items, 7-point Likert response format</td>
<td>General psychiatry</td>
<td>No data available</td>
<td>Good internal consistency [82]</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Three domains: work productivity, independent living, and social network relationships (immediate and extended)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific Levels of Functioning</td>
<td>Schneider &amp; Struening, 1983, 19</td>
<td>Observer-rated 43 items, 5-point Likert response format</td>
<td>Psychosis and general psychiatry</td>
<td>No data available</td>
<td>Excellent internal consistency [83] Excellent interrater reliability [83]</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Six dimensions: physical functioning, personal care skills, interpersonal relationships, social acceptability, activities, and work skills</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strauss Carpenter Level of Functioning</td>
<td>Strauss &amp; Carpenter, 1977, 10</td>
<td>Observer-rated 4 items, 5-point Likert response format</td>
<td>Not stated</td>
<td>No data available</td>
<td>No data available</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Four domains: symptomatology, work, social contacts, and function</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strauss Carpenter Outcome Scale</td>
<td>Strauss &amp; Carpenter, 1972, 7</td>
<td>Observer-rated 4 items, 49-point Likert response format</td>
<td>Schizophrenia</td>
<td>No data available</td>
<td>No data available</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Four domains: social activities, work, independent living, and hospitalization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliability&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>--------------------</td>
<td>----------------------------------------</td>
<td>-------------------------------------------------------</td>
<td>------------------------</td>
</tr>
</tbody>
</table>

<sup>a</sup>Number of citations the scale has gotten throughout the years, which indicates the scale popularity and impact.

<sup>b</sup>Reliability: 1 (perfect reliability), ≥.9 (excellent reliability), ≥.8<.9 (good reliability), ≥.7<.8 (acceptable reliability), ≥.6<.7 (questionable reliability), ≥.5<.6 (poor reliability), <.5 (unacceptable reliability), 0 (no reliability).

<sup>c</sup>WHO: World Health Organization.
<sup>d</sup>DAS: Disability Assessment Schedule.
<sup>e</sup>DAS-II-sv: Disability Assessment Schedule—II: Schizophrenia Version
<sup>f</sup>SDSS: Social Disability Screening Schedule.
<sup>g</sup>WHO-DAS: World Health Organization Disability Assessment Schedule
<sup>h</sup>UHR: ultrahigh risk.
Table 2. Included quality-of-life measures (N=17).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Author, year, number of scale citations</th>
<th>Description</th>
<th>Validation samples</th>
<th>Validity</th>
<th>Reliability</th>
<th>Social media (Yes or No)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment of Quality of Life</td>
<td>Hawthorne et al, 1999, 2</td>
<td>Self-report 47 items, 4-point Likert response format Five domains: illness, independent living, social relationships, physical senses, and psychological well-being</td>
<td>Clinical and community sample</td>
<td>Good discriminant validity [86]</td>
<td>Good internal consistency [86]</td>
<td>No</td>
</tr>
<tr>
<td>Health Related Quality of Life</td>
<td>Nelson et al, 1987, 3</td>
<td>Self-report 5-point Likert response format Nine global questions, each illustrated with drawings to measure the following domains: physical fitness, pain, feelings and emotions, daily activities, social activities, change in health, overall health, social support, and overall quality of life</td>
<td>Mainly chronic illnesses</td>
<td>Good face validity [87]</td>
<td>Good test-retest reliability [88] Good interrater reliability [88]</td>
<td>No</td>
</tr>
<tr>
<td>Lancashire Quality of Life Profile</td>
<td>Oliver, 1991, 3</td>
<td>Observer-rated 100 items, 7-point Likert response format 10 domains: living situation, leisure and social participation, health, finances, family relations, safety, positive esteem, negative esteem, framework, and fulfilment</td>
<td>General psychiatry</td>
<td>Moderate-to-good concurrent validity [89]</td>
<td>Moderate-to-good internal consistency [89] Good test-retest reliability [89]</td>
<td>No</td>
</tr>
<tr>
<td>Manchester Short Assessment of Quality of Life</td>
<td>Priebe et al, 1989, 23</td>
<td>Observer-rated clinical interview 25 items, 7-point Likert response format 12 domains with three subscales: these include stable personal patient details, personal details that may change over time (eg, education), and questions that must be asked at each assessment, including both objective and subjective items concerning quality of life and social life</td>
<td>Psychosis and students</td>
<td>Good concurrent validity [90]</td>
<td>Good internal consistency [91]</td>
<td>No</td>
</tr>
<tr>
<td>Modular System for Quality of Life</td>
<td>Pukrop R et al, 2000, 3</td>
<td>Self-report 47 items, 7-point Likert response format Seven domains: physical health; vitality; and psychosocial, affective, material, spare time, and general quality of life</td>
<td>Schizophrenia and general population</td>
<td>Poor discriminant validity [92]</td>
<td>Good internal consistency [92] Good test-retest reliability [92]</td>
<td>No</td>
</tr>
<tr>
<td>Quality of Life Enjoyment and Satisfaction Questionnaire—Short Form</td>
<td>Endicott et al, 1993, 8</td>
<td>Observer-rated 59 items, 5-point Likert response format Five domains: general activities, physical activities, emotional functioning, recreational activities, and social relationships</td>
<td>Psychosis and depression</td>
<td>Poor-to-moderate discriminant validity [95]</td>
<td>Good internal consistency [96] Moderate test-retest reliability [96,97]</td>
<td>No</td>
</tr>
<tr>
<td>Measure</td>
<td>Author, year, number of scale citations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Description</td>
<td>Validation samples</td>
<td>Validity</td>
<td>Reliability&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Social media (Yes or No)</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>----------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Quality of Life Index</td>
<td>Ferrans CE &amp; Powers MJ, 1985, 1</td>
<td>Self-report 32 items, 6-point Likert response format Four domains: health and functioning, social and economic, psychological and spiritual, and family</td>
<td>Schizophrenia and healthy controls</td>
<td>Good convergent validity [98]</td>
<td>Excellent internal consistency [98]</td>
<td>No</td>
</tr>
<tr>
<td>Quality of Life Interview</td>
<td>Lehman, 1983, 29</td>
<td>Observer-rated semistructured interview 143 items (brief versions: 33 or 78 items) Eight domains: accommodation, family, social relations, leisure, safety, finances, physical health, and mental health</td>
<td>Psychosis and general psychiatry</td>
<td>Good construct validity [99]</td>
<td>Good-to-acceptable internal consistency [99] Poor-to-good test-retest reliability [99]</td>
<td>No</td>
</tr>
<tr>
<td>Quality of Life Inventory—74</td>
<td>Frisch MB, 1992, 2</td>
<td>Self-report 17 items, 4-point Likert response format</td>
<td>General psychiatry, undergraduates, and forensic</td>
<td>Good convergent validity [100]</td>
<td>Good test-retest reliability [100] Good internal consistency [100]</td>
<td>No</td>
</tr>
<tr>
<td>Quality of Life Scale</td>
<td>Heinrichs et al, 1984, 67</td>
<td>Observer-rated semistructured interview 21 items, 7-point Likert response format Four domains: intrapsychic foundations, interpersonal relations, instrumental role, and common objects and activities</td>
<td>Psychosis and general psychiatry</td>
<td>Poor-to-good convergent validity [101]</td>
<td>Excellent inter-rater reliability [101]</td>
<td>No</td>
</tr>
<tr>
<td>Quality of Well-Being</td>
<td>Kaplan et al, 1978, 2</td>
<td>Observer-rated Preference weight for each domain Three domains: mobility, physical activity, and social activity</td>
<td>Chronic somatic illness</td>
<td>Good discriminant validity [102,103] Good convergent validity [102,103]</td>
<td>No data available</td>
<td>No</td>
</tr>
<tr>
<td>Satisfaction With Life Scale</td>
<td>Test et al, 2005, 6</td>
<td>Self-report 18 items, 5-point Likert response format Four domains: living situation, work, social relationships, and self and present life</td>
<td>Schizophrenia and general psychiatry</td>
<td>Good construct validity [104]</td>
<td>Good internal consistency [104]</td>
<td>No</td>
</tr>
<tr>
<td>Schizophrenia Quality of Life—18</td>
<td>Boyer et al, 2010, 1</td>
<td>Self-report 41 items, index scores from 0 to 100 Eight domains: psychological well-being, self-esteem, family relationships, relationships with friends, resilience, physical well-being, autonomy, and sentimental life</td>
<td>Schizophrenia</td>
<td>Good-to-unacceptable concurrent validity; great scale variability [105]</td>
<td>Good-to-acceptable internal consistency [105] Good-to-acceptable test-retest reliability [105]</td>
<td>No</td>
</tr>
<tr>
<td>Schizophrenia Quality of Life Scale</td>
<td>Wilkinson et al, 2000, 10</td>
<td>Self-report 30 items, 5-point Likert response format Three domains: psychosocial, motivation and energy, and symptoms and side effects</td>
<td>Schizophrenia</td>
<td>Good construct validity [106]</td>
<td>Good internal consistency [106]</td>
<td>No</td>
</tr>
</tbody>
</table>
### Structure and Administration of Measures

A total of 35 out of 58 measures (60%) were primarily observer-rated, while 23 (40%) were primarily self-reported. The completion time ranged from 10 minutes (i.e., Social Functioning Questionnaire) to 60 minutes (i.e., Social Adjustment Scale). Most of the social functioning and quality-of-life measures used a Likert response format (40/58, 69%). Most measures assessed behaviors, not perceived ability, related to physical forms of social functioning, such as face-to-face or telephone contact with friends and family. There was great variability in how comprehensive measures reported on social functioning characteristics, ranging from the First Episode Social Functioning Scale (FESFS) with nine subscales to those who reported a few items (e.g., part of a single subscale) of social functioning. Also, quality-of-life measures typically concentrated more on subjective evaluations of general life domains and were thus less focused on social functioning. The FESFS was developed in 2014 [42] by the authors listing measure instruments with comprehensive reporting of this type of social functioning.

### Measure Assessing Social Activity on Social Media

The FESFS was developed in 2014 [42] by the authors listing activities based on their experience with people with early psychosis and on reviews of existing measures of social functioning [40]. The FESFS is designed to measure social functioning in young people in the early stages of psychosis and was the only measure instrument identified in this review as addressing social activity on social media. The scale can be administered as observer-rated or self-report, with each item rating behavior—focus on frequency—and perceived individual ability. The FESFS comprises 34 items distributed on nine subscales assessing various domains of social functioning. The item language was intentionally constructed to fit the target group (e.g., “hanging out with buddies” and “chatting on the net”). Two items, respectively from the items *Friends and activities* and *Living skills*, address social media activity explicitly: “I am really good in solo activities such as going to the gym, going to the movies, chatting on the net”) and “I am comfortable using the phone, Internet, or email to communicate.” The scale is cited five times, of which three of the cited articles include the measure developers as authors.

### Psychometric Properties of the Measures

Out of all 58 included measures; 32 (55%) had previously been validated in patients with psychosis, 16 (28%) in a general psychiatric or clinical and community sample, 2 (3%) in a sample of patients with bipolar disorder, 2 (3%) in a sample of patients with depression, 2 (3%) in a sample of patients with somatic illness, 2 (3%) in a nonclinical sample, 1 (2%) in a sample of adolescents of parents with and without major depression, and 1 (2%) did not record any sample information. More data were available for reliability (53/58, 91%) than for validity (47/58, 81%). In general, lack of information prevented a comprehensive evaluation of the psychometric properties of most measure instruments. Theoretical foundation and construct validity was particularly poorly reported. When psychometric properties were reported, measures showed overall good validity and reliability regarding offline social functioning. The Social Functioning Scale, the Groningen Social Disability Schedule, and the Health of the Nation Outcomes Scale are examples of measure instruments with comprehensive reporting of this type of social functioning.

### Table: Psychometric Properties of the Measures

<table>
<thead>
<tr>
<th>Measure</th>
<th>Author, year, number of scale citations</th>
<th>Description</th>
<th>Validation samples</th>
<th>Validity</th>
<th>Reliability</th>
<th>Social media (Yes or No)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wisconsin Quality of Life Index</td>
<td>Becker, 1993, 4</td>
<td>Self-report 113 items, 5-point Likert response format Nine domains: general life satisfaction, activities and occupations, psychological well-being, physical health, social relations and support, economics, activities of daily living, symptoms, and goal attainment</td>
<td>Schizophrenia and general psychiatry Good convergent validity [107]</td>
<td>Good-to-acceptable internal consistency [107] Good test-retest reliability [107]</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>WHOQOL-BREF</td>
<td>WHO Quality of Life Group, 1998, 57</td>
<td>Self-report 268 items, 5-point Likert response format Four domains: physical, psychological, social, and environmental</td>
<td>Psychosis and general psychiatry Poor-to-moderate construct validity [108]</td>
<td>Good internal consistency [108]</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

---

a Number of citations the scale has gotten throughout the years, which indicates the scale popularity and impact.

b Reliability: 1 (perfect reliability), ≥.9 (excellent reliability), ≥.8<.9 (good reliability), ≥.7<.8 (acceptable reliability), ≥.6<.7 (questionable reliability), ≥.5<.6 (poor reliability), <.5 (unacceptable reliability), 0 (no reliability).

c WHOQOL-BREF: World Health Organization Quality of Life Brief Version.
Discussion

Measures Should Include Contemporary Social Reality

Due to technological innovation and rapid alterations in the norms of social media usage, any instrument designed to measure social functioning, including social media activity, should encapsulate contemporary trends. The main finding of this review was that current measures of social functioning almost exclusively comprise offline social activity, with the sole exception of the FESFS, as discussed in a separate section below. This limitation is likely to reflect the time of development of currently used measures, as most were developed before the launch of the Internet in 1992, and only eight measures were developed or revised after the advent of Facebook in 2006. Many of these scales have good psychometric properties, which may be a good starting point if they were revised to include measures of social media activity. It is notable that the first measures developed were based on chronic inpatients (eg, the Interview Schedule for Social Interaction). However, there is now an emphasis on early intervention to target quality of life and younger early-stage patients, as opposed to chronic inpatients [109], and current measures fail to capture an important aspect of the current social context.

It is worth discussing whether the two most widely used categories of measures—social functioning and quality of life—are expedient. For instance, a number of the measures within these categories address social participation, while others address the more narrowly defined concept of social skills. In practice, then, choosing a measure from either category for evaluative purposes could potentially influence interpretations of findings.

Further, regarding validity, while the original psychometric assessment of some measures shows good reliability and validity, they may lack ecological validity. For example, leaving out assessment of social media activity may lead to low scores on social functioning among young people with psychosis and, thus, increase the likelihood of false positives. Moreover, the core negative symptom of social withdrawal [8] may manifest differently in a social media context compared to an offline context. There is also a risk of social media addiction, negative social comparison, cyberbullying, as well as it being used to exclude real-life contacts [27,110], with potential negative consequences on illness course, outcome, and quality of life. Online social functioning measures should aim to be sensitive to these types of matters. Also, they should track symptom levels [2], change in social participation, and support that unfolds online [3]. In this regard, a survey found that adults with schizophrenia were as likely as adults without mental illness to form social relationships online, despite having fewer offline relationships, lower income, and less Internet access [4]. Compensating for symptoms that people with psychosis themselves experience that interfere with socializing in face-to-face encounters [111] may be a fruitful remedy for some of the obstacles associated with the enhanced levels of toxic loneliness and stigma associated with psychosis populations [5]. This type of information would also be important for treatment timing and tailoring.

Social Media Assessment

The FESFS represents an attempt to address contemporary forms of social functioning, including online activity. Additionally, the scale assesses both behavior and ability, which make a more nuanced assessment possible. However, the scale has fundamental limitations. The validation sample has an average age of 24.5 years, which is relatively high when aiming at early psychosis and UHR of psychosis. The subscales related to work and education are not satisfactorily validated, as only a small part of the validation sample was working or studying. Test-retest reliability for the scale has not been conducted and neither factorial structure nor construct validity has been confirmed. In addition, only the self-report version has been validated. Furthermore, the scale has only been cross-validated across context to a very limited extent [112]—as opposed to, for example, the Personal and Social Performance or the Psychosocial Functioning Scale—which implies uncertainty regarding robustness and usability. Further, the authors do not articulate a theoretical foundation for the scale, and scale content is derived from the scale authors’ own listing of experience-based domains of social functioning.

Science and technology studies is a highly influential theoretical framework analyzing the entanglements of science, technology, and society [39]. A basic premise in science and technology studies is that technological innovation affects society and human behavior in fundamental ways. Specific technologies, such as social media, do not merely add to the possibilities of communication, but changes the nature of communication processes. Consequently, attempts to include technology-mediated communication processes should start from the premise that these probably do not reflect nontechnological communication. Compared with face-to-face contact, social media represents radically evolving platform structures and a more asynchronous form of communication. However, it is unclear whether social media platforms require extra social flexibility or if they are adaptable to facilitate communication for persons who may have limitations in face-to-face social skills, such as the limitations typically found for individuals with active psychosis. It has been suggested that individuals with mental health problems may use social media to seek support. When compared to face-to-face interaction, social media allows more time for reflection before acting [113].

The FESFS “chatting on the net” item is defined as a solo activity and yet this may not reflect the experience of social media by individuals. Social media includes virtual communities allowing users to create a public profile, interact with real-life and virtual friends, and make new acquaintances. Social media engagements often seem to be a fundamental social activity [114]. Also, the FESFS defines using the Internet or email communication as a living skill. However, it is difficult to equate these technological skills as being representative of social activity or functioning. While the FESFS has been the first measure to attempt to capture social media activity, the measure requires significant further development for validity of measurement of contemporary social media engagements.
Future Research: Need for a Radical Change
The use of social media as a dimension of social functioning in psychosis is a complex issue and the knowledge base is limited. It is possible to explore social media behavior based on the most reliable and valid dimensions of currently available offline social functioning measures, such as the Social Functioning Scale. This scale provided the most comprehensive reporting of traditional psychometric properties for offline social functioning, including construct validity. With this scale, social skills or social behavior were registered as present or absent, thus removing the need for an evaluative decision. This could be a feasible starting point to track online social behavior. Some degree of social skill transfer between online and offline activities seems plausible. Additionally, it might be important to understand the relationship between more traditional measures of social skills and social media usage. Therefore, a collaborative approach with the target group as codevelopers of the measure could remedy this shortcoming. The general omission of user involvement, which is highly prioritized and valued in most contemporary health care systems, is a major challenge to the validity of these measures [115]. We therefore propose a theoretical framework in which service users are involved, so as to explore social media as part of social functioning of young people with psychosis.

PNS was developed for interpreting and applying scientific results at the science-policy interface. PNS was tailored for situations where “facts [are] uncertain, values [are] in dispute, stakes [are] high, and decisions [are] urgent” [40]. The research field of social functioning in psychosis includes multiple theoretical perspectives, such as physiological, biological, evolutionary, social, and cultural perspectives. The complex nature of social functioning makes it difficult to indicate causality [1]. There are conflicts of interest causing tension between groups, such as the psychopharmaceutical industry, governments, professional associations, and user organizations [116-118]. The stakes are arguably high as social functioning impairment is regarded as a core symptom of serious mental illness, namely psychosis [119]. The PNS remedy is to communicate uncertainty, assess quality, and justify practice by including extended peer communities. In practical terms, the PNS framework ensures the inclusion of social components perceived as important by the target group. This will presumably lead to inclusion of new facets of social functioning that have been omitted by previous measures, and the risk of implementing outdated or ecologically invalid models is lowered.

Future reviews should take social media use or online activity into consideration when also evaluating social functioning measures in general patient populations. When developing and validating social functioning measures, researchers today should include social media activity: content, frequency, quality, and effects, both positive and negative.

Strengths and Limitations
The strengths of the study are evident in the study protocol being publicly available (ie, PROSPERO) before conducting the review, thus ensuring transparency, and the review was conducted according to PRISMA guidelines [41]. In addition, the inclusion of studies was determined by two independent raters and showed high interrater reliability.

The main purpose of this review was to assess to what degree social functioning measures included assessments of any online social activity. Hence, we applied broad inclusion criteria to avoid ignoring any potential measures. A side effect of this strategy was the inclusion of some measures that were not tailored to specifically target social functioning in general or psychosis specifically.

The conclusions drawn in this review may have been influenced by several of the included studies not reporting relevant psychometric properties. Although only one of the identified instruments specifically assessed social media activity, it cannot be ruled out that respondents may answer generic questions about social functioning with social media activity in mind. Another limitation is that each individual study was not assessed for key sources of biases (eg, sample characteristics). However, in line with previous research [20], it seems warranted to conclude that some studies were based on small samples and that most instruments were constructed and tested within Anglo-American cultures. Grey literature was not included. This will typically raise the risk of reporting bias, implying that the included studies represent selective research dissemination [120]. However, it should be emphasized that the aim was to identify instruments with a high level of use within the field and that the search was conducted in several literature databases. The included studies did use samples with somewhat different characteristics (eg, sex, age, and level of symptomatology), which may violate the transitivity assumption and thus, questions direct comparisons across included studies.
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Abstract

The US health system has recently achieved widespread adoption of electronic health record (EHR) systems, primarily driven by financial incentives provided by the Meaningful Use (MU) program. Although successful in promoting EHR adoption and use, the program, and other contributing factors, also produced important unintended consequences (UCs) with far-reaching implications for the US health system. Based on our own experiences from large health information technology (HIT) adoption projects and a collection of key studies in HIT evaluation, we discuss the most prominent UCs of MU: failed expectations, EHR market saturation, innovation vacuum, physician burnout, and data obfuscation. We identify challenges resulting from these UCs and provide recommendations for future research to empower the broader medical and informatics communities to realize the full potential of a now digitized health system. We believe that fixing these unanticipated effects will demand efforts from diverse players such as health care providers, administrators, HIT vendors, policy makers, informatics researchers, funding agencies, and outside developers; promotion of new business models; collaboration between academic medical centers and informatics research departments; and improved methods for evaluations of HIT.
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Introduction

When humans created the cities to enable surplus food, labor division, and trade, the city itself generated new modalities of problems such as disease and violence. The American sociologist Robert K. Merton (1910-2013) coined the term unintended consequences (UCs) to describe these antagonistic elements inherent in any human endeavor [1]. The health care industry, which in the United States has reached near universal adoption of electronic health record (EHR) systems, is no exception.

Calls for nationwide adoption of EHRs [2] finally came to fruition when the US Congress passed the Health Information Technology for Economic and Clinical Health (HITECH) Act into law in 2009 [3], establishing the Meaningful Use (MU) program. As a result of MU, EHR adoption among US hospitals increased an impressive 8-fold in 6 years, and today, 9 in 10 hospitals use a government-certified EHR, and adoption among office-based physicians is above 80% [4]. However, although successful in promoting its intended consequences (EHR adoption and use), the program, and other contributing factors, also produced important UCs, with effects that range from the health system level all the way to the point of care level. Many recent publications have criticized MU and particularly EHRs; however, little attention has been dedicated to promoting effective solutions. Although previous articles have elicited emerging health information technology (HIT) UCs such as decreased patient-provider interaction, security breaches, and overdependence on technology [5] and proposed a research...
agenda to fixing the EHR [6], such reports were produced during the MU implementation, and therefore, their conclusions were made before the US health system had been exposed to the effects of nationwide EHR adoption. On the basis of our own experiences from large-scale HIT adoption projects and a collection of key studies in HIT evaluation, we discuss the most prominent UCs of MU (Figure 1) and provide recommendations for future research to empower the broader medical and informatics communities to realize the full potential of a now digitized health system.

Figure 1. Unintended consequences of Meaningful Use, their contributing factors, and opportunities for future research from the broadest to the most specific level. ARRA: American Recovery and Reinvestment Act; EHR: electronic health record; HIT: health information technology; UC: unintended consequence.

**Unintended Consequence 1: Failed Expectations**

Recent systematic reviews have found that most HIT evaluations published before MU reported predominantly positive outcomes [7,8]. These outcomes served as the foundation for the MU program and have produced a hype around HIT. Such a hype led to a nationwide adoption of commercial EHRs with high expectations for improving the US health care cost and quality [9]. However, after 4 years of nationwide EHR adoption, health care in the United States is still the most expensive and lags behind in some quality outcomes when compared with other developed countries [10], which indicates that the expected benefits of a digital health system have not yet materialized [11-14]. As the adoption of commercial EHRs increased, new, unanticipated modalities of problems emerged [5]. The first systematic review of HIT impact published after MU continued to find mostly positive results; however, it also reported that 19% of the studies found no significant HIT impact, and the lack of negative outcomes is likely explained by publication bias [15].

The same systematic reviews that have reported positive findings have also reported several mixed results, which leaves unanswered questions as to the impact of HIT on quality, productivity, and safety. Furthermore, studies from other industries demonstrate that IT adoption rarely produces positive results if not accompanied by complementary factors or investments [16]. Several internal and external factors have been identified as potentially affecting care outcomes during HIT interventions [17], which suggests that previous studies may have been subjected to similar context-dependent factors, as they are common to HIT interventions [18,19]. Pre-MU studies are being criticized for relying on weak research designs such as short-term pretest-posttests and for the use of a small set of nonconsensus measurements [8,12,20]. The latter is an important barrier to the reproducibility of studies [21] and to the comparison of outcomes across studies [20], which prevents more comprehensive assessments of HIT impact and produces questions regarding the strength of the evidence supporting HIT effectiveness [22]. The lack of consistent evidence resulting from the use of poorly designed studies indicates that what others have called positive outcomes [7,8] are in fact putative outcomes. It has been estimated that without improved research...
methods, around 100 hypotheses per year will continue to be tested without providing any valuable knowledge [23].

With insufficient evidence to support the hype around HIT and generalizable effects of HIT across care outcomes, settings, and EHR systems, an important question remains unanswered: was the over 20-billion-dollar investment in HIT from the America Recovery and Reinvestment Act (ARRA) worth it?

The Path Forward

Implementation of a new EHR will inevitably add to the complexity of the several aspects of care, and as users adapt to the system, they demand new customizations [24]. These customizations are often added to updated EHR versions that demand extensive local testing and an implementation process almost as complex, risky, and labor intensive as the implementation of a newly adopted EHR. In such a scenario, simple pretest-posttest designs are ineffective [25]. A paradigm shift on the choice of research designs for HIT studies is needed to produce more longitudinal evaluations able to detect time-sensitive effects common to HIT interventions [26] and to assess a large set of measures capable of detecting the diverse effects of such interventions [11,12]. Furthermore, as HIT interventions are subject to context-dependent factors, assessment of potential covariates is of paramount importance, as demonstrated elsewhere [17]. A better understanding of the full impact of HIT on the US health system will demand more comprehensive evaluations that assess a large sample of agreed-upon measures shared across researchers to allow comparison of outcomes across studies by future systematic reviews—and potential meta-analyses. In addition to increasing our understating of HIT impact on a national scale, such an approach has the potential to produce compelling evidence to the need for improving HIT effectiveness and can lead us to a more realistic assessment of the real value of the ARRA investment in HIT.

Unintended Consequence 2: Electronic Health Record Market Saturation

The time frame to implement MU’s certification criteria was constrained, and the larger EHR vendors more rapidly complied with the criteria, contributing to an increased adoption of systems with established market share [27]. In 2017, the top 3 US HIT vendors shared 66% of the EHR market for acute care hospitals, which includes most large academic medical centers [28,29]. Given the complexity and high cost involved in implementing a commercial EHR, health care organizations are unlikely to change an EHR vendor anytime soon, causing a saturation of the US EHR market.

The Path Forward

As new, expensive EHR implementations become rarer, EHR vendors will be forced to find new business models to remain profitable. This path is evolving through initiatives such as the Substitutable Medical Applications & Reusable Technologies (SMART), which coupled with data standards, such as Fast Healthcare Interoperability Resources (FHIR), is enabling development of third-party applications seamlessly connected to commercial EHRs. Such applications have the potential to replace or augment commercial EHRs’ functionality, in a model similar to the mobile phone industry [30]. To providers, such an approach represents an interesting opportunity to expand, customize, or replace EHR functionality as needed; to EHR vendors, it represents an opportunity to diversify their products, solutions, and sources of income. However, the saturation of the national market has produced a situation analogous to an oligopoly, and the path to producing new business models is unclear. Although some vendors seem to be open to the idea of having external applications connected to their EHR, others intend to charge providers per FHIR transaction, which will eventually hamper use of external applications. In addition, the leading US EHR vendors are increasing their global presence [31], which may help to keep them financially sustainable and postpone the development of new business models. With an increased bargaining power of these vendors, the success of initiatives such as SMART on FHIR may emerge from the tension between providers’ needs and vendors’ desire to keep control over their products [19].

Some researchers have suggested that the use of similar systems across the country will create opportunities for human factors researchers by facilitating comparison of similar functionality [5]; however, such opportunities may not reach fruition because of local configurations that allow the same product to be implemented in completely different ways across clients [32]. Overcoming the vendor oligopoly will demand development of informatics solutions proved to be more effective than current systems’ functionality, which leads us to the next UC: innovation vacuum.

Unintended Consequence 3: Innovation Vacuum

As EHR adoption has primarily been achieved through financial incentives, the cycle of technological innovation typical of other industries has not been observed in the US HIT sector. As a result, commercial EHRs were adopted before fixing widely known problems such as poor usability [33], which has been associated to patient harm [34,35], and suboptimal clinical decision support (CDS) systems [36] such as excessive, overzealous alerts frequently ignored by providers [37]. In addition, a recent evaluation of EHR certification criteria concluded that the certification process is not designed to prevent patient harm [38]. Specifically, the report found that the usability testing required does not include a representative sample, does not include real clinical scenarios, and does not simulate changes added through system configuration by local clients.

The accelerated adoption also affected benchmarking organizations such as Intermountain Healthcare, Partners Healthcare, and the Veterans Health Administration that have traditionally promoted most HIT innovations [39]. These organizations decided to replace their systems with commercial EHRs, putting an end to the homegrown systems’ era. As a result, some of these organizations decided to dissolve their informatics departments [40,41], decreasing their investment in informatics innovation.
With widespread adoption of suboptimal and poorly tested systems, along with traditional innovators stepping aside, fixing the EHR now is a bit like fixing an airplane midflight, and without a pilot.

The Path Forward

At least 2 panels at recent American Medical Informatics Association annual symposia have presented informatics innovations in the post-MU era with clients of 1 large HIT vendor, and most innovations included SMART on FHIR apps [42,43]. Panelists have pointed out that as commercial EHRs can properly handle capabilities such as billing, data storage, and privacy regulations, informatics innovators tend to be freer to innovate in the post-MU era. However, as previously mentioned, most HIT vendors are not yet fully open to seamless interface with external apps. In addition, FHIR is a standard under development, and a substitute for the traditional innovators is yet to be found. To aggravate the problem, most contracts signed between providers and HIT vendors include clauses that hamper transparency by preventing providers from sharing usability and safety issues that could otherwise advance EHR design [44].

There was a natural reason for having most HIT innovations coming from benchmarking organizations: neither HIT vendors nor academic departments have seamless access to clinicians at the point of care, where informatics applications are put to the test. In naturalistic settings, iterations between clinicians and informaticists facilitate an understanding of users’ needs to inform EHR development. Academic informatics departments could serve as a natural replacement for the traditional innovators by promoting cutting-edge research toward fixing the EHR, coupled with more robust HIT evaluations. However, this replacement will demand a closer relationship between academic departments and their medical centers. In US universities, these departments tend to function as independent organizations, which hampers researchers’ access to HIT resources and clinicians at the point of care. Work in such a direction has started [45-47] and serves as example of the path needed to design new business models, fostering innovation and transparency, and fixing the EHR.

Unintended Consequence 4: Physician Burnout

The accelerated adoption of commercial EHRs coincided (and likely was programmed to coincide) with the implementation of the Affordable Care Act (ACA). The slow, but steady, implementation of pay-for-performance payment models has given rise to the EHR-based quality measurement [48]. The push for reporting clinical performance generates an increased demand for capturing accurate, structured data [5], and the use of suboptimal EHRs in these tasks has contributed to the so-called EHR-associated physician burnout [49]. The use of clinical documentation for nonclinical purposes is increasing and is source of frustration among physicians [50,51]. This is reinforced by the fact that electronic clinical notes generated in the United States are significantly longer than similar documentation in other developed countries [52]. Recent studies have found that in the post-MU and ACA era, for every hour of patient contact time, physicians may spend up to 2 hours on electronic documentation [53,54]. The documentation burden has been so intense that in some cases, physicians intentionally close slots in their agenda to complete electronic documentation of previous patients [17].

The Path Forward

In addition to simplifying billing requirements [6] and developing informatics solutions to extract quality indicators from clinical documentation [5], a fundamental redesign of the EHR to improve data entry and retrieval is needed. The structured and static format of current EHR interfaces force physicians to record clinical data through predefined and strict functionality dependent on the current desktop kit (pointer + keyboard + monitor with a cluttered EHR interface). For physicians to keep the richer narrative of their clinical assessments while decreasing the documentation burden, EHRs must demand less typing and clicking [55]. New technologies such as conversational speech recognition (CSR) have recently achieved human parity with regards to transcription error rate [56] and have tremendous potential for substantially decreasing typing and clicking. However, CSR solutions may be compromised by the fact that clinicians may make conscious decisions about what information to communicate to patients and to document in the EHR [57]. Therefore, there are opportunities for research exploring what information clinicians document (or not) in the EHR and what information they do not communicate verbally to the patient but document in their clinical notes [58]; such findings will inform development of CSR and other data-entry solutions capable of handling such situations. Regarding data retrieval, EHR content retrieved by physicians is influenced by their tasks or information goals [59,60]: however, such stimuli are not captured by current EHRs. Future research should investigate how EHRs can support data retrieval with intelligent stimulus- or goal-oriented functionality that allows a holistic view of the patient and flexible navigation across the record [58] to hopefully decrease the documentation burden and its contribution to the next UC: data obfuscation.

Unintended Consequence 5: Data Obfuscation

Physicians frequently create their clinical notes by using the patient’s previous note, a practice known as copy-and-paste. [61] As a result, they often produce (and later deal with) uninformative, bloated notes that often contain redundant information and errors [62,63]. In addition, these notes do not provide the data in a way that increases clinicians’ situational awareness (ie, the perception and comprehension of relevant information necessary to take action) [64], and in some cases may never be read [65]. The problem is aggravated by overwhelming CDS alerts and reminders; many clinicians complain that such alerts make them vulnerable to information overload, which might lead them to miss important information [66]. The obfuscation of relevant data resulting from bloated records has been reported [67,68], associated with potential
safety hazards [69] and with delayed or incorrect decisions at the point of care [70].

The Path Forward

Some proposed solutions to highlighting relevant data include tailoring physicians’ use of EHRs to document what they are thinking about the patient’s situation [64], transferring some data entry to patients [6], or new policies to facilitate health information exchange (HIE) [5,6,71]. Such proposals are unlikely to succeed in isolation as they require clinicians to enter or import even more information into already bloated records. In addition, the effectiveness of HIE seems to be understudied [72]; although some studies report HIE-associated improvements [73], others report the opposite [74].

Concise documentation that highlights relevant data will come from smarter EHRs that actively participate in patient care [75]; however, to be smarter, EHRs must be able to capture and process more information about the patient’s context and clinicians’ reasoning. Previous studies suggest that clinicians seem to always know something that is only partially represented in or is missing entirely from the EHR [37,76]. For example, EHRs are incapable of understanding why clinicians order what they order, or how current symptoms are related to previous problems. Although most EHRs allow medical records to be structured on a problem-oriented basis, such structure does not capture the reasoning behind the relationship between problems and other clinical concepts. For example, a medication can be linked to a problem, indicating that it was ordered to treat a particular problem, but the reasoning (why) behind the choice for this particular medication is not captured by the EHR. If such data were captured, several opportunities for informatics research would emerge to apply (and improve) computational methods (eg, machine learning, natural language processing, and text generation methods) to empower the EHR to use patient’s care context data. Context-rich data could be used to facilitate note creation, to create automatic notes ready for review, and to increase the accuracy of CDS, potentially mitigating the already infamous alert fatigue [37]. However, 2 major challenges remain: (1) A formal representation of the semantic relationships between clinical concepts (eg, symptoms, findings, problems, diagnoses, and treatments) does not exist and (2) Effective methods for capturing and representing clinicians’ reasoning need to be developed [58]. EHR vendors have avoided this path to avert liability for medical errors when eventual system failures lead to misleading recommendations [77,78]. What vendors have avoided translates into several opportunities for informatics researchers. The development of a formal representation of clinicians reasoning seems to be a promising alternative to empower EHRs to represent patients’ situation [79]. However, the application of such a representation into actual patient data will demand new, more effective data-entry approaches [58], improvements to data visualization [80], and computational methods [55].

On balance, despite the unexpected effects and challenges of nationwide EHR adoption, several opportunities for developing more effective EHRs and evaluation methods are likely to emerge from the forces promoting progress. The UCs here discussed do not intend to be exhaustive; other consequences may be revealed as new, more robust HIT evaluations are reported. We hypothesize that overcoming these UCs will likely require a path reverse to the one that produced them. By creating smarter clinical information systems with more intuitive navigation and data entry functionality, clinicians could save time searching, synthesizing, and documenting data in the EHR, which would contribute to alleviate data obfuscation and mitigate burnout. Such systems will likely come from external applications developed through cutting-edge research conducted in academic medical centers that tend to be a natural replacement for earlier informatics innovators. These applications, if successfully implemented and evaluated, may back providers up on their demands to have most large EHR vendors opening their platforms, which would facilitate the development of new business models and decrease market oligopoly. Finally, by accumulating evidence of the effectiveness of these applications, in isolation and in conjunction with commercial EHRs, a better understanding of the true positive effects of HIT can be obtained by future systematic reviews and meta-analyses.

The multiple efforts proposed here will demand collaboration between diverse players such as health care providers, administrators, HIT vendors, policy makers, informatics researchers, funding agencies, and outside developers toward a single goal: to realize the full potential of a digitized health system.

Acknowledgments

This work was supported by research funds from the Informatics Institute of the University of Alabama at Birmingham.

Conflicts of Interest

None declared.

References

4. The Office of the National Coordinator for Health Information Technology. Health IT Dashboard URL: https://dashboard.healthit.gov/quickstats/quickstats.php [accessed 2019-05-10] [WebCite ID 78H1zXpZ]


40. Bowes WA. Impacts of EHR certification and meaningful use implementation on an integrated delivery network. AMIA Annu Symp Proc 2014;2014:325-332 [FREE Full text] [Medline: 25954335]


Abbreviations

ACA: Affordable Care Act
ARRA: America Recovery and Reinvestment Act
CDS: clinical decision support
CSR: conversational speech recognition
EHR: electronic health record
FHIR: Fast Healthcare Interoperability Resources
HIE: health information exchange
HIT: health information technology
HITECH: Health Information Technology for Economic and Clinical Health
MU: Meaningful Use
SMART: Substitutable Medical Applications & Reusable Technologies
UCs: unintended consequences

©Tiago K Colicchio, James J Cimino, Guilherme Del Fiol. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 03.06.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Toward Comprehensive Patient-Centric Care by Integrating Digital Health Technology With Direct Clinical Contact in Australia

Penelope Schofield¹,²,³,⁴, BSc (Hons), PhD; Tim Shaw⁵, BSc (Hons), PhD; Michaela Pascoe²,⁶, BSc Psych (Hons), PhD

¹Department of Psychology, Swinburne University, Melbourne, Australia
²Department of Cancer Experiences Research, Peter MacCallum Cancer Centre, Melbourne, Australia
³Sir Peter MacCallum Department of Oncology, The University of Melbourne, Melbourne, Australia
⁴Iverson Health Innovation Research Institute, Swinburne University, Melbourne, Australia
⁵Charles Perkins Centre, University of Sydney, Sydney, Australia
⁶The Institute for Health and Sport, Victoria University, Melbourne, Australia

Corresponding Author:
Penelope Schofield, BSc (Hons), PhD
Sir Peter MacCallum Department of Oncology
The University of Melbourne
Parkville VIC
Melbourne, 3010
Australia
Phone: 61 03 9214 4886 ext 4886
Fax: 61 03 9214 4886
Email: pschofield@swin.edu.au

Abstract

Background: There is an escalating crisis in health care, locally and internationally. The current health care model is unable to meet the increasing health care demands.

Objective: The aim of this study was to reconceptualize the provision of health care to produce better outcomes at no greater cost, by placing individuals in the position of authority to direct their own care, in a personalized, integrated health care system.

Methods: In this study, we used the Australian health care system as a model. We reviewed the current landscape of digital health in Australia and discussed how electronic medical records (EMRs) can be further developed into a personalized, integrated health care system.

Results: Some components of an EMR and digital health system are already being used in Australia, but the systems are not linked. A personalized, integrated health care model that is responsive to consumer needs requires not just a passive repository of medical information; it would require a team approach, including the government, health care funders, industries, consumers and advocacy groups, health care professionals, community groups, and universities.

Conclusions: Implementation of a personalized, integrated health care system can result in reduced pressure on the current health care system, and it can result in the delivery of best-practice health care, regardless of location. Importantly, a personalized, integrated health care system could serve as an education platform, “upskilling” not only clinicians but also, more importantly, patients and carers by providing them with accurate information about their condition, treatment options, medications, and management strategies. By proposing personalized, integrated health care, we offer an intelligent model of health care that is ubiquitous, efficient, and continuously improving.

(J Med Internet Res 2019;21(6):e12382) doi:10.2196/12382
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Introduction

Background

Ongoing improvements in health care, successful management of chronic conditions, and falling birth rates in developed nations are globally leading to an aging population [1]. In 1950, 1 person in every 12 people was aged above 60 years [2], by 2015, this had risen to 1 person in every 8 people worldwide [3]. The proportion of older persons is projected to continue to increase, with 1 in 5 people estimated to be aged above 60 by 2050 [3]. The associated prevalence of chronic diseases is immense [1]. By 2020, noncommunicable diseases are expected to contribute to 57% of the global burden of disease and 75% of deaths [4]. Indeed, approximately 40 million people died because of a noncommunicable disease in 2015, namely cardiovascular disease, cancer, chronic respiratory disease, and diabetes, accounting for 70% of deaths worldwide [5]. The societal burden of managing this growing health crisis is substantial and unable to be supported by current models of health care. Like many other countries, Australia is turning to digital technologies to address the rapidly growing gap between service demand and capacity. Achieving a sustainable, agile, and effective health system that keeps pace with demands requires a fundamental disruption of health care delivery. The health system will need to shift focus away from health care providers in centralized locations treating illness; instead, the health system will need to shift focus toward supporting empowered consumers in the community in managing their own health and well-being.

In Australia, the gross domestic product expenditure on health care has increased from 6.5% in 1989-90 to 10.3% in 2015-16 [6,7]. Annually, in Australia, there are an estimated 230,000 medication-related hospital admissions, with a cost to taxpayers of Aus $1.2 billion [8]. The Australian Medicare system is a publicly funded, national universal health care system. In the 2016-17 financial year, Australian Medicare expenditure on medications was Aus $12 million, an increase of 11.3% from the previous financial year [9]. This economic burden is exacerbated by inefficiencies and waste in health care provision. Bentley et al (2008) [10] outlined 4 key inefficiencies: (1) duplication of services, such as repeated blood tests, as clinicians have no access to results of tests ordered by other clinicians; (2) inefficient processes, such as unnecessary transport of patients to seek medical management not available locally; (3) overly expensive inputs, such as physicians providing services that nurses are equally competent to provide; (4) medical errors, such as adverse medication events resulting in avoidable hospital admissions.

The downstream consequence of increasing demand on the health system, errors, inefficiency, and waste is clinician burnout. Like many countries, Australia has a workforce shortage across a number of health professions [11]; therefore, clinicians are struggling to meet the health care requirements of patients [12]. Exacerbating this situation, consumers have increased expectations of clinicians to assist patients in becoming more informed and involved in the treatment decision making and health management and provide prompt, appropriate, and individualized support [12]. Unsurprisingly, high rates of burnout and psychological distress are experienced by medical doctors: indeed, 48% of younger doctors report burnout in the domain of emotional exhaustion, 18% report low professional efficacy, and 46% report high cynicism, according to a survey of over 12,000 Australian medical doctors [13]. Clinician burnout not only greatly reduces quality of life for clinicians but also reduces quality of care to patients and contributes to workforce shortages [14].

The current political climate in health care is characterized by fiscal restraints combined with an aging population [3], increases in the incidence of chronic illnesses [4], and escalating health care costs [6]. These issues are aggravated by a limited and burnt-out workforce trying to meet growing needs [11,14] and significant inefficiencies and waste [10]. The existing system of health care is an insatiable beast, which we need to change. Internationally, efforts are presently focused on translating paper-based records into electronic records. In many respects, this represents a digitization of eighteenth century health care and misses a crucial opportunity for technology to transform care and support new disruptive models of care [15]. Currently, routine digital technology use in health is fragmented and mostly “passive” in assisting with information storage or analysis. Although technology heavy, health care has undertaken a digital transformation in the way that businesses, particularly financial services, have. To ensure sustainable effective health care into the future, it is crucial that we implement a digitally supported, fully integrated, and secure health care system that is proactive in the following: tailoring precision, holistic health solutions for the individual; improving equity and access, particularly among the disadvantaged; disseminating health innovations rapidly and upskilling health providers in these innovations; empowering consumers to manage their own health and well-being [16].

Objectives

The aim of this paper was to reconceptualize the provision of health care to produce better outcomes at no greater cost, by placing individuals in the position of authority to direct their own care. The fundamental premise is that individuals are the experts in their illness experience and personal values in relation to the optimal care they require. In this paper, we use the Australian health care system as a model. We first introduce the concept of a “Bespoke Health Care System” (BHS) and discuss how digital health is currently being implemented in the Australian health care system, including the use and potential of electronic medical records (EMRs). We then propose that EMRs could be integrated into a patient-centered management platform rather than just function as a linked passive information depository. Finally, the necessary conditions for the successful adoption of bespoke health care are discussed, including codelign to develop a platform for the user to ensure positive user experience and trust in the data security and the highlight the importance of utilizing frameworks to identify the barriers most relevant to the implementation BHS.

Bespoke Health Care

Modern education has adopted an effective new approach of “flipping the classroom,” whereby application of knowledge is done in the classroom whereas didactic learning is self-directed
and occurs before class [17,18]. A number of health care practitioners are applying “flipping” to clinical health care, that is, providing patients with necessary knowledge before consultations and then using consultation time to problem solve and make joint decisions, with the aim of improving health outcomes and experience of care and reducing costs [19].

We propose a new health care system that builds upon the flipped health care model to place consumers in the driver’s seat of their health care, termed the BHS. A central component of this model is increased patient involvement in health care decisions and self-management assisted by the use of technology. In the proposed system, individuals will have an EMR, which contains all of a person’s relevant personal and medical information across providers. A total of 1 in 5 medical errors are because of incomplete patient medication information [20]. This record could be linked to primary care clinics, specialists’ rooms, public and private hospitals, pathology services, pharmacies, insurance companies, and other relevant health agencies. It would allow new and relevant medical, diagnostic, and management information to be uploaded and viewed by the individual’s network of health care providers in real time. Where appropriate, individuals would have access to their medical records via the EMR by using their computers and smartphones.

However, the BHS expands well beyond the use of traditional EMRs. Importantly, an EMR need not be a passive depository of data. It could be used to remotely track symptoms, provide routine medication reminders, prompt patients to have a routine screening test, such as a breast mammogram, or allow patients to book medical appointments and remind them to attend. Currently, patient records are still often paper based. Even when they are electronic, they are often not linked, disorganized, and unable to be easily accessed by patients or their wider network of health service providers. This leads to unnecessary reordering of tests, incomplete medical histories, or medication information resulting in suboptimal patient care, occasionally endangering the patient’s life [10].

Importantly, the BHS could serve as an education platform, “upskilling” patients by providing them with accurate information about their condition, treatment options, medications, and self-management strategies. In addition, if patients are prompted to record their clinical data (such as blood sugar levels or blood pressure), medication adherence, or side effects, these data could be aggregated and viewed by the patients and their treatment team to track the illness trajectory and management over time. Moreover, routine symptom assessment could trigger automatically dispatched symptom management advice in real time, suggest appropriate support services available locally, permit clinician notification when a patient’s tracked symptoms indicated the need to review, or prompt the patients to contact their doctor or emergency services if the symptom is potentially life threatening.

The BHS could include digitally supported platforms or ecosystems that integrate care by linking not only electronic records but also patients’ apps and devices with their health record, as well as providing virtual therapeutic spaces for clinicians and patients to interact. Examples of such systems include the Synergy platform, used in treatment of mental health and prevention of self-harm by identifying and rapidly responding to suicidal ideation among young people [21]. Through “upskilling” individuals, this initiative would empower people to have greater ownership over the management of their health. Finally, the BHS could be used to also provide clinicians with point-of-care decision support by providing diagnostic algorithms to be used in conjunction with clinical assessments and up-to-date, evidence-based, and easily accessible optimal care pathways suitable for their patient’s condition, which will also serve as continuing professional development. Thus, although an EMR is the core of the BHS, there are a number of other equally important components required to implement the BHS.

The Current Landscape of Digital Health in Australia

Some components of an EMR system are already being used in Australia [22]. EMRs are commonly used in primary care, and they are being introduced into hospital settings [23,24]. Several large scale Australian hospitals have fully implemented an EMR and are using the system to electronically share prescription and medication details directly with pharmacy, eliminating written scripts, which avoids errors associated with translating handwriting [22]. This results in a safer and more efficient medication management [24]. Importantly, this system gives health care professionals more detailed access to information about medications taken, improving informed clinical decision making, which is particularly beneficial for individuals with comorbid conditions who are taking multiple medications [23,24]. These digital hospitals are also using EMRs to provide electronic orders to diagnostic providers, such as radiology and pathology within the hospital setting [23,24]. Some other areas where an EMR could provide significant benefits include improved safety and health care quality and greater patient, clinician, and administrator satisfaction, as well as cost savings and revenue gains, such as through reduced drug expenditure [25].

In Australia, this technology is being rapidly adopted by hospitals around the country (see Table 1), which presents some examples of technologies being adopted by Australian hospitals and health care practices.

Australia’s “My Health Record” was launched in July 2012, and it is a patient-controlled, secure Web-based summary of health information, which can be accessed by individuals by using their computer or smartphones. This initiative will greatly assist Australia in achieving an integrated digital health system. Patients can control what clinical information is uploaded and select to share this information with their primary care physician, specialists, hospitals, and other health care providers. According to Australia’s National Digital Health strategy, by 2022, the “My Health Record” system will allow clinicians to share patient information with other health care providers, using a nationally consistent, standards-based approach to secure messaging [30].
Furthermore, individuals and health care providers will have access to information about prescribed and dispensed medicines, which will limit abuse of prescription medications, such as opioids [33, 34]. Patients will be able to digitally request their medicine on the Web, and all pharmacists will have access to electronic prescribing [30, 35]. The National Digital Health Strategy is also prioritizing an end-of-life care pilot test to explore how advanced care planning documents can be incorporated into the “My Health Record,” to be more accessible to treating health professionals [30]. In addition, the “My Health Record” provides a data platform for new interfaces to be added onto the system, and a number of apps are currently authorized to connect the “My Health Record” system, including “Health Engine,” which connects individuals to health practitioners and allows Web-based booking of appointments [36]. The Australian government has developed a Web-based mental health portal that provides information about mental health apps and services. “My Aged Care” is a similar portal where individuals can access information on aged care and related care services.

In the pilot scheme before 2018, about 20% of Australians registered for a “My Health Record” [37]. This scheme was mandated nationally from mid-2018, with a record being automatically created for all Australians, unless they “opted out” [38-41]. Currently, 90% of Australians have a “My Health Record” [42]. According to Australia’s National Digital Health strategy, the “My Health Record” is set to be the core component of Australia’s future national digital health service [30]. In Queensland, [30] all public hospitals and health services are already connected to the “My Health Record” system, and a number of hospitals and health services are connected in other parts of Australia [31]. In Australia alone, the potential economic benefit of transitioning to an EMR system in all public acute and private hospitals equates to approximately Aus $1.76 billion annually [25]. This would be far greater if expanded to community and primary care settings [25]. Telehealth is an important part of digital health and a BHS. Indeed, Mate and Salinas (2014) [19] highlighted that many elements of face-to-face clinic visits can be performed at home, with the aid of modern technology, which is consistent with and important for the development of a BHS, particularly for those individuals who lack access to specialist care because of geographical isolation or limited mobility [43]. It has been estimated that in Australia, telehealth can not only improve access to medical care and increase convenience for patients but it may also reduce cost by up to AU $3 billion annually through reduced residential care costs, emergency admissions, potentially preventable hospitalizations, and Royal Flying Doctors Services in rural areas, as well as patient transport and travel [44, 45]. Currently, the Australian Federal and State Governments are expanding digital health to improve connectivity among service providers in community and primary care settings and reach people in their own homes [25]. Teleconference consultations between clinicians and individuals in remote areas and living in residential care facilities are currently being conducted as part of a home monitoring study and funded through the Australian Medicare system [44, 45]. To facilitate telehealth services, a local telecommunications company, Telstra, has developed the “My Care Manager,” a tablet-based platform where clinicians, individuals, and caregivers can video conference, where medication details, scheduled services, and test reminders and care plans can be stored, and where data from medical devices, such as body weight, glucose, and pulse oximeters can be uploaded and remotely monitored by clinicians [46]. If part of an integrated BHS, it is possible that additional medical requirements could be done remotely or more locally, for example, medication reviews could be done virtually [47], and individuals could have blood draws taken at local centers [48, 49]. Currently, national agencies in Australia have tested a system to remotely monitor vital signs, such as electrocardiography, heart rate, spirometry, noninvasive blood pressure, oxygen saturation, body weight,
glucometry, and body temperature, in a cohort of elderly individuals with chronic illnesses [45,50]. Finally, a number of technology providers in Australia, such as Springday [51] or InnoWell [52] are providing integrated platforms that provide support for new models of care that integrate devices, apps, and virtual consultations into one-stop consumer-facing platforms in the management of chronic diseases, such as mental health or cancer [21]. These initiatives demonstrate the potential of an integrated BHS, which could integrate EMRs, remote access to medical care, and consultation and health tracking, among other functions. In summary, an integrated digital health system is evolving in Australia to allow individuals to access test results, set up appointments, medication reminders, test reminders, and have teleconsultations with health care providers, but routine implementation of these systems is patchy, and the systems that are in place are often not linked. It is yet to be articulated how this new model of health care would operate on a population level.

Bespoke Health Care System: Moving Electronic Medical Records From an Information Depository to a Patient-Driven Management Platform

We argue that an intelligent approach using electronic personal medical records to place individuals at the center of their care and “upskill” them to have ownership over the management of their health care will lead to greater efficiencies and better patient outcomes. Indeed, individuals have expressed a desire to be empowered. The Australian Digital Health Agency led the extensive “Your health. Your say” consultation to inform the development of the Australia’s National Digital Health strategy. More than 3000 consumers, carers, health care providers, community groups, professional bodies, and other stakeholders attended 103 forums, workshops, webcasts, and town hall meetings across Australia, and over 1000 submissions and survey responses were analyzed for key themes [30]. The first identified theme was that individuals want to take control of their health care decisions and need access to their personal health information to do this [30]. Participants identified that they wanted to be able to manage their medication, request prescription refills, and track their health status by using their smartphone [30,35]. An integrated BHS would allow individuals to track symptoms, have access to diagnostic test results and treatment decision aids, and obtain reliable information about their diagnoses, management plans and medications, and self-management strategies for disease, symptom, or side-effect management. In addition, these systems would support the integration of apps and devices, health data, and virtual care to support new, potentially disruptive models of care. Previous research shows that it is possible to increase self-management of care through technology [53]. For example, an electronic health diary and symptom tracker/health monitoring tool have been shown to improve self-efficacy in individuals with acute coronary syndrome [54]. This proposal mimics the flipped classroom model, whereby individuals can engage in didactic learning at home [17,18,55], and their time with clinicians can therefore be focused on discussing and solving problems and applying the knowledge learned earlier [55]. The BHS could also be used to assist individuals to adhere to clinical interventions. Indeed, electronic prompts and reminder alerts have been shown to increase patient engagement with digital interventions [56]. Symptom monitoring and patient feedback through the BHS could be used to assign patients to the appropriate level of stepped care, and the provision of care tailored to the individual’s level of need could be delivered using Web-based interventions through the system. Piette et al [57] have developed a personalized cognitive behavior therapy pain management service that adapts to each patient’s unique and changing needs to automatically personalize the intensity and type of patient support, using feedback from patients about their progress. Technology would enable the tailoring to individual, clinical, and personal circumstances by using reinforcement learning algorithms to deliver information that is most relevant to each user, similar to those algorithms used by Netflix, Google, and Amazon [58]. This system could also involve and “upskill” family/carers, which would increase the capacity of the health care system by expanding nonprofessional community care. Research shows that an interactive Web portal providing targeted support for informal caregivers of persons with dementia and professionals improves the acquisition of information, interactions between carers and professionals, access to support from home, and self-perceived empowerment in health-related decisions [59]. A further advantage of the BHS is that it could be used to link interested individuals to peer support networks, which could result in greater social connectedness and support and improved coping strategies [60,61]. Individuals could “opt in” to be linked with other individuals with similar diagnoses and circumstances. Finally, this system would enable consumer ownership of the individuals’ health data, increasing consumer health literacy, engaging consumers in treatment decision making, activating health promoting behaviors and self-management, and supporting consumers to remain in their homes and local communities. Such a system would place consumers in the “driver’s seat” in regard to the management of their own care. The increasing focus on self-management of chronic disease in many respects places the clinician in the position of coach rather than director of health care, much in the same way education has shifted from a model of the all-knowing expert who lectures to students to a model focused on cocreation of learning, where the teacher guides rather than directs learning through a collaborative environment. Textbox 1 displays an imaginary case study of how the BHS may operate from the patient’s perspective.
Georgia is in her late 70s and lives at home with her husband Frank and their 2 corgis, Lucy and Roxy. Georgia has diabetes, which is generally well controlled, Georgia’s smartphone beeps at her and notifies her that she is due to meet with her General Practitioner, Susan, for a regular checkup. Georgia and her General Practitioner are both connected to a Bespoke health care platform that enables them to communicate with one another, as well as other health care professionals, through secure messaging and web-based face-to-face meetings. It is this platform that has notified Georgia that she is due to meet with Susan.

Using the Bespoke health care platform on her smartphone, Georgia sees that Susan has a free appointment time available on Thursday morning, which Georgia books. The Bespoke health care platform also notifies Georgia that she is due to have some routine blood tests as part of her checkup, and it shows her some available times at the pathology clinic around the corner from Georgia’s house. There is a spot available tomorrow afternoon, and Georgia selects that time. She will take Lucy and Roxy with her on her walk to the pathology clinic.

After her appointment, the pathology clinic uploads Georgia’s test results to her Bespoke health care platform. This allows Susan, Georgia’s General Practitioner, to see her results instantly, and if appropriate, to make these available for Georgia to view as well. Fortunately, all of Georgia’s tests results are normal, and Susan sends Georgia a message telling her this.

On Thursday, Georgia and Susan have a web-based face-to-face appointment using the Bespoke health care platform. The platform securely records their meetings. At any time, Georgia and Susan both go back and review anything that they discussed during their appointment.

After her appointment, Georgia realizes that she is running low on her medication. She logs in to her Bespoke health care platform and requests a refill of her regular medication, the details of which are already stored in her profile. Susan remotely approves this request, and it is automatically sent to the pharmacy of Georgia’s choosing. Georgia selects the pharmacy closest to her house. The pharmacist then makes the medication ready for Georgia to pick up, and the pharmacist notifies her using the Bespoke health care platform.

On Saturday morning, Georgia and Frank decide to take Lucy and Roxy for a walk to the pharmacy to collect Georgia’s medication. They will also visit their favourite café for breakfast beforehand. Unfortunately, after collecting her medication, Georgia rolls her ankle and has a small fall. She is alright, but she needs to go to the hospital for some monitoring. At the hospital, Georgia’s treating physician, Alex, is able to view Georgia’s medical history, medication information, and treatment plan, as well as any allergies or other relevant medical information, using the Bespoke health care platform. All of the information about Georgia’s visit to the hospital, including her treatment plan, is also uploaded to the Bespoke health care platform, and Georgia’s General Practitioner, Susan, is notified to check in with Georgia regarding her ankle at their next appointment.

On Sunday afternoon, Georgia is settling in back at home, and The Bespoke health care platform automatically sends her some practical tips about caring for her ankle and a reminder to take the medication that she collected from the pharmacy yesterday, as per Susan’s recommendations, and it’s a good thing it did, as Georgia was preoccupied thinking about her ankle.

### Necessary Conditions for Successful Adoption of Bespoke Health Care

The critical element to achieve a BHS is the establishment of a universal personalized EMR, which has already occurred with the “My Health Record [30]” in Australia. All individuals would need to have access to fast, reliable, ubiquitous internet, and there would need to be widespread ownership and proficient use of mobile devices. Community and specialist involvement and infrastructure would be necessary. A BHS would require the involvement of local community centers to provide education in the BHS, host peer support groups, deliver coaching in self-management, and possibly use motivational interviewing techniques to increase engagement with the system [62]. The system would need to be underpinned by best available evidence, regularly updated, and have high acceptability with health care providers, patients, carers, and privacy advocates. The BHS would also present new opportunities for digitally supported communication between health providers and patients to support innovative models of care. Critically, universal health records need to be able to securely store data from such emerging systems. Potential benefits of the BHS are multiple. First and foremost, the system would place the consumers at the center of their care and promote self-management. Individuals living in regional/remote areas would have greater access to peak health services and specialist clinicians via teleconsultations. The application of optimal care pathways could be offered, regardless of the patient’s location, which would reduce regional variations in health outcomes [1]. Patients would have access to real-time, evidence-based self-management advice. There would be reduced duplication and errors. Moreover, clinical encounters would be optimized by automating routine clinical activities, such as assessment of symptoms or side effects. Furthermore, more clinical time could be devoted to health care decision making and education, such as reinforce health promoting behaviors. The intent is that the BHS would enable the routine and universal delivery of best-evidence health care, resulting in optimal health outcomes and better patient experiences of the health system. The system should demonstrate improved or equivalent patient outcomes, with a reduction or no increase in health care costs. Finally, iterative and quality improvement processes based on performance data could be built into the BHS. The development of this system requires a team approach. On a government level, there would need to be regulation and oversight, standards, systems, and infrastructure to support the BHS. Health care funders, such as Australia’s Medicare and insurance agencies, would need to change the architecture of their funding models, which currently center around face-to-face medical consultations with an individual patient and the delivery of procedures. Progress is being made in this domain, with teleconsultations between clinicians and individuals in remote areas and Residential Care Facilities, which are currently being funded through the Medicare system [44,45]. Industries would need to develop and roll out new business and care models based around personalized medicine and informed by best-evidence practice. Universities can play a key role in training future health professionals’ in digital health care systems, as well as supporting the analysis and interpretation of big data, research, evaluation, and iterative improvement of the BHS. The needs
of consumers and advocacy group end users would need to be identified and integrated, as was done in the “Your health. Your say” consultation [30]. The experiences of clinicians working within the health system must also be considered and integrated through processes, such as codesign models.

To be accepted and utilized by patients and health professionals, the initiative must be designed to be acceptable to the end users (both patients and health professionals), cater to individuals’ unique needs to place minimal demands on the health system infrastructure, and be scalable and rapidly disseminated into usual care if successful. Co-design is crucial to the intervention development process to design for the user. Co-design seeks to understand the lived experience of end users, making the everyday practices and contexts of the target audience important resources to inform the design of the intervention [63]. Co-design refers to collective creativity as it is applied across the whole span of a design process [64]. Specifically, this entails experts (researchers, designers, or developers) working together with end users (consumers) from concept creation, prototype review, to final product. In addition, theoretical frameworks should be considered to provide the basis to optimize implementation strategies and to identify implementation barriers, strategies to address these barriers and methods to explore mediating mechanisms [65]. A comprehensive understanding of the barriers and enablers to implementation of a BHS in clinical care is necessary to support the development of effective implementation strategies [66,67]. Dansereau and colleagues outlined that there are 4 levels of analysis relevant to organizational behavior, these are persons, dyads, groups, and organizations [68-70]. Evidence shows implementation requires whole system change, involving both the individual and organization [71]. Theoretical frameworks can help explain why implementation efforts succeed or fail [72], but the biggest challenge influencing the implementation of new interventions is behavior change, with many frameworks therefore focusing on human behavior theories [73,74]. The Theoretical Domains Framework (TDF) developed by Michie and colleagues [74] used expert consensus to identify 12 domains of behavior determinants that could be used in implementation research. Utilizing frameworks similar to TDF will be useful in identifying the individual- and organizational-level barriers most relevant to the implementation of a BHS. Consumer ownership of data and privacy considerations also need to be addressed. The Australian Digital Health Agency acknowledged this concern in the National Digital Health strategy, and it has established the Digital Health Cyber Security Centre. Its primary purpose is to protect the national digital health systems and personal health information of Australians from cyber threat and raise the security posture of the Australian health sector. The Digital Health Cyber Security Centre partners with national and international cyber security organizations, across the government and private sector, to improve knowledge of the cyber threat and leverage shared expertise and material across organizations [30]. The recent funding of the Digital Health Cooperative Research Centre by the Australian Federal Government that links academia with services, government, and industry also provides a vehicle for the development and support of new national, coordinated approaches to the development of new technology-driven models of care [75].

Conclusions

The ultimate objectives of the proposed BHS are reducing pressure on the current health care system, delivering best-practice health care, regardless of location, and placing consumers in a position to direct their own health care. Delivery of personalized, evidence-based health care, regardless of location, is likely to improve disease outcomes, quality of life, and patient experiences. “Upskilling” individuals and enabling easy information sharing can improve communication between individuals and health care providers. The BHS can offer real-time, accurate data collection and information dissemination. Importantly, delivery of best practice health care in regional locations would aid in decentralizing health services by stimulating health industry growth in regional centers, as well as reducing the pressure and resource constraints in urban hospitals. This system would also contribute to the development of a next generation workforce, which is responsive to emerging challenges, particularly in the digital domain. By proposing BHS, we offer an intelligent model of health care that is ubiquitous, efficient, and continuously improving. The system would allow research and iterative improvements to be embedded into health systems. Finally, reducing service production and delivery waste is likely to result in economic benefits.
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Abstract

Surgery is still far from being completely safe and reliable. Surgical safety has, therefore, been the focus of considerable attention over the last few decades, and there are a growing number of national drives to improve it. There are also a number of large surgical complication reporting systems and system-based interventions, both of which have made remarkable progress in the past two decades. These systems, however, have either mainly focused on reporting complications and played a limited role in guiding practice or have provided nonselective interventions to all patients, perhaps imposing unnecessary burdens on frontline medical staff. We have, therefore, developed an evidence-based stratified surgical safety information system based on a multicenter surgical safety improvement program. This study discusses some critical issues in the process of developing this information system, including (1) decisions about data gathering, (2) establishing and sharing knowledge, (3) developing functions for the system, (4) system implementation, and (5) evaluation and continuous improvement. Using examples drawn from the surgical safety improvement program, we have shown how this type of system can be fitted into day-to-day clinical practice and how it can guide medical practice by incorporating inherent patient-related risk and providing tailored interventions for patients with different levels of risk. We concluded that multidisciplinary collaboration, involving experts in health care (including senior staff in surgery, nursing, and anesthesia), data science, health care management, and health information technology, can help build an evidence-based stratified surgical patient safety improvement system. This can provide an information-intensified surgical safety learning platform and, therefore, benefit surgical patients by delivering tailored interventions and an integrated workflow.

(J Med Internet Res 2019;21(6):e13576) doi:10.2196/13576
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Introduction

Globally, each year, more than 230 million operations are performed and at least 7 million patients develop significant surgical complications, including 1 million perioperative deaths (at least half of which are preventable) [1,2]. Preventing harm to patients and improving the safety of surgical patients has, therefore, drawn considerable attention over the last few decades, and there are growing national drives to improve surgical patients’ safety [3]. There are also abundant opportunities for informatics-based improvements in perioperative care linked to the rapid development of
information technology use in medical care. Information systems, such as computerized physician order entry, automated dispensing, barcode medication administration, electronic medication reconciliation, and personal health records, are playing an increasingly important role in enhancing patient safety by reducing medication errors [4,5]. Up to 50.2% (470/936) of medical errors can be avoided through the use of information systems [6]. However, most of these systems are not designed specifically for surgery. Their original intention was to regulate clinicians’ daily practice and allow health care providers to carry out routine jobs effectively, preventing potential errors [5]. Patient safety outcomes, which are crucial indicators for evaluating and improving surgical safety practice, cannot usually be obtained reliably through these systems. Extensive and carefully planned specialized information platforms for surgical sectors are, therefore, needed to collect data on patient safety [7]. Several nationwide surgical complication reporting and learning systems have, therefore, been developed in the past two decades, such as the United Kingdom’s National Reporting and Learning System [8]. This was established in late 2003 as a voluntary scheme for reporting patient safety incidents, to support learning from these incidents. Another large-scale Web-based information platform is the American College of Surgeons National Surgical Quality Improvement Program, which dates back to the 1980s and now incorporates hundreds of hospitals across the United States. It was developed to gauge the quality of surgical programs across different hospitals. The primary function of both of these systems is surgical incident reporting. Measuring incidence alone, however, is not enough to guide routine clinical safety behavior and enhance safety. A number of system-based interventions have, therefore, also been developed, mainly focusing on regulating clinical behavior and following the publication of To Err is Human [9]. These included the Surgical Patient Safety System (SURPASS) checklist, which requires 11 forms (nearly 100 items) to be completed and documented by providers for each individual undergoing surgery [10,11]. These intervention strategies regulate the daily clinical practices of health care staff and thus improve patient safety, but they impose a heavy workload in complex clinical settings. This could increase fatigue and undermine the adoption of and compliance with these systems by frontline health care staff [12]. The number of successful system implementations is, therefore, relatively small, with conflicting findings on their effect on patient safety. This tends to lead to skepticism about the true effectiveness of these systems and emphasizes the necessity of developing a patient safety system with high implementation efficiency and low operational complexity [13,14].

Surgical operations are complex procedures. The perioperative care process is a unique and challenging environment that requires close collaboration among surgeons, anesthetists, and nurses. Medical staff can also encounter sophisticated patient pathophysiological conditions. The length of patients’ stay in the hospital is relatively short in surgical departments, which has posed a significant challenge for surgeons in capturing the key factors influencing surgical outcomes and the timely transfer of key safety information to other members of the surgical team [15]. An information system capable of extracting knowledge from high volume and multi-sourced clinical data and supporting decisions in routine clinical operations could, therefore, improve efficiency and effectiveness. It could also provide a high degree of interoperability as well as information support, process management, and optimization in delivering evidence-based surgical safety interventions [16,17]. The complexities of the perioperative environment, however, can complicate the process of deployment and make technology implementation challenging. Some common issues in this environment must be addressed for successful deployment of information technology [18]. The development of this type of evidence-based patient safety information system (EPSIS), therefore, requires a holistic view. It needs to bring together clinical professionals, health care administrators, data scientists, and information technology engineers. This process can serve as an important catalyst in fostering a safety culture among frontline health workers, constructing a surgical safety ecosystem supported by data scientists, engineers, and administrators [19].

In 2014, a national project called Modern Surgery and Anesthesia Safety Management System Construction and Promotion (MSCP) was conducted in China. It aimed to improve perioperative patient safety. On the basis of this study, a perioperative surgical safety management information system was developed. This integrated patient data collection, processing, storage, and dissemination to support decision making, work control and documentation, and visualization [20]. To identify key elements and critical issues and formulate a framework to design, develop, and implement an EPSIS, a multidisciplinary panel of experts was assembled during the project period. This panel consisted of 10 medical experts, 5 nurses, 5 medical administrators, 3 data scientists, and 7 computer science engineers. All 30 experts attended several rounds of face-to-face consensus meetings, and widespread suggestions were collected from both the literature and panel members. Notes from project process meetings held by the central project group and the project executive groups from participating hospitals were also reviewed to identify practical challenges faced during the development of the project. These were refined and distributed to the panel members. Key methodological and implementation issues in designing and developing an evidence-based surgical safety information system were discussed, and recommendations on these issues were collected through these meetings. Finally, a summary of the framework was drafted and was circulated to panel members via email. Comments were collected until the group had reached a consensus. This paper discusses these issues (see Figure 1) in detail and uses practical examples from MSCP to illustrate them.
Developing and Gathering Data

Clinical data are usually complex and highly distributed. This poses challenges in collecting data to support the development of an EPSIS, because this type of system relies heavily on the management of high-quality surgical safety data. Using high-quality data also supports workflow management, monitoring, and evaluation of the surgical patient safety system. To satisfy the needs of the whole information system, the accessibility, reliability, and timeliness of data should be ensured.

Which Surgical Safety Indicators Should Be Collected?

Surgical safety promotion usually requires integrated interventions involving changes in a set of activities. These have long causal pathways and involve many factors that can influence the causal chain [21]. Recommended surgical safety indicators, therefore, include surgical complications and death and length of stays, which directly measure the observable harm. These indicators, unlike process or surrogate safety indicators (eg, error or culture), are identifiable and quantifiable and are more appropriate as natural endpoints in the story of patient safety [22]. The collection of data on these observable harms provides an easy way to investigate the causal chain. It could, therefore, help support learning about critical surgical safety issues linked to specific contexts as well as developing intuitive and target-sensitive functions for the safety improvement system [22-24].

How Should Complication Reporting Be Standardized?

Information about complications is not always readily available. A complication reporting procedure requires accepted principles of accrual, display, and analysis of complication data to be predefined to capture complications in a structural way [22,25,26]. This will allow meaningful comparisons of the incidence of reported complications across different hospitals or different periods within the same hospital [27]. The subsequent data processing could also benefit from this structural reporting. Several classification criteria had been proposed, of which the Clavien-Dindo classification is the most widely used. However, this type of classification system provides limited reference in standardizing complication reporting because it mainly focuses on ranking complication categories in an objective and reproducible manner, on the basis of the therapy used to correct them [28]. In 2002, Martin et al proposed 10 criteria that should be met when reporting complications following surgery [29]. These proposals could serve as a reference in establishing the criteria for reporting information about complications.

How Can We Retrieve and Integrate Information About Inherent Patient-Related Risk?

An incomplete data inventory leads to incomplete analyses. Electronic health records allow collection of particular elements of health-related information (eg, obesity, coronary heart disease, and hypertension) that are potentially associated with safety outcomes. However, it remains a challenge to form a multidisciplinary patient safety reference database because it needs to identify and track all data sources [30]. Knowledge of health data attributes, including data definitions, value sets, and other clinical coded content, is required. This means that the data retrieval process needs to involve information technology engineers, medical experts, and data scientists. Once the data have been captured, they can be filtered to support further clinical decision making by task and individual end user requirements. An additional step of data verification, introduced for data quality control, is also necessary. In MSCP, to ensure a trade-off between completeness and efficiency in information collection, a specialist panel was formed including medical experts, information engineers, and data scientists. By drawing on the literature and collecting expert opinions, this panel identified crucial information for inherent patient-related risk and determined how to obtain this information accurately and efficiently. To reduce user workload and transcription errors, a
Generating and Sharing Knowledge

Information alone is not enough to improve safety. Knowledge about the spectrum of complications and potential risk information extracted from the data is essential to formulate guidelines to help decision making about which patients to prioritize and what measures to take to prevent surgical complications. Ultimately, these data-driven decisions could play an auxiliary role in supporting clinical decisions and lead to more effective and appropriate use of resources through better procedures. New data obtained through the system are likely to stimulate the updating of knowledge and, therefore, further improve decisions.

How Should We Prioritize Complications to Target?

Not all complications are equally important to patient safety. For instance, some complications have an extremely low rate of incidence (eg, pulmonary torsion), are not related to severe harm (eg, subcutaneous hematoma), or are not sensitive to prevention measures (eg, hypothyroidism after thyroidectomy). To ensure that the system is both operationally feasible and cost-effective in routine clinical practice, it is important to prioritize complications. We recommended prioritizing complications based on high incidence and serious prognosis and which are more likely to be preventable. We also suggested that it was important to consider local conditions. Table 1 shows an example from the MSCP Project, using empirical data and expert consensus to identify surgical complications with these 3 characteristics. Complications with low incidence can still be collected through the system. Increased experience and evidence may enable groups to identify underlying patterns for the occurrence of these complications and targeted intervention measures can then be formulated.

How Can We Translate Surgical Safety Information Into an Evidence-Based Stratifying Strategy?

An evidence-based stratifying strategy implies that patients with different risk factors (identified using data collected and consensus among the expert panel) will receive hierarchical and targeted interventions. The ability to make a preoperative determination of the overall risk for multiple major complications is a prerequisite for clinical decision making and securing surgical patients’ safety, which is the ultimate goal of EPSIS [31-33]. Using the concept of risk population from epidemiology, we defined all surgical patients as the risk population for surgical complications at the stage before surgery [20]. In other words, every surgical patient could potentially develop any kind of complication and their risk of doing so is determined by factors that vary among the patients. Knowledge about patients’ existing risk factors can be generated using a series of computational models to translate input data [34]. This means that major contributory factors to complications can be identified and intervention measures can then be developed for patients.

Oinas-Kukkonen argued that intervention should be “tailored to the potential needs, interests, personality, usage context, or other factors relevant to a user group” and that a system that offers personalized content or services has greater effectiveness and efficiency [35]. Patients can be managed through the system on the basis of their identified inherent risk. Specific interventions can be offered to patients with different levels of risk. This can, therefore, determine the appropriate amount of resources for each surgical patient, which is vital for optimizing patient flow. Examples of this concept include the well-known Physiological and Operative Severity Score for the enUmeration of Mortality and Morbidity scoring system and those recently developed by the National Surgical Quality Improvement Program in the United States [25,36]. With the growing tendency for medical professionals to become more specialized, using the risk population concept in the surgical safety field can also provide a macroscopic view across safety issues in multiple specialties. It, therefore, provides a more global picture for system-wide intervention planning.

How Can We Formulate Targeted Intervention Guidelines?

A system-integrated intervention guideline for decision making should map out which specific surgical safety intervention measures should be provided to patients with particular baseline risk and how the intervention should be carried out. The evidence from theory, the literature, and empirical research could be brought together and developed through standard procedures, such as the Delphi process [37]. Frontline staff and senior management, including both administrative and clinical leaders, should be involved in formulating the guidelines to get a buy-in from different professional groups (eg, surgeons, nurses, and anesthesiologists) to use the system to deliver interventions [14,38]. For instance, in MSCP, the interdisciplinary team of centralized researchers and clinicians reviewed the relevant research to identify interventions with the greatest benefit and the lowest barriers to use. Figure 2 shows how patients, complications, and interventions are provided in a stratified way in this system.
Table 1. Examples of prioritization of complications in the modern surgery and anesthesia safety management system construction and promotion project.

<table>
<thead>
<tr>
<th>Complication</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surgical site infection</td>
<td>A(^a)</td>
</tr>
<tr>
<td>Delayed healing or nonhealing incision</td>
<td>A</td>
</tr>
<tr>
<td>On ventilator ≥48 hours</td>
<td>A</td>
</tr>
<tr>
<td>Death or confirmed death</td>
<td>A</td>
</tr>
<tr>
<td>Hypoparathyroidism</td>
<td>B(^b)</td>
</tr>
<tr>
<td>Coma after operation ≥24 hours</td>
<td>B</td>
</tr>
<tr>
<td>Respiratory failure</td>
<td>A</td>
</tr>
<tr>
<td>Electrolyte disturbance</td>
<td>B</td>
</tr>
<tr>
<td>Urinary tract infection</td>
<td>A</td>
</tr>
<tr>
<td>Pleural effusion</td>
<td>B</td>
</tr>
<tr>
<td>Acute renal failure</td>
<td>A</td>
</tr>
<tr>
<td>Skull defect</td>
<td>B</td>
</tr>
<tr>
<td>Cerebral edema</td>
<td>B</td>
</tr>
<tr>
<td>Hemorrhage requiring ≥4U RBC infusion 72 hours postoperatively</td>
<td>A</td>
</tr>
<tr>
<td>Iatrogenic pneumothorax</td>
<td>C(^c)</td>
</tr>
<tr>
<td>Esophagus anastomotic fistula</td>
<td>C</td>
</tr>
<tr>
<td>Aphasia</td>
<td>C</td>
</tr>
<tr>
<td>Stress ulcer</td>
<td>C</td>
</tr>
<tr>
<td>Pneumocrania</td>
<td>C</td>
</tr>
<tr>
<td>Myasthenia crisis</td>
<td>C</td>
</tr>
<tr>
<td>Vocal cord paralysis</td>
<td>C</td>
</tr>
<tr>
<td>Pulmonary torsion</td>
<td>C</td>
</tr>
<tr>
<td>Secondary spinal canal stenosis</td>
<td>C</td>
</tr>
<tr>
<td>Fracture or loosening or dislocation of prosthesis</td>
<td>C</td>
</tr>
<tr>
<td>Internal or external fistula formation</td>
<td>C</td>
</tr>
<tr>
<td>Tracheal softening and collapse</td>
<td>C</td>
</tr>
<tr>
<td>Incisional hernia</td>
<td>C</td>
</tr>
<tr>
<td>Postoperative skin flap or subcutaneous effusion</td>
<td>C</td>
</tr>
<tr>
<td>Heterotopic ossification</td>
<td>C</td>
</tr>
</tbody>
</table>

\(^a\)High incidence (≥0.5%), severe harm, and sensitive to prevention measure.

\(^b\)High incidence, but not considered severe, or preventable based on the literature and an expert consensus.

\(^c\)Very low incidence, based on complications reported through the system.
Figure 2. Stratified intervention for patients at different risk level of complications.

Developing Functions and Applications

The data or applications should be presented in a visual form that users can understand. This makes them easy to use to support day-to-day operations and provide high-quality communication among hospital sectors for information- and knowledge-related functions [39]. Frontline medical staff and administrators at different levels should be extensively involved in the development process because adoption needs to be driven by clinicians where significant benefits can be articulated for them, the clinical and administrative teams, and the patients [40].

How Can We Integrate the System Into the Existing Clinical Workflow and Make the System Sustainable?

The objective of EPSIS is improving surgical safety by optimizing rather than subverting the current workflow. However, the information system may be frustrating for frontline clinicians and organizations if it does not fit with existing systems. This is particularly true if it causes longer completion times and workflow disruptions [24,41]. The system should, therefore, be embedded into existing clinical routines in line with the way frontline medical staff like to work. It should also take into account the interdependencies among the health care staff, cultural environment, and the infrastructural organization of the hospital. The challenge in achieving this goal is to identify the critical elements in the surgical workflow that influence patient safety management and the need to exchange safety information among medical staff at a minimum cost to existing workflows and thus provide information support for the next task. System use by different people in the clinical setting may be improved by visually representing the workflow of a complex clinical work environment and using user-system interaction analysis and complex design changes. A picture will also help in imposing the necessary workflow control and has been shown to be more successful in changing an unsafe plan or preventing the omission of essential interventions [42,43]. For instance, soft or hard stop functions can be incorporated in the system. Soft stops can alert clinicians if the intervention is not carried out in line with the guidelines, and hard stops alert clinicians and stop the process unless the intervention has been completed or an explanation has been provided to the central control point to override the interception. Soft and hard stops are helpful in promoting a buy-in but can result in variation in practice and poor compliance with safety goals and intervention measures [44]. An example of soft stops from MSCP is an interception function developed to ensure the timely delivery of preoperative patient safety interventions. The surgery submission is not approved if the preoperative intervention has not been completed for the patient.

How Can We Share Key Surgical Safety Information Smoothly and in a Timely Way?

Perioperative clinicians and staff have little opportunity to become familiar with surgical patients other than a quick determination of the required procedure. This lack of familiarity with and knowledge about patients could mean that perioperative team members (eg, operation room, postanesthesia care unit, and intensive care unit staff) might omit information that is important for surgical safety, such as allergies or antibiotic use. Integrated care and a high degree of interoperability should be highlighted to ensure high-quality communication of safety information among the various hospital sectors. This will allow quick and adequate responses about surgical patient safety issues [39]. Automatic reminders or alerts can facilitate the seamless transfer of vital information. They can also ensure that appropriate information is delivered to the surgeon at the right time and in a way that will ensure the surgeon receives and acts upon it. For instance, a reminder function was developed in MSCP to alert staff across the surgical ward and operation room when patients had high American Society of Anesthesiologists classifications.

How Can We Make the User Interface Acceptable to End Users?

The interface is one of the most significant parts of an information system and helps users to work efficiently, effectively, and satisfactorily [40,45]. The interface design should aim to eliminate complexity, emphasize key elements, and use special colors to mark important areas. One tactic is to...
make the interface as similar as possible to the previous paper records, so that users do not need to search for the required fields. Only the field relevant to the current task should be displayed to the user, to increase efficiency. Feedback from end users should be sought and welcomed on an ongoing basis for the improvement of interface design and the iteration of development as a result.

**How Can We Achieve a High Level of Interoperability With Existing Information Systems and What is the Benefit?**

Hospitals are information technology–intensive workplaces, incorporating many kinds of information systems (eg, electronic medical records, laboratory information management system, and office automation systems). These form an interoperable digital health ecosystem. Integration of the EPSIS with existing information systems could, therefore, influence several layers of caregivers and provide more convenient workflow control. Caregivers and professionals will be able to send, receive, find, and use digital health and care information in an appropriate, secure, timely, and reliable way and with little additional effort. Data interface standards should be established in the data-sharing process for patient-level data.

In MSCP, we integrated our intervention system into the existing hospital information system, which, we believe, provided considerable advantages in terms of the extent, depth, and value-added use of the intervention system [46]. For instance, being able to change intervention information electronically makes it easy to continuously monitor and validate the intervention behavior of medical staff. Integration is also helpful in avoiding the inconvenience of switching between different systems and, therefore, decreasing staff resistance to the intervention system [47]. Other benefits include the relative low learning cost, faster adoption, and ease of logging-in. However, there are also some barriers to integration with other information systems, such as the level of investment needed, additional data leakage risk, higher maintenance cost, and administrative resistance.

**System Implementation**

There are two main challenges to managing the adoption, implementation, and sustainability of the system. The first is implementing the system organizationally, and the second is shaping the use of the system and related practices to achieve practical alignment with the intervention intention [48,49]. Drawing up an implementation plan and identifying and selecting appropriate methods or techniques that fit the context are considered fundamental to successful implementation [50].

**What Contextual Factors Influence System Implementation?**

Ideas, practices, organizational arrangements, roles, and status in the information system all reflect and are influenced by the wider sociocultural context in which they occur [51]. This is particularly true for the organizational setting within which an information system is implemented, because it forms an integral part of that system. Several frameworks are available to identify contextual factors that are likely to influence the implementation of a given intervention [52,53]. Their use allows attention to be directed toward the contextual factors that are likely to hinder implementation as well as identifying facilitators of success [54,55]. For instance, Mejiden et al identified 6 dimensions affecting implementation: (1) system quality, (2) information quality, (3) usage, (4) user satisfaction, (5) individual impact, and (6) organizational impact [56].

**How Should the Surgical Safety Culture and its Improvement Be Assessed?**

Information system initiatives often fail because of mismatching between culture and the information system or a failure to understand culture and its influence on end user adoption of information systems [51]. Changing staff attitudes and views can help the staff understand the reasons for system changes and improve acceptance [57-59]. The use of tools, such as the Healthcare Research and Quality Hospital Survey on Patient Safety Culture, is recommended to inform perceptions about safety and related behavior, as well as to support the adoption of a safety intervention system [60-62]. However, culture change in a health care institution can be a long and intensive process requiring more cross-collaboration and greater user participation at all levels. Studies have suggested that organizational champions who can shepherd system implementation, influence cultural change, and act as a bridge with developers would be a valuable resource. Strategies such as printed educational materials, educational meetings, and educational outreach are also effective in changing attitudes and behaviors and increasing the use of a new information system [38,63].

**Training Strategy**

The implementation of a new information system in a clinical setting often ignores the influence of processes and routines of clinical practice. A lack of understanding of system capabilities can lead to workarounds, with the new system being used in unintended ways [64]. A training plan must be designed and completed before the initial implementation and should include intensive support during implementation. Moreover, providing training shows the organization’s support in system implementation and development [65]. It is often effective to deliver training tailored to different users, for example, nurses, clinicians, and medical administrators. This should, however, include a holistic view of the entire system to strengthen the understanding of its function and goal. Hands-on practice and simulations may provide more benefit than only giving lectures [66]. It is also better to provide both compulsory and voluntary training elements [67]. Finally, training sessions are essential during or before system implementation, but ongoing training and development are also important [68]. Before the start of the MSCP project, training teams involving both clinicians and information technology engineers were established in each hospital. Unit-based education and training sessions were provided for nurses and other clinicians separately, because of the differences in workflow and the system operating interface. The standard operating procedure for efficient operation and compliance was translated into a course to facilitate the training process. Continuous training was also a part of MSCP, to reflect system updates and deployment of new function modules.
**Evaluation and Continuous Improvement**

Surgical safety improvement is an iterative procedure. Postimplementation evaluation, feedback, and performance gap assessment can deepen insight into how and why particular changes did or did not occur. This can further increase the benefits of using the system, prolong its sustainability, and support dynamic learning and improvement [69,70].

**What Implementation Outcomes Should Be Used to Assess System Implementation?**

When developing monitoring and evaluation plans for an EPSIS, new system implementation indicators (eg, usability) are recommended in addition to clinical outcomes (eg, complications, death, and length of stay). Different dimensions of outcomes and/or assessment methodologies have been proposed for evaluating the implementation of health care information systems [56,71–73]. For instance, Proctor et al distinguished among 3 distinct but interrelated types of outcomes for assessment in implementation studies: service (eg, safety), implementation (eg, fidelity), and client outcomes (eg, satisfaction) [73]. Hull et al outlined 8 implementation outcomes, defined as “the effects of deliberate and purposive actions to implement new treatments, practices, and services”. The outcomes were acceptability, adoption, appropriateness, feasibility, fidelity, implementation cost, penetration diffusion, and sustainability [74]. Correlating these implementation outcomes with implementation success and failure could strengthen the understanding of the mechanisms of the effect. This might further translate into evidence-based interventions to improve surgical safety.

**Monitoring, Auditing, and Formulating a Feedback Channel for Performance Improvement**

A surgical safety information system needs monitoring and continuous auditing to ensure that it adheres to intervention guidelines [75]. Messaging functions could be used to enable real-time recording and transmission of any problems. In MSCP, the completion status of the surgical safety checklist for the operation room is recorded at different stages (sign in, time out, and sign out), and any violation at any stage is recorded and submitted.

Establishing a mechanism to provide feedback on the results of intervention protocol variations (eg, compliance and completeness) and patient outcomes to frontline medical staff and managers is essential for fostering a culture of surgical patient safety in hospitals [76,77]. These measures can encourage improvements in identifying and sharing information about patient safety incidents. They can also help the staff to identify problems during the implementation process, ultimately supporting continuous learning as well as increasing engagement of medical staff. For instance, case-enhanced learning can use real cases to allow staff to identify problems and solutions. This, therefore, provides learning resources about complications and clinical behaviors to support safety improvement. A redesign-action-feedback closed cycle can be formed among knowledge generation, function and application development, system implementation, and evaluation of effectiveness. This has no defined beginning and end point, and the cycle should not be interpreted as starting with prevention and ending with action.

In the MSCP project, a **graded confirmed awareness** subsystem was created. This gradually summarized patient outcomes and the implementation status of the system to improve awareness and confirmation in a specific sequence. This moved from patient to doctor and nurse in charge, to surgeon (daily), to department head (weekly), to medical affairs department (monthly), to hospital dean (quarterly), and then to permanent database. This system established dual duties (for subordinates and superiors) and dual supervision mechanisms (individual and external) for each person. Frontline staff and managers become equal elements in the chain securing patient safety. More importantly, this type of feedback channel could also help create a culture of patient safety and increase the motivation of hospital staff to deliver interventions through the system. In the MSCP, higher implementation rates were observed for all the postoperative prevention packages following the introduction of this subsystem (Table 2).

**Table 2.** Effects of implementing a Graded Confirmed Awareness System on surgeons in 4 hospitals in the modern surgery and anesthesia safety management system construction and promotion project.

<table>
<thead>
<tr>
<th>Prevention category</th>
<th>Number with risk factors</th>
<th>Preoperative prevention measures delivered</th>
<th>Postoperative prevention measures delivered</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before introduction of the graded confirmed awareness system, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generic intervention</td>
<td>11,472 (27.0)</td>
<td>10,671 (93.0)</td>
<td>5830 (50.8)</td>
</tr>
<tr>
<td>Specific intervention</td>
<td>11,641 (31.7)</td>
<td>11,453 (98.4)</td>
<td>6905 (59.3)</td>
</tr>
<tr>
<td>Intensive intervention</td>
<td>4588 (23.8)</td>
<td>3245 (70.7)</td>
<td>2064 (44.5)</td>
</tr>
<tr>
<td><strong>After introduction of the graded confirmed awareness system, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generic intervention</td>
<td>8947 (23.6)</td>
<td>7528 (84.1)</td>
<td>5535 (61.9)</td>
</tr>
<tr>
<td>Specific intervention</td>
<td>8532 (23.2)</td>
<td>8270 (96.9)</td>
<td>6037 (70.8)</td>
</tr>
<tr>
<td>Intensive intervention</td>
<td>3514 (20.1)</td>
<td>2241 (63.8)</td>
<td>1709 (48.6)</td>
</tr>
</tbody>
</table>
Conclusions

This study has outlined and discussed several critical issues in the process of developing an EPSIS. The design rationale of the system is summarized in Figure 3. The EPSIS is characterized by several distinct features, including the following:

1. Optimizing patient flow management and avoiding overload of medical staff by delivering tailored interventions to patients in a target-sensitive and stratified way based on inherent risk.
2. Incorporating the intervention into routine clinical activities and formulating a surgical safety information circle that ensures that critical safety and management information transfers smoothly between sectors and medical staff, in particular, senior managers, who play a pivotal role in this information circle.
3. Integrating the intervention information system with the existing hospital information system to construct an interoperable surgical safety improvement ecosystem, incorporating outcome reporting, intervention, monitoring, and feedback and finally developing a surgical safety learning system encouraging a patient safety culture in the hospital.

The issues we have discussed in this paper might serve as a reference for projects aiming to build an interactive mechanism to combine safety systems supporting wide and continuous improvement in surgical safety.

There are a number of limitations and challenges in constructing the EPSIS. The EPSIS in MSCP was mainly for patients admitted for elective surgery. Future expansion, for example, to emergency surgery and intensive care units, will present other challenges that have not been considered in this paper. It is difficult to establish evidence-based interventions for complications with low incidence in EPSIS, which is focused on complications. However, EPSIS is both a management system and learning platform. As more information is gathered, this problem will gradually be eliminated.

Figure 3. Design pattern rationale graph of an evidence-based surgical safety information system.
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Abstract

Background: Postnatal depression and caregiving difficulties adversely affect mothers, infants, and later childhood development. In many countries, resources to help mothers and infants are limited. Online group–based nurse-led interventions have the potential to help address this problem by providing large numbers of mothers with access to professional and peer support during the postnatal period.

Objective: This study tested the effectiveness of a 4-month online group–based nurse-led intervention delivered when infants were aged 2 to 6 months as compared with standard care outcomes.

Methods: The study was a block randomized control trial. Mothers were recruited at the time they were contacted for the postnatal health check offered to all mothers in South Australia. Those who agreed to participate were randomly assigned to the intervention or standard care. The overall response rate was 63.3% (133/210). Primary outcomes were the level of maternal depressive symptoms assessed with the Edinburgh Postnatal Depression Scale (EPDS) and quality of maternal caregiving assessed using the Parenting Stress Index (PSI; competence and attachment subscales), the Parenting Sense of Competence Scale (PSCS), and the Nursing Child Assessment Satellite Training Scale. Assessments were completed at baseline (mean child age 4.9 weeks [SD 1.4]) and again when infants were aged 8 and 12 months.

Results: Outcomes were evaluated using linear generalized estimating equations adjusting for postrandomization group differences in demographic characteristics and the outcome score at baseline. There were no significant differences in the intervention and standard care groups in scores on the PSI competence subscale (P=.69) nor in the PSCS (P=.11). Although the group by time interaction suggested there were differences over time between the EPDS and PSI attachment subscale scores in the intervention and standard care groups (P=.001 and P=.04, respectively), these arose largely because the intervention group had stable scores over time whereas the standard care group showed some improvements between baseline and 12 months. Mothers engaged well with the intervention with at least 60% (43/72) of mothers logging-in once per week during the first 11 weeks of the intervention. The majority of mothers also rated the intervention as helpful and user-friendly.
Conclusions: Mothers reported that the intervention was helpful, and the app was described as easy to use. As such, it appears that support for mothers during the postnatal period, provided using mobile phone technology, has the potential to be an important addition to existing services. Possible explanations for the lack of differences in outcomes for the 2 groups in this study are the failure of many mothers to use key components of the intervention and residual differences between the intervention and standard care groups post randomization.

Trial Registration: Australian New Zealand Clinical Trials Registry ACTRN12616001732471; http://www.ANZCTR.org.au/ACTRN12616001732471.aspx (archived on WebCite as http://www.webcitation.org/77zo30GDw)
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mobile phone; infant; mother-child relations; postnatal depression; randomized controlled trial

Introduction

Postnatal depression causes significant distress for mothers and is associated with a range of adverse outcomes for children. There is good evidence that caregiving difficulties associated with depressive symptoms play a key role in mediating the association between maternal depression and child outcomes [1-6]. For example, postnatal depression has the potential to negatively affect breastfeeding, infant sleep routines, and attendance at health checks, all of which can adversely affect children’s later growth and development [4].

More recently it has been recognized that subthreshold postnatal depressive symptoms can also affect maternal functioning and infant development [6-8]. This has led many countries, including Australia, to initiate universal screening programs for early identification of mothers with depressive symptoms. However, a major challenge for screening programs is the paucity of clinical services available to support mothers with comorbid depressive symptoms and parenting problems and the difficulty of engaging busy and/or isolated new mothers with treatment programs [9].

Greater use of the internet to deliver services to mothers during the postnatal period offers a potential solution to these problems. Internet use by women of childbearing age in Australia and other countries is now ubiquitous with new mothers making extensive use of the internet to obtain child-raising information and social support [10-12]. This has encouraged the development of a vast array of websites and mobile phone apps by commercial, professional, and government organizations. However, as noted by Plantin and Daneback [10], health-related information on the internet can be misleading and occasionally, utterly wrong [10,13]. In addition, there is a marked absence of evaluations assessing whether online information and support can improve maternal and child outcomes.

The intervention evaluated in this study was developed as a response to the unresolved issue about how services can effectively address the high prevalence of mild-to-moderate depressive symptoms and associated parenting problems experienced by many women during the postnatal period [14-16]. The study also responds to the National Institute for Health and Care Excellence guidelines calling for randomized controlled trials (RCTs) designed to evaluate the effectiveness of interventions to help mothers with depressive symptoms and parenting difficulties [1,6,7]. The latter is important as the subthreshold levels of postnatal depressive symptoms in the early postnatal period are a risk factor for the development of postnatal depression and also have the potential to interfere with optimal mother-infant development [6,17,18]. Importantly, an RCT is pragmatic and delivered within a state-wide child and family health service system. This approach was adopted to enhance the likelihood that translation into new service models would occur if the intervention was effective, as compared with efficacy trials conducted by researchers external to real-world service delivery systems.

The intervention extends earlier research by our group which evaluated an online group-based nurse-led intervention designed to help mothers in the general population better manage common parenting problems experienced by mothers during the postnatal period [19-21]. The enhanced intervention reported here used a 4-month online group-based nurse-led approach to provide help with both postnatal depressive symptoms and parenting problems for mothers who were identified as having comorbid mild-to-moderate levels of depressive symptoms and problems caring for their infants during the first 4 weeks after the birth of their infant.

The evaluation compared maternal and infant outcomes for those who received the new internet-based intervention versus outcomes for those who received standard postnatal home- and clinic-based support from a community nurse, routinely offered to all mothers in South Australia (Australian New Zealand Clinical Trials Registry ACTRN12616001732471). The primary outcomes were (1) the level of maternal depressive symptoms, (2) the quality of maternal caregiving including the level of parenting self-competence, and (3) the quality of the mother-infant relationship, assessed when infants were aged 8 and 12 months [22].

Methods

Participants, Recruitment, and Randomization

Participants were new mothers referred by their birthing hospital for their initial postnatal health check by nurses based at one of 13 Child and Family Health Service (CaFHS) community clinics located in Adelaide or 1 clinic located in a large regional center in South Australia. From March to June 2017, when nurses visited mothers for maternal postnatal health checks (undertaken when infants are aged 1 to 4 weeks), they asked mothers if they would give permission for the research team to contact them by telephone if the mother was eligible to participate in the...
study. Eligibility criteria were (1) Edinburgh Postnatal Depression Scale (EPDS) score ≥7; (2) at least 1 self-reported parenting problem; (3) literacy in English; and (4) access to a smartphone.

In total, 2213 mothers agreed to be contacted by telephone and subsequently completed a nurse-provided questionnaire comprised of a 4-item parenting problem scale and the EPDS [23]. Among these mothers, 1632 mothers had EPDS scores <7, 177 had minimal English skills, and 150 mothers were not included as they were identified by nurses as having high levels of distress and, consistent with clinical practice guidelines, were referred for additional support [24]. There were a further 41 mothers who were identified by nurses as not being eligible for the study, but as a result of an administrative error, the reason for noneligibility was not provided to the research team. This left 213 mothers who scored >7 on the EPDS and reported at least 1 problem on the 4-item parenting problem questionnaire. A member of the research team telephoned these mothers to obtain verbal consent for a home visit by a study field worker. Among these mothers, 34 could not subsequently be contacted by telephone, 43 declined to participate in the study when contacted by telephone, and 3 were found to be ineligible. This left 133 mothers who completed the baseline assessment and were randomly assigned to the intervention or standard care arms of the study (Figure 1). Written consent was obtained at the time of this preintervention home visit.

Figure 1. Flow chart of participants.
Full details of the research design are provided in the trial protocol [22]. In brief, the trial utilized a block randomized control design. Blocks of 20 consecutive mothers were randomized to either the intervention arm or the comparison (standard care) arm of the study using a randomization schedule that was generated by a statistician who was independent of the study team. The research team was blind to group allocation at the time of recruitment and assignment of mothers to the study groups. However, owing to the nature of the intervention, after the intervention commenced, it was not possible to keep the research staff or field workers blind to the groups to which mothers had been allocated. The exception to this was research staff coding the Nursing Child Assessment Satellite Training (NCAST) Parent-Child Interaction scale, who were blind to group allocation while completing coding. Further information regarding the randomization process is provided in the paper describing the trial protocol [22].

**Intervention Versus Standard Care**

Mothers randomized to the intervention arm of the study were assigned to a nurse-led, online group consisting of approximately 20 mothers of similarly aged infants. The 4-month intervention was delivered when infants were aged approximately 2 to 6 months and was accessed by mothers via a mobile phone app (see Figure 2). The app was free to download from the relevant mobile app store (ie, iTunes or Google Play), and mothers accessed the app on their own personal mobile devices (mobile phones or tablets). Nursing staff delivering the intervention were trained in the use and management of the app. They also received additional training in the mental health components of the intervention. [22]

Figure 2. The eMums Plus mobile phone app.
Full details of the intervention are provided in the manuscript describing the trial protocol [22]. New mothers and CaFHS nurses were involved in the development of the intervention. In addition, new mothers participating in CaFHS face-to-face mothers’ groups were utilized to test the usability of the intervention app, with iterative improvements made before its use in the study, based on their advice.

Mothers in the comparison arm received standard care. In South Australia, standard care consists of a single home visit by a CaFHS nurse, usually within 4 weeks of the infant’s birth. The nurse checks the health of the mother and baby, provides general advice about infant care, and provides information about community services available to help mothers and infants. Mothers in the intervention arm could also access community services if they wished to do this. Mothers in the intervention arm were not paid for their participation; however, a “thank you” gift was posted to the child of the participating mother upon completion of each questionnaire (3 in total).

Measures

Trained field workers administered self-complete questionnaires to mothers in their homes. Field workers also video-recorded mothers completing the NCAST teaching interaction during home visits. All measures, including the NCAST, were completed when infants were aged 1 to 2 months (preintervention), 8 months, and 12 months.

Primary Outcomes

Maternal Depressive Symptoms

The level of depressive symptoms experienced by mothers was assessed using the EPDS. The EPDS is a 10-item self-report questionnaire that assesses symptomatology during the previous 7 days. Scores range from 0 to 30 with higher scores indicating higher levels of depressive symptoms. Cut-off points can also be used to identify mothers who may benefit from additional support [23].

Maternal Self-Competence

1. Mothers’ perceptions of their parental efficacy and their satisfaction with the parenting role were assessed using the 16-item Parenting Sense of Competence Scale (PSCS). Scores range from 16 to 96 with higher scores indicating higher levels of parenting self-competence and satisfaction with their parenting role [25,26].

2. The Parenting Stress Index (PSI) Competence subscale (excluding 2 items assessing parental education) was used to assess mothers’ perception of their competence in caring for their infant [27]. The scale consisted of 11 items with scores ranging from 11 to 55. Higher scores indicated lower self-competence.

Quality of Mother-Infant Relationship

1. The NCAST Scale was used to assess the quality of mother-child interactions. The NCAST utilizes a 3 to 5-min video-recording of mothers teaching their child a skill appropriate to the age of their child. For the purpose of this study, we used the Teaching Scale as it is suitable for use with infants aged 0 to 36 months. Mother-child interactions are assessed in 6 areas: sensitivity to cues, response to distress, fostering social-emotional functioning, fostering cognitive growth, clarity of cues, and responsiveness to the caregiver [28]. Trained research assistants coded the video-recordings to generate a total score for mothers (including the subscales’ sensitivity to cues, response to distress, fostering social-emotional functioning, and fostering cognitive growth) and a total score for infants (including the subscales’ clarity of cues and responsiveness to the caregiver) [28]. Higher scores indicate higher levels of positive mother-child interaction quality. Further details about the NCAST scores are included in the Statistical Analyses section below.

2. The PSI Attachment subscale was used to assess mothers’ perceptions of the quality of their relationship with their infant [27]. The scale consisted of 7 items with scores ranging from 7 to 35. Higher scores indicated the lower quality of mother-infant bonding.

The approach of using more than one measure to rate primary outcomes was employed to determine the consistency of the results, regardless of the particular measure used to assess the outcome. The analysis of results was undertaken independently for each measure.

Secondary Outcomes

1. Service utilization: Maternal self-completed questionnaires were used to identify other online or face-to-face health services used by mothers and infants.

2. Intervention quality: At the 8-month assessment, mothers completed a 40-item questionnaire designed by the researchers to assess mothers’ perceptions of the quality of the intervention. Items in the questionnaire asked about the helpfulness of the intervention and the usability of the mobile phone app.

3. App usage: Data about app usage were automatically collected and included the number of log-ins, comments, and replies that mothers posted and the number of times mothers accessed the different elements of the intervention available on the app.

Ethics Approval

Ethics approval was received from the Women’s and Children’s Health Network Human Research Ethics Committee (approval numbers SSA/16/WCHN016, HREC/16/WCHN014).

Missing Data

In total, 22 participants did not complete the 8-month assessment (N=2), the 12-month assessment (N=7), or both assessments (N=13). We compared demographic characteristics and levels of functioning at baseline of these 22 participants and those with complete data at all assessments (N=111). Compared with mothers who completed all assessments, those who missed an assessment were (1) younger (missed assessment mean 28.4 years vs completed assessment mean 31.7 years; CI = 5.4 to −1.2); (2) had delivered their first child (missed assessment percentage=90.9% (20/22) vs completed assessment percentage=5.4% (2/38); CI = −1.2); and (3) less likely to have university qualifications (missed assessment percentage=40.9% (9/22) vs completed assessment percentage=64.9% (72/111); CI = 5.4 to −1.2). We performed multiple imputation analyses to reduce the potential bias that may arise from missing data. Further details of these analyses are included in the Statistical Analyses section below.
Multiple imputations could not be performed owing to low cell sizes in the main predictors of missingness. We also attempted to calculate inverse probability response weights to account for the missing data, but weights could not be calculated owing to low cell sizes. As a result, we have presented complete case analyses in the main paper and analyses for all mothers with at least 1 outcome score at 8 or 12 months in the supplementary tables (see Multimedia Appendices 1 and 2) [29].

A small number of items were not completed on some measures. Where this occurred, missing item scores were estimated on the basis of mean item scores for the measure, as recommended by instructions for the measure.

**Statistical Analyses**

All analyses were intention-to-treat. Initially, unadjusted results were examined. Subsequently, adjusted mean scores for intervention and standard care groups at each time point were compared using linear generalized estimating equations) using exchangeable within-group correlation structures [30]. In each model, predictor variables were group (intervention and standard care), time (baseline, 8 months, and 12 months), and a group-by-time interaction. Analyses were adjusted for residual differences in demographic characteristics after randomization including the number of children, maternal education, housing situation, maternal age (years) at baseline, and the outcome score at baseline. All analyses were conducted using STATA 15.1 (StataCorp) [31].

There were 4 online mothers’ groups in the study. However, intraclass correlations were very small at both 8- and 12-month assessments, ranging from 0.00 to 0.01 for the study outcomes. This indicated that there was little clustering of outcomes within groups. As a result, we did not adjust for clustering in the analysis of results.

A number of problems were identified with the NCAST videos recorded during the baseline and 8-month assessments. These included, for example, a failure to record the start of the teaching interactions; interruptions by field workers during teaching interactions (such as providing additional instructions or speaking to the child); and a failure to record the mother’s or baby’s face during some of the interaction tasks. These problems have the potential to invalidate NCAST scoring. After the problems were identified, further training was provided for field workers. As a result, the problems were largely overcome by the time of the 12-month assessment. However, given the problems with earlier assessments, we have only included results from the 12-month NCAST assessment in this study.

At the 12-month assessment, a small number of items were coded as missing for a large percentage of mothers because it was difficult to record the required mother-child behavior. As a result, items that could not be coded for more than 12% (13/113) of participants were not included in the NCAST score. In total, scores from 1 item were not included in the mother total score (“the caregiver provides non-verbal feedback to the child after the child performs better than the last attempt”) and 4 items were not included in the child total score (“the child smiles/laughs during the episode”, “the child grimaces/frowns during the episode”, “the child smiles at caregiver within five seconds after caregiver’s verbalization”, and “the child smiles at caregiver within five seconds after caregiver’s gesture, touch or facial expression”). As such, the mother total score consisted of 49 items (rather than 50) with possible scores ranging between 0 and 49. The child total score consisted of 19 items (rather than 23) with possible scores ranging between 0 and 19.

A linear regression analysis was used to compare the intervention versus standard care group NCAST scores for mothers and infants at the 12-month assessment. The scores were adjusted for the number of children, maternal education, housing situation, and maternal age (years) at baseline.

The frequency with which mothers logged on to the intervention, their frequency of message posting, and the extent to which they utilized different elements of the intervention are described using means and median scores. The number of additional services (both online and face-to-face services) that mothers used to support them in caring for themselves or their infants was assessed using percentage scores.

**Sample Size**

The sample size target for this study was 160 (80 in each trial arm). This sample size would provide .80 power to detect an effect size of Cohen $d=0.4$ at alpha=.05.

**Results**

The demographic characteristics and baseline scores for mothers in the complete case samples are shown in Table 1. The demographic characteristics and baseline scores for mothers in the response samples are shown in Multimedia Appendix 2.

Compared with mothers in the standard care group, mothers in the intervention group more frequently had more than 1 child, were younger, lived in rental accommodation, and had less frequently completed tertiary education. They also reported lower scores on the PSI competence subscale and higher scores on the PSCS and lower scores on the PSI attachment subscale (indicating better functioning on all 3 measures). A larger number of mothers in the intervention group than the standard care group could not be contacted at the time of follow-up assessments (Figure 1). It is possible that this was due to mothers in the intervention group being a more mobile population as reflected in their higher frequency of living in rental accommodation. All these postrandomization differences between the groups were adjusted for in the analysis of results.

The unadjusted outcome scores are presented in Table 2. Mothers in the intervention group had lower PSI competence scores and higher PSCS scores (indicating better functioning on both measures). They also had lower PSI attachment scores (also indicating better functioning). There was little difference in the EPDS scores between the intervention and standard care groups, except at the 12-month assessment where, on average, mothers in the standard care group had lower EPDS scores than mothers in the intervention group.
Table 1. Baseline demographic characteristics of children and mothers in the complete case samples in the intervention and standard care groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Complete case</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>Standard care</td>
<td>P value(^a)</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Values</td>
<td>Values</td>
<td></td>
<td></td>
</tr>
<tr>
<td>First child, n (%)</td>
<td>29 (54)</td>
<td>39 (68)</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td>Male child, n (%)</td>
<td>29 (54)</td>
<td>27 (47)</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>Child indigenous, n (%)</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Single parent household, n (%)</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>Maternal age (years), mean (SD)</td>
<td>31.1 (5)</td>
<td>32.2 (4)</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>Mother’s education(^b), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>28 (52)</td>
<td>44 (77)</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>Trade or technical school</td>
<td>20 (37)</td>
<td>7 (12)</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>Some or all years of high school</td>
<td>6 (11)</td>
<td>6 (11)</td>
<td>.008</td>
<td></td>
</tr>
<tr>
<td>Mother’s employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time paid employment</td>
<td>32 (59)</td>
<td>36 (63)</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>Part-time paid employment</td>
<td>16 (30)</td>
<td>18 (32)</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>Other (self-employed or casual)</td>
<td>3 (6)</td>
<td>0 (0)</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>3 (6)</td>
<td>3 (5)</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>Housing, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rental or other</td>
<td>24 (44)</td>
<td>15 (26)</td>
<td>.046</td>
<td></td>
</tr>
<tr>
<td>Own home</td>
<td>30 (56)</td>
<td>42 (74)</td>
<td>.046</td>
<td></td>
</tr>
<tr>
<td>Currently breastfeeding, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>46 (85)</td>
<td>51 (90)</td>
<td>.5</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>8 (15)</td>
<td>6 (11)</td>
<td>.5</td>
<td></td>
</tr>
<tr>
<td>Partner’s education(^b,c), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University degree</td>
<td>21 (40)</td>
<td>26 (47)</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>Trade or technical school</td>
<td>20 (38)</td>
<td>20 (36)</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>Some or all years of high school</td>
<td>12 (23)</td>
<td>9 (16)</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>Partner’s employment(^c), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time paid employment</td>
<td>46 (87)</td>
<td>46 (84)</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>Part-time paid employment</td>
<td>2 (4)</td>
<td>5 (9)</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>Other (self-employed, contract, or casual)</td>
<td>3 (6)</td>
<td>4 (7)</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (4)</td>
<td>0 (0)</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>Parenting stress index(^d), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competence</td>
<td>26.5 (5.2)</td>
<td>28.8 (5.8)</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>Attachment</td>
<td>10.9 (2.9)</td>
<td>13.6 (4.8)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Maternal caregiving, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parenting Sense of Competence Scale</td>
<td>67.4 (10.3)</td>
<td>61.6 (9.7)</td>
<td>.003</td>
<td></td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale, mean (SD)</td>
<td>8.8 (3.0)</td>
<td>9.5 (4.9)</td>
<td>.38</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)For the comparison between the intervention and standard care groups for the complete case sample.  
\(^b\)Highest level of completed education.  
\(^c\)Note that the single parents in the intervention and standard care conditions did not report their partner’s education or employment; as a result, the complete case sample has fewer n values in these cells, but these parents are not excluded.  
\(^d\)For the Parenting Stress Index, higher scores indicate a worse outcome.
Table 2. Unadjusted mean outcome scores and mean difference (95% CI) between scores in the intervention and standard care groups.

<table>
<thead>
<tr>
<th>Outcome assessment</th>
<th>Intervention (N=54)</th>
<th>Standard care (N=57)</th>
<th>Mean difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maternal confidence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parenting Stress Index (PSI) competence(^a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>26.5</td>
<td>28.8</td>
<td>2.3 (0.2 to 4.4)</td>
</tr>
<tr>
<td>8 months</td>
<td>24.4</td>
<td>25.8</td>
<td>1.5 (−0.7 to 3.7)</td>
</tr>
<tr>
<td>12 months</td>
<td>23.6</td>
<td>25.2</td>
<td>1.6 (−0.5 to 3.8)</td>
</tr>
<tr>
<td>Parent Sense of Competence Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>67.6</td>
<td>61.6</td>
<td>−5.7 (−9.5 to −1.9)</td>
</tr>
<tr>
<td>8 months</td>
<td>69.2</td>
<td>64.9</td>
<td>−4.4 (−7.9 to −0.9)</td>
</tr>
<tr>
<td>12 months</td>
<td>69.5</td>
<td>67.3</td>
<td>−2.2 (−5.9 to 1.6)</td>
</tr>
<tr>
<td><strong>Relationship quality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSI attachment(^a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10.9</td>
<td>13.6</td>
<td>2.7 (1.1 to 4.2)</td>
</tr>
<tr>
<td>8 months</td>
<td>10.4</td>
<td>12.5</td>
<td>2.2 (0.9 to 3.5)</td>
</tr>
<tr>
<td>12 months</td>
<td>10.9</td>
<td>12.1</td>
<td>1.2 (−0.1 to 2.6)</td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.8</td>
<td>9.5</td>
<td>0.7 (−0.9 to 2.2)</td>
</tr>
<tr>
<td>8 months</td>
<td>7.9</td>
<td>8.7</td>
<td>0.7 (−1.1 to 2.5)</td>
</tr>
<tr>
<td>12 months</td>
<td>8.6</td>
<td>7.0</td>
<td>−1.5 (−3.2 to 0.1)</td>
</tr>
</tbody>
</table>

\(^a\)Higher scores indicate more problems.

The adjusted outcome scores are shown in Table 3. There was little difference in the adjusted mean PSI competence scores between the groups at any of the assessments. However, at the baseline assessment, the adjusted mean Parent Sense of Competence score was higher for mothers in the intervention group (indicating better functioning) than for mothers in the standard care group. In contrast, there was little difference in the adjusted mean Parent Sense of Competence scores across the groups at the time of the 8-month and 12-month assessments.

The adjusted mean PSI attachment score was lower for mothers in the intervention group (indicating better quality relationships) than mothers in the standard care group at both the baseline and 8-month assessments but differed by a little across the groups at the 12-month assessment. There were only small differences in the adjusted mean EPDS scores between the groups at each assessment.

In the standard care group but not the intervention group, Parenting Sense of Competence scores were higher at the 12-month assessment than at baseline and EPDS scores were lower (indicating better functioning on each questionnaire).

A possible explanation for the improved functioning in the standard care group was that mothers in the group accessed more additional health services than mothers in the intervention group. We investigated this possibility by reviewing responses to questions asking about the frequency with which mothers in each group accessed face-to-face or online health services. There were few significant differences in service use between the groups but mothers in the intervention group had more frequently visited their family doctor and also a hospital emergency department 2 or more times during the previous 6 months at the 12-month assessment (family doctor: intervention group=78% (42/54), standard care group=63% (36/57), \(P=0.09\); hospital emergency department: intervention group=15% (8/54), standard care group=4% (2/54), \(P=0.04\)). They had also more frequently accessed online resources such as the Baby Centre website at the 8-month assessment (weekly/daily—intervention group=41% (22/54), standard care group=21% (12/56), \(P=0.03\)) and the Red nose website or app at the 12-month assessment (monthly/weekly/daily—intervention group=67% (36/54), standard care group=46% (26/57), \(P=0.03\)).

There was no difference in either the mother or infant adjusted mean NCAST total scores between the intervention and standard care groups (Table 4).
Table 3. Adjusted mean (95% CI) outcome scores in the intervention (N=54) and standard care (N=57) groups. All scores are adjusted for the number of children, maternal education, housing situation, and maternal age (years) at baseline.

<table>
<thead>
<tr>
<th>Outcome assessment</th>
<th>Intervention, mean (95% CI)</th>
<th>Standard care, mean (95% CI)</th>
<th>Group x time, P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maternal confidence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parenting Stress Index (PSI) competen&lt;sup&gt;b&lt;/sup&gt;e</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>26.5 (25.2 to 27.9)</td>
<td>28.8 (27.2 to 30.4)</td>
<td>.69</td>
</tr>
<tr>
<td>8 months</td>
<td>24.4 (22.7 to 26.1)</td>
<td>25.8 (24.4 to 27.2)</td>
<td>.69</td>
</tr>
<tr>
<td>12 months</td>
<td>23.6 (22.2 to 24.9)</td>
<td>25.2 (23.6 to 26.8)</td>
<td>.69</td>
</tr>
<tr>
<td><strong>Parent Sens of Competence Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>67.2 (64.5 to 69.9)</td>
<td>61.8 (59.1 to 64.4)</td>
<td>.11</td>
</tr>
<tr>
<td>8 months</td>
<td>69.1 (66.5 to 71.7)</td>
<td>64.9 (62.8 to 67.2)</td>
<td>.11</td>
</tr>
<tr>
<td>12 months</td>
<td>69.4 (66.8 to 72.0)</td>
<td>67.4 (64.7 to 70.1)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Relationship quality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSI attachment&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>10.9 (10.1 to 11.8)</td>
<td>13.6 (12.4 to 14.9)</td>
<td>.04</td>
</tr>
<tr>
<td>8 months</td>
<td>10.3 (9.4 to 11.2)</td>
<td>12.6 (11.6 to 13.5)</td>
<td>.04</td>
</tr>
<tr>
<td>12 months</td>
<td>10.9 (9.9 to 11.7)</td>
<td>12.1 (11.1 to 13.1)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Maternal Depression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.6 (7.7 to 9.5)</td>
<td>9.6 (8.3 to 10.9)</td>
<td>.001</td>
</tr>
<tr>
<td>8 months</td>
<td>7.8 (6.6 to 9.0)</td>
<td>8.8 (7.5 to 10.1)</td>
<td>.001</td>
</tr>
<tr>
<td>12 months</td>
<td>8.4 (7.2 to 9.6)</td>
<td>7.2 (5.9 to 8.3)</td>
<td>.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistical significance of the group x time interaction.

<sup>b</sup>Higher scores indicate more problems.

Table 4. Adjusted Nursing Child Assessment Satellite Training mean (95% CI) scores for intervention and standard care groups in the complete case sample. All scores are adjusted for the number of children, maternal education, housing situation, and maternal age (years) at baseline.

<table>
<thead>
<tr>
<th>NCAST&lt;sup&gt;a&lt;/sup&gt; assessment at 12 months</th>
<th>Intervention</th>
<th>Standard care</th>
<th>Statistics, B&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Mean (95% CI)</td>
<td>Mean (95% CI)</td>
<td></td>
</tr>
<tr>
<td>Mother total score</td>
<td></td>
<td></td>
<td>Unadjusted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>36.5 (35.6 to 37.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adjusted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>36.6 (35.7 to 37.5)</td>
</tr>
<tr>
<td>Child total score</td>
<td></td>
<td></td>
<td>Unadjusted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15.5 (15.1 to 15.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adjusted</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15.5 (15.0 to 15.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NCAST: Nursing Child Assessment Satellite Training; note that owing to administration errors, the n value varies slightly from the full complete case sample.

<sup>b</sup>Unstandardized regression coefficient.

<sup>c</sup>Not applicable.

Percentage of Mothers Logging Into the Intervention, Posting Messages, and Using Each Element of the Intervention

In the first 11 weeks of the intervention, more than 60% (43/72) of participants logged into the intervention at least once each week (the first table in Multimedia Appendix 3). Furthermore, more than 50% (38/72) of mothers logged into the intervention at least once each week until the 14th week of the 16-week intervention. This suggests that most mothers were regularly engaging with the intervention for the vast majority of the 16 weeks in which it was delivered. A somewhat lower percentage of mothers were regularly posting messages on the Chat page (the first table in Multimedia Appendix 3). However, almost
50% (36/72) of mothers posted at least 1 message each week until the 6th week of the 16-week intervention. Subsequent to this, the percentage of mothers posting at least 1 message each week varied, but even in the 10th week, 50% (36/72) of mothers posted at least 1 message.

The intervention app had a number of components that provided mothers with different kinds of information and support (see Multimedia Appendix 4). Full details about these elements are available in the paper describing the study protocol [22]. The second table in Multimedia Appendix 3 shows the percentage of mothers who accessed each component at least once per week. The Chat page where mothers could communicate with each other and where nurses posted comments and responded to queries was the component most frequently accessed (the second table in Multimedia Appendix 3). In contrast, after the initial weeks of the intervention, mothers less frequently accessed the other app components, including the resources component that contained key intervention content designed to support parenting and maternal emotional health (the second table in Multimedia Appendix 3).

Qualitative Assessment of the Intervention by Mothers
At the 8-month assessment (after they had completed the intervention), mothers were asked if they had received sufficient information to use the app features. In total, 80% (47/59) of mothers strongly agreed or agreed that they had received sufficient information to use the Chat and Resources components of the app whereas 68% (40/59) to 76% (45/59) strongly agreed or agreed that they had received sufficient information to use each of the other app components.

At the 8-month assessment, mothers were also asked to rate the helpfulness and user-friendliness of each component of the intervention. In all areas, the majority of mothers reported that intervention components were very helpful or helpful (the third table in Multimedia Appendix 3). With the exception of mood graphing and video components of the app, the majority of mothers who used each component also reported that it was very easy or easy to use (the fourth table in Multimedia Appendix 3). However, a large percentage (30% (18/60) to 47% (28/60)) of mothers did not use some key components of the app such as the mood-rater designed to allow mothers to track their mood level over time and activities embedded in topic areas that were designed to help improve maternal emotional health (the fourth table in Multimedia Appendix 3). Finally, 90% (52/58) of mothers reported that the length of the information in each topic area was about right. In addition, 44% (25/57) of mothers reported the length of the intervention was about right, whereas 51% (29/57) reported that it was too short.

Discussion
Principal Findings
This study examined the effectiveness of a 4-month online group–based intervention led by community child health nurses and delivered via a mobile phone app. The intervention aimed to improve outcomes for mothers experiencing depressive symptoms and difficulty caring for their infants.

When infants were aged 8 and 12 months, maternal ratings of their level of maternal depressive symptoms and their parenting competence did not differ across the intervention and standard care groups. Standard care provided to mothers in each group consisted of a single home visit by a CaFHS nurse, within 4 weeks of the infant’s birth, to check the health of the mother and baby and to provide information about relevant community services for mothers and infants. When infants were aged 12 months, there was also no difference between the observed quality of mother-infant interactions in the intervention versus standard care groups. The lack of differences between the groups occurred despite mothers in the intervention group engaging well with the intervention, logging into the app regularly, and posting comments more frequently than has been reported with previous online interventions [32,33]. In addition, a high percentage of mothers in the intervention group reported that the app was user-friendly, and its components were helpful for them.

There are 2 possible explanations for the findings from the study. First, although most mothers in the intervention group regularly logged into the app and communicated with each other through the Chat page, they made much less use of the app’s text-based resources designed to provide support for depressive symptoms and guidance about how to solve common parenting problems. Furthermore, mothers also made little use of the activities in each topic area that were designed to reinforce skills being addressed by the topic. As such, it is possible that although most mothers reported that the intervention was helpful and the app easy to use, a failure to fully utilize key components in the resource meant that the intervention did not produce measurable improvements in maternal depressive symptoms and maternal parenting competence, beyond those achieved with standard care.

Second, despite mothers being randomly assigned to the intervention and standard care groups, the intervention group contained a higher proportion of socially disadvantaged mothers than the standard care group. For example, at the baseline assessment a higher percentage of mothers in the intervention group were living in rental accommodation and had lower levels of educational achievement than mothers in the standard care group. It is possible that the greater level of social disadvantage among mothers in the intervention group made them less likely to benefit from a largely self-directed online group–based intervention. It is also possible that these differences contributed to a higher level of attrition among mothers in the intervention group owing to the research team being unable to relocate a larger number of mothers in the intervention group than in the standard care group.

One of the key motivations for examining the effectiveness of nurse support and an intervention provided online through a mobile phone app is the limited availability of traditional face-to-face services to support the large number of mothers who experience difficulties during the postnatal period. The aim was to use innovative app-based technology to increase the number of mothers with depressive symptoms and parenting problems who can be provided with support by existing health services. Internet delivery has the potential to allow nurses to provide ongoing support services without the need to travel to

https://www.jmir.org/2019/6/e13689/
mothers’ homes, reduce costs of no-show visits, and allow one nurse to have contact with many mothers during a single day. For mothers, internet delivery has the potential to enable access to reliable, evidence-based just-in-time information along with both professional and peer support without the need to attend fixed-time appointments in clinics that may be geographically distant from their homes.

The results of the study suggest that during the postnatal period, mothers will engage and utilize support provided through a mobile phone app. They also suggest that mothers find this method of receiving support to be helpful and user-friendly. As such, it appears that support for mothers during the postnatal period provided using mobile phone technology has the potential to be an important addition to existing services. However, based on results in this study, a continuing challenge is to find ways of getting mothers to engage with key elements of online interventions to ensure that they receive a sufficient dosage of the intervention components required to reduce depressive symptoms and improve parenting skills.

Strengths and Limitations
One of the main strengths of the study was its pragmatic nature. The RCT was conducted within a routine service setting using existing administrative infrastructure to allocate participants and existing clinical staff to deliver the intervention as part of normal service delivery. As a result, the intervention is able to be taken up as a part of routine delivery by the service and the results are those that we can expect if the service takes up this intervention. A potential limitation of this study is that residual differences in demographic characteristics between the intervention and standard care groups existed despite randomization [34]. The intervention group had characteristics associated with a higher level of disadvantage that may have led to experiences of greater adversity throughout the intervention that could have affected their levels of depression and mother-infant interaction quality independently of the intervention and in ways that differed to mothers in the standard care group.

Conclusions
Large numbers of women experience comorbid depressive symptoms and difficulties with caregiving during the postnatal period. However, there are limited health services available to support these women and their infants. In particular, there is a lack of services that provide combined support for both depression and caregiving difficulties during this period of time.

The eMums intervention did not reduce depressive symptoms nor improve maternal caregiving. Changes to outcome scores on the EPDS and PSI attachment scale suggested there was some improvement in these areas for mothers in the standard care group, largely after the intervention had ended. However, these changes were very small and unlikely to be of clinical significance.

Mothers in the intervention group reported that the intervention was helpful, and the app was described as easy to use. As such, this method of treatment delivery has the potential to support larger numbers of mothers than is possible using clinic-based face-to-face treatments. The major challenge will be to find ways to ensure that participating mothers fully engage with all the active intervention components required to reduce their depressive symptoms and improve their parenting skills.
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Abstract

Background: Many best practice smoking cessation programs use fully automated internet interventions designed for nonmobile personal computers (desktop computers, laptops, and tablets). A relatively small number of smoking cessation interventions have been designed specifically for mobile devices such as smartphones.

Objective: This study examined the efficacy and usage patterns of two internet-based best practices smoking cessation interventions.

Methods: Overall, 1271 smokers who wanted to quit were randomly assigned to (1) MobileQuit (designed for—and constrained its use to—mobile devices, included text messaging, and embodied tunnel information architecture) or (2) QuitOnline (designed for nonmobile desktop or tablet computers, did not include text messages, and used a flexible hybrid matrix-hierarchical information architecture). Primary outcomes included self-reported 7-day point-prevalence smoking abstinence at 3- and 6-month follow-up assessments. Program visits were unobtrusively assessed (frequency, duration, and device used for access).

Results: Significantly more MobileQuit participants than QuitOnline participants reported quitting smoking. Abstinence rates using intention-to-treat analysis were 20.7% (131/633) vs 11.4% (73/638) at 3 months, 24.6% (156/633) vs 19.3% (123/638) at 6 months, and 15.8% (100/633) vs 8.8% (56/638) for both 3 and 6 months. Using Complete Cases, MobileQuit’s advantage was significant at 3 months (45.6% [131/287] vs 28.4% [73/257]) and the combined 3 and 6 months (40.5% [100/247] vs 25.9% [56/216]) but not at 6 months (43.5% [156/359] vs 34.4% [123/359]). Participants in both conditions reported their program was usable and helpful. MobileQuit participants visited their program 5 times more frequently than did QuitOnline participants. Consistent with the MobileQuit’s built-in constraint, 89.46% (8820/9859) of its visits were made on an intended mobile device, whereas 47.72% (691/1448) of visits to QuitOnline used an intended nonmobile device. Among MobileQuit participants, 76.0% (459/604) used only an intended mobile device, 23.0% (139/604) used both mobile and nonmobile devices, and 0.1% (6/604) used only a nonmobile device. Among QuitOnline participants, 31.3% (137/438) used only the intended nonmobile device, 16.7% (73/438) used both mobile and nonmobile devices, and 52.1% (228/438) used only mobile devices (primarily smartphones).

Conclusions: This study provides evidence for optimizing intervention design for smartphones over a usual care internet approach in which interventions are designed primarily for use on nonmobile devices such as desktop computers, laptops, or tablets. We propose that future internet interventions should be designed for use on all of the devices (multiple screens) that users prefer. We forecast that the approach of designing internet interventions for mobile vs nonmobile devices will be replaced by internet interventions that use a single Web app designed to be responsive (adapt to different screen sizes and operating systems), share user data across devices, embody a pervasive information architecture, and complemented by text message notifications.
Introduction

Background

Many current best practice smoking cessation programs use fully automated internet interventions designed for personal computers (nonmobile devices such as desktop computers, laptops, and tablets) that provide media-rich, multifaceted content [1-7]. Owing to their substantial reach via the internet, these interventions offer the promise of helping large numbers of smokers who want to quit [8-11]. However, benefits derived from these internet interventions are probably reduced because they are delivered largely for personal computers that are not readily accessible during a user’s everyday routine. Moreover, the interventions typically expect users to take the initiative to access the program. In contrast, just-in-time mobile internet interventions allow users to take the intervention with them during their everyday routines [12,13]. Mobile interventions take the initiative to proactively send or push content to users, including program reminders, strategy refreshers, and encouraging text messages [1,2,10,14-20]. Although mobile health interventions introduce new opportunities, they also come with some limitations. For example, the relatively smaller screens may require adaptations from traditional Web content in terms of shorter text and simpler graphics. A relatively small number of smoking cessation interventions reported in the research literature have been designed specifically for mobile devices [16], and to our knowledge, there are no direct comparisons of interventions designed for smartphones (mobile devices) vs interventions designed for desktop computers (nonmobile devices) previously reported. Finally, the context for this discussion is that most US adults own multiple information devices: (almost 77% use a smartphone, 75% use a desktop or laptop computer, and almost 50% use tablets [21]), and they use these multiple devices sequentially as well as at the same time [22].

Aims of This Research

This study examined the efficacy and usage patterns (including devices used to visit) of 2 internet interventions for smoking cessation both of which used best practice tobacco cessation content. The MobileQuit intervention was optimized for smartphones, whereas the QuitOnline intervention represented a usual care internet intervention in that it was designed primarily for use on nonmobile PCs (desktop, laptop, or tablet computers).

Methods

Participants Recruitment/Enrollment

A nationwide internet-based marketing campaign used Google AdWords, Reddit, Smokefree.gov, and ORI.org. Respondents completed an internet-based registration procedure (screening survey, steps validating a functional email account and a cellphone number, informed consent, contact information, and baseline assessment) before being assigned to condition via computer-generated randomization (not personal preference; see Multimedia Appendix 1). The study protocol was approved by the ORI Human Subjects Institutional Review Board (Assurance Identification #FWA00005934).

The eligibility criteria were as follows: (1) aged ≥18 years, (2) cigarettes were the primary tobacco product, (3) smoked ≥5 cigarettes/day for the previous 6 months, (4) smoked in the last 7 days, (5) wanted to quit smoking in next 14 days, (6) active users of a smartphone (iPhone or Android) and a personal computer or tablet, (7) willing to receive up to 150 text messages over 6 months of the program, (8) able to access the internet, (9) not have another household member participating in the research project, (10) have a valid personal email address, (11) have a valid mobile phone, and (12) US resident.

Tailored Welcome Messaging

Each participant received a welcome message announcing their treatment program assignment (Textbox 1). This message was tailored (with emphasis added) based on the treatment assignment and the type of device the participant used during screening.
Textbox 1. Tailored welcome messages.

If randomized to QuitOnline and the device being used at screening is a smartphone:

- Congratulations you have been assigned to the stop smoking program designed especially for you to use on your desktop or tablet. We have sent you an email to confirm your participation and to help you get to your program from your desktop.

If randomized to QuitOnline and the device at screening is not a smartphone:

- Congratulations, you have been assigned to the QuitOnline program designed especially for you to use on your desktop or tablet. Please click on the Get Started button to start using the program. We have also sent you an email to confirm your participation, and so you can get back to the program anytime you want.

If randomized to MobileQuit and device at screening is a smartphone:

- Congratulations, you have been assigned to the stop smoking program designed especially for you to use on your smartphone. Please click on the Get Started button to start using the program. We have also sent you an email to confirm your participation, and so you can get back to the program anytime you want.

If randomized to MobileQuit and device at screening is not a smartphone:

- Congratulations, you have been assigned to the stop smoking program designed especially for you to use on your smartphone. We have sent you an email to confirm your participation, and so you can get to your program from your smartphone.

Intervention Conditions
The 2 internet interventions presented very similar best practice smoking cessation content based on cognitive behavior therapy features (see Table 1) including many of the same interactive and multimedia features (Table 2). Both emphasized the phases of quitting—Preparing to Quit, Quitting, Maintaining Abstinence, and Retooling if lapse.

Table 1. Cognitive behavior therapy ingredients in both internet interventions.

<table>
<thead>
<tr>
<th>Cognitive behavior therapy ingredients</th>
<th>Features</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explanation of the treatment model(^a)</td>
<td>Display text and animation and frequently asked questions (FAQs).</td>
<td>Overview of preparing to quit, quitting, and maintaining nonsmoking.</td>
</tr>
<tr>
<td>Goal setting(^a,b,c)</td>
<td>Display text, assign stars to list of choices to choose which strategies to use, and narrow choice via series of questions.</td>
<td>Set goals to quit smoking and maintain nonsmoking.</td>
</tr>
<tr>
<td>Tracking(^b)</td>
<td>Periodic notification messages asking user to reply and view summary charts of key ratings.</td>
<td>Track smoking/nonsmoking status and track temptation (high smoking urge) situations.</td>
</tr>
<tr>
<td>Pleasant activities(^a,b)</td>
<td>Display text, identify activities using a list activity that permits typing description of activity or choose from prepopulated list items.</td>
<td>Identify and plan for situations that trigger smoking urges.</td>
</tr>
<tr>
<td>Self-defeating thoughts(^b)</td>
<td>Display text and FAQs, view animations showing procedures to identify and interrupt downward spirals, and videos of coping models.</td>
<td>Identify and interrupt downward spirals that lead to smoking.</td>
</tr>
<tr>
<td>Positive thoughts(^b)</td>
<td>Display text and FAQs and videos of coping models.</td>
<td>Focus on being smokefree.</td>
</tr>
<tr>
<td>Stress management(^b)</td>
<td>Display text and FAQs and videos of coping models.</td>
<td>Two brief relaxation strategies.</td>
</tr>
<tr>
<td>Maintenance plan(^b)</td>
<td>Choose strategies to use and sign commitment contract.</td>
<td>Personal plan to maintain nonsmoking.</td>
</tr>
<tr>
<td>Relapse plan(^a,b)</td>
<td>Review circumstances of lapse, list what to do differently, and sign commitment contract.</td>
<td>Plan for smoking slips.</td>
</tr>
</tbody>
</table>

\(^a\)Increasing awareness (destigmatizing/normalizing).
\(^b\)Providing opportunities for corrective experiences.
\(^c\)Encouraging repeated practice.
Table 2. Participant engagement activities in both internet interventions.

<table>
<thead>
<tr>
<th>Activities</th>
<th>Functions</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>List activities</td>
<td>Encourage creation of personal lists.</td>
<td>Lists of pleasant activities, list of supporters, reasons for wanting to feel better, contributing factors, high-tension situations, and warning signs.</td>
</tr>
<tr>
<td>Expand-collapse (accordion) activities</td>
<td>Enable exploration of additional detail on topics of interest.</td>
<td>Frequently asked questions, myths and facts.</td>
</tr>
<tr>
<td>Drag and drop activity</td>
<td>Provide interactive experience to test discrimination.</td>
<td>Differences between extreme thoughts and everyday concerns.</td>
</tr>
<tr>
<td>Goal-setting activity</td>
<td>Interactive steps for selecting goals.</td>
<td>Number of pleasant activities to accomplish each day and the strategies that worked.</td>
</tr>
<tr>
<td>Practice change activities</td>
<td>Doing homework tasks in normal routine.</td>
<td>Identify a downward spiral, practice relaxation, and anticipate and savor activities.</td>
</tr>
<tr>
<td>Behavior tracking</td>
<td>Chart data over time to identify patterns and show progress.</td>
<td>Daily tracking of smoking status plotted in a chart.</td>
</tr>
<tr>
<td>Host videos</td>
<td>Provide <em>human touch</em> and highlight topics in each session.</td>
<td>Host videos at the start of each session.</td>
</tr>
<tr>
<td>Testimonial videos</td>
<td>Coping models overcome challenges to quit smoking using strategies from program.</td>
<td>Other smokers’ experiences, for example, doing more fun activities and managing mood patterns and stress.</td>
</tr>
<tr>
<td>Animated tutorials</td>
<td>Provide explanation for underlying models for change.</td>
<td>Show downward mood spiral and how it can be caught and managed at critical choice points.</td>
</tr>
</tbody>
</table>

**MobileQuit Condition (Designed for Smartphone Delivery)**

The MobileQuit condition used an integrated mobile Web app and text messaging intervention designed for a smartphone’s Web browser and had an appearance and functionality similar to what would be found on a native app (eg, button on desktop for launch). Web apps are relatively uncomplicated to update, they use similar designs and programming across iOS and Android operating systems, and they permit unobtrusive monitoring of program usage [23]. As we wanted to examine differences by device type, our log-in system attempted to constrain access so that only smartphones could be used to access the MobileQuit program.

**Information Architecture**

MobileQuit used a tunnel information architecture [23-25] that defined the step-by-step order in which the program was delivered over time, similar to the one used by Brendryen et al [1,2] in their efficacious Happy Ending smoking cessation projects. Major *Topics of the Day* could be viewed for a single day, and then excerpts were available as an ongoing reference in the program’s Library and Action Plan. Examples are displayed in Figures 1-4.
Figure 1. Screenshot 1 of MobileQuit and QuitOnline.
Figure 2. Screenshot 2 of MobileQuit and QuitOnline.
Figure 3. Screenshot 3 of MobileQuit and QuitOnline.
Lapse Management Using the Detective Activity
Participants who reported experiencing a lapse were encouraged to use the program’s Detective Activity—an interactive wizard that asked a series of questions to help elicit the circumstances of the slip (Figure 5) to create a personal lapse-prevention plan. Participants could use the Detective Activity multiple times.

Text Message Content and Schedule
Participants were sent text messages that synchronized with their program’s predefined tunnel schedule. As shown in Figure 6, a total of 290 text messages composed of 4 types of content were scheduled over the 6-month study period. Additional text messages were sent if the participant did not view certain program content, did not quit on the quit date, reported a lapse, reset the program’s clock, replied to smoking status texts, or was scheduled for a follow-up assessment. Participants could opt out of receiving text messages at any time without dropping out of the study.

QuitOnline Condiition (Designed for Desktop, Laptop, and Tablet)
The QuitOnline personal computer condition was an internet intervention that used interactive and multimedia components to deliver best practice smoking cessation content. Adapted from the efficacious MyLastDip smokeless tobacco cessation program [26,27], QuitOnline used a hybrid matrix-hierarchical information architecture [24] that enabled participants to freely examine available content. Participants were sent automated email reminders to visit their program following periods of inactivity or when they set a quit date.

Although intended for use on desktop computers, QuitOnline adjusted its functionality somewhat when used on a tablet to enable touch control, entering/editing text, and playing videos. It did not automatically adjust its appearance to fit the smaller screens of mobile devices.

Usability Testing
Both single-session and longitudinal usability testing methods were used. During single-sessions, usability testers (N=6; as recommended by Nielsen [28]) met in a research laboratory with a trained research staff member while interacting with the program and using the think-aloud procedure [29]. Consistent with use cases in usability testing [30,31] and experience sampling methods [32,33], testers followed the longitudinal usability approach that asked them to be engaged with the program during their normal routine over several weeks while keeping detailed notes. Example use cases for MobileQuit included not answering, quitting early, lapsing, and answering 2-way text messages. Testers also completed structured interviews at the end of the test period.
Figure 5. MobileQuit's detective activity.

Figure 6. Standard regimen of 290 text messages planned to be sent to MobileQuit participants by message type.
### Table 3. Schedule of assessments

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Screening and Baseline</th>
<th>3-month assessment</th>
<th>6-month assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socio-demographics</td>
<td>X&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Past tobacco use</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current tobacco use</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Quit smoking status&lt;sup&gt;c&lt;/sup&gt;</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Nicotine dependence</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Readiness to quit</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression status</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Alcohol use</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cannabis use</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helpfulness, usability and satisfaction</td>
<td>—</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Use of other treatments</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Device used to access program&lt;sup&gt;d&lt;/sup&gt;</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Use of program content&lt;sup&gt;d&lt;/sup&gt;</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

<sup>a</sup>Indicates when the assessment occurred.

<sup>b</sup>Not applicable.

<sup>c</sup>Measured via texts and return user questions from enrollment through 6-month assessment.

<sup>d</sup>Measured continuously and unobtrusively from enrollment through 6-month assessment.

### Assessment Plan and Measures

Baseline assessment was completed before randomization, and participants were sent an email reminder with the URL to encourage completion of follow-up assessments at 3 and 6 months (see Table 3). If a follow-up assessment was not completed after 2 weeks, research staff attempted to complete an assessment by phone. Any participant who did not complete a follow-up assessment within 45 days of its scheduled date was determined to have failed to complete that assessment. Participants received US $20 for each completed follow-up assessment and an additional US $20 if they completed both assessments. Remuneration was not tied to quitting smoking.

### Sociodemographics

Data were collected on participant age, gender, race/ethnicity, marital status or long-term romantic relationship with a partner, and educational background.

### Internet Usage

At both screening and baseline, the participants were asked about how they accessed the internet. For example, eligibility was determined in part by self-reported use of smartphones as well as other types of computers to access the internet. In addition, a baseline question was asked: “Overall, when you use the internet, do you do that mostly using your smartphone or mostly using some other device like a desktop, laptop or tablet computer?” Answer options included mostly on smartphone, mostly on something else, both equally, depends, or don’t know.

### Current Tobacco Use

At screening, the respondents were asked about the number of cigarettes they smoked. Point prevalence self-reported smoking status was asked on all assessments: “In the past 7 days, have you smoked any cigarettes?” with answer options: no, not even a puff (scored 0) or yes (scored 1). If they reported that they had smoked, then they were asked “On average, how many cigarettes do you smoke in a day?” At follow-up, participants were asked “Since you enrolled in [assigned treatment program], when did you last smoke a cigarette?” with answer options less than 1 month ago, 1 month ago, 2 months ago, and 3 months ago.

### Use of Other Tobacco Products, Quit Aids, and Nonassigned Treatments

The participants were asked about their use of any tobacco products other than cigarettes: “What type of tobacco products have you used in the past 7 days?” with answer options of E-cigarettes, cigars, pipe, chew/snuff, other [open ended text permitted], or I do not use any other tobacco products. At all 3 assessments participants were also asked: “Are you currently using any of the following to help you quit smoking?” Answer options (check all that apply) included: nicotine replacement therapy (NRT), patches, lozenges, or gum; prescription medication, such as bupropion (brand name Zyban, Wellbutrin) or varenicline (brand name Chantix); formal treatment (telephone quitlines, therapy including group and individual, hypnosis, acupuncture, etc); and none of the above.
Past Tobacco Use
At baseline, the participants were asked about their tobacco history (years of use, number of quit attempts, and amount of use) as well as smoking by spouse/partner, by household members, and among their 5 best friends. They were also asked: “How many times have you made a serious attempt to quit smoking cigarettes for more than 24 hours in the last 3 months?”

Slip Plans
Participants were asked the extent to which they endorsed a series of statements at baseline and the 3-month assessment: “I expect that I might slip and smoke a cigarette”; “Even if I slip, I still expect to quit smoking for good”; and “If I slip, I have a plan to get back on track to being smoke free.” Each statement used the same endorsement options: strongly disagree (scored 0), disagree (scored 1), neither agree nor disagree (scored 2), agree (scored 3), and strongly agree (scored 4).

Nicotine Dependence
The 6-item Fagerstrom Test for Nicotine Dependence [34,35] was assessed at baseline. We separately examined the time of first smoke in the morning as this dependence item has been found to be highly predictive of subsequent abstinence [36].

Self-Efficacy
Participant self-confidence in quitting was assessed at each assessment by asking: “How confident are you that you will not be using tobacco a year from now” using a 5-point scale: not at all, a little, somewhat, moderately, and extremely. This item was used in our previous research [37] and was found to be a mediator of tobacco abstinence.

Readiness to Quit
The participants were asked at baseline to rate their confidence in quitting using the contemplation ladder [38] that has an 11-point scale with the following answer options: I have no thought about quitting smoking (scored 0), I think I need to consider quitting smoking someday (scored 2), should quit but not quite ready (scored 5), I am starting to think about how to reduce the number of cigarettes I smoke a day (scored 8), and I am taking action to quit smoking (scored 10).

Depressive Symptoms
Participant depressive symptomatology was assessed at baseline and at both follow-up assessments using the Patient Health Questionnaire-8 (PHQ-8) [39], which provides a validated measure of depression severity. The PHQ-8 asks: “Over the last 2 weeks, how often have you been bothered by any of the following problems?” with answer options of: not at all (scored 0), several days (scored 1), more than half the days (scored 2), and nearly every day (scored 3) [40,41]. A PHQ-8 score ≥10 has been found to have an 88% sensitivity and 88% specificity for major depression and typically represents clinically significant depression [42].

Alcohol Use
Alcohol use was assessed at baseline using a single item that asked, “On average during a typical week, how many drinks of alcohol do you have?” Heavy use was defined as ≥13 drinks/week for men and ≥7 drinks/week for women.

Cannabis Use
The 7-day point prevalence use of cannabis was assessed at baseline and the 3-month assessment using the question: “In the past 7 days, have you smoked cannabis (marijuana)?” which used dichotomous answer options of no, not even a puff (scored 0) or yes (scored 1).

Usability, Helpfulness, and Satisfaction
At the 3-month assessment, the participants were asked 2 questions about program usability and helpfulness: “How easy was it for you to use the [MobileQuit; QuitOnline] program?” and “How helpful was the [MobileQuit; QuitOnline] program?” with answer options of not at all (scored 0), a little (scored 1), somewhat (scored 2), moderately (scored 3), and extremely (scored 4).

At the 3-month assessment, the participants in the MobileQuit condition were also asked questions about text messaging:

- “Did the MobileQuit text messages make it easier for you to quit?” with answer options of not at all (scored 0), a little (scored 1), somewhat (scored 2), moderately (scored 3), and extremely (scored 4);
- “How would you describe the number of text messages you received from MobileQuit?” using answer options of not enough, just the right number, too many, and no opinion.
- “Overall, what percentage of MobileQuit’s text messages did you read?”

The participants were also asked at 3 months about their satisfaction with their assigned program: “Would you recommend the [MobileQuit; QuitOnline] program to friends or family members who are interested in quitting smoking?” with answer options of yes (scored 1), no (scored 0), and not sure (scored 2).

Participant Engagement (Use of Assigned Treatment)
Both interventions unobtrusively tracked the overall number and duration of website visits from enrollment to the end of the 6-month follow-up assessment [37,43]. Visits were required to last at least 1 second to be counted, and there could be multiple visits/day. The date/time of each text message was logged automatically by the program, although it was not technically possible to determine whether the participant viewed or read a text message or for how long.

Device Used to Access the Program
The device used by each participant to make each program visit was assessed unobtrusively using the ScientiaMobile Wireless Universal Resource FiLe (WURFL) tool that analyzed the user agent string sent by the browser [44,45]. Consistent with Google’s method of categorizing mobile vs nonmobile devices [22,46], we considered mobile devices to include smartphones and feature phones whereas nonmobile devices included personal computers (desktop computers), laptops, and tablets.

Statistical Analyses
The results were analyzed separately for the 3- and 6-month follow-up assessments as well as using a repeated point prevalence measure that combined 3- and 6-month assessments.
as a measure of more lasting abstinence. Logistic regression models were used to calculate the odds ratios for abstinence rate differences between intervention conditions, adjusting for significant baseline differences between conditions. Secondary analyses, assessing changes in cigarette usage (number of cigarettes per day) and quit attempts among participants who continued to use cigarettes, were analyzed using regression models with a covariate adjustment for baseline values.

The possible predictors of outcomes were assessed using a 2-step procedure. First, a univariate binary logistic regression was used to test the baseline participant characteristics as predictors of smoking abstinence using the repeated point abstinence at 3 and 6 months. Next, the significant predictors were tested using multivariate binary logistic regression with backward elimination. To identify any differential effects of intervention on outcomes, the multivariate test included treatment condition as well as the interaction of condition with sample characteristics.

IBM SPSS (version 24) was used for all statistical analyses, unless otherwise noted. Analyses used both intention-to-treat (ITT; in which participants who did not complete their assessments were considered to be using tobacco [47]) and Complete Cases (limited to participants who completed assessments). For the ITT analysis, there was sufficient power (.80) to detect a smoking abstinence rate difference of ≥7% between intervention conditions with alpha set to .017 (.05/3) to adjust for the 3 primary outcomes (3-month, 6-month, and repeated 3- and 6-month point prevalence rates).

**Results**

**Participant Enrollment**

The sample of 1271 study participants was enrolled from December 2015 to January 2017. The monthly enrollment varied considerably over time, with peak months occurring in the summer and monthly enrollment descriptive statistics as follows: mean 104.8, SD 59.9, median 83, minimum 1, and maximum 179.

**Participant Baseline Characteristics**

The participant characteristics at baseline are described in Table 4. Consistent with the pattern reported in other studies of internet smoking cessation interventions [10,11], our sample was predominantly female (78%, 991/1271) and aged approximately 45 years. Most participants were married or had a long-term partner (68.3%, 867/1271), had made a quit attempt in last 12 months (75.77%, 963/1271), and had at least a high school degree (72.15%, 917/1271). The only significant between-condition difference in baseline participant characteristics was the larger proportion of participants in the QuitOnline condition who reported having a household member who smoked (37.4%, 235/638) than the MobileQuit condition (31.1%, 195/633).

**Participant Internet Usage**

The screening procedure validated that all participants had functional smartphone and email service and they actively used both a smartphone and a desktop computer or tablet. A baseline question asked how participants accessed the internet. The results indicated that 56.57% (719/1271) mostly used a smartphone, 13.14% (167/1271) mostly used some other device, 22.42% (285/1271) used both a smartphone and other device equally, 7.71% (98/1271) indicated that it depends, and 0.16% (2/1271) did not know. No between-condition differences were found on these measures.
Table 4. Participant characteristics at screening/baseline by condition.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>QuitOnline (n=638)</th>
<th>MobileQuit (n=633)</th>
<th>Total (n=1271)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>45.6 (12.3)</td>
<td>44.2 (12.9)</td>
<td>44.9 (12.7)</td>
</tr>
<tr>
<td><strong>Female, n (%)</strong></td>
<td>500 (78.5)</td>
<td>491 (77.6)</td>
<td>991 (78.0)</td>
</tr>
<tr>
<td><strong>Married or have a long-term partner, n (%)</strong></td>
<td>432 (67.7)</td>
<td>435 (68.7)</td>
<td>867 (68.3)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>485 (76.3)</td>
<td>485 (76.9)</td>
<td>970 (76.6)</td>
</tr>
<tr>
<td>Other</td>
<td>151 (23.7)</td>
<td>146 (23.1)</td>
<td>297 (23.4)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not high school graduate</td>
<td>186 (29.2)</td>
<td>168 (26.5)</td>
<td>354 (27.9)</td>
</tr>
<tr>
<td>High school graduate/some college</td>
<td>320 (50.2)</td>
<td>337 (53.2)</td>
<td>657 (51.7)</td>
</tr>
<tr>
<td>Associate or bachelor’s degree</td>
<td>126 (19.7)</td>
<td>125 (19.7)</td>
<td>251 (19.7)</td>
</tr>
<tr>
<td>Master’s or doctorate degree</td>
<td>6 (0.9)</td>
<td>3 (0.5)</td>
<td>9 (0.7)</td>
</tr>
<tr>
<td><strong>Regularly smoked for 4 or more years, n (%)</strong></td>
<td>609 (95.5)</td>
<td>591 (93.4)</td>
<td>1200 (94.4)</td>
</tr>
<tr>
<td><strong>Cigarettes/day (previous 6 months), mean (SD)</strong></td>
<td>17.9 (9.9)</td>
<td>17.1 (7.9)</td>
<td>17.5 (8.4)</td>
</tr>
<tr>
<td><strong>Quit attempt in last 12 months, n (%)</strong></td>
<td>480 (75.2)</td>
<td>483 (76.3)</td>
<td>963 (75.8)</td>
</tr>
<tr>
<td><strong>Currently use other nicotine products, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic cigarettes</td>
<td>140 (21.9)</td>
<td>128 (20.2)</td>
<td>268 (21.1)</td>
</tr>
<tr>
<td>Cigar</td>
<td>40 (6.3)</td>
<td>45 (7.1)</td>
<td>85 (6.7)</td>
</tr>
<tr>
<td>Pipe</td>
<td>4 (0.6)</td>
<td>9 (1.4)</td>
<td>13 (1.0)</td>
</tr>
<tr>
<td>Chew/snuff</td>
<td>11 (1.7)</td>
<td>14 (2.2)</td>
<td>25 (2.0)</td>
</tr>
<tr>
<td>None</td>
<td>311 (48.7)</td>
<td>305 (48.2)</td>
<td>616 (48.5)</td>
</tr>
<tr>
<td><strong>Use quit aids, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nicotine replacement</td>
<td>100 (15.7)</td>
<td>99 (15.6)</td>
<td>199 (15.7)</td>
</tr>
<tr>
<td>Prescription medication</td>
<td>41 (6.4)</td>
<td>47 (7.4)</td>
<td>88 (6.9)</td>
</tr>
<tr>
<td>Formal treatment</td>
<td>19 (3.0)</td>
<td>9 (1.4)</td>
<td>28 (2.2)</td>
</tr>
<tr>
<td>No use</td>
<td>484 (75.9)</td>
<td>493 (77.9)</td>
<td>977 (76.9)</td>
</tr>
<tr>
<td><strong>Nicotine dependence (Fagerstrom Test for Nicotine Dependence-6), mean (SD)</strong></td>
<td>5.4 (2.2)</td>
<td>5.5 (2.2)</td>
<td>5.5 (2.2)</td>
</tr>
<tr>
<td><strong>Self-efficacy/confidence, mean (SD)</strong></td>
<td>2.5 (1.2)</td>
<td>2.6 (1.1)</td>
<td>2.6 (1.2)</td>
</tr>
<tr>
<td><strong>Readiness to quit, mean (SD)</strong></td>
<td>8.8 (1.6)</td>
<td>8.9 (1.6)</td>
<td>8.9 (1.6)</td>
</tr>
<tr>
<td><strong>Depression status (Patient Health Questionnaire-8), mean (SD)</strong></td>
<td>9.1 (6.3)</td>
<td>9.2 (6.0)</td>
<td>9.2 (6.1)</td>
</tr>
<tr>
<td><strong>Heavy alcohol use, n (%)</strong></td>
<td>58 (9.1)</td>
<td>65 (10.3)</td>
<td>123 (9.7)</td>
</tr>
<tr>
<td>Cannabis use in last 7 days, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>98 (15.4)</td>
<td>96 (15.2)</td>
<td>194 (15.3)</td>
</tr>
<tr>
<td><strong>Spouse/partner currently smokes, n (%)</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td>189 (30.3)</td>
<td>177 (28.1)</td>
<td>366 (28.8)</td>
</tr>
<tr>
<td><strong>Household member currently smokes, n (%)</strong></td>
<td>235 (37.4)</td>
<td>195 (31.1)</td>
<td>430 (34.2)</td>
</tr>
<tr>
<td><strong>Number of 5 best friends who smoke, mean (SD)</strong></td>
<td>1.9 (1.6)</td>
<td>1.9 (1.6)</td>
<td>1.9 (1.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Participants could refuse to answer any question.

<sup>b</sup>Defined as greater than or equal to 13 drinks/week for men and greater than or equal to 7 drinks/week for women.

<sup>c</sup>Denominator is full sample, participants without a spouse or with spouses who do not smoke=0 and participants with a spouse who smokes=1.

**Participant Flow Through the Study**

As shown in the Consolidated Standards of Reporting Trials [48] diagram (Figure 7), of the 1271 study participants initially enrolled, 42.80% (544/1271) completed the 3-month follow-up assessment, 54.13% (688/1271) completed the 6-month follow-up assessment, and 36.43% (463/1271) of participants across conditions completed both assessments.
Figure 7. Consolidated Standards of Reporting Trials diagram depicting flow of participants through the study.

Analysis of baseline characteristics of participants who completed assessments (Complete Cases) failed to reveal any significant differences between conditions. However, the 3-month follow-up assessment was more likely to be completed by participants who were female (46.1% [457/991] compared with 30.8% [86/279]), who reported that they did not have a long-term partner (50.6% [204/403] compared with 39.2% [340/867]), and who reported using a nicotine replacement aid (50.8% [101/199] compared with 41.32% [443/1072]). The 6-month follow-up assessment was more likely to be completed by participants who were older (mean 45.7 years, SD 12.5 compared with mean 43.9 years, SD 12.8), less depressed (PHQ-8 score: mean 8.6, SD 5.8 compared with mean 9.9, SD 6.5), had at least a college degree (61.5% [160/260] compared with 52.2% [528/1011]), used a nicotine replacement aid (61.3% [122/199] compared with 52.8% [566/1072]), and did not have a long-term partner (60% [242/403] compared with 51.4% [204/396]).
especially a partner who smoked (56.1% [498/887] compared with 49.7% [182/366]).

**Tobacco Outcomes**

The ITT 7-day point prevalence smoking abstinence results across both conditions were 16.05% (204/1271) at 3 months, 21.95% (279/1271) at 6 months, and 12.27% (156/1271) considering both 3 and 6 months (see Table 5). Participants in the MobileQuit condition displayed significantly greater smoking abstinence than those in QuitOnline at 3 months (adjusted OR 2.02, 95% CI 1.48-2.76; P<.001), at 6 months (adjusted OR 1.38, 95% CI 1.05-1.80, P=.02), and using repeated point prevalence at 3 and 6 months (adjusted OR 1.97, 95% CI 1.39-2.80; P<.001).

Complete Case smoking abstinence results across both conditions were 37.5% (204/544) at 3 months, 40.6% (279/688) at 6 months, and 33.7% (156/463) repeated point prevalence abstinence at both 3 and 6 months. MobileQuit participants displayed significantly greater smoking abstinence at 3 months (adjusted OR 2.12, 95% CI 1.48-3.03; P<.001) and at both 3 and 6 months (adjusted OR 1.95, 95% CI 1.31-2.91; P<.001) but not at 6 months (adjusted OR 1.27, 95% CI 0.93-1.73; P=.13). For participants who did not achieve abstinence, changes in the number of cigarettes smoked and number of quit attempts were not detected by condition at the 3- or 6-month follow-up.

**Table 5.** Smoking abstinence at follow-up assessments by condition.

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>3-month assessment</th>
<th>6-month assessment</th>
<th>3- and 6-month assessments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All participants (intention-to-treat)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MobileQuit (n=633), n (%)</td>
<td>131 (20.7)</td>
<td>156 (24.6)</td>
<td>100 (15.8)</td>
</tr>
<tr>
<td>QuitOnline (n=638), n (%)</td>
<td>73 (11.4)</td>
<td>123 (19.3)</td>
<td>56 (8.8)</td>
</tr>
<tr>
<td>Between group difference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted OR (95% CI)</td>
<td>2.02 (1.48-2.76)</td>
<td>1.38 (1.05-1.80)</td>
<td>1.97 (1.39-2.80)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>0.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Participants who completed assessments (Complete Case)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MobileQuit, n/N (%)</td>
<td>131/287 (45.6)</td>
<td>156/359 (43.5)</td>
<td>100/247 (40.5)</td>
</tr>
<tr>
<td>QuitOnline, n/N (%)</td>
<td>73/257 (28.4)</td>
<td>123/329 (34.4)</td>
<td>56/216 (25.9)</td>
</tr>
<tr>
<td>Between group difference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted OR (95% CI)</td>
<td>2.12 (1.48-3.03)</td>
<td>1.27 (0.93-1.73)</td>
<td>1.95 (1.31-2.91)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>0.128</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

OR: odds ratio.

**Predictors and Moderators of Tobacco Outcomes**

Analyses of baseline sample characteristics as possible predictors of repeated point prevalence abstinence revealed that repeated point abstinence was more likely to be reported by those who have higher levels of self-efficacy (self-confidence; beta=.35; P<.001; OR 1.421, 95% CI 1.176-1.718) and less likely for those with friends who smoke (beta=-.14; P=.030; OR 0.868, 95% CI 0.763-0.986). Only self-efficacy was significantly associated with repeated point abstinence (beta=.33; P=.001; OR 1.386, 95% CI 1.145-1.677) in the multivariate model. No significant interactions between intervention condition and the predictor variables were found.

**Text Message Delivery**

The participants assigned to MobileQuit were sent a considerable number of text messages (mean 278.51 texts, median 295, SD 71.90, range 6-452). Sending fewer than 200 text messages was associated with 11.1% (70/633) of participants who opted out of receiving messages or who withdrew from the study.

**Participant Engagement (Use of Assigned Treatment)**

The engagement metrics for all participants are presented in Table 6. The MobileQuit participants (n=633) visited their Web app program an average of 5 times more frequently than did QuitOnline participants (n=638): z=-20.33; P<.001. Among the MobileQuit participants, 90.0% (570/633) visited multiple times, 6.0% (38/633) visited once, and 4.0% (25/633) never visited. Among the QuitOnline participants, 39.0% (249/638) visited multiple times, 32.0% (204/638) visited once, and 29.0 (185/638) never visited. A different pattern emerged regarding visit duration. Owing to the brief amount of content on MobileQuit pages, 50% of visits to that program lasted ≤25 seconds. As a result, the QuitOnline participants spent significantly more time visiting their program website (z=-5.44; P<.001).
Table 6. Program visit engagement by condition for all participants (N=1271).

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall number of program visits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuitOnline program visits</td>
<td>2.32 (4.44)</td>
<td>1</td>
</tr>
<tr>
<td>MobileQuit program visits</td>
<td>15.92 (15.79)</td>
<td>11</td>
</tr>
<tr>
<td>Overall duration of program visits (min)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuitOnline program visits</td>
<td>21.90 (35.42)</td>
<td>11</td>
</tr>
<tr>
<td>MobileQuit program visits</td>
<td>22.34 (30.46)</td>
<td>11</td>
</tr>
</tbody>
</table>

aDifference in overall number of website visits between QuitOnline and MobileQuit: \( P=.001 \) (nonparametric Mann-Whitney \( U \)).

bDifference in overall duration of website visits between QuitOnline and MobileQuit: \( P<.001 \) (nonparametric Mann-Whitney \( U \)).

Table 7. Visits to Web program by device type and condition.

<table>
<thead>
<tr>
<th>Type of analysis</th>
<th>QuitOnline visits (n=438), n (%)</th>
<th>MobileQuit visits (n=604), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Device used for visit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonmobile devices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desktop computer</td>
<td>500 (34.5) b</td>
<td>25 (0.3)</td>
</tr>
<tr>
<td>Tablet</td>
<td>191 (13.2)</td>
<td>157 (1.6)</td>
</tr>
<tr>
<td>Other nonmobile</td>
<td>0 (0)</td>
<td>856 (8.7)</td>
</tr>
<tr>
<td>Mobile devices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td>607 (41.9)</td>
<td>7888 (80.0)</td>
</tr>
<tr>
<td>Feature phone</td>
<td>149 (10.3)</td>
<td>932 (9.5)</td>
</tr>
<tr>
<td>Other mobile devicec</td>
<td>1 (0.1)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Total devices</td>
<td>1448 (100)</td>
<td>9859 (100)</td>
</tr>
<tr>
<td>Device recommended or not</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recommended</td>
<td>691 (47.7)</td>
<td>8821 (89.5)</td>
</tr>
<tr>
<td>Not recommended</td>
<td>757 (523)</td>
<td>1038 (10.5)</td>
</tr>
<tr>
<td>Total devices</td>
<td>1448 (100)</td>
<td>9859 (100)</td>
</tr>
</tbody>
</table>

aAmong the original total of 10,081 MobileQuit visits a device could not be measured in 38 instances and another 184 very short visits were associated with a robot device. The remaining 9859 sessions described in this table represent 97.8% of the original total of MobileQuit visits and 100% of QuitOnline visits.

bText formatted in italics indicate devices classified as fitting the more broadly defined recommended group of devices for each treatment condition (mobile vs nonmobile).

cTwo visits were recorded—one for each condition—as having been made by a mobile device without any additional details. We listed these 2 episodes in order to provide as comprehensive an account as possible.

The MobileQuit participants were instructed to use a smartphone to visit their program whereas the QuitOnline participants were told to use a desktop computer or tablet. Table 7 describes the devices participants used to visit their program according to the ScientiaMobile WURFL validation tool [44,45], grouped as mobile or nonmobile. Consistent with the MobileQuit’s built-in constraint, 89.45% (8820/9859) of the MobileQuit visits were made using the intended mobile device (80% [7888/9859] used a smartphone and 9.45% [932/9859] used a feature phone) whereas 47.7% (691/1448) of QuitOnline visits used the intended nonmobile device \( \chi^2=1645.9; P<.001 \). Analyses of within-participant usage patterns revealed that among the MobileQuit participants, 76.0% (459/604) used only an intended mobile device (primarily a smartphone) across all visits, 23% (139/604) used both mobile and nonmobile devices, and 0.1% (6/604) used only a nonmobile device. Among the QuitOnline participants, 31.3% (137/438) used only an intended nonmobile device across all visits, 16.7% (73/438) used both mobile and nonmobile devices, and 52.1% (228/438) used only a mobile device (primarily a smartphone).

Usability, Helpfulness, and Satisfaction

At 3 months, both programs were described as being easy to use: MobileQuit participants (n=283, mean 3.27, SD 1.04; Somewhat easy=13.1%, Moderately easy=23.0%, and Extremely easy=57.2%) and QuitOnline participants (n=235, mean 3.03, SD 1.26; Somewhat easy=15.3%, Moderately easy=20.4%, and Extremely easy=51.5%). Similar results were obtained for program helpfulness: MobileQuit participants (n=281, mean (139/604) used both mobile and nonmobile devices, and 0.1% (6/604) used only a nonmobile device. Among the QuitOnline participants, 31.3% (137/438) used only an intended nonmobile device across all visits, 16.7% (73/438) used both mobile and nonmobile devices, and 52.1% (228/438) used only a mobile device (primarily a smartphone).
The MobileQuit participants reported that they read 84.5% of the text messages they received (n=278, SD 24.6), that they were satisfied with the number of texts received (n=281, mean 2.46, SD 1.36; Not enough=5%, Just the right number=56.6%, Too many=33.1%, and No opinion=5.0%), and that receiving text messages made it easier for them to quit smoking (n=281, mean 2.46, SD 1.36; Somewhat=18.9%, Moderately=26.0%, and Extremely=29.2%). Significantly more MobileQuit participants (n=286; Yes=87%, No=5%, and Not sure=7%) reported they would recommend their program to “friends or family members who are interested in quitting smoking” than QuitOnline participants (n=253; Yes=80%, No=6%, and Not sure=14%): $\chi^2=6.6, P=.036$.

**Use of Other Tobacco Products, Quit Aids, and Nonassigned Treatments**

The participants in the 2 conditions reported very similar patterns of using other tobacco products, quit aids, and nonassigned quit smoking treatments. The most frequently listed other tobacco products at the 3- and 6-month assessments were Ecigs and Other. Among the MobileQuit participants, 15% reported using Ecigs at 3 months and 13% at 6 months; 16% reported using Other at 3 months and 12% at 6 months. Among the QuitOnline participants, 16% reported using Ecigs at 3 months and 12% at 6 months; 19% reported using Other at 3 months and 19% at 6 months.

The most frequently listed quit aid at the 3- and 6-month assessments was NRT. Among MobileQuit participants, NRT use was reported by 27% of the participants at 3 months and 19% at 6 months. Prescription use was reported by 9% of the participants at 3 months and 6% at 6 months, and Formal quit smoking treatment use was reported by 4% of the participants at 3 months and 3% at 6 months. Among the QuitOnline participants, NRT use was reported by 21% at 3 months and 17% at 6 months. Prescription use was reported by 10% of the participants at 3 months and 6% at 6 months, and Formal quit smoking treatment use was reported by 5% at 3 months and 3% at 6 months.

**Discussion**

**Principal Findings**

Overall, the smoking cessation rates and absolute smoking abstinence levels for the 2 well-matched (fully automated, best practice content) smoking cessation programs were consistent with results reported in meta-analyses of other internet smoking cessation interventions [10,11,16,49]. However, the MobileQuit intervention for mobile devices was significantly more effective in encouraging smoking cessation than the QuitOnline designed for use on devices other than mobile devices. Specifically, ITT results of the MobileQuit participants displayed significantly greater smoking cessation than the QuitOnline participants at all follow-up assessments: 20.7 vs 11.4% at 3 months, 24.6% vs 19.3% at 6 months, and 15.8% vs 8.8% at 3 and 6 months. Similarly, Complete Case results significantly favored MobileQuit at both 3 months (45.6% vs 28.4%) and the combined 3- and 6-month assessments (40.5% vs 25.9%). However, the advantage for MobileQuit (43.5% vs 34.4%) at 6 months did not reach significance.

The participants in each condition found their treatment program acceptable, both in terms of helpfulness (MobileQuit=84.3%; QuitOnline=79.5%) and ease of use (MobileQuit=87.2%; QuitOnline=93.3%). The small between-condition differences in helpfulness and ease of use did not reach significance.

Significantly more participants in MobileQuit than in QuitOnline (87.4% vs 79.8%) reported they would recommend the program to their friends/family interested in quitting.

There were 2 striking differences in usage pattern between the 2 intervention groups. First, not surprisingly, because the intervention included a built-in validation tool designed to try to constrain its use to smartphones, almost all Mobile Quit visits occurred using that recommended device. In marked contrast, visits to the QuitOnline program—which did not constrain device type—showed considerable variability in being accessed using recommended as well as nonrecommended devices (including smartphones and other mobile devices).

Second, the MobileQuit participants visited their program website an average of 5 times more often than the QuitOnline participants. Stated differently, the MobileQuit intervention was used more frequently but in smaller doses/shorter visits compared with the QuitOnline intervention.

**Limitations**

There are several limitations of this study that are worth noting. First, self-reported smoking abstinence was not validated by biochemical measures. However, most published tobacco cessation programs rely on self-reported data, and Glasgow et al [50] as well as the Society for Research on Nicotine and Tobacco (SRNT) Subcommittee on Biochemical Verification [51] has recommended that biochemical validation need not be required when a study’s self-help design makes it impractical, when demand characteristics are not likely to differentially affect reports by condition, or when accurate estimates of tobacco use can be obtained using multiple self-reported measures.

The participants in this study were an average age of 45 years and 78% were female. Although this profile is similar to participant characteristics reported in a number of other internet-based smoking cessation studies [5,10,52,53], our observed results may not generalize to younger smokers. As participants in this study agreed to be assigned to either of the internet-based smoking cessation interventions, it is also possible that our study results may not generalize to smokers who would have preferred to use only a smartphone-delivered intervention or, alternatively, only an internet intervention that did not use a smartphone. The study design that yoked users to particular types of computer devices (eg, smartphones for MobileQuit participants) may have been less convenient and possibly resulted in lower engagement and efficacy, compared with using responsive design technology that would have enabled either...
of the interventions to be used interchangeably on any internet-accessible computer device (desktop, laptop, tablet, and smartphone) [23].

There was also substantial assessment attrition at follow-up which, although consistent with results reported by other smoking cessation studies [10], was somewhat greater than has been reported for mobile smoking cessation interventions [16]. We also observed that 29% of the QuitOnline participants never visited their assigned program (an extreme case of nonusage attrition, [54]) compared with only 4% of the MobileQuit participants who did not visit. It is also helpful to consider these findings from the perspective of other published results. For example, QuitOnline’s 29% nonvisit rate is similar to the 20% to 25% nonvisit rate results reported by Cobb and Graham [55] for 2005 participants in a smoking cessation randomized controlled trial (RCT). This difference is also consistent with our expectation that the push or proactive outreach of MobileQuit’s text messages would encourage relatively more participant engagement. Moreover, by providing time-limited access to its Major Topics content, the MobileQuit program may have increased its perceived value of the program (the scarcity principle) to its users. The program’s tunnel design also paced program content so that it was better synchronized with the phases of quitting, which may have encouraged involvement and sustained interest.

Strengths
This trial is one of the relatively few large-scale (N=1271) RCTs examining the efficacy of smartphone-delivered smoking cessation intervention. The interventions were designed to reliably and unobtrusively track the device used to access the program as well as the frequency and duration of each participant’s contact. Thus, the trial represents a rare instance of both describing the devices that participants used to access the internet intervention and comparing the usage pattern across device type. The use of a browser-based Web app for MobileQuit enabled us to avoid having to create 2 altogether different native apps (one for iOS devices [iPhones and iPads] and another for Android devices [smartphones and tablets]), to avoid the review and delay associated with distributing native apps via official company app stores [23], and to set the stage for a responsive design that would be usable across all devices and their operating systems. These benefits combined with the emergence of the more sophisticated progressive Web app [56] are encouraging more widespread use of the Web app design approach. As text messages are increasingly being delivered on nonmobile devices, a Web app plus text messaging intervention can be delivered across all devices.

Future Directions
Although the absolute proportion of smokers who quit in this study was encouraging, additional research is warranted that examines how to encourage even more widespread smoking abstinence. This design did not permit a direct analysis of the individual and combined features of the 2 conditions. For example, impact of device type and use of text messaging on long-term smoking abstinence could be examined using a completely crossed 2x2 design (smartphone vs not smartphone and app + text messaging vs app only). It would also be helpful to examine the likely contributions of other factors that were not examined directly in our RCT (eg, tunnel vs hybrid matrix-hierarchical information architecture). In all instances, research should assess the devices and the usage patterns that participants follow to access their internet interventions.

Conclusions
Despite the fact that this study did not pinpoint the exact design feature(s) that explain the increased efficacy of MobileQuit over QuitOnline, the study nonetheless provides evidence for the benefit of optimizing an intervention design for smartphones and other mobile devices over a usual care internet intervention designed primarily for use on nonmobile devices such as desktops, laptops, or tablets. Our study also helps to underscore that participants will use multiple devices (what Google describes as sequential screening [22]) irrespective of recommendations to do otherwise. As a result, we assert that future internet interventions should be designed for use on all of the devices that users prefer to access the internet. Essentially, in the increasingly multiscreen world, the approach of designing internet interventions for mobile vs nonmobile devices will be replaced by responsive-designed programs that share user data across devices and embody pervasive information architecture [22,23,57,58].
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Multistep enrollment validation sequence for the MobileQuit randomized controlled trial.
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CONSORT - EHEALTH checklist (V 1.6.1).
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Abstract

Background: Mobile apps generate vast amounts of user data. In the mobile health (mHealth) domain, researchers are increasingly discovering the opportunities of log data to assess the usage of their mobile apps. To date, however, the analysis of these data are often limited to descriptive statistics. Using data mining techniques, log data can offer significantly deeper insights.

Objective: The purpose of this study was to assess how Markov Chain and sequence clustering analysis can be used to find meaningful usage patterns of mHealth apps.

Methods: Using the data of a 25-day field trial (n=22) of the Start2Cycle app, an app developed to encourage recreational cycling in adults, a transition matrix between the different pages of the app was composed. From this matrix, a Markov Chain was constructed, enabling intuitive user behavior analysis.

Results: Through visual inspection of the transitions, 3 types of app use could be distinguished (route tracking, gamification, and bug reporting). Markov Chain–based sequence clustering was subsequently used to demonstrate how clusters of session types can otherwise be obtained.

Conclusions: Using Markov Chains to assess in-app navigation presents a sound method to evaluate use of mHealth interventions. The insights can be used to evaluate app use and improve user experience.

(J Med Internet Res 2019;21(6):e11934) doi:10.2196/11934
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Introduction

Background

The development of wearable technology, particularly in health care, medical, and fitness contexts, provides people with devices that give detailed information about various aspects of their health, for example, by registering users’ daily physical activity in terms of step counts, calories, or by providing detailed information about exercise parameters [1]. At the same time, mobile phone technology is reaching significant adoption and penetration rates in both developed and developing countries [2]. This offers an excellent platform to reach a large audience with health-oriented mobile phone apps. Most mobile phones contain sensors that afford measurement of parameters similar to those measured by wearables, including accelerometer and global positioning system.

Mobile health (mHealth) apps are increasingly available to people worldwide. Over 318,000 mHealth apps are estimated
to be available in app stores around the world [3]. These apps target various conditions and behaviors including nutrition, smoking cessation, mental conditions, diabetes, and physical activity [4-6]. However, although mHealth apps can empower people to take their health more into their own hands [7,8], research indicates that the uptake of these apps does not necessarily result in sustained usage [9,10]. In digital behavior change interventions (DBCIs), which use mHealth apps to promote health behavior, this lack of engagement with the technology and intervention too often results in high levels of dropout [11,12].

Engagement with DBCIs can be considered from different perspectives. Perski et al [12] define engagement both in terms of a subjective experience and a behavior. The first considers engagement as the user’s subjective experience with the technology, with quality of experience, immersion, usability, and enjoyment as the main determinants of active and frequent usage, whereas the latter takes more objective parameters into account such as frequency and duration of use or use of specific content of the intervention. Yardley et al [11] distinguish between micro and macro levels of engagement, with microengagement referring to specific interaction with the technology and macro levels of engagement considering the engagement with technology within the overall aim of the DBCI to encourage behavior change. This study focuses specifically on this micro level of the engagement with the Start2Cycle app, developed to promote recreational cycling. Therefore, it was decided to only analyze the log data of the app and not take any cycling outcome data of the participants into account. Furthermore, as the field trial in which the app was tested was a usability test rather than a full randomized controlled trial, using the outcome data could be misleading in terms of effectiveness.

Measuring engagement with DBCIs receives ample attention. To date however, no consistent or standardized methodology to quantify and measure participant engagement in DBCIs is available [11]. In addition to self-report-based questionnaires distributed after usage of the app, the analysis of log data (anonymous records of real-time actions performed by each user) has been suggested as an opportunity to study actual usage of apps both in the development phase and when the final version has been launched [13] and to tailor interventions [14]. In human-computer interaction research, data mining and machine learning techniques are frequently used for various purposes such as finding user activity patterns in apps and games [15-17], user segmentation [18], and app development [19]. In mHealth research, however, analysis of log data remains often limited to descriptive analysis in terms of number of visits, length of visits, and page views. Although these statistics offer an initial insight into when and how often participants use mHealth apps, they do not provide us with more profound insights on how participants are using them. This information is essential to the development of mHealth interventions and the attainment of their anticipated health effects. Limited research applies more detailed analysis of log data of electronic health apps. Arden-Close [20], for example, used sequence clustering to develop a visualization tool to monitor the use of a Web-based weight management intervention. Furthermore, Miller et al [21] present a framework for analyzing engagement data of health interventions, including suggestions for analyzing log data.

**Objectives**

This study partly builds on these insights by adding Markov Chain analysis to the toolkit for analyzing log data of mHealth interventions. In multimedia research contexts, Markov Chains have been frequently used to study Web page navigation [22-24]. In these analyses, Markov Chains are used to model a trail, that is, an order of Web page views by 1 user within a Web-use session. This study aims to be a methodological example of how this thinking was applied to in-app navigation such that the Markov Chains model the order of page views made by a user within an mHealth app. This provides insight into how the app is used, that is, which types of usage sessions can be identified and if user sessions can be clustered into distinct groups.

**Methods**

This section details the content of the Start2Cycle app, the setup of the field trial in which the app was tested, and the methods applied to the app log data.

**The Start2Cycle App**

The Start2Cycle app was developed to promote recreational cycling in adult populations. The app was designed for both novice and experienced cyclists. It was developed by the Flemish public broadcaster Vlaamse Radio- en Televisieomroeporganisatie, Ghent University, and Vrije Universiteit Brussel and was available for both Android and iPhone operating system devices.
The app, depicted in Figure 1, has a starting page called the Coach. Through this page, 2 researchers provided additional cycling-related content to the app during the field trial by postings polls, news messages, route suggestions, pictures, and movies. Push notifications notified users of new posts. Users could ask questions to the coach. Beyond the starting page, the app had 2 core functionalities: (1) Self-monitoring and feedback on cycling behavior and (2) Rewards and social competition. The latter can be classified as gamification features. The self-monitoring features of the app enable the users to log their cycling activities (Track page) and afterwards see the route they took (Route page). They were also provided with a page that lists all of the routes they had taken since they started using the app (Routes page). Gamification and social features are assumed to have potential to create more engagement with an app and potentially longer lasting behavior change effects [25,26].

Finally, there was a Personal page on which the participants could change their settings, enter or change their screen name, and report errors.

Field Trial
A 25-day field trial of a prototype version of the Start2Cycle app, with primarily a usability testing purpose, was set up with 22 participants in Flanders, Belgium in September 2017. The participants were recruited from a group of people that registered for a 1-week cycling holiday that started at the end of the field trial. No inclusion criteria were set. Anyone joining the cycling holiday could participate in the trial. Participants were asked to log every cycling activity during the 25 days preceding the cycling holiday. The project was approved by the institutional review board, and informed consent was obtained from the participants.

Every action the participants performed in the Start2Cycle app was logged. More specifically, per user, each action (or click)
was logged, along with the time stamp. No session identifier (ID) was collected. Consequently, sessions were identified by grouping actions of a user together, between which no longer than 30 min of inactivity occurred. Using this heuristic, 824 sessions were identified. At the end of the field trial, an online questionnaire was sent to the users to evaluate the use of the app in terms of perceived usefulness, ease of use, motivational potential, enjoyment, and informativeness. The evaluation was conducted using 7-point Likert scales ranging from 1=Totally disagree to 7=Totally agree.

Markov Chain Analysis

The log data of the Start2Cycle app were analyzed by means of Markov Chain analysis. Markov Chains are a sound method to model stochastic processes and have already been successfully adopted in a wide spectrum of applications ranging from auto-completion while typing [25] to the world-renowned ranking algorithm of the Google search engine [29]. They are defined by a state space \( S \), a transition matrix \( P \), and optionally an initial state distribution \( \pi \). In the case of this study, we have a discrete state space, defined by the \( n \) different pages in the mobile app \( \{s_0, s_1, ..., s_n\} \). Moreover, we assume the Markov Chain to be of order 1. In other words, we assume that the probability to transition to a next state depends only on the current state and not on the history of previous states.

To create a Markov Chain, a transition matrix \( P \), in which each element on row \( i \) and column \( j \) \((p_{ij})\) indicates the probability that a user moves from page \( s_i \) to page \( s_j \), must be constructed. This transition matrix can be constructed from raw data logs containing a time stamp, session identifier, and the performed clicks (source and destination). The session identifier is optional and can be calculated using a heuristic based on the user identifier and time stamp of each data log. The number of transitions \( s_i \rightarrow s_j \) can then be counted to form a matrix \( M \). Afterwards, the values in \( M \) are normalized such that each row sums to 1 to result in \( P \).

Furthermore, a surrogate exit-state \( s_{n+1} \) to which a user transitions when he leaves the app (exit page) was created. The initial state distribution \( \pi \) can be estimated by counting the first visited state of every session.

Sequence Clustering

When the number of pages in an app becomes large, manual interpretation of the visualized Markov Chain can become cumbersome. An advantage of having a Markov Chain as underlying data structure of the visualization is that various automated analyses are possible. These can be used to automatically extract insights or to confirm the findings of a researcher. Clustering of different sequences (or trails of user actions) is 1 such analysis [30,31]. To do this, an expectation-maximization algorithm [32] can be applied, which builds a representative Markov Chain per cluster in an iterative fashion until convergence is reached.

Given a collection of sequences \( C \), in which each element is represented by a trail of user actions \( \{(s_1, ..., s_i, ..., s_{n+1})\} \), with \( s_{n+1} \) the exit-state), we apply the following steps:

1. Determine the number of clusters: \( K \)
2. Assign each sequence in \( C \) to a random cluster \( c_i \) with \( i \in \{1, ..., K\} \)
3. For each \( c_i \), construct a Markov Chain or transition matrix \( (P_i) \) based on its assigned sequences.
4. For each sequence in \( C \), calculate the likelihood \( L(c_i, c_j) \) that the sequence is generated by each Markov Chain by multiplying the probabilities of the different transitions (eg, \( L(\{s_0, s_3, s_1, s_{n+1}\}) = p_{0,3} \times p_{3,1} \times p_{1,n+1} \)). Then assign the sequence to the cluster with the maximal likelihood: \( \text{argmax}_{i} L(c_i, c_j) \).
5. Reconstruct each Markov Chain, based on the assigned sequences and repeat steps 4 and 5 until convergence. To check convergence, the assignment of sequences to clusters can be compared with the assignment of the previous iteration.

The output of this algorithm is a mapping from each sequence to a cluster \( c_i \) and \( K \) different Markov Chains that represent each cluster. These Markov Chains can be used to classify new unseen sequences of actions.

Web-Based Visualization Tool

To ensure a more intuitive interpretation of such results for researchers, interactive visualizations of the results can be created. For this study, such an interactive visualization was developed using D3.js [33], a javascript library, and can thus be displayed in a Web browser. The tool offers both static and interactive visualization to the researcher, which afford adaptation of the visualization in terms of (1) a slider that defines a threshold for a minimum value the corresponding probability of an edge must have to be displayed, (2) enabling and disabling certain pages or nodes and corresponding edges from the visualization, and (3) the ability to drag nodes around to create a nice structured topology. Moreover, simulations of user sessions, based on the provided data, can be performed, and the results of the sequence clustering can be inspected.

Results

This section details the results of the analysis. First, an overview of the sample is given followed by the results of the Markov Chain and sequence clustering analyses.

Descriptive Statistics

The app was tested by 22 participants, 18 of which (82%) were male and 12 of which (55%) had a higher education. The evaluation survey, distributed at the end of the field trial, was completed by 16 users (73%). The mean age was 50 years (SD 11.17). Survey results indicated that the app was positively evaluated by the participants. It was considered to be fairly useful (mean 4.63, SD 1.15), easy to use (mean 4.50, SD 1.46), and fun (mean 4.38, SD 1.31). Users rated the app as somewhat motivating (mean 4.25, SD 1.39). The app was scored lower in terms of informativeness (mean 4.06, SD 1.18).
After data cleaning, the log data showed that the participants averaged 37 app use sessions (SD 29.35), with an average of 5 actions (SD 5.86) per session during the field trial. The high SDs indicate substantial variability in activity logging between the participants.

Table 1 depicts the number of views per app page during the field trial. It is clear that the Coach page was visited the most, although it has to be noted that this was the default starting page for a session. The table further demonstrates that the gamification features on both the Competition and Team page were frequently viewed, as well as the route tracking features (Track, Route, and Routes pages). This is straightforward, as without users tracking routes, no gamification could be enabled. The Personal and Trophies page were not often frequented by the users. The same applies for the Bug report page.

Markov Chain Analysis

Table 2 demonstrates the transition matrix of the Markov Chain, and Figure 2 visualizes the transitions between the app pages. Not all transitions are displayed in Figure 2. A cut-off of a 0.13 probability was used to improve readability. For the Trophies and Personal page, the highest incoming probability is also displayed to improve readability and logic of the visualization. Without these incoming probabilities, the pages would be visually isolated in the figure as all incoming edges have a probability lower than 0.13.

Figure 2 demonstrates that the majority of the sessions (76.9%, 634/824) start from the Coach page, which was intended by design. The Coach page, thus, served as the point from which most of the users started actions from in the app (yellow lines in Figure 2) and returned to before exiting the app. The remaining 23.1% (190/824) of sessions start from other pages than the Coach page. This is because of users not exiting the app (eg, switching to another app) and then reopening the app on the same page they left off, most often the Track and Competition page.

<table>
<thead>
<tr>
<th>Page</th>
<th>Views (absolute), n</th>
<th>Views (relative), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coach</td>
<td>1159</td>
<td>26.9</td>
</tr>
<tr>
<td>Competition</td>
<td>578</td>
<td>13.4</td>
</tr>
<tr>
<td>Route</td>
<td>547</td>
<td>12.7</td>
</tr>
<tr>
<td>Team</td>
<td>539</td>
<td>12.5</td>
</tr>
<tr>
<td>Routes</td>
<td>529</td>
<td>12.3</td>
</tr>
<tr>
<td>Track</td>
<td>507</td>
<td>11.8</td>
</tr>
<tr>
<td>Personal</td>
<td>268</td>
<td>6.2</td>
</tr>
<tr>
<td>Trophies</td>
<td>119</td>
<td>2.8</td>
</tr>
<tr>
<td>Bug report</td>
<td>58</td>
<td>1.3</td>
</tr>
<tr>
<td>Total</td>
<td>4304</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2. Transition matrix (probability of transitioning from page A [row] to B [column]). Rows sum up to 1.

<table>
<thead>
<tr>
<th></th>
<th>Trophies</th>
<th>Bug report</th>
<th>Coach</th>
<th>Competition</th>
<th>Personal</th>
<th>Route</th>
<th>Routes</th>
<th>Team</th>
<th>Track</th>
<th>Exit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trophies</td>
<td>0.24</td>
<td>0.11</td>
<td>0.04</td>
<td>—</td>
<td>0.08</td>
<td>0.12</td>
<td>0.08</td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bug report</td>
<td>—</td>
<td>—</td>
<td>0.12</td>
<td>0.09</td>
<td>0.29</td>
<td>—</td>
<td>0.05</td>
<td>0.12</td>
<td>0.22</td>
<td>0.10</td>
</tr>
<tr>
<td>Coach</td>
<td>0.03</td>
<td>—</td>
<td>—</td>
<td>0.23</td>
<td>0.09</td>
<td>0.00</td>
<td>0.04</td>
<td>0.20</td>
<td>0.20</td>
<td>0.22</td>
</tr>
<tr>
<td>Competition</td>
<td>0.05</td>
<td>—</td>
<td>0.31</td>
<td>—</td>
<td>0.05</td>
<td>0.01</td>
<td>0.09</td>
<td>0.24</td>
<td>0.05</td>
<td>0.21</td>
</tr>
<tr>
<td>Personal</td>
<td>—</td>
<td>0.21</td>
<td>0.28</td>
<td>0.04</td>
<td>—</td>
<td>0.00</td>
<td>0.08</td>
<td>0.13</td>
<td>0.09</td>
<td>0.17</td>
</tr>
<tr>
<td>Route</td>
<td>—</td>
<td>—</td>
<td>0.13</td>
<td>—</td>
<td>0.04</td>
<td>—</td>
<td>0.52</td>
<td>0.01</td>
<td>0.19</td>
<td>0.11</td>
</tr>
<tr>
<td>Routes</td>
<td>0.06</td>
<td>—</td>
<td>0.07</td>
<td>0.03</td>
<td>0.03</td>
<td>0.66</td>
<td>—</td>
<td>0.05</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>Team</td>
<td>0.04</td>
<td>—</td>
<td>0.11</td>
<td>0.38</td>
<td>0.08</td>
<td>0.00</td>
<td>0.11</td>
<td>—</td>
<td>0.06</td>
<td>0.22</td>
</tr>
<tr>
<td>Track</td>
<td>0.01</td>
<td>—</td>
<td>0.13</td>
<td>0.03</td>
<td>0.05</td>
<td>0.30</td>
<td>0.07</td>
<td>0.12</td>
<td>—</td>
<td>0.29</td>
</tr>
<tr>
<td>Exit</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aNo transitions occurred between the two corresponding app pages.
Visual inspection of the transitions between the different app pages roughly exposes 3 Start2Cycle app session types. A first session type can be labeled a *gamification session* (orange striped lines). After launching the app, users would then go from the *Coach* page to either the *Competition* page, to see whether or not their team is still ahead of the other in terms of cycled kilometers (23%) or check how they are ranked within their own team (on the *Team* page, 20%). Switching between these 2 pages is a likely next action. These sessions are often followed by a return to the *Coach* page, particularly from the *Competition* page (31%), or the app session is ended.

Second, a *route tracking* session can be distinguished (blue striped lines in Figure 2). In such a session, a user would start the app with the intention of logging a cycling activity. There is a 20% probability that a user would start the app with this action in mind from the *Coach* page. After tracking a route, there is a high probability that the user will check the route they rode (on the *Route* page) or other routes they have previously cycled (on the *Routes* page) and switch back and forth between these 2 pages. Eventually, the user is likely return to the *Coach* page (13%) and leave his session or perform new actions from there. The app is often left from the *Track* page (29%).

The last session type is labeled a *bug report* session (green dotted lines). These sessions were not as frequent as there is only a 9% probability that a user would go from the *Coach* page to his personal page and subsequently report an error or malfunction in the app. When reporting these tracking errors, users often immediately switched to the *Track* page, most likely for a new attempt to track their activity.

**Sequence Clustering**

Although 3 types of user sessions were identified through visual inspection, the actual sequences in the data are more complex. As an example, a session could be considered a *route tracking* session when use of the *Track* page and consequent use of, for example, the *Route* and *Routes* page occurs, but in reality, a
user is likely to use gamification features or the coach multiple times in the same sessions. Nevertheless, applying the sequence clustering algorithm with varying $K$ clusters, distinct clusters containing specific session types, could be observed. The results of the algorithm are an assignment of each sequence (or user’s session) to 1 of $K$ clusters and first-order Markov Chains, 1 for each cluster. Figure 3 displays the assignment of the sessions in $K=8$ clusters.

Only sequences with a length between 2 and 20 actions are depicted in the figure to avoid cluttering. Each row in the visualization in Figure 3 corresponds to a session, and each cell in the row corresponds to a certain action made by the user. Although there is an overlap between clusters, particularly for longer sessions with a varying number of different actions, the tails of the clusters consist of shorter sessions with clear purposes. Cluster 7 shows clear abstraction of gamification sessions. These sessions are typically short and consist of a user opening the app, checking the leaderboards, and exiting the app. Furthermore, cluster 6 makes a distinct grouping of presumed erroneous route tracking sessions consisting of the sequence Coach-Track-Exit. Clusters 2 and 4, on the other hand, distinctively contain more sequences involving checking of the Route and Routes pages.

Figure 3. Visualization of sequence clustering.
Figure 4. Screenshot of the visualization tool.

Web-Based Visualization Tool
Figure 4 presents a screenshot of the visualization and simulation tool that was developed to allow researchers to dynamically explore the Start2Cycle data. In the tool, researchers can drag around selected nodes, explore transitions from given probability cut-offs, and run simulated paths through the Start2Cycle app.

Discussion
Principal Findings
The purpose of this study was to demonstrate how data mining can be applied to evaluate the development of mHealth apps. It is clear that by performing a Markov Chain analysis on the log data of the Start2Cycle app, it was possible to identify different types of user sessions, to assess the popular features of the app, and cluster frequently occurring app usage patterns.

In the light of further development of the app, this type of analysis has provided insights that may not have been discerned using traditional methods such as usability tests, evaluation surveys, or expert reviews, particularly when dealing with apps with a high number of app pages. Briefly stated, using Markov Chains affords mHealth developers and researchers to assess whether the use of, and the navigation in their app, happens as they envisioned it. In our analysis, 2 distinct types of app usage sessions could be identified, which aligned with the envisioned use of the app: a gamification session and a route tracking session. Evidently, the Start2Cycle app is not excessively complex, so use of the app could be expected to be straightforward. However, this was not entirely the case.

It was clear that the gamification features involving competition and cooperation within and between teams included in the app were appealing to the users, which was expected based on the review of literature on gamification [34,35]. Users often checked these gamification pages and navigated smoothly from one to another, which could be derived from the transition probabilities calculated in the Markov Chain analysis. On the other hand, the trophies concept was clearly less appreciated despite being easily accessible through the navigation menu. The Markov Chain analysis showed little incoming navigation to the Trophies page. It appears that the concept behind this feature should be improved to make it more appealing. Anecdotal conversations with some of the respondents revealed that the video content did not appeal to the users, and more tangible trophies (eg, coupons, water bottles, or cycling jerseys) or virtual badges were preferred. Previous research on the effectiveness of badges has demonstrated mixed results [36]. Further research is required to assess the effectiveness in the particular context of this study.

Furthermore, Markov Chain–based sequence clustering demonstrated how similar sequences of actions can be grouped together in clusters. This method becomes particularly interesting when apps contain significantly more pages than the Start2Cycle app used in this study, and interpretation from matrices and visualizations is less straightforward. Furthermore, by using this technique, a participant’s app use profile can automatically be determined based on the types of sessions performed throughout the use of the app. The user interface of the app, for example, could then be tailored specifically to this profile.

The application of Markov Chains is only 1 method within a broader range of methods in the context of data mining. The
vast amounts of data generated by mHealth apps and games are still largely unexplored. This study aimed to illustrate the potential of 1 method to generate useful insights from log data that can foster further and improved development of mHealth apps and games. Data mining can advance behavior change research by uncovering usage patterns and insights that could not be uncovered through traditional methods.

Limitations

Some limitations of this study should be noted. The aim was to demonstrate how data mining, Markov Chain analysis in particular, can be applied in the development of mHealth apps. The data used in this study originate from a field trial with primarily usability testing purposes. Therefore, certain properties of the sample may influence how the app was used. For example, although the app is designed to motivate adults to start cycling or to cycle more often, some of the participants in this study were already highly involved in active cycling. It was opted to work with active cyclists to ensure that sufficient (activity) log data would be generated during the field trial. This implies that the sample used in this study is presumably not representative of a population that would typically be asked to use the app. However, as the purpose of this study is primarily to demonstrate the potential of Markov Chain analysis in the development of mHealth apps, the characteristics of the sample can be considered somewhat less important.

Second, it was chosen to use first-order Markov Chains, which assume that the probability of moving to a next state depends only on the current state (and thus not on previous states). This benefits the intuitiveness and simplicity of our analysis. A first-order Markov Chain does not change, although the representation of a higher-order Markov Chain would have to be conditioned on the previous transitions. Clearly, this would make the proposed visualization much less comprehensible. Furthermore, a substantial amount of data is needed to construct a Markov Chain of order \( m > 1 \) that is a good representation of the global user behavior. If the chosen \( m \) is too high, given the number of samples, then most history state sequences of length \( m \) do not occur in the data, or only occur infrequently, which causes the transition matrix, conditioned on that history sequence, to be constructed from insufficient data.

Finally, the user sessions used in the analyses were obtained using a heuristic based on time between actions in the app. Better would have been to collect a session ID along with every user session. This was overlooked in the design of the app and the study. Therefore, cut-offs between session may not be entirely accurate. It is recommended for future studies that session IDs are collected along with the data.

Future Research

Further research should build on the insights of this study and explore how data mining can help to improve mHealth behavior change research. Other data mining techniques are available, and studies using machine learning algorithms, that is, predictive modeling, are strongly encouraged as these could help predicting user actions in the app using different input variables such as user profile variables or placement of different elements on a page. If an accurate model of app usage can be constructed, then the parameters (such as the placement of an element) can be manipulated to maximize the probability that a user takes a certain action. Furthermore, identified usage patterns could also help predicting user attrition and consequently allow an app to take appropriate actions. For example, detecting that a user is likely to drop out of an intervention by his usage pattern can trigger an app to engage the user again at an appropriate moment. However, such analyses would require a larger number of participants to be monitored for an extensive amount of time to detect whether or not they drop out. Moreover, user attrition does not necessarily imply that the participant failed to adopt a healthier lifestyle. It may well be that he or she has no need for an app to support behavior change any longer. In this study, data from 22 participants was used and was sufficient for obtaining insightful results. We recommend higher sample sizes, however.

It should be noted that evidently there is a limit to what can be learned through automated analyses. Additional use of traditional quantitative and qualitative techniques such as surveys and interviews will yield a more complete picture of how the user evaluates the app. In this study, routes were often not tracked at all, the tracking screen froze, all data were lost, or the tracking was fine but the kilometers were not added to the total team score, which could be frustrating to competitive users. Reports of such bugs are best detected using evaluation surveys. Furthermore, correct data selection and cleaning can be a time-consuming and difficult undertaking, and a health researcher may not always be trained to do this.

Conclusions

This study demonstrated the potential of data mining in development and evaluation of mHealth apps. Results demonstrate how health researchers and developers in the field of mHealth can use and learn from new data analysis methods originating from the field of data mining. Our study shows how usage patterns of mHealth apps can be revealed and provide new insights to how interventions are used. As such, these insights can lead to further improvement of mHealth interventions and consequently improve their effectiveness.

A plea for interdisciplinary research and collaboration with data scientists is therefore required. In this regard, development of visualization and simulation tools that make data mining methods and results more accessible to researchers and developers with limited data mining skills is highly encouraged.

Availability of Data and Materials

All experiments and calculations in this study were performed using Python 3. All data and code to reproduce the experiments performed in this study, or to create the proposed visualization based on your app logs, can be found on our GitHub page [37,38] under an open license for noncommercial use.
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Abstract

Background: An increasing number of people consult physicians because of distressing information found online. Cyberchondria refers to the phenomenon of health anxiety because of online health information.

Objective: This study aimed to examine online health research of individuals with and without symptoms of hypochondria and their impact on health anxiety as well as behavior.

Methods: An online survey was conducted. Demographic data, health-related internet use, and general health behavior were assessed. The illness attitude scale was used to record symptoms of hypochondria.

Results: The final sample consisted of N=471 participants. More than 40% (188/471) of participants showed at least some symptoms of hypochondria. Participants with symptoms of hypochondria used the internet more frequently for health-related purposes and also frequented more online services than individuals without symptoms. Most online health services were rated as more reliable by individuals with symptoms of hypochondria. Changes to behavior such as doctor hopping or ordering nonprescribed medicine online were considered more likely by individuals with symptoms of hypochondria.

Conclusions: Results show that individuals with symptoms of hypochondria do not turn to online research as a result of lacking alternatives but rather consult health services on- as well as offline.

Introduction

Background
Currently, the internet provides an enormous amount of information about a range of health topics. According to a representative study with N=2411 participants [1], 63.5% of German internet users rely on the internet as a guide concerning health-related issues. In addition to traditional media such as television, radio, and print, the internet has become an important source of information related to health issues. Information found online does not affect personal health behavior as much as a doctor’s or family member’s recommendation; however, their importance is comparable with the influence of a pharmacist [1]. According to a US representative telephone survey [2], 86% of online health users reported that online research had successfully met their information needs and also regarded the information found as reliable.

Online health research may lead to positive and preventative activities such as exercise, healthier eating habits, improved adherence to medication, and empowered health decisions [3]. However, these possibilities present a problem when used as diagnostic tools by laypersons [4]. As the internet provides access to a large body of information, it is a crude means of self-diagnosis. For example, multiple medical possibilities are typically presented in response to internet searches of medical concerns [5]. Therefore, searching for medical information on the internet has the potential to lead to even greater levels of uncertainty and consequently exacerbate health anxiety for vulnerable individuals. This might aggravate already existing...
worries about being sick with a certain disease for patients suffering from hypochondria.

**Definition**

Hypochondria is a debilitating disorder that occurs in about 1 to 5% of people once in a lifetime [6]. The Diagnostic and Statistical Manual of Mental Disorders (DSM), 4th edition (Text Revision) defines this disorder as a somatoform disorder [7]. The newly published DSM 5th edition replaces the diagnosis of hypochondria with the diagnoses of somatic symptom disorder and illness anxiety disorder [8]. Hypochondria refers to a persistent preoccupation with, or fears about the possibility of having or developing 1 or more serious progressive or life-threatening diseases. The preoccupation is associated with a hypervigilance to and catastrophic misinterpretation of bodily signs or symptoms including normal sensations and is accompanied by avoidance or repetitive behaviors. Minor symptoms are thus interpreted as evidence of suspected diseases, and concerns persist despite reassurance by physicians [7,9]. Disease conviction can be maintained by repetitive symptom-checking or reassurance seeking including activities on the internet: retrieving medical information or entering self-observed symptoms into online diagnostic systems. In addition, sharing information online with other affected people may be an attempt to get rid of unpleasant thoughts and feelings concerning their own state of health.

This more recent phenomenon has been referred to as cyberchondria [10]. Cyberchondria has been defined as an excessive search on the internet for health-related information, which is driven by an underlying need to ease anxiety, but subsequently results in symptoms worsening [11]. It is a form of reassurance-seeking behavior. Instead of obtaining support via online interactions with similarly worried individuals, those with cyberchondria experience their health anxiety as exacerbated, mainly because of new pathologies found online that might trigger new worries [2]. Although current research already declared the phenomenon of cyberchondria as a distinct clinical disorder [10], the prevailing view is that cyberchondria is part of hypochondria/health anxiety. Unfortunately, little research has been conducted in this area. There have only been few elaborate studies on internet use and health fears to date.

**Available Research**

A survey of over 500 respondents by White and Horvitz [10] found that more than 60% of participants repeatedly searched for a specific health concern in multiple online sessions. In a further analysis of thousands of online interaction logs, it was found that over an 11-month period, 13.5% of study participants entered the exact same health-related terms into a search engine on more than 1 occasion [10]. Starcevic and Berle [11] suggested that these excessive searches only serve to reinforce a person’s original anxiety. Over a third of the sample (n=198, 38.4%) said they experienced an increase in anxiety following an online search for health information. The majority (n=365, 70.7%) of participants in this study believed that the fear was caused by the content of websites visited as part of their research efforts; that is, navigation escalation. A total of 7 out of 10 respondents were still researching serious illnesses for weeks and months after a conducted search, suggesting that these escalated search sessions had a lasting impact.

Aside from causing unwarranted levels of worry and distress, there may also be economic costs to cyberchondria [12]. Even though no studies have examined the costs directly associated to online health searches to this date, there is evidence that those who are especially health anxious constitute a considerable economic burden to society. For example, health care costs and losses in productivity attributable to medically unexplained symptoms account for an estimated £3 billion in 2008 in the United Kingdom alone [13]. Cyberchondria may be likely to be responsible for a significant proportion of this amount. In an online study (N=240), Eastin and Guinsler [14] found a moderating effect of health anxiety on the link between health-related online research and the use of health care. Results highlighted that with increasing health anxiety, the association between the extent of online information search and appointments with physicians became stronger. Thus, health anxiety seems to be an important determinant of how online medical research affects the decision to visit a doctor. Furthermore, an analysis of anonymous search logs showed that those who frequently searched for health information online ended their search sessions with queries about local health care services [15]. In contrast, research has also suggested that cyberchondria can lead to deterioration within the doctor-patient relationship [16], which may lead to further health care costs (eg, visits to multiple doctors). Therefore, it is important to better understand this disorder to inform new strategies to minimize its negative consequences.

**Objectives**

This study aimed to examine usage patterns of online health research and their impact on health anxiety and behavior. It was hypothesized that individuals with symptoms of hypochondria would use different online health services more often than individuals without symptoms of hypochondria. Furthermore, it was hypothesized that individuals with symptoms of hypochondria would evaluate these services with regard to information quality better than individuals without symptoms of hypochondria. We also investigated how participants react to health-related online research and how they rated their potential to alleviate anxiety.

**Methods**

**Study Design**

The study was carried out as a Web-based survey. To generate a sample as heterogeneous as possible, the questionnaire was distributed to more than 180 German-speaking health forums, ranging from very specific health-related forums (eg, online self-help for alcoholics) to more general ones. Information about the purpose and the course of the study alongside an invitation link to the online questionnaire were published in the forums. The data collection period lasted 4 weeks. Completing the questionnaire took about 10 to 15 min. Ethical approval was obtained from the Sigmund Freud University Vienna ethics committee (QBABGXPA® APWF87082).
Statistical analyses were conducted by using ASW Statistics for Windows, Version 18.0 by SPSS Inc.

**Material**

The online questionnaire consisted of 2 parts: Part I was self-constructed and included demographic data (5 items), health-related internet use (11 items), and general health behavior (7 items). Part II was standardized and assessed existing symptoms of hypochondria.

A pretest was carried out in a specially selected health forum. The N=17 returns were analyzed, and the instrument was revised regarding its practicability, comprehensibility, and completeness of item formulation.

**Demographic Data, Internet Use, and Health Behavior**

In addition to age, gender, and nationality of participants, the highest level of education and subjects’ current occupational status were assessed.

To acquire information about the usage of health-related online services, participants were asked to report their level of internet literacy, the frequency of internet use, as well as internet services used for health-related research. It was also recorded how subjects perceived the quality of various online health services and whether participants experienced effects of different online health services on one’s own health anxiety.

Study participants indicated the availability of adequate medical care in the immediate vicinity on a 5-point Likert scale (“very good” to “deficient”), the frequency of doctor visits, and number of different doctors visited within the last year.

**Illness Attitude Scale**

The Illness Attitude Scale (IAS) was used to record health anxiety. This instrument consists of 2 scales (1st disease anxiety, 2nd disease behavior) with 29 items on various aspects of hypochondria to be answered on a 5-step scale. A total of 9 scales are formed from 3 questions each. In addition, 2 additional questions are included. The IAS has 9 subscales: (1) worry about illness, (2) concerns about pain, (3), health habits, (4) hypochondriacal beliefs, (5) thanatophobia (fear of death), (6) disease phobia, (7) bodily preoccupations, (8) treatment behavior (7 items). Part II was standardized and assessed existing symptoms of hypochondria.

A pretest was carried out in a specially selected health forum. The N=17 returns were analyzed, and the instrument was revised regarding its practicability, comprehensibility, and completeness of item formulation.

<table>
<thead>
<tr>
<th>Reason to use</th>
<th>Frequency</th>
<th>At least once a day, n (%)</th>
<th>At least once a week, n (%)</th>
<th>At least once a month, n (%)</th>
<th>Never, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional</td>
<td>198 (42.2)</td>
<td>92 (19.6)</td>
<td>63 (13.4)</td>
<td>115 (24.5)</td>
<td></td>
</tr>
<tr>
<td>Entertainment</td>
<td>282 (60.1)</td>
<td>119 (25.3)</td>
<td>23 (4.9)</td>
<td>22 (4.7)</td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td>295 (62.8)</td>
<td>130 (27.7)</td>
<td>17 (3.6)</td>
<td>28 (6)</td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>323 (68.7)</td>
<td>133 (28.5)</td>
<td>10 (2.2)</td>
<td>3 (0.6)</td>
<td></td>
</tr>
</tbody>
</table>

**Results**

**Sample**

The final sample consisted of N=471 participants recruited from various health forums on the internet, of which 397 (84.3%) were female. Participants were aged between 14 and 84 years (mean 40.0, SD 13.25). Most participants were in a relationship or married (310/471, 65.8%). At the time of the survey, more than half of participants (273/471, 57.9%) had finished school with at least a high school diploma.

**Illness Attitude Scale**

Results indicated that more than a quarter of participants showed at least some symptoms of hypochondria (70/471, 14.9%) or could even be diagnosed with hypochondria (120/471, 25.5%). To ease statistical analyses and to create more balanced group sizes, these 2 categories were merged into 1 (190/471, 40.4%).

**Comparison Between Participants With and Without Hypochondria**

**Internet Use**

Participants used a wide variety of services on the internet on a fairly regular basis (Table 1). Consequently, it is not surprising that a majority of subjects rated their own internet literacy as “advanced” (334/471, 70.9%) or even “expert” (67/471, 14.3%).

Half of the sample reported that they had used the internet more than 10 times in the past year to search for acute (215/471, 45.7%) or chronic symptoms (217/471, 46.2%). As expected, results showed that individuals with symptoms of hypochondria had been searching for their own acute ($\chi^2=28.82; n=400; P<.001$; phi=0.27) and chronic symptoms ($\chi^2=28.167; n=400; P<.001$; phi=0.27) significantly more often than those with low health anxiety. For example, 76% (144/190) of individuals with symptoms of hypochondria searched for symptoms more than 10 times on the internet last year compared with only 36.3% (n=101/281) of individuals without symptoms of hypochondria.

Individuals with symptoms of hypochondria also differed significantly in the types of online health services used from individuals without symptoms of hypochondria (all differences $P<.001$; see Figure 1). In particular, health services to share information about their health status were assessed.

A majority of subjects rated their own internet literacy as “advanced” (334/471, 70.9%) or even “expert” (67/471, 14.3%).

Participants used a wide variety of services on the internet on a fairly regular basis (Table 1). Consequently, it is not surprising that a majority of subjects rated their own internet literacy as “advanced” (334/471, 70.9%) or even “expert” (67/471, 14.3%).

Half of the sample reported that they had used the internet more than 10 times in the past year to search for acute (215/471, 45.7%) or chronic symptoms (217/471, 46.2%). As expected, results showed that individuals with symptoms of hypochondria had been searching for their own acute ($\chi^2=28.82; n=400; P<.001$; phi=0.27) and chronic symptoms ($\chi^2=28.167; n=400; P<.001$; phi=0.27) significantly more often than those with low health anxiety. For example, 76% (144/190) of individuals with symptoms of hypochondria searched for symptoms more than 10 times on the internet last year compared with only 36.3% (n=101/281) of individuals without symptoms of hypochondria.

Individuals with symptoms of hypochondria also differed significantly in the types of online health services used from individuals without symptoms of hypochondria (all differences $P<.001$; see Figure 1). In particular, health services to share information about their health status were assessed.
Similarly, individuals with symptoms of hypochondria used a greater variety of services than individuals without symptoms of hypochondria ($t_{358} = -4.06; P < .001; d = 0.65$). Individuals with symptoms of hypochondria consulted on average mean 5.72 (SD 1.79) various health services on the internet, whereas individuals without these symptoms only visited mean 4.51 (SD 1.93) services.

**Evaluation of Online Information Quality**

In general, study participants’ appraisal of online health information was critical. The health service with the highest rating was only considered to be “rather reliable.” The quality of online help by experts (mean 1.97, SD 0.81) was rated highest. However, exchange with medical laypersons (mean 1.77, SD 0.81) was considered to be almost as reliable. In contrast, information from pharmaceutical companies (mean 1.26, SD 0.86) was assessed more critically, similar to online diagnostic systems (mean 0.82, SD 0.79) and information on video portals (mean 0.53, SD 0.71).

Unsurprisingly, most online health services were rated as significantly more reliable by individuals with symptoms of hypochondria than by individuals without symptoms of hypochondria (see Table 2).
### Table 2. Evaluation online information quality.

<table>
<thead>
<tr>
<th>Online services</th>
<th>Mean (SD)</th>
<th>$t$ (df)</th>
<th>Cohen $d$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Online contact with experts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>2.04 (0.88)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.95 (0.80)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Sharing with others affected</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>2.00 (0.78)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.71 (0.82)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Websites of pharmaceutical companies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.67 (0.86)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.21 (0.84)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Websites of health experts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>2.00 (0.83)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.74 (0.74)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Professional health portal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.93 (0.67)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.85 (0.69)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Online diagnosis system</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>2.00 (0.83)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>0.76 (0.74)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Online encyclopedias</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.93 (0.72)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.68 (0.80)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Video portals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.00 (0.87)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>0.50 (0.67)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not applicable.*

**Evaluation of the Potential of Researched Information to Alleviate Anxiety**

Overall, results showed that sharing with others affected (mean 1.94, SD 0.83) and online contact with experts (mean 1.93, SD 0.83) were able to alleviate anxiety. However, online diagnosis systems (mean 1.10, SD 0.77) and video platforms (mean 0.98, SD 0.83) seemed to cause the opposite. However, individuals with symptoms of hypochondria did not rate health services significantly different with regard to their potential to alleviate anxiety in comparison with individuals without symptoms of hypochondria (see Table 3).
Table 3. Potential of researched information to alleviate anxiety.

<table>
<thead>
<tr>
<th>Online services</th>
<th>Mean (SD)</th>
<th>t (df)</th>
<th>Cohen d</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Online contact with experts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.68 (1.08)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>2.0 (0.69)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Sharing with others affected</strong></td>
<td></td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.95 (0.82)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.93 (0.93)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Websites of pharmaceutical companies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.64 (0.77)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.37 (0.67)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Websites of health experts</strong></td>
<td></td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.77 (0.95)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.74 (0.65)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Professional health portal</strong></td>
<td></td>
<td>0.72 (213)</td>
<td>0.02</td>
<td>.47</td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.61 (0.82)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.70 (0.72)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Online diagnosis system</strong></td>
<td></td>
<td>−0.97 (45)</td>
<td>0.22</td>
<td>.33</td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.19 (0.93)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.01 (0.72)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Online encyclopedias</strong></td>
<td></td>
<td>1.59 (250)</td>
<td>0.27</td>
<td>.11</td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>1.40 (0.80)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.60 (0.71)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td><strong>Video portals</strong></td>
<td></td>
<td>0.44 (92)</td>
<td>0.09</td>
<td>.66</td>
</tr>
<tr>
<td>Symptoms of hypochondria</td>
<td>0.96 (0.86)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>No symptoms of hypochondria</td>
<td>1.04 (0.86)</td>
<td>—</td>
<td></td>
<td>—</td>
</tr>
</tbody>
</table>

*Not applicable.

**Health Behavior**

Respondents seemed to be satisfied with general health care provision. Most participants were satisfied with the availability of medical services in their direct local area (mean 2.11, SD 1.07). In the last year, 80.2% (376/471) of the total sample consulted a doctor. Participants visited on average 3.55 (SD 3.01) different doctors 11.65 times (SD 16.0) in the last year.

Participants with symptoms of hypochondria considered all suggested behaviors to be more likely as a reaction to the use of online health services as participants without symptoms of hypochondria. Individuals with symptoms of hypochondria reported having visited a doctor significantly more often after health-related online searches ($P<.001$) compared with individuals without symptoms of hypochondria. Individuals with symptoms of hypochondria were also more likely to include ordering medication on the internet ($P<.001$). Furthermore, additional searches for health information as a response to the use of internet health services were considered much more probable by individuals with symptoms of hypochondria (mean 3.67, SD 1.27) than by individuals without symptoms of hypochondria (mean 2.43, SD 1.24; $P<.001$).

**Discussion**

**Principal Findings**

Cyberchondria is a form of health anxiety characterized by excessive online health research. As there have only been few elaborate studies on internet use and health fears to date, this study aimed to examine online health research of individuals with and without symptoms of hypochondria and their impact on health anxiety as well as behavior.

In the current sample of German online health service users, the portion of individuals with symptoms of hypochondria was as high as one-fourth (25.5%). In contrast, the prevalence of hypochondria in the general population is estimated at 6.7% [18]. This could be because of our recruitment methods of advertising primarily on health information websites, as persons who tend to be anxious regarding health issues consult these services more frequently [19]. Results showed that health-related internet services were used more frequently by individuals with symptoms of hypochondria. In addition, these individuals also used a greater variety of services. In line with available research, seeking online health information had a detrimental impact on
those with health anxiety [19]. Results showed that information researched online had a greater impact on health behavior in individuals with symptoms of hypochondria. Therefore, despite the established benefits of online health services such as the empowerment of patients [20], searching online health sites may carry a risk of aggravating health anxiety and lead to dysfunctional health behaviors such as doctor hopping, ordering nonprescribed medicine online, or intensifying their online research. However, studies show that the quality of information in health websites is often questionable [21]. As a consequence, individuals may have difficulties differentiating between reliable websites and websites with less reliable information. In this study, there were no significant differences in the assessment of the quality of online health services between individuals with and without symptoms of hypochondria. Similar to previous research, participants in this study perceived online health information to be somewhat reliable [22,23]. Thus, it is important to minimize misleading information on the internet.

A possible solution to differentiate between websites of poor and high quality may be to label high-quality services with appropriate seals of approval and make these websites readily recognizable.

Patients suffering from hypochondriasis as well as people without this psychopathology agree that sharing worries with others—similar to an online contact with an expert—is able to alleviate health anxiety. In this sense, personal relationships, whether it is being part of a community or with a competent person, have the highest impact on gaining a feeling of security. Taking into account this relationship, an increasing intensity of medical internet research is accompanied with a greater use of medical care provision. Consequently, it is not surprising that individuals with symptoms of hypochondria reported consulting a medical professional as a consequence of online health research more often than individuals without symptoms of hypochondria. This shows that individuals with symptoms of hypochondria do not turn to online research as a result of lacking alternatives but rather consult them on- as well as offline. In conclusion, use of health-related websites may act as a catalyst for symptoms of hypochondria, reinforcing symptoms or increasing use of medical services.

Limitations and Future Research

There are some methodological limitations to this study. First, possible self-selection processes should be noted. Online surveys are predisposed for an inherent selection bias by being limited to those with access to computers and internet resources. It is possible that the number of individuals with symptoms of hypochondria in the study sample might be overestimated. Considering the significant higher amount of participants with hypochondria in this sample compared with data for the general population, this needs to be kept in mind. This might result from the fact that individuals with symptoms of hypochondria visit online health services more frequently than individuals without these symptoms [19]. In addition, to balance group sizes, participants who showed at least some symptoms of hypochondria were combined with those that could be diagnosed with hypochondria. Female participants contributed disproportionately to the respondent dataset. However, this gender bias in online surveys has been frequently observed in the literature [24]. Therefore, results cannot be considered as representative of all internet users.

To increase the range of results, a representative offline study as well as supplementary screening by the attending physician would be desirable. Thereby, self-assessment data could be validated and extended. In addition, it is necessary to investigate the association between personality traits, health-related online content, and cognitive as well as emotional processes. Thereby, studies may shift light on the role of moderating factors on the association between health anxiety and internet usage.
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Abstract

Background: Despite substantial improvements in technology and the increased demand for technology-enabled behavioral health tools among consumers, little progress has been made in easing the burden of mental illness. This may be because of the inherent challenges of conducting traditional clinical trials in a rapidly evolving technology landscape.

Objective: This study sought to validate the effectiveness of Pacifica, a popular commercially available app for the self-management of mild-to-moderate stress, anxiety, and depression.

Methods: A total of 500 adults with mild-to-moderate anxiety or depression were recruited from in-app onboarding to participate in a randomized waitlist controlled trial of Pacifica. We conducted an all-virtual study, recruiting, screening, and randomizing participants through a Web-based participant portal. Study participants used the app for 1 month, with no level of use required, closely mimicking real-world app usage. Participants in the waitlist group were given access to the app after 1 month. Measurements included self-reported symptoms of stress, anxiety, depression, and self-efficacy. We performed an intent-to-treat analysis to examine the interactive effects of time and condition.

Results: We found significant interactions between time and group. Participants in the active condition demonstrated significantly greater decreases in depression, anxiety, and stress and increases in self-efficacy. Although we did not find a relationship between overall engagement with the app and symptom improvement, participants who completed relatively more thought record exercises sustained improvements in their symptoms through the 2-month follow-up to a greater degree than those who completed fewer. In addition, we found that participants who reported concomitantly taking psychiatric medications during the trial benefitted less from the app, as measured by the symptoms of anxiety and stress.

Conclusions: This study provides evidence that Pacifica, a popular commercially available self-help app, is effective in reducing self-reported symptoms of depression, anxiety, and stress, particularly among individuals who utilize thought records and are not taking psychiatric medication.

Trial Registration: ClinicalTrials.gov NCT03333707; https://clinicaltrials.gov/ct2/show/NCT03333707 (Archived by WebCite at http://www.webcitation.org/78YE07ADB)

(J Med Internet Res 2019;21(6):e12556) doi:10.2196/12556
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Introduction

Background

In the United States, in a given year, over 19% of adults experience an anxiety disorder [1] and 6.7% experience a major depressive episode [2]. Decades of mental health care research have resulted in the development of effective nonpharmacological therapies for anxiety and depression, one of which is cognitive behavioral therapy (CBT) [3,4]. CBT is among the best-researched nonpharmacological treatments for depression and anxiety [5,6]. However, traditional CBT requires a well-trained practitioner and significant time commitment both inside and outside of the therapy room from the client; dissemination of this treatment has been somewhat limited despite its demonstrated efficacy [7].

Untreated mental illness has well-documented negative effects on physical health, health care costs, productivity, and well-being [8-10], and mental health and substance use disorders are the leading causes of disease burden in the United States [11]. Unfortunately, only 43% of people with mental illness in the United States receive professional care because of difficulties with access to care, stigma, cost, or time involved in seeking treatment [2].

Technology-enabled interventions hold great promise to ease some of the burden of mental illness due to their ability to scale and reduce barriers to entry such as cost and stigma. In fact, computerized or internet-based implementations of CBT have existed for years and many have been demonstrated to be effective for a number of mental health conditions [12-15]. However, although these products exist, they have made little impact on reducing the overall disease burden and implementation has lagged behind development [16].

Similar to the research-practice gap that exists for much of mental health treatment, digital tools that perform well in closely monitored, tightly controlled research settings do not always translate into widely utilized programs among consumers. This may be because of poor usability and design or concerns about privacy and data security [17,18]; in some cases, these apps are never made available to the public. More real-world studies that demonstrate the effectiveness of mobile-delivered treatment programs are needed.

User retention and engagement are critical to the success of digital health interventions [17,19]. This is no different than in traditional or in-person psychotherapy, where treatment retention and engagement have long been a topic of study [20]. LeBeau et al [21] defined treatment engagement as homework compliance and found that greater compliance predicted better outcomes among patients receiving CBT for anxiety disorders. However, with digital tools, engagement has often been defined by the number of uses or logins. The relationship between logins or time spent using the app or digital tool is somewhat complex; it is not always the case that greater use correlates with greater symptom improvement. For example, 1 study found that increased usage of a website for depression treatment corresponded with less symptom improvement, and the authors suggest the explanation that individuals who derived benefit from the treatment discontinued their use early [22]. Kelders et al [23] examined digital treatment adherence and identified that engagement-related analyses should consider the types of actions taken by participants (eg, didactic lessons vs feedback vs skills practice) and the time at which the individual became nonadherent (ie, early vs late). Tying engagement to outcomes can also be complex. van Gemert-Pijnen et al [24] examined participants’ number of logins and use of various platform features and found a somewhat complex relationship between logins, feature use, and impact on depressive symptoms.

There is also a rich literature on predictors of treatment response in CBT, both in-person and when administered via digital tools, though it is hard to draw any clear conclusions about for whom CBT does or does not work. Høifødt et al [25] found contributions from both some demographic and clinical factors in a Web-based CBT intervention for depression. Specifically, having had more depressive episodes, being married or cohabitating, and having higher life satisfaction predicted better response. Myrh et al [26] reviewed the literature on predictors of treatment response to in-person CBT and described that although several studies have found little-to-no strong predictors of response to treatment, others have found that higher socioeconomic status and being married predict better outcomes. Dryman et al [27] conducted a study of the Internet-based CBT (ICBT) mobile app, Joyable, to examine its efficacy for treating social anxiety and found that responders (vs nonresponders) had lower baseline symptoms and spent more days in the program. Responders also called their coaches more and completed more exposures. The groups did not differ on age or gender. MoodHacker is a CBT-based app for individuals with depression. In a randomized controlled trial (RCT) examining the efficacy of MoodHacker, Birney et al [28] found that depression symptom improvements were larger among study participants who had access to an employee assistance program (EAP), though the authors note that EAP access could actually represent more than just access to an in-person counselor (eg, non-EAP participants may have different motivations than those who encountered the study through EAPs). Given these mixed data, we were also interested in examining for whom the Pacifica app would be most effective.

Objectives

Though it is not the first all-virtual RCT of a mental health support app [29,30], this study was an effort to advance the literature on the real-world use of technology-enabled CBT. We sought to test the effectiveness of Pacifica [31], a popular (over 2.4 million registered users at the time of submission) commercially available app for the self-management of stress, anxiety, and depression, in a sample of individuals with mild-to-moderate anxiety and depression who were seeking digital tools to address their mental health. We predicted that access to the app would help improve their symptoms and increase self-efficacy. In addition, we hypothesized that greater app usage, that is, more engagement, would result in larger symptom improvements. In addition, given the ongoing debate about active ingredients in therapy [32] and the transtheoretical approach of the app, we aimed to examine whether symptom improvement was related to the specific tools that were utilized (eg, thought records, meditation, and social posts). Finally, we
evaluated whether demographic variables or baseline clinical features would affect the efficacy of our app-based intervention.

Methods

Study Design

This RCT compared an immediate intervention group (Pacifica) with a waitlist control group (WL). Both groups had access to treatment as usual at their discretion. The WL group was provided access to the intervention at the end of the 1-month waiting period. The immediate intervention group was re-assessed 2 months after their completion of the 1-month intervention period to examine the stability of symptom change. The study was registered with ClinicalTrials.gov (NCT03333707) and was approved by Salus IRB (Austin, TX).

Recruitment, Screening, and Consent

We recruited participants for 3 months, from November 2017 through February 2018, via social media advertisements, a listing on ClinicalTrials.gov, and through an opt-in screen in the commercially available app itself. The vast majority of participants were recruited through the app itself. Pacifica does not advertise to acquire users, and most individuals find the app through app store searches, using terms such as anxiety or stress or via word of mouth.

We designed and built a Participant Portal that provided individuals with a self-service platform for screening, consent, and randomization to the app. To reduce duplicate enrollments, potential participants provided their telephone number and entered a code that was sent to them via short messaging service (SMS) text messaging. A prescreen required participants to be over the age of 18 years, fluent in English, with regular access to a smartphone, and no previous experience with Pacifica. After this prescreen, participants were provided with an informed consent document in an embedded PDF. A 4-question knowledge check confirmed that they had read and understood the document. To consent, participants entered their email address and password. Following consent, participants were screened to confirm eligibility. The Participant Portal is Web (not app) based, and therefore, participants could access the portal through any device with a Web browser. Participants assigned to the waitlist condition would not have been able to download and use the app (outside of the study) unless they signed up with a different email address than whichever address they used for this prescreen.

In addition to the criteria in the prescreen described above, the inclusion criterion was a score between 5 and 14 on the Generalized Anxiety Disorder 7-item (GAD-7) scale [33] or between 5 and 14 on the Patient Health Questionnaire 8-item (PHQ-8) scale [34]. Exclusion criteria were (1) score below 5 on GAD-7 and PHQ-8 or above 14 on either, (2) positive response on screener for previous diagnosis of bipolar disorder, schizophrenia, other psychotic spectrum disorder, or organic brain disease, and (3) currently pregnant. Given the all-virtual nature of the study, these criteria were selected to match the intensity of the intervention to the severity of the users, allowing us to balance participant safety with external validity and value of the data.

An initial group of 9279 individuals completed the prescreen, 1524 completed informed consent, and 500 were randomized to groups. In addition, 7 individuals’ participation was discontinued for failing to download the app within 48 hours of screening and randomization. Of the 253 individuals who were assigned to the treatment group, 182 participants used Apple (iOS) devices and 61 used Android devices. Furthermore, 3 participants accessed Pacifica with both iOS and Android devices. Participants were assessed using questionnaire measures, the details for which are below. See the CONSORT flow diagram (Figure 1) for reasons for exclusion and experimental compliance.

Intervention

Participants in the Pacifica group were given access to Pacifica Premium, versions 5.7 through 5.9.1. Updates to the app that occurred during the research study were bug fixes and performance improvements and would not have impacted the therapeutic approach or usability of the app. Descriptions of the app below are as it was in the research study and may not be exactly the same as the currently available product. Pacifica is a mobile app marketed as a guided self-help tool for the management of stress, anxiety, and depression. It is not described as a treatment for any particular diagnosis nor is it described as a substitute for professional treatment. At onboarding, users select up to 3 goals on which to work from a list of 8 options. The app prompts users once per day to rate their mood and, based on their mood rating, recommends activities to improve their mood via Suggested Activities (ie, ecological momentary intervention; see the studies by Schueller et al and Lovibond and Lovibond [35,36]). There are also 35 days of Guided Paths that are approximately 10-min audio psychoeducational lessons with paired activities. Alternatively, users can use the app buffet style, using whichever tools they find helpful, whenever they choose. Participants in the study were not provided guidance or suggestions regarding the amount of level of app usage beyond any prompts in the app (described above).

Descriptions and details on the different activities are given below:

Mood

Allows users to rate their mood on a scale from Great to Awful. Users may optionally label specific emotions or attach a journal-style note to their mood rating.

Health

Allows users to track health behaviors such as sleep, caffeine consumption, and exercise. Users can customize their health behaviors and goals for each health behavior (ie, how many hours of sleep or number of cups of coffee). They may optionally set up an alarm so that Pacifica sends them a notification to remind them to enter their health data.

Meditation/Relax

Offers over 40 audio activities, most of which are intended to promote mindfulness or relaxation. These include deep breathing, progressive muscle relaxation, and a variety of mindfulness activities.
Thoughts
Offers 9 different activities to help users re-examine their thoughts, identify cognitive distortions, and reframe thoughts. The prompts are divided into 3 groups: basics, which help the user recognize the relationship between their thoughts and emotions, learn about cognitive distortions, and reframe negative thoughts; journal prompts, which allow for free writing; and advanced tools. The advanced tools include one that creates a pie chart to help users identify other factors beyond themselves that may contribute to events, a tool that asks a series of questions to help them evaluate evidence, and an activity that guides them to drill down and identify core beliefs. All of these tools are guided exercises and do not provide automatic analysis of the individual’s text inputs.

Goals
Allows the user to create a list of challenges to complete to meet their longer-term goals. A fairly generic list tool, it can be customized to address anxiety by enabling the user to build and address a hierarchy of feared or avoided situations. Users coping with depression can use the list to engage in behavioral activation to re-engage with life. The tool prompts the user to rate the perceived difficulty of the item before and after engagement to help them recognize that their initial estimation of the challenge may not be accurate. There are example items that may be chosen or users can type in their own goals.

Guided Paths
Offer 35 days of psychoeducational content to teach the user how to utilize the tools in the app and help maintain motivation and interest. The lessons also provide background information about CBT and mindfulness. Each 5- to 10-min audio lesson is
paired with an in-app activity. The audio content is presented either as a didactic session or a mock session between a client and a therapist. The 35 days of content are divided into 4 paths: one which offers an introduction to each of the tools in the app, 2 which are sequential and offer a deeper focus on CBT, and one which focuses on building mindfulness skills.

Hope
On the basis of the principles of distress coping, the hope board is a user’s personal repository of inspirational quotes and images. It also allows the user to save their completed challenges to help them feel a sense of accomplishment and savor their wins.

Community
A peer-support community that is not moderated by professionals, but is rather a place where users can post their thoughts, challenges, and questions and receive support from others using the app. The community is anonymous but utilizes a flagging system to remove disruptive or inappropriate posts or users. Users are provided the rules and guidelines of the community when they first access the community.

Progress
Allows the user to review their mood ratings and completed activities. The tool graphs their mood ratings against health behaviors and other in-app activities so that users can identify patterns and triggers. There is also a skills tab that visually displays the user’s completed activities, separated by type.

Emergency Resources
Includes listing of crisis lines and resources for users in emergency situations.

Measurement

Questionnaire Measures
Study participants were assessed at 3 time points: at baseline (pretreatment), 4 weeks later (ie, posttreatment; at the end of the intervention period), and 3 months after baseline/2 months postintervention (follow-up; only the Pacifica group completed the follow-up because the WL group was allowed to access the intervention after the 4-week assessment). At each assessment, participants were both emailed and notified via SMS that they had available assessments to complete. Assessments were completed via the secure Participant Portal described above (ie, not in the app itself).

The Depression Anxiety and Stress Scales-21 (DASS-21) [37] is a widely used freely available self-report measure of stress, anxiety, and depression. A shortened version of the DASS-42, its 21 items are measured on a Likert scale and yield 3 subscale scores: stress, anxiety, and depression. The DASS-21 consists of statements such as “I couldn’t seem to experience any positive feeling at all” with 4 response options ranging from “Did not apply to me at all” to “Applied to me very much or most of the time.” For each subscale, summed scores range from 0 to 21, with higher scores indicating greater symptoms. Its internal consistency and concurrent validity have been shown to be in the acceptable-to-excellent range [38].

The PHQ-8 [34] is an 8-item self-report measure of depression. It is identical to the popular PHQ-9 [39] measure but eliminates the question that queries suicidal ideation; it was selected given the all-virtual nature of the study. An example item from the PHQ-8 is “Little interest or pleasure in doing things,” with response options ranging from “Not at all” to “Nearly every day.” Scores on the PHQ-8 range from 0 to 24, and the measure has been shown to have good internal consistency and reliability [33]. Higher scores indicate greater symptoms.

The GAD-7 [33] is a widely used, freely available, 7-item self-report measure to address severity of Generalized Anxiety Disorder. An example item is “Feeling nervous, anxious, or on edge,” with response options ranging from “Not at all” to “Nearly every day.” Summed scores on the GAD-7 range from 0 to 21, with higher scores indicating greater symptoms. The GAD-7 has good reliability and validity [33].

The General Self-Efficacy Scale [40] is a 10-item self-report measure that asks participants about their beliefs regarding their ability to cope with stressors or challenges in their life. Example items include “I can always manage to solve difficult problems if I try hard enough,” with response options ranging from “Not at all true” to “Exactly true.” Scores on the General Self-Efficacy Scale range from 10 to 40, with higher scores indicating greater self-efficacy. The measure has been shown to be reliable and valid [41].

Overall, 2 composites were created from the 2 measures of depression (PHQ-8 and DASS-21 Depression Subscale) and the 2 measures of anxiety (GAD-7 and DASS-21 Anxiety Subscale) to generate more reliable and valid indices of symptoms. We standardized each measure at the pretreatment time point, then used the means and SDs calculated at pretreatment to standardize these measures at subsequent timepoints. After the scores were standardized, measures were averaged to create a single measure of each construct. These measures are referred to as depression composite and anxiety composite in the results section and have a mean of zero and a SD of one 1 pretreatment.

Process Measures
To better understand possible mediators of symptom improvement and app efficacy, we examined participants’ number of logins and number of completed activities as measures of app engagement. It should be noted that for the purposes of this study, activities include thoughts, goals (either setting or completing), relax, and community (writing a post). The engagement analysis did not include mood or health ratings, hope posts, or time spent reviewing content in the community forums because of the complexity involved in data extraction, cleaning, and formatting for these activities.

Moderator Measures
To examine whether baseline patient characteristics predicted treatment response to Pacifica versus WL, we tested demographic and clinical characteristics. Demographic features included age (treated as a continuous variable), gender (0=female, 1=male), income (8 levels from <$20K to >$200K treated as a continuous variable), marital status (0=not married, 1=married), education (0=did not complete 4-year college,
1 = completed 4-year college), and race (0 = other, 1 = white). Clinical features included current (at screening) use of psychiatric medications (0 = no, 1 = yes), current (at screening) use of psychotherapy (0 = no, 1 = yes), use of other mental health apps (0 = no, 1 = yes), and whether they reported being diagnosed with depression (0 = no, 1 = yes) or anxiety (0 = no, 1 = yes).

**Statistical Analyses**

**Power Analysis**

On the basis of a two-week pilot study among college undergraduates, we anticipated an effect size of .3 (Cohen d). We targeted 90% power to detect an effect to a significance level of .05 in a 2-group 1-tailed t test, which revealed a sample of 191 participants per group. The previous study had about 75% completion, so we targeted to randomize 250 participants per group. Though the use of pilot studies for estimating effect sizes is questionable (cf [42]), this pilot study was the most relevant data available on which to base our power analysis. The effect sizes found in this study are larger than those in the pilot study: between .4 and .54 for the key symptoms measures versus .3 in the pilot.

We were not able to meet our target of 191 completers because of greater-than-anticipated attrition: 101 WL participants and 79 active group participants completed the study. Given this number of completers, we were able to detect an effect size of .38 with 80% power given a significance level of .05 and a 2-group, 2-tailed t test.

**Statistical Analysis**

Data were analyzed using multilevel modeling (MLM) in Stata 15.0 [43]. MLM accounts for nesting of time points within subjects, which allows for examination of change within and between subjects across time (pretreatment, posttreatment, and follow-up) and by group (WL and Pacifica). MLM includes all participants with at least 1 measurement, and thus, it can be used to estimate intent-to-treat effects. Separate models were run for each of the 4 dependent variables (depression composite, anxiety composite, stress, and general self-efficacy). Statistical significance was defined as falling below a threshold of alpha=.05, as this is the standard threshold used in randomized clinical trials in psychology.

To examine the main effects of the Pacifica intervention compared with WL, time was modeled at level 1, with 1 segment specified between the pre- and posttreatment time points, and a second segment between the post and follow-up time points. This approach models typical trends in treatment studies where the greatest effects occur by posttreatment and changes level-off over follow-up and has been used in a number of previous studies [44,45,46,47]. Group (WL vs Pacifica) was modeled at level 2. Models included the main effects of the 2 time segments, the main effect of group, and the interaction between group and time. We examined the interaction between group and time for statistical significance. All models included random effects of the intercept and time, which were determined to be significant based on likelihood ratio tests. Between-group differences were assessed using the margins command in Stata by comparing the slopes from pre- to posttreatment and by comparing the predicted means from the model at the posttreatment time point. Effect sizes are calculated based on the method described by Feingold [48] that produces estimates analogous to Cohen d for growth curve models in randomized clinical trials. As the WL group received the intervention after the posttreatment time point, we were unable to compare the groups at follow-up. Thus, for the follow-up time point, the slope of change from posttreatment to follow-up was tested only for the Pacifica group.

To examine whether engagement with the app was related to treatment response, we tested whether overall engagement (number of app logins) and specific types of engagement (number of times using the goals, relaxation, community, and thoughts sections of the app), were associated with symptom change in the Pacifica group. Models included the main effect of engagement, the main effects of the 2 time segments, and the interactions between engagement and time. We examined the interactions between the engagement variables and each time segment for statistical significance. Thus, we examined whether engagement predicted change from pre- to posttreatment and from posttreatment to follow-up for each type of engagement and for each dependent variable.

To examine moderators of response to Pacifica versus WL, we tested whether demographic features (age, gender, income, marital status, educational level, and race) and clinical features (use of psychiatric medications, engagement in psychotherapy, use of other mental health apps, and previously diagnosed anxiety and depression) were associated with symptom change from pre- to posttreatment in the Pacifica group compared with the WL group. Models included the main effects of the moderator, the main effect of time, the main effect of group, all 2-way interactions, and the 3-way interaction. We examined the 3-way interaction between the moderator, group, and time for statistical significance. Significant 3-way interactions were followed up with tests of simple interaction effects of group by time at different levels of the moderator.

**Results**

**Pretreatment Group Differences**

Table 1 presents demographic data on the WL and Pacifica groups. Randomization was successful, and the 2 groups were very similar with regard to demographics; we found no significant differences between the groups (p > .210). The sample was largely female (75%) and white (80%) and had at least some college education (91%).

**Study Attrition**

Of the 500 participants randomized, 204 completed both pre- and posttreatment assessments. This represents 47% of WL participants and 35% of Pacifica participants. The difference in attrition between the groups was significant: \( \chi^2 (n=500) = 7.7\), \( P=.006\). We examined the baseline symptom ratings for the individuals who dropped out versus those who did not and found no differences (see Table 2). Further, no differences were found when these comparisons were stratified by group (\( P > .18\)).
### Table 1. Descriptive data of sample.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Waitlist control group (n=247)</th>
<th>Active (n=253)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD) b</td>
<td>30.2 (10.8)</td>
<td>30.2 (10.9)</td>
<td>.96</td>
<td>.96</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>56 (23)</td>
<td>54 (21)</td>
<td>2.73 (4)</td>
<td>.60</td>
</tr>
<tr>
<td>Female</td>
<td>84 (74)</td>
<td>190 (75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transgender man</td>
<td>4 (2)</td>
<td>2 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonconforming</td>
<td>3 (1)</td>
<td>6 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td>3.73 (5)</td>
<td>.59</td>
</tr>
<tr>
<td>Asian</td>
<td>11 (4)</td>
<td>10 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>20 (9)</td>
<td>28 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hawaii/Pacific Islander</td>
<td>1 (0.5)</td>
<td>2 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Native American/Alaska Native</td>
<td>5 (2)</td>
<td>5 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>208 (84)</td>
<td>202 (80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No reply</td>
<td>2 (1)</td>
<td>6 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td>2.80 (5)</td>
<td>.73</td>
</tr>
<tr>
<td>Some high school</td>
<td>1 (0.5)</td>
<td>4 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>21 (9)</td>
<td>16 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>81 (33)</td>
<td>86 (34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associates</td>
<td>19 (8)</td>
<td>17 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor’s</td>
<td>80 (32)</td>
<td>84 (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master’s or higher</td>
<td>44 (17)</td>
<td>46 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No reply</td>
<td>1 (0.5)</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital Status, n (%)</strong></td>
<td></td>
<td></td>
<td>1.50 (4)</td>
<td>.83</td>
</tr>
<tr>
<td>Never married</td>
<td>161 (65)</td>
<td>161 (64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>63 (26)</td>
<td>67 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Separated</td>
<td>3 (1)</td>
<td>6 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>19 (8)</td>
<td>17 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (0.5)</td>
<td>2 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Income level in USD, n (%)</strong></td>
<td></td>
<td></td>
<td>9.62 (7)</td>
<td>.21</td>
</tr>
<tr>
<td>Under 20K</td>
<td>101 (41)</td>
<td>97 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-35K</td>
<td>50 (20)</td>
<td>39 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-50K</td>
<td>38 (15)</td>
<td>38 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-75K</td>
<td>25 (10)</td>
<td>46 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75-100K</td>
<td>17 (7)</td>
<td>20 (8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100-150K</td>
<td>9 (4)</td>
<td>9 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150-200K</td>
<td>3 (1)</td>
<td>3 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Over 200K</td>
<td>4 (2)</td>
<td>1 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Using other apps for mental health</strong></td>
<td></td>
<td></td>
<td>0.09 (1)</td>
<td>.77</td>
</tr>
<tr>
<td>Yes</td>
<td>52 (21)</td>
<td>56 (22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>195 (79)</td>
<td>197 (78)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Currently in therapy</strong></td>
<td></td>
<td></td>
<td>0.47 (1)</td>
<td>.49</td>
</tr>
<tr>
<td>Yes</td>
<td>57 (23)</td>
<td>52 (21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>190 (77)</td>
<td>201 (79)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Key Outcome: Symptom Change

We first examined whether, compared with individuals in the WL group, individuals assigned to use Pacifica experienced greater improvement in anxiety, depression, stress, and self-efficacy. Our intent-to-treat analysis revealed significant group × time interactions for each of the outcome measures (depression composite, anxiety composite, DASS-21 stress, and self-efficacy) such that change in the Pacifica group was greater than change in the WL group. These results were unchanged when individual measures of depression and anxiety were examined separately. See Multimedia Appendix 1 for means and SEs of the individual depression and anxiety measures. In addition, to assess whether treatment dropout affected these results, we analyzed additional models that included the group × dropout interaction and main effects of group and dropout, and the results were unchanged. Table 3 provides parameter estimates for the group × time interaction from pre to posttreatment, 95% CIs, significance levels, and effect sizes for each outcome measure.

We additionally examined the simple effect of time within groups. Table 4 shows that the Pacifica group experienced significant change from pre to post for each variable (decreases for depression, anxiety, and stress and an increase for self-efficacy). Anxiety level in the WL group significantly decreased from pre to post. For the Pacifica group, from post to follow-up, there were no significant changes in any outcome. There were significant group differences at post for each measure (see Figure 2). The WL group was higher than the Pacifica group for depression symptoms (0.66; CI 0.37 to 0.94; \( P < .001 \)), anxiety symptoms (0.47; CI 0.17 to 0.77; \( P = .002 \)), and DASS-21 stress (2.09; CI 1.09 to 3.08; \( P < .001 \)), and lower on self-efficacy (−1.46; CI −2.62 to −0.30; \( P = .014 \)).

Table 3. Group × time interaction.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Beta</th>
<th>95% CI</th>
<th>( P ) value</th>
<th>Effect size ((d))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression composite</td>
<td>−0.59</td>
<td>−0.86 to −0.3</td>
<td>&lt;.001</td>
<td>0.54</td>
</tr>
<tr>
<td>Anxiety composite</td>
<td>−0.43</td>
<td>−0.71 to −0.15</td>
<td>.003</td>
<td>0.40</td>
</tr>
<tr>
<td>Depression Anxiety and Stress Scales-21 stress</td>
<td>−1.79</td>
<td>−2.74 to −0.84</td>
<td>&lt;.001</td>
<td>0.46</td>
</tr>
<tr>
<td>General self-efficacy</td>
<td>1.55</td>
<td>0.53 to 2.58</td>
<td>.003</td>
<td>0.34</td>
</tr>
</tbody>
</table>
Table 4. Score change on key measures across time by group.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Change across time</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression composite</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre versus post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>−0.12</td>
<td>−0.30 to 0.06</td>
<td>.21</td>
</tr>
<tr>
<td>Pacifica</td>
<td>−0.71</td>
<td>−0.91 to 0.50</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post versus Follow-up</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacifica</td>
<td>0.27</td>
<td>−0.10 to 0.64</td>
<td>.149</td>
</tr>
<tr>
<td><strong>Anxiety composite</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre versus post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>−0.23</td>
<td>−0.41 to −0.04</td>
<td>.018</td>
</tr>
<tr>
<td>Pacifica</td>
<td>−0.66</td>
<td>−0.87 to −0.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post versus Follow-up</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacifica</td>
<td>−0.03</td>
<td>−0.44 to 0.37</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Depression Anxiety and Stress Scales-21 stress</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre versus post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>−0.43</td>
<td>−1.06 to 0.20</td>
<td>.18</td>
</tr>
<tr>
<td>Pacifica</td>
<td>−2.22</td>
<td>−2.93 to −1.51</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post versus Follow-up</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacifica</td>
<td>0.22</td>
<td>−0.97 to 1.41</td>
<td>.72</td>
</tr>
<tr>
<td><strong>General self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre versus post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>0.52</td>
<td>−0.16 to 1.2</td>
<td>.13</td>
</tr>
<tr>
<td>Pacifica</td>
<td>2.10</td>
<td>1.30 to 2.84</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Post versus Follow-up</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacifica</td>
<td>0.25</td>
<td>−1.02 to 1.53</td>
<td>.697</td>
</tr>
</tbody>
</table>
Clinically Significant Change
Participants were classified as having achieved clinically significant change (CSC) on the PHQ-8 and GAD-7 as outlined by Jacobson and Truax [49]. The individual scales were used for the CSC analysis because test-retest reliability metrics were needed to calculate the reliable change index. Rates of CSC at post for PHQ-8 were as follows: Pacifica, 41.8% (n=33/79); WL, 16.8% (n=17/101); \( \chi^2 (N=180)=13.74; P<.001 \). Rates of CSC at post for GAD-7 were as follows: Pacifica, 39.2% (n=31/79); WL, 24.2% (n=24/99); \( \chi^2 (N=178)=4.63; P=.031 \). The rate of CSC at follow-up for the Pacifica group was 35.4% for the PHQ-8 and 48.9% for the GAD-7.

Engagement Effects
The median number of logins in the Pacifica group during the 30-day intervention was 19, with a range of 1 to 286. We did not find any significant interactions for group by time by overall engagement with the app (defined by total number of logins) for depression composite (\( P>.21 \)), anxiety composite (\( P>.34 \)), stress (\( P>.11 \)), or self-efficacy (\( P>.55 \)).

However, for tests examining unique activities in the app, we found that the use of thought record tools was significantly associated with symptom improvement for 2 of the outcome measures: anxiety composite and stress (see Figure 3). Specifically, for the anxiety composite, greater number of thought records completed during treatment was associated with greater anxiety reduction from posttreatment to follow-up (beta = -0.10; CI -0.19 to -0.02; \( P=.019 \)), although not from pretreatment to posttreatment (\( P=.406 \)). Number of thought records completed was not significantly associated with baseline anxiety in the MLM (\( P=.834 \)). For DASS-21 stress, a greater number of thought records completed during treatment was associated with less stress reduction from pre- to posttreatment (beta = -0.30; CI -0.50 to -0.11; \( P<.01 \)), but greater stress reduction from posttreatment to follow-up (beta = -0.47; CI -0.87 to -0.08; \( P<.05 \)). Number of thought records completed was not significantly associated with baseline stress in the MLM (\( P=.772 \)). Descriptively, individuals who completed relatively more thought records showed a delayed positive effect in terms of anxiety and stress reduction. Use of the thought record tool was not significantly associated with change in depression (\( P>.13 \)) or general self-efficacy (\( P>.48 \)). The use of the goals, relax, and community tools was not associated with change in anxiety (\( P>.18 \)), depression (\( P>.13 \)), stress (\( P>.29 \)), or general self-efficacy (\( P>.26 \)).
Figure 3. Interaction between use of “Thoughts” tool and anxiety and stress outcomes. DASS: Depression Anxiety Stress Scales.

Moderator Analysis

Demographics

We examined the 3-way interaction between group, time, and demographic responses to examine whether any of these demographic traits moderated treatment response.

Age, gender, income, marital status, educational level, and race did not significantly moderate the effect of group on symptom improvement. See Table 5 for details.

Clinical Features

We also conducted moderator analyses for each of the clinical characteristics listed in Table 1. We found only 1 characteristic that significantly interacted with group and time to predict outcome measures: presence/absence of concomitant psychiatric medications at baseline. As shown in Figure 4, the presence of psychiatric medications moderated the group effect such that the benefits of Pacifica compared with WL were significantly greater for people who were not taking psychiatric medications than for people who were taking medications. This moderation of the group × time interaction only reached significance for the anxiety composite and DASS-21 stress measures.

For the anxiety composite, tests of simple effects showed that for participants not taking psychiatric medications, those assigned to Pacifica had a significantly greater reduction in anxiety than those assigned to WL (slope difference=−.68, CI −1.01 to −0.35; P<.001). However, for those taking psychiatric medications, no difference in symptom reduction emerged between Pacifica and WL (P=.771). A similar pattern emerged for stress. For participants not taking psychiatric medications, those assigned to Pacifica had a significantly greater reduction in stress than those assigned to WL (slope difference=−2.54; CI −3.70 to −1.39; P<.001). However, for those taking medications, no difference in symptom reduction emerged between Pacifica and WL (P=.615).

Table 5. Group × time × moderator.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Depression, beta (95% CI)</th>
<th>Anxiety, beta (95% CI)</th>
<th>DASS-21 stress, beta (95% CI)</th>
<th>Self-efficacy, beta (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>−.01 (−0.03 to 0.02)</td>
<td>−.01 (−0.03 to 0.02)</td>
<td>.01 (−0.08 to 0.09)</td>
<td>−.03 (−0.13 to 0.06)</td>
</tr>
<tr>
<td>Gender</td>
<td>−.16 (−0.81 to 0.49)</td>
<td>−.08 (−0.73 to 0.57)</td>
<td>−1.72 (−4.02 to 0.57)</td>
<td>−.90 (−3.40 to 1.61)</td>
</tr>
<tr>
<td>White</td>
<td>−.22 (−0.93 to 0.48)</td>
<td>−.40 (−1.11 to 0.30)</td>
<td>.18 (−2.29 to 2.65)</td>
<td>.50 (−2.20 to 3.20)</td>
</tr>
<tr>
<td>College educated</td>
<td>.15 (−0.36 to 0.65)</td>
<td>.48 (−0.03 to 0.99)</td>
<td>.60 (−1.20 to 2.39)</td>
<td>1.35 (−0.63 to 3.34)</td>
</tr>
<tr>
<td>Married</td>
<td>−.25 (−0.81 to 0.32)</td>
<td>−.45 (−1.02 to 0.12)</td>
<td>−1.85 (−3.85 to 0.15)</td>
<td>1.30 (−0.88 to 3.49)</td>
</tr>
<tr>
<td>Income level</td>
<td>.04 (−0.12 to 0.19)</td>
<td>.09 (−0.07 to 0.25)</td>
<td>.27 (−0.29 to 0.84)</td>
<td>−.08 (−0.70 to 0.53)</td>
</tr>
<tr>
<td>Using other apps</td>
<td>.01 (−0.59 to 0.62)</td>
<td>−.18 (−0.79 to 0.42)</td>
<td>−.31 (−2.44 to 1.81)</td>
<td>.67 (−1.68 to 3.02)</td>
</tr>
<tr>
<td>Receiving psychotherapy</td>
<td>.17 (−0.46 to 0.81)</td>
<td>.44 (−0.20 to 1.08)</td>
<td>.52 (−1.76 to 2.80)</td>
<td>−.81 (−4.39 to 0.78)</td>
</tr>
<tr>
<td>Taking psychiatric medication</td>
<td>.47 (−0.04 to 0.98)</td>
<td>.61 (0.09 to 1.12)</td>
<td>2.19 (0.39 to 3.99)</td>
<td>.18 (−1.84 to 2.20)</td>
</tr>
<tr>
<td>Diagnosed with depression</td>
<td>−.27 (−0.84 to 0.30)</td>
<td>.13 (−0.44 to 0.70)</td>
<td>.30 (−1.72 to 2.32)</td>
<td>.80 (−1.40 to 3.00)</td>
</tr>
<tr>
<td>Diagnosed with anxiety</td>
<td>.21 (−0.51 to 0.93)</td>
<td>−.02 (−0.75 to 0.72)</td>
<td>.17 (−2.38 to 2.73)</td>
<td>−1.18 (−4.00 to 1.64)</td>
</tr>
</tbody>
</table>

*aEffects are significant at P<.05.
**Discussion**

This study is the first published RCT of Pacifica, a widely available, popular smartphone app–based intervention for self-help of mild-to-moderate stress, anxiety, and depression. The tools implemented in the intervention are based on the integration of CBT, mindfulness, and mood and health tracking. Results indicated that this intervention is effective compared with a waitlist control at 1 month in reducing self-reported symptoms of depression, anxiety, and stress and increasing feelings of self-efficacy. Between-group effect sizes were in the small-to-medium range. In addition, treatment gains were maintained for 2 months following the end of the 1-month intervention period, especially for anxiety symptoms. These results are particularly noteworthy given the very light touch nature of the study, short duration of the intervention period, and the real-world sample of individuals.

App usage was self-guided, and participants were not instructed to use the app with any specific level of frequency, so rather than consider adherence, we explored whether amount of usage (ie, number of completed activities) was associated with symptom improvement. We did not find any association with overall usage, possibly because looking at the total number of app logins is a simplistic way of quantifying engagement. However, we did find that individuals who completed relatively more thought records demonstrated delayed improvement, which is noteworthy. Though there have been challenges in the literature to the importance of cognitive restructuring in CBT [50], this study suggests that, at least for technology-enabled CBT, thought records were helpful. Subjectively, completing thought records is a more time-intensive and cognitively demanding activity than health tracking or meditation and increased use of these activities may be a marker of greater commitment to treatment or improvement. We should note, though, that in this study thought records included both basic journaling prompts and more complex reframing activities. However, this study was unfortunately underpowered to examine the effects of different types of thought tools. The apparent delayed positive benefit of completing relatively more thought activities is consistent with the common perception that although examining and challenging negative thoughts is difficult in the short term, it can result in more long-lasting benefits. In addition, there are data suggesting that CBT is effective at preventing relapse to anxiety and depression [51,52], but further research is needed to more completely understand these effects, particularly in computerized CBT.

Demographic characteristics among participants were not related to outcomes, which is consistent with the mixed findings across previous studies examining traditional (ie, not online delivered) CBT [53-55] as well as internet-based CBT [13,25,56-60]. This suggests that app-based CBT can have effects across diverse populations rather than being relevant only for a specific group. However, we found differential effects between participants who were and were not taking psychiatric medications at baseline. Though not significant for measures of depression or self-efficacy, for the anxiety composite and DASS-21 stress measures, the presence of medication at baseline diminished the difference between the groups, that is, both the WL and app groups improved. Inspection of the means reveals not that the presence of medications markedly reduced the effectiveness of the app, but rather that there was little added benefit of the app above and beyond the medication.

Although this finding is inconsistent with some data that combined treatments perform better than therapy alone [61], it is consistent with literature that has found minimal benefit of combining medication with psychotherapy [62]. Certain medications such as benzodiazepines may interfere with behavioral therapy [63]. To be sure, though, a guided self-help tool such as Pacifica is not psychotherapy—nor does it purport to be. The personal relationship established with a practitioner may be what catalyzes treatment and nudges it above medication alone; blended models that incorporate both self-help solutions with human coaching have been found to be superior to self-help alone [64]. The drawback of these models is their ability to scale. Stepped care models that triage services and match the level of in-person support with client need are likely the way of the future [65]. Such models combine the rapport and human connection of a human therapist or coach with the ubiquity and outside-of-the-clinic support of a mobile app.

The question of whether combining mobile interventions with pharmacotherapy is effective is particularly relevant given the fact that a majority of individuals receive their psychotropic medications from primary care providers [66] who typically only see them
intermittently; digital tools could potentially provide additional support between appointments.

This project represents a step forward in that it is a real-world evaluation of a popular, commercially available technology-enabled intervention. However, there are several limitations that should be noted. First, the study was conducted among a convenience sample that was rather homogeneous in its demographic makeup. The participants were largely college-educated white females. Previous research has found that women are overrepresented in Web-based research studies [67]. Although this sample may represent the individuals who are most likely to utilize technology-enabled mental health interventions, this homogeneity may limit the degree to which the outcomes can be generalized. Owing to the fact that no demographic information is collected from users upon sign-up, we cannot assess how representative this sample is of all of the individuals who utilize Pacifica.

Although the participant pool was homogeneous from a demographic perspective, the study was conducted in a sample that may have been heterogeneous with respect to diagnosis. We did not conduct diagnostic interviews and only have participants’ responses to symptom rating questionnaires. In the real world, many individuals seeking Web-based tools to manage their mental health are doing so outside of the context of the therapy clinic and may not have formal diagnoses. It is noteworthy that our sample had relatively low levels of anxiety and depression. This further highlights the fact that individuals who seek digital tools may be on the mild end of the spectrum and that these tools may need to be used in conjunction with therapy to be effective for more severely affected individuals. Future research should examine whether these data can be replicated in a more diverse sample to consider whether efficacy varies based on demographics. It would also be important to verify the app’s efficacy among individuals who have been formally diagnosed versus those who self-selected and were simply screened using self-reported measures. Furthermore, analyses of engagement with the app were exploratory, and significant findings should be replicated in future studies.

Another limitation relates to the finding regarding the moderation of the effects by the use of psychotropic medications. Although this finding is interesting, because we had minimal information about participants’ use of medications (ie, no data on the types, dosage, or any change to medication across the course of the study), this should be examined further in future work.

This study provides encouraging findings around the ability of popular, commercially available, guided self-help tools to empower individuals to manage their symptoms of stress, anxiety, and depression and increase their self-efficacy. This study also serves as a proof point for an all-virtual study. Given the limitations of existing health care systems and the obstacles to care that exist for individuals coping with mental health conditions, mobile apps and technology-enabled interventions can play an important role in expanding access and serving as an adjunct to in-person treatment. Future research should continue to clarify the best application of these tools and how they can be better integrated into existing workflows and care delivery systems.
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Abstract

Background: A critical issue in understanding the benefits of Web-based interventions is the lack of information on the sustainability of those benefits. Sustainability in studies is often determined using group-level analyses that might obscure our understanding of who actually sustains change. Person-centric methods might provide a deeper knowledge of whether benefits are sustained and who tends to sustain those benefits.

Objective: The aim of this study was to conduct a person-centric analysis of longitudinal outcomes, examining well-being in participants over the first 3 months following a Web-based happiness intervention. We predicted we would find distinct trajectories in people’s pattern of response over time. We also sought to identify what aspects of the intervention and the individual predicted an individual’s well-being trajectory.

Methods: Data were gathered from 2 large studies of Web-based happiness interventions: one in which participants were randomly assigned to 1 of 14 possible 1-week activities (N=912) and another wherein participants were randomly assigned to complete 0, 2, 4, or 6 weeks of activities (N=1318). We performed a variation of K-means cluster analysis on trajectories of life satisfaction (LS) and affect balance (AB). After clusters were identified, we used exploratory analyses of variance and logistic regression models to analyze groups and compare predictors of group membership.

Results: Cluster analysis produced similar cluster solutions for each sample. In both cases, participant trajectories in LS and AB fell into 1 of 4 distinct groups. These groups were as follows: those with high and static levels of happiness (n=118, or 42.8%, in Sample 1; n=306, or 52.8%, in Sample 2), those who experienced a lasting improvement (n=74, or 26.8% in Sample 1; n=104, or 18.0%, in Sample 2), those who experienced a temporary improvement but returned to baseline (n=37, or 13.4%, in Sample 1; n=82, or 14.2%, in Sample 2), and those with other trajectories (n=47, or 17.0%, in Sample 1; n=87, or 15.0% in Sample 2). The prevalence of depression symptoms predicted membership in 1 of the latter 3 groups. Higher usage and greater adherence predicted sustained rather than temporary benefits.

Conclusions: We revealed a few common patterns of change among those completing Web-based happiness interventions. A noteworthy finding was that many individuals began quite happy and maintained those levels. We failed to identify evidence that the benefit of any particular activity or group of activities was more sustainable than any others. We did find, however, that the distressed portion of participants was more likely to achieve a lasting benefit if they continued to practice, and adhere to, their assigned Web-based happiness intervention.

*(J Med Internet Res 2019;21(6):e13253) doi:10.2196/13253*
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Introduction

Background
There is a wide variety of electronic health (eHealth) and mobile health (mHealth) interventions available to anyone who is interested in Web-based mental health care or self-improvement and has access to the internet or a mobile network. The individual goals of these Web-based interventions range from smoking cessation [1] to the prevention of weight gain [2] to even the treatment of posttraumatic stress disorder and depression [3]. Many interventions, however, lack a specific focus and instead attempt to build general wellness or happiness. These interventions have been called elsewhere online positive psychological interventions (OPPIs) [4]. OPPIs have been the subject of much research and development, given people’s strong interest in pursuing and increasing happiness.

Although the efficacy of many of these Web-based interventions, including OPPIs, has been demonstrated in the peer-reviewed academic literature, little information is available on the sustainability of the benefits that people see when they use these interventions. Although it has been suggested that such information might be useful to allow users to make educated choices about eHealth and mHealth interventions [5], the methods to produce such an understanding have not been well developed [6]. In a review of 11 OPPI efficacy studies featuring randomized controlled trial designs, 4 studies (approximately 36%) did not report effects beyond the posttest [4]. The remaining 7 studies included in the review, however, provide initial evidence that the increases to happiness following an OPPI can be partially sustained for 6 weeks [7], 3 months [8], and 6 months [9,10] after the completion of the intervention and that a remediation of depression symptoms can similarly be observed 3 months [11] and 6 months [9,10,12,13] after exposure to an OPPI.

Although these studies do provide initial support for the idea that the benefits of an OPPI can be sustained, OPPI efficacy trials with randomized designs and some degree of follow-up assessment are limited in number beyond this subset [4] and, to the best of our knowledge, none of them have conducted specific analyses to understand the longitudinal outcomes. To address this discrepancy, in this analysis, we apply a person-centric or idiographic approach to post-OPPI follow-up assessments to identify which outcome trajectories are most likely before exploring individual differences in distinct longitudinal outcome trajectories.

Online Positive Psychological Interventions and the People Who Use Them
OPPIs are most often brief, skill-based exercises that are intended to improve happiness and well-being by teaching individuals the cognitive and behavioral strategies of chronically happy people [14]. These interventions are technological translations drawing from the broader area of positive psychological interventions (PPIs) which have generally demonstrated efficacy in using a variety of strategies and delivery modalities [15,16]. Bolier and Abello [4] reviewed the evidence specifically for OPPIs and not only found that effects tended to be smaller than those found generally for offline PPIs but also noted that the only direct comparison at the time of publication between a Web-based and offline intervention found no significant difference between them [17]. Thus, it is likely that many of the benefits accrued from PPIs also apply to OPPIs.

Meta-analyses have revealed that most studies, be it Web-based or computer-based PPIs, have evaluated only the immediate impact of the intervention [15,16], comparing baseline reports of happiness with assessments of happiness made immediately following the intervention. We mentioned earlier that a smaller subset of studies have continued to collect data for 3 or more months after the completion of a given intervention [7,9-11,13,18], and these studies tend to find evidence, at the level of group-wise analyses, that many happiness interventions continue to benefit individuals who practice them through this period. This line of research, however, leaves a number of open questions regarding the nuances of longitudinal outcomes, particularly regarding individual differences.

Any person-centric approach should also appreciate the types of people who tend to seek out and use OPPIs. Fortunately, the characteristics and behaviors of such people have been investigated in past research. Parks et al [19] provide a thoughtful analysis of the type of lay people that free OPPIs appeal to, a group that the authors refer to as Web-based happiness seekers. These authors draw 3 main conclusions. First, they found that roughly half of the seekers are somewhat happy people intending to achieve greater happiness, but that the other half are quite distressed and some might even be experiencing a mental health condition. Second, they found that, overall, happiness seekers tend to frequently employ several activities in their pursuit of happiness and may persist with these activities for several months. Third, when happiness seekers are provided with easy access to a variety of (presumably) happiness-promoting activities, it is the frequency and variety of activities that they engage in that predict increases in mood and happiness.

It is also worth noting, however, that Web-based happiness seekers might be more motivated than others to increase their happiness or report their happiness as increasing. One investigation of such people found that even those exposed to hypothesized-inert psychoeducational material received boosts in happiness and well-being [20]. It is worth noting that the characteristics of Web-based happiness seekers may not be that different from those of people seeking other forms of psychological interventions on the Web and that the type of engagement with OPPIs is consistent with other eHealth and mHealth interventions in which they require a substantial degree of self-motivation and self-guidance. As such, the understanding of OPPIs and Web-based happiness seekers can help contribute to an understanding of eHealth and mHealth interventions more generally.
Other studies have explored those who self-select into PPIs, although not completely in a Web-based environment. For example, Kaczmarek et al [21] allowed college students to, voluntarily and anonymously, self-initiate a Web-based gratitude intervention after they completed a separate study. The 11.5% of participants who started the Web-based happiness intervention were more likely than their peers to express high levels of trait curiosity and endorse strong intentions to change their lifestyle. However, although Parks et al [19] found that the prevalence of depression symptoms was higher in Web-based happiness seekers than that found in the general population, Kaczmarek et al [21] found that depressive symptoms were related to a reduced tendency to start the intervention. Lyubomirsky et al [18] also conducted a similar study on positive interventions in which participants self-selected into either a study advertised as consisting of cognitive exercises or a study advertised as consisting of happiness exercises, with all participants randomly assigned to receive either a positive intervention or control exercise. In this study, they found no initial differences between the conditions on well-being, which would seem to be more in line with the findings of Parks et al [19] than those of Kaczmarek et al [21]. They did, however, find that the only people to significantly experience an increase in well-being after the intervention were those who sought out a happiness exercise in the first place and were administered a PPI (rather than a control exercise). This supports the finding of Haeck et al [20], in which it suggests that those who are motivated and interested in happiness-increasing activities might be more successful potentially because of increased effort or motivation. Bearing this in mind, it is worth examining the characteristics and behaviors of those who experience long-term benefits from PPIs, and specifically OPPIs, to better understand the mechanisms underlying the benefits.

**Hedonic Adaptation**

One challenge in evaluating the long-term benefits of OPPIs is that happiness naturally fluctuates to some extent over time [22]. Furthermore, if OPPIs are to be lastingly effective, then they must overcome a psychological homeostatic process called hedonic adaptation [23,24]. Hedonic adaptation is the process through which most people revert to a previous and stable level of well-being even after significant life events and changes [25]. The earliest study noting this phenomenon was done on rare events, such as winning the lottery or having a limb amputated (ie, Brickman et al [26]), but a robust body of evidence also demonstrates this phenomenon in more common, major life events including job change (eg, was found by Chadi & Hetschko [27]), childbirth (eg, was found by Dyrdal & Lucas [28]), and marital divorce (see Kramrei et al [29] for a meta-analysis of divorce effects). In all these cases, the changes to happiness (whether positive or negative) that people saw following these events were generally temporary and usually dissipated completely within a few months or a year.

Hedonic adaptation is likely due to a combination of affective, cognitive, and motivational processes [30,31]. In the Sustainable Happiness Model, Lyubomirsky et al [32] argue that because one’s genetic set point accounts for around 50% of the variance in happiness and circumstances account for only about 10% of the variance, up to 40% of the variance in individual happiness is because of intentional activities, that is, things people think and do. These intentional activities can be teachable and are ultimately the focus of OPPIs. Sheldon et al [33] propose the Hedonic Adaptation Prevention model to suggest that hedonic adaptation is not inevitable but instead can be counteracted by intentional activity. Specifically, the Hedonic Adaptation Prevention model suggests that appreciation, surprise, variety, and intrinsic change are all mechanisms through which sustained benefits in happiness are achievable. Lyubomirsky and Layous [34] extend some of the thinking in this model by suggesting that the characteristics of both the intervention and the person contribute to the ultimate benefit received. In addition to aspects, such as variety, they also highlight issues such as dosage, social support, and triggers of the intervention as well as baseline affective states of the person as being drivers of happiness change. Their study guides this research by identifying the characteristics and behaviors that might be worth exploring in terms of mechanisms and long-term OPPI benefits.

**Primary Analyses of the Current Datasets**

The data analyzed here originate from 2 large samples of Web-based happiness seekers, both of which have been reported elsewhere [19,35]. Although previous reports on these data have been restricted to the baseline characteristics of participants, immediate outcomes, and attrition, this paper reports the long-term outcomes and attempts to understand who achieves sustainable long-term benefits. The authors of the report on the first sample in our paper [19] conducted cluster analysis using baseline reports of depression symptoms, life satisfaction (LS), and affect balance (AB) and found that the participants fell into 1 of 2 groups. About half (49.5%) fell into a *distressed* group reporting low initial levels of well-being and high levels of depressive symptoms, whereas the other half (50.5%) formed a *nondistressed* cluster reporting high initial levels of well-being and low levels of depressive symptoms. Noteworthy, the *distressed* cluster had an average level of depressive symptoms of mean 26.74 (SD 10.58) on the Center for Epidemiological Studies–Depression Scale (CES-D; [36]), whereas the *nondistressed* cluster had an average level of depressive symptoms of mean 7.93 (SD 5.85) on the same scale. The authors argue that Web-based happiness seekers can be reasonably categorized into those who might be suffering from current mental health problems and those who are not and that the success of a positive intervention could be largely dependent on what category a participant belongs to.

Another report on these data was published by 2 of the authors of this paper (SMS and ACP) [35] who conducted a 6-week OPPI wherein the participants were assigned to 2, 4, or 6 weeks of intervention content or an assessment-only control condition. Participants received a new intervention each week such that the 2-week condition comprised 2 different PPIs, the 4-week condition comprised 4 different PPIs, and the 6-week condition comprised 6 different PPIs. The 2- and 4-week interventions were more effective at reducing symptoms than the control condition or the 6-week intervention by the end of the study period. Although participants in the 6-week condition did not obtain gains beyond those seen in the 4-week condition, those in the 6-week condition were more likely than other groups to
continue practicing some of the exercises. In their interpretation of these mixed findings, the authors [35] explained that

“It might be that increasing the diversity of exercises leads to participants splitting their time among the techniques and not focusing on any of the techniques long enough to benefit substantially.”

Both previous papers on these data, however, were also limited by their use of nomothetic techniques to focus on the overall benefits that people obtained rather than trying to understand the trajectories of individual benefit. Although the first set of authors [19] did create clusters of distressed and nondistressed participants, this clustering was created at baseline and did not explore how information could be gained about individual differences in change trajectories.

This Analysis

In a secondary analysis of these 2 large datasets (described by [19] and [35]), we explore longitudinal outcomes in 2 separable dimensions of happiness (LS and mood) after self-selected exposure to OPPIs. To best understand how happiness change occurs and is maintained, we adopt a person-centric approach that identifies the trajectories in happiness reports.

By examining LS and AB across the months following self-selection into a Web-based happiness intervention, we sought to address the following questions:

1. Do people typically experience adaptation after these interventions and return to baseline levels of well-being after the OPPI or are they more likely to achieve a sustainable well-being increase during this period?
2. If adaptation is prevalent yet avoidable, what can people do to prevent it?
3. How many other distinct well-being trajectories occur during this timeframe and what are their shapes?

The analysis we present here addresses these questions by identifying the most common outcome trajectories that people have reported following exposure to an OPPI, grouping people based on those trajectories and using group membership as a proxy to explore individual differences in longitudinal outcomes.

Methods

Recruitment

In both the samples, participants were directed to a common research portal via Web-based advertisements to participate in a research study on positive psychology exercises and a printed advertisement in Seligman’s Authentic Happiness (2002) book. No compensation, beyond the advertised benefit of participating in a happiness-boosting intervention, was offered to the participants. This study was approved by the Institutional Review Board (IRB) at the University of Pennsylvania under an exempt IRB as a process of continuous quality improvement, thus it was not deemed to be a clinical trial and was not registered as such.

Participants

The 2 samples differed in the period during which data were collected. Those who enrolled between July 2006 and February 2007 appeared in Sample 1, whereas those who enrolled between February 2007 and November 2008 were represented in Sample 2.

The 2230 participants across Sample 1 (n=912) and Sample 2 (n=1318) were, demographically, very similar. Both samples contained more women than men (76.5% overall), and the 2 samples did not seem to differ in this regard (z=496, P=.617) and were made up of people who were moderately educated (74.3% overall had a Bachelor’s degree; 70% in Sample 1 and 77.2% in Sample 2; z=-3.853; P<.001) and middle-aged (mean age 43.5 years overall; 45.3 years in Sample 1 and 42.3 years in Sample 2; t2296=5.944; P<.001). As described by Parks et al [19], these individuals were, in addition, likely to be distinct from other research samples because they represent the self-selected individuals who actively seek to increase their happiness through Web-based interventions and other mediums. Thus, the results of this paper were specific to this unique population: a group that includes many highly distressed persons seeking to overcome their depression symptoms.

Procedures

On enrollment, participants provided consent and answered demographic questions along with a set of surveys relevant to their mental health and well-being. Afterward, they were randomly assigned to Web-based happiness intervention conditions that differed between samples.

Sample 1: Individual Interventions

Participants in Sample 1 were randomly assigned between conditions in a 14-group randomized controlled trial design. A total of 13 of these conditions represent hypothesized 1-week happiness activities (eg, writing a gratitude letter or savoring a beautiful day), whereas the final condition was based on a 1-week active control writing task used in previous studies (see [9]). Intervention instructions varied considerably by condition and are summarized in Multimedia Appendix 1.

Sample 2: Multiple Interventions

Participants in Sample 2 were randomly assigned between 4 conditions in which they received 0, 2, 4, or 6 weeks of positive psychology exercises, with a new exercise administered within each week of their assigned intervention. The 0 exercise condition was included as a waitlist control condition and participants could receive exercises after 6 weeks of completing assessments only. The exercises included in the experimental conditions were a subset of those to which Sample 1 was randomly assigned. Exercises were provided in a fixed order such that people in the 2-, 4-, or 6-week conditions in Sample 2 received the same content across conditions (with the variance in content being due to a variance in the intervention length). The administration order for the exercises is also provided in Multimedia Appendix 1 alongside the description of each exercise.

Measures

Across the 2 samples, the surveys administered overlapped considerably. As such, the measures presented here were used in both the samples except where specified. Participants in both the samples completed a battery of surveys before intervention
assignment, at the end of each week during the intervention period, and 1, 3, 6, and 12 months after the intervention period. These survey batteries contained the measures we described here, as well as others. Unfortunately, item-level data were not available for the calculation of scale reliability statistics in these samples. This occurred because scales were summarized by the survey software before data export and the item-level data used to create these summaries were no longer available.

**Life Satisfaction**

The Satisfaction with Life scale [37] is a global measure of LS that consists of 5 items, each with a 7 point Likert scale response (ranging from 1= strongly disagree to 7= strongly agree). Higher scores on each of the items indicate greater LS. The scale itself has demonstrated strong internal consistency, test-retest reliability, and construct validity in numerous studies (see [38] for a review). The items on this scale are relatively face-valid: “I am satisfied with my life.” and “If I could live my life over, I would change almost nothing.” are 2 examples. The metric used in this paper to assess LS is the sum of an individual’s scores on the items in this scale, with higher numbers reflecting greater satisfaction.

**Affect Balance**

The Positive and Negative Affect schedule [39] is a 20-item scale that asks participants to rate the extent to which they are currently experiencing each of the 20 different emotions on a 5 point Likert scale (ranging from 1= very likely or not at all to 5= extremely). A total of 10 items corresponded to positive emotions (eg, enthusiastic and proud), whereas the other 10 items reflected negative emotions (eg, upset and nervous). AB was calculated by summing the scores across positive items and subtracting the sum score across negative items.

**Depression Symptoms**

The CES-D scale [36] is a commonly used metric for current depression symptoms in research settings that asks participants to report the frequency with which they have experienced 20 different symptoms (eg, restlessness, loneliness, and loss of appetite) over the past week. Although the CES-D is not designed for the specific diagnosis of clinical depression, it has repeatedly demonstrated good reliability and construct validity across a wide variety of clinical [40] and nonclinical samples (see [41] for review) as a tool for identifying subclinical depression symptoms. The 20 items on this scale are each accompanied by a 4 point Likert scale response (ranging from 0=rarely or none of the time to 3=most or almost all the time) and these responses are summed to provide a proxy of depression symptom prevalence.

**Use and Adherence**

Participants in both samples were asked at each assessment after the posttest to report the number of days over the past week in which each assigned positive psychology exercise was performed (responses ranged from 0 to 7 days) and whether the specific instructions were adhered to (participants indicated Yes or No for each assigned exercise). As the number of exercises that were assigned to each participant varied within and between samples, responses to these 2 items were summed within timepoint for each participant and grouped based on the number of assigned activities before being z-transformed within each group.

**Statistical Analysis**

We adopted the following 3-step analytic plan with a person-centric focus so that we might address our research questions with the greatest accuracy. We excluded all participants who completed fewer than 4 assessments of either LS or AB. The remaining missing data were deleted on a pairwise basis.

1. Trace a trajectory in well-being over time for each individual participant
2. Group similar trajectories based on their shape and identify which curve shapes are most common
3. Interpret the most common trajectory shapes and evaluate their relation to depression symptomology and use statistics

In the first step of our process, we mapped a trajectory within each person in terms of both AB and LS over the time spanning the pretest through the 3-month follow-up assessment. This provided us with our fundamental unit of analysis: a three-dimensional (3D; LS×AB×time) trajectory for each participant.

We then, in our second step, identified common trajectories in our samples through K-means cluster analysis [42] so that we might uncover the patterns of response change that naturally occur across this time span. Common trajectory shapes were identified in this way and individuals were grouped in these clusters based on their similarity with each of these shapes.

K-means cluster analysis [42] is an atheoretical approach to grouping people into K number of groups based purely on their similarity with one another. For this analysis, we performed a progressive series of K-means clustering, starting with K=1 and ending with K=10 and compared them to learn which value of K best represented our data (see the Multimedia Appendix 2 for a full description). The algorithm behind it employs prototypes to define each group, typically with the following computational steps (note also the differential usage of capitalization regarding the letter K to distinguish between the total number of clusters and the identification of a particular cluster).

1. Place K number of prototypes randomly within the reasonable observation window
2. Assign each subject to the prototype (k) it is closest to
3. For each k, reoptimize the prototype by defining it as the center (ie, mean) of all subjects that are assigned to it
4. Repeat steps 2 and 3 until none of the prototypes can be reasonably optimized further
Once each person was described by their own polynomial trajectory in both LS and AB over time (centered at posttest; the central-most observation in both samples), we executed a series of possible K-means clustering on these trajectories using the above steps. The major deviation in our approach from the typical K-means cluster analysis was that we employed a calculus-based distance function to quantify similarities in curve shape between trajectories, rather than the squared Euclidean distance between points, when assigning participants to prototypes and when reoptimizing prototypes to better represent the participants (this distance formula represents the limited integral of a Pythagorean combination of the difference between derivative functions within each predictor dimension; see Figure 1).

This deviation represents a modification of the K-means approach to match our research objectives: We are interested in how well-being changes over time, rather than well-being itself, and the purpose of our modification is to isolate the manner with which well-being changes. Change, in a mathematical sense, can be found by calculating the derivative of a function; the result is a function that plots the slope of the original trajectory, in this case, across time. By clustering along the total difference between derivatives (as we have done here), we have modified the standard K-means cluster analysis to cluster well-being trajectories based only on similarities in curve shape and ignoring original function intercepts.

With each participant clustered based on curve shape, we closed our analysis with an interpretation of these newly identified longitudinal outcomes (ie, clusters) and an analysis of predictors of group membership. Observing that our clusters inadvertently seemed to differentiate based on raw self-reported levels of well-being at baseline, we employed exploratory analyses of variance (ANOVAS) to describe group-wise summaries of responses across the observation period. We then used correlation and logistic regression to explore how depression, frequency of use, and adherence to instructions might relate to the distinct longitudinal outcomes and predict group membership.

**Results**

### Common Trends

We began our analytic process by fitting a within-person polynomial regression model to both LS and AB scores across the available time span. Each of these bivariate models (2 for each participant) was raised to the polynomial degree of 2 less than the number of observations to produce precise, but unsaturated, representations of change in LS or AB over time. Our combination of models resulted in a 3D (ie, LS×AB×time) trajectory representation for each individual participant (Step 1). Trajectories were then grouped based on curve shape by performing the K-means cluster analysis [42] described above that employs a customized distance function to account for functional derivative differences rather than the Euclidean distance between points (Step 2). The final clusters were then interpreted through factorial ANOVA before being classified as distinct longitudinal outcomes and compared with one another in terms of self-reported depression symptoms and use statistics (Step 3).

The same approach was applied to both samples for confirmation and comparison purposes and all evaluations were initially conducted within the sample. Furthermore, as we discuss below and as indicated in Figures 2 and 3, similar trajectories were identified across samples in terms of both shape and position. In addition, taking into consideration the methodological and demographic similarities between the 2 samples, we decided to collapse our analysis of these variables across samples for concise presentation here except where stated.
Attrition

The primary concern in terms of attrition or missing data was the availability of data for our first step, the within-person modeling of happiness trajectories over time. Trajectories were mapped for all participants with at least 4 (from a possible total of 6) data points in both AB and LS between the pretest and the 1 year follow-up assessment. Although this approach produced
reasonable models of space between the pretest and the 3-month follow-up, it failed to reliably model the span of the following 9 months, wherein LS and AB were only assessed twice: 6 and 12 months postintervention. Despite many varied efforts, we were not able to arrive at any type of reasonable model for our data that included these time points.

These criteria reduced our sample sizes to 276 participants (30.3% of the original sample) in Sample 1 (where participants received only a 1-week intervention) and 579 participants (42.4%) in Sample 2, where the intervention was considerably more substantial. Proportionately, more participants qualified for analysis in Sample 2 than observed in Sample 1, $\chi^2 = 34.603, P < .001$, potentially because of the difference in content between those 2 samples. Survival curves for the 2 samples are provided in Figure 2. Importantly, most of the attrition occurred between the first 2 assessments in either of the samples and this left open the possibility that the persons who dropped out did not complete, or even begin, their assigned intervention. Excluded participants reported significantly lower levels of LS (mean 20.49 [SD 8.15], n=1375), Welch’s $t_{1797} = -3.91, P < .001$ and AB (mean 11.72 [SD 13.43], n=1382), Welch’s $t_{1913} = -5.74, P < .001$, than the included participants (mean 21.89 and 14.92, respectively [SD 8.23 and 12.45, respectively], n=855) at pretest. They also reported a significantly higher prevalence of depression symptoms at this same time point (mean 18.22 [SD 12.97], n=1396), Welch’s $t_{1929} = 5.24, P < .001$, when compared with the participants who were retained in our analysis (mean 15.42 [SD 11.94]).

**Trajectories in Life Satisfaction and Affect Balance Across Time**

Using Cattell’s [43] Scree approach and a descriptive comparison of the 4-factor solution to a 3- and 5-factor solution (see also Multimedia Appendix 2), we identified the 4 trajectory clusters described in this paper as being the most reasonable interpretations of trajectory shapes in the sample. These clusters are plotted in Figures 2 to 4 and were named **nondistressed** (42.8% of Sample 1 and 52.8% of Sample 2), **lasting benefit** (26.8% of Sample 1 and 18.0% of Sample 2), **hedonic adaptation** (13.4% of Sample 1 and 14.2% of Sample 2), and **residual** (17.0% of Sample 1 and 15.0% of Sample 2) based on the findings that we describe below. The reader should note that the observable similarity in common trajectory shapes across samples was not because of shared prototypes or algorithm seeds: separate and complete clustering were carried out within each of the 2 samples before displaying the results from both samples on the same plots here. Many of our subsequent comparisons were also carried out in this same way, with us occasionally reporting summary statistics across samples in the interest of brevity.

![Figure 4](http://www.jmir.org/2019/6/e13253/) Affect balance trajectories over time by sample and cluster. The points in the foreground represent observed group-wise means, whereas the faded lines in the background represent the prototype trajectories that each cluster is based on. Error bars represent standard error of the mean.
It is worth noting that in addition to being atheoretical, our variation on this approach ignored function intercepts (and thereby the actual position of the original data points) in our attempt to classify trajectories purely in terms of their shape. Regardless, Figures 2 and 3 show that this clustering also seems to capture distinct group-wise difference in reporting at the various time points: Once an artificial intercept is applied to each prototype, it seems to lay directly on top of the observations from the cluster that the prototype represents. Figure 5 also shows that the group-wise summary statistics displayed in Figure 3 correspond well to the distributions of responses at each time point and further confirms the precision with which we captured distinct participant trajectories.

A full posthoc analysis of all possible pairwise comparisons within samples (with Bonferroni corrections) is presented in Supplemental Tables 1 and 2. In summary, we found strong statistical evidence for exactly the patterns we would expect by observing Figures 2, 3, and 4. First, a chronically high-reporting group (later identified as the nondistressed cluster; Sample 1 n=118, Sample 2 n=306) emerged across samples. As can be seen in supplemental tables 1 and 2, membership in this cluster significantly predicted higher levels of both LS and AB than the other 3 groups at the pretest assessment (T=0). Second, we observed a group of individuals in both samples who seemed to lastingly benefit from a given positive intervention (the lasting benefit cluster; Sample 1 n=74, Sample 2 n=104). Although these persons began the intervention with levels of LS and AB at or below the 3 other clusters, they showed a marked improvement in these regard when assessed a little over a month later (T+37 in Sample 1 and T+42 in Sample 2), regardless of intervention length. Furthermore, the K-means clustering approach also identified a group in each sample that showed a similar benefit around the same time point, but then displayed a hedonic adaptation curve afterward (the hedonic adaptation cluster; Sample 1 n=37 and Sample 2 n=82). Significant differences in the reporting of LS and AB between this cluster and the nondistressed and lasting benefit clusters can be observed around the 3-month follow-up in both samples. Lastly, a group of persons emerged with each clustering which we found difficult to explain in this context (the residual cluster; Sample 1 n=47 and Sample 2 n=87). Persons in this group did not seem to report an immediate benefit because of the intervention and displayed significantly less LS and AB than the other 3 groups at 3 time points: 37 (T+37; Sample 1), 42 (T+72; Sample 2), and 97 (T+132; Sample 2).
(T+42; Sample 2), and 72 (T+72; Sample 2) days after the start of the intervention. Across separate clustering in 2 different samples, our approach arrived at what seem to be the same 4 distinct clusters of trajectories, regardless of the major differences in the interventions and timeframes between the 2 samples.

A posthoc comparison of reported LS and AB values between samples is made difficult by the fact that when the time frame is linked at the pretest (ie, when we consider the pretest assessment as our starting point), the later assessment timepoints are no longer equitable across samples. Our argument for consistency across samples in the clusters formed, however, requires some means of evaluating the similarity in cluster solutions between samples. To this end, we chose to compare reported LS and AB values between samples within each of the following 3 time point groups: early assessments (T and T+7), middle assessments (T+37 and T+42), and late assessments (T+72, T+97, and T+132; see also Supplemental Tables 1 and 2 for group-wise means and SDs by timepoint and sample). When accounting for cluster-wise and sample-wise main effects with Type 3 sums of squares, we did not observe a significant interaction effect between cluster and sample during the early assessments in terms of either LS, $F_{3,971}=0.60, P=.62$, or AB, $F_{3,971}=1.76, P=.15$. This lack of a significant interaction effect was again observed within the middle assessments in terms of both LS, $F_{3,752}=0.51, P=.67$, and AB, $F_{3,752}=1.12, P=.34$, and again within the late assessments of LS, $F_{3,1293}=0.44, P=.73$. A significant interaction effect between cluster and sample did emerge during the late assessments of AB, $F_{3,1293}=3.05, P=.028$, though this effect accounted for less than 1% of the total variance in the outcome, $\eta^2=.006$. We contend that the general lack of an observable statistical effect is not equivalent to observance of nondifference; however, we find the qualitative similarities observable in Figures 1 and 2 to be supported by this body of null findings.

<p>| Table 1. General binomial (logistic) models predicting membership in the lasting benefit cluster over the hedonic adaptation cluster from use statistics. |
|---|---|---|---|
| Factor | Model 1 | Model 2 | Model 3 |
| Fixed effects | Intercept | Intercept | Intercept |
| | time$^a$ | time | time |
| | freq$^b$ | freq | freq |
| | adh$^c$ | adh | adh |</p>
<table>
<thead>
<tr>
<th>freq$^d$$^e$adh</th>
<th>freq$^d$$^e$adh</th>
<th>freq$^d$$^e$adh</th>
<th>freq$^d$$^e$adh</th>
</tr>
</thead>
<tbody>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Model df</td>
<td>5</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>−877.23</td>
<td>−873.28</td>
<td>−872.92</td>
</tr>
<tr>
<td>$R^2$-squared$^f$</td>
<td>[.570,.641]</td>
<td>[.572,.644]</td>
<td>[.573,.645]</td>
</tr>
<tr>
<td>Akaike information criterion</td>
<td>1764.5</td>
<td>1758.6</td>
<td>1761.8</td>
</tr>
<tr>
<td>Residual deviance</td>
<td>1754.5</td>
<td>1746.6</td>
<td>1745.8</td>
</tr>
<tr>
<td>Residual df</td>
<td>1295</td>
<td>1294</td>
<td>1292</td>
</tr>
<tr>
<td>Comparison with previous model</td>
<td></td>
<td>7.9</td>
<td>0.73</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>—</td>
<td>0.005</td>
<td>0.7</td>
</tr>
<tr>
<td>P value</td>
<td>—</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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*Assessment time point, in days (possible values before mean centering: 7, 14, 21, 28, 35, 37, 42, 72, 97, and 132).

*Frequency of use (in number of days per week; scaled by total intervention length).

*Adherence to the specific instructions of an exercise within the past week (coded as 1=true, 0=false).

*Indicates an interaction effect.

*Not applicable.

*The limits of the $R^2$ statistics presented here are Cox & Snell’s pseudo- $R^2$ and Nagelkerke’s pseudo- $R^2$, respectively.
Table 2. Optimal binomial model to describe the relationship between intervention use and the achievement of a lasting intervention benefit.

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Estimate (b)</th>
<th>Standard error</th>
<th>Standardized (β)</th>
<th>z score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.47</td>
<td>0.11</td>
<td>0.00</td>
<td>4.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>freq&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-0.20</td>
<td>0.10</td>
<td>-0.35</td>
<td>-1.97</td>
<td>&lt;.05</td>
</tr>
<tr>
<td>adh&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.11</td>
<td>0.24</td>
<td>0.09</td>
<td>0.45</td>
<td>.66</td>
</tr>
<tr>
<td>time&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.00</td>
<td>0.00</td>
<td>-0.05</td>
<td>-0.37</td>
<td>.72</td>
</tr>
<tr>
<td>freq×adh</td>
<td>0.65</td>
<td>0.23</td>
<td>0.54</td>
<td>2.88</td>
<td>.004</td>
</tr>
<tr>
<td>freq×time</td>
<td>0.01</td>
<td>0.00</td>
<td>0.36</td>
<td>2.75</td>
<td>.006</td>
</tr>
</tbody>
</table>

<sup>a</sup>Frequency of use (scaled by intervention length).

<sup>b</sup>Adherence to the specific instructions of an exercise within the past week (coded as 1=true, 0=false).

<sup>c</sup>Assessment time point, in days (range of values before mean centering: 7, 14, 21, 28, 35, 42, 72, 97, and 132).

Relationships Between Identified Longitudinal Trajectories and Other Variables

Next, we approach the question of what might have caused some people to exhibit one pattern over another (ie, the third step of our analytic plan). In an attempt to address this question, we employed a handful of logistic regression models predicting cluster membership from metrics of depression symptomology (specifically, CES-D scores) and metrics relating to the use and continued use of the assigned activity or activities.

**Depression**

The presence of depression symptoms was assessed with the CES-D [36] at all the same timepoints where LS and AB were measured, as well as weekly during the intervention period in Sample 2. This allowed us to explore complex multidimensional multilevel models in our assessment of how this metric differentiated the 4 clusters, though the findings are relatively straightforward and can be best summarized simply by the correlations between variables: Depression was strongly negatively correlated with both LS, \(r(n=5076)=-.70, P<.001, 95\% \text{ CI} -0.71\) to \(-0.70\), and AB, \(r(n=5084)=-.75, P<.001, 95\% \text{ CI} -0.76\) to \(-0.75\), and these 2 outcomes were strongly correlated with one another, \(r(n=5076)=-.62, P<.001, 95\% \text{ CI} 0.60\) to \(0.62\). The parallels between Figures 2 and 3 are again replicated when plotting depression over this same time frame: The changes that we observe over time are not only limited to LS and AB, Figure 6 demonstrates that they also encompass large-scale changes in the presence of depression symptoms over time.

**Figure 6.** Trends in self-reported depression symptoms over time by sample and cluster. Group-wise means and standard errors are represented by points and error bars; trajectory curves are formed using a Loess smoothing function with a span width of 2 days. The standard error of the smoothing function is represented by shaded regions.
This finding emerged, in part, because of 2 factors. First, nearly half of the participants (1051/2241, 46.9% responses before deletion) began the intervention with self-reported depression symptomology that met or exceeded the common preclinical criterion for a high risk of depression (a score of 16 or above on the CES-D [36]). Second, the self-reported changes in LS and AB, similar to changes in depression symptoms, were simply more profound in distressed participants than the changes in LS and AB that occurred within seemingly nondistressed participants. With these findings, we solidified our categorization of the most popular trajectory across samples as a trajectory specific to distinctly nondistressed individuals; the remaining clusters, and the focus of our investigation are the distressed individuals among which we can more easily identify longitudinal change.

**Frequency of Use and Adherence to Instructions**

Use and adherence measures were assessed for each exercise that the participant was administered, which remained at 1 exercise for participants in Sample 1 and varied between 0 and 6 exercises in Sample 2. This became a problem for the assessment of how frequently the participant used that exercise over the past week, so these use metrics were grouped based on intervention length and z-standardized within-group. Given our findings from the depression analysis, we employed frequency of use and adherence to instructions as possible predictors in distinguishing between participants who showed a lasting benefit because of the intervention (n=146,1206 assessments) as opposed to a hedonic adaptation curve during the assessment period (n=92,886 assessments).

In searching for an optimally fitting model to describe our data, we began with a maximal multilevel binomial model predicting a lasting benefit over hedonic adaptation and sequentially removed predictors from this model based on overall model fit. More specifically, the original maximal model predicted the binomial outcome (0=hedonic adaptation, 1=lasting benefit) from the interaction of time (days; mean centered around 28.36)xuse (standardized as described above)xadherence (binomial: 0=did not adhere to the specific exercise instructions, 1=did adhere) and all lower-order interaction and main effects that comprise this 3-way interaction, with slopes and intercepts varied by participant, condition, and sample. All random effects were removed based on sequential comparisons of models, as was the 3-way interaction effect and the 2-way interaction effect between adherence and time. The final steps of this process are summarized in Table 1.

Table 1 displays summary fit statistics and comparisons between some of the latter models we considered. The outcome of each of the above functions is membership in the lasting benefit cluster (coded as 1; functional n=1206) over membership in the hedonic adaptation cluster (coded as 0; functional n=886). Participants were drawn from both samples and all data points observed between the pretest and the 3-months follow-up assessment are included. All predictors represented here, including time, have been grand mean centered. Model 2 is observed to be an optimal description for these data. A closer examination of the final (optimal) model is provided in Table 2. Looking at the parameter estimates for our optimal model, we can see a number of key relationships between frequency of use, adherence to instructions, and the attainment of a lasting benefit rather than hedonic adaptation. For those who adhered to the specific intervention instructions, frequency of use considerably predicted a lasting benefit across all time points, with an especially large effect at later assessments. For those who reported that they were not adhering to the instructions of their intervention, frequency of use made relatively no impact on their possibility of membership in the lasting benefit cluster; these participants generally exhibited about a 50% probability of belonging to either group.

Table 2 presents the parameter estimates of the best-fitting model of the relationship between use statistics and membership in the lasting benefit (rather than hedonic adaptation) cluster (ie, the model labelled Model 2 in Table 1). Functional N=2092. McFadden’s $R^2=.387$. Deviance residuals: minimum=-1.78, first quartile=-1.28, median=0.95, third quartile=1.03, maximum=1.28.

**Discussion**

**Principal Findings**

This analysis examined how well-being changes over time for people enrolled in an OPPI. Not surprisingly, in light of previous research showing that high baseline well-being predicts smaller OPPI effects [44], we found that the individual’s well-being at baseline had a major impact on these trajectories in our samples. Persons who were relatively well-off at the start of the intervention reported much smaller changes over time than the distinctly distressed persons who comprised roughly half of our samples. In terms of each of our specific research questions (presented in the introduction of the present paper), respectively:

1. For the distressed portion of participants, our cluster analysis of trajectories revealed that a lasting benefit following the OPPI might be just as likely as a temporary benefit (ie, adaptation); both experiences were commonly reported by participants.

2. The distressed participants who continued to use the OPPI were much more likely to see a lasting benefit rather than adaptation, especially at later time points, but only if they also reported adhering to the specific instructions of whatever OPPI they were assigned to.

3. A substantial portion of the distressed participants also exhibited trajectories that defied classification as either a lasting benefit or adaptation, though these individuals typically did not report any immediate benefit of the OPPI between the pretest and posttest. For those who were not apparently distressed at baseline, the changes to well-being over time were much subtler than the changes exhibited by distressed participants and thus more difficult to identify given the current approach.

Participants were randomly assigned between a total of 18 different conditions between the 2 samples, with 1 group representing a waitlist control condition, another group receiving a Web-based placebo intervention, and the remaining 16 experimental conditions receiving an OPPI (see Multimedia Appendix 1 for specific exercise instructions). Despite these
OPPIs varying in both dosage and content, we were unable to observe any differences in participant outcomes because of condition assignment. A number of factors could explain this lack of a finding, but we contend that it is likely more because of the limitations of our design and samples rather than a general inefficacy of OPPIs. These limitations are explored further below, followed by recommendations for the design of OPPIs and OPPI studies.

Limitations
This analysis has a number of limitations that stem from the manner with which data were collected. Our data drew from 2 samples of OPPIs, both collected from a website that appealed to those seeking to increase their happiness. Participants joined with little incentive for participation and many were recruited using an advertisement that appeared at the end of a happiness self-help book. Thus, it is hard to isolate the impact of any one specific exercise. OPPIs tend to attract motivated happiness seekers who might use additional Web-based or offline resources to boost their happiness. Our findings can also only generalize to these types of people; arguments are made here and elsewhere [19, 44] as to the ways that Web-based happiness seekers differ from other members of the public. It is also worth noting, however, that this context mirrors many ways in which such interventions are deployed in real-world settings. Few incentives exist to encourage individuals to engage in such interventions; their own self-interest and happiness is just one example of something people might be interested in changing but other examples could be mental distress, physical activity, and weight.

Although our findings might suggest that users with high initial well-being derive less benefit from OPPIs, it is important to note that this pattern of findings may or may not generalize other outcomes not measured in this study. For example, high well-being users may gain resilience against future stress, or greater self-efficacy about dealing with future stress, neither of which is measured in the 2 study samples. In addition, our analysis is limited to the span of the first few months after opting into an OPPI and is based on no more than a handful of assessments per individual. Internal data collected by the third author (A. Parks) reveals that higher well-being users on an interactive well-being platform must apply more effort to achieve the same effect as their low well-being counterparts, and as a result, often take longer to reach the same level of well-being improvement. It is possible, therefore, that what appears to be a smaller effect is just an effect with longer latency or one that could be achieved if high well-being users were offered more activities to use. Finally, both samples offered participants a constrained selection of activities, which is not consistent with real-world settings, where users have many available options and can choose freely between them [45].

Recommendations
A publication by the third author [46] outlines a number of key ways in which OPPIs and OPPI studies can be improved to maximize their efficacy and meet the ever-evolving best practices in eHealth intervention research. These findings echo support for those recommendations by demonstrating the importance of continuing to be engaged with and adherent to an OPPI long after the OPPI is learnt. Thus, we review here those recommendations that are most pertinent to user engagement and adherence.

Generally, eHealth and mHealth interventions suffer from a great deal of attrition and interventionists can potentially combat this by increasing user engagement and allowing free choice in how one self-improves [46]. The use of Web-based or mobile platforms also allows for the customization of intervention content to each user, which increases compatibility and can subsequently lead to greater intervention adherence [47]. Furthermore, the benefits of practicing an eHealth or mHealth intervention can be made apparent to the user by using technology to automatically provide quantitative feedback on a user’s progress over time and how they compare to other users. Although freedom of choice and the provision of feedback can generate problems for intervention researchers, these are the types of things that we would expect to be most beneficial to users in terms of encouraging engagement, retention, and adherence to the Web-based intervention.

There is still a great deal of work to be done in OPPI research, and we continue to echo the previous recommendations of Parks [46] as we offer guidance for this research based on these findings and their limitations. This analysis goes beyond the traditional approach of reporting average group differences to explore how participant outcomes vary across time regardless of any preconceived notion of how participants should be grouped, and we have hopefully been successful in demonstrating the value of such an approach in complementing other OPPI research. Again, attrition is a severe problem in eHealth research [48], as it is in this report, and we recommend that future investigators commit resources to aggressive email and phone follow-up with a subset of persons who drop out of a study to learn if those persons are continuing to use the intervention and utilize that information in interpreting and handling missing data. Although we acknowledge that it is important to observe dropout rates in naturalistic settings, rather than artificially driving up retention with monetary incentives, we nevertheless acknowledge the statistical difficulties that arise when large numbers of participants are missing and encourage researchers to think of creative solutions to reduce dropout and to learn more about those who do drop out.

Conclusions
Persons suffering from moderate to severe depression symptoms are naturally attracted by advertisements for Web-based happiness-promoting intervention studies. This study provides additional evidence that OPPIs can support lasting benefits among this type of user, especially those who show regular usage. More research is needed using a greater variety of outcome measures to determine whether the impact is indeed smaller on high well-being users, or if the benefits conferred on high well-being users simply are not detectable using the currently reported outcomes. Partially explaining this recovery, those who continued to practice the activities that they received in these 2 studies continued to see gains from them 1 and 3 months after the intervention ended. The major contribution of this paper, however, is the demonstration of a novel approach within Web-based interventions to investigating long-term benefits leveraging person-centric analytic methods. Many...
people who might be interested in such resources would likely be interested in knowing whether such an intervention would likely benefit them. A better understanding of who benefits from Web-based interventions might also improve their use in stepped care programs where low-intensity Web-based interventions can be offered to those individuals in efforts to save cost and improve population health. Considering these findings, we advocate for the continued study of OPPIs for depressive symptoms—perhaps as an adjunct to standard treatments—and to facilitate optimal long-term outcomes, we encourage the design of OPPIs that maximize continued engagement and adherence after the intervention is over.

Acknowledgments
The authors extend their sincere gratitude to the Positive Psychology Center at the University of Pennsylvania, where data analyzed in this paper were gathered as well as the countless experts who have helped in the development of this study.

Conflicts of Interest
The authors declare no conflicts of interest.

Multimedia Appendix 1
Complete listing of exercise descriptions and schedule.

[PDF File (Adobe PDF File), 62KB - jmir_v21i6e13253_app1.pdf ]

Multimedia Appendix 2
Further explanation of our derivation of a four-factor solution.

[PDF File (Adobe PDF File), 176KB - jmir_v21i6e13253_app2.pdf ]

References
2. Gow RW, Trace SE, Mazzeo SE. Preventing weight gain in first year college students: an online intervention to prevent the “freshman fifteen”. Eat Behav 2010 Jan;11(1):33-39 [FREE Full text] [doi: 10.1016/j.eatbeh.2009.08.005] [Medline: 19962118]


Abbreviations

AB: affect balance  
ANOVA: analysis of variance  
CES-D: Center for Epidemiologic Studies–depression scale  
eHealth: electronic health  
IRB: Institutional Review Board  
LS: life satisfaction  
mHealth: mobile health  
OPPI: online positive psychological intervention  
PPI: positive psychological intervention
Implementation of a Web-Based Work-Related Psychological Aftercare Program Into Clinical Routine: Results of a Longitudinal Observational Study

Rüdiger Zwerenz¹, Dr Biol Hom; Carlotta Baumgarten¹, MSc; Ingo Dahn², Dr Sc; Nicole Labitzke³, PhD; Andreas Schwarting¹, Dr Med; Matthias Rudolph⁵, Dr Med; Peter Ferdinand², PhD; Ute Dederichs-Masius⁶, Dr Med; Manfred E Beutel¹, Dr Med

¹Department for Psychosomatic Medicine and Psychotherapy, University Medical Center, Johannes Gutenberg-University, Mainz, Germany
²Knowledge Media Institute, University of Koblenz-Landau, Koblenz, Germany
³Center for Audiovisual Production, Johannes Gutenberg-University, Mainz, Germany
⁴Center for Rheumatology, University Medical Center, Johannes Gutenberg-University, Mainz, Germany
⁵Mittelrhein-Klinik, German Statutory Pension Insurance Rhineland-Palatinate, Boppard, Bad Salzig, Germany
⁶Drei-Burgen-Klinik, German Statutory Pension Insurance Rhineland-Palatinate, Bad Kreuznach, Germany

Corresponding Author:
Rüdiger Zwerenz, Dr Biol Hom
Department for Psychosomatic Medicine and Psychotherapy
University Medical Center
Johannes Gutenberg-University
Untere Zahlbacher Str 8
Mainz, 55131
Germany
Phone: 49 6131175981
Fax: 49 613117475981
Email: ruediger.zwerenz@unimedizin-mainz.de

Abstract

Background: As inpatient medical rehabilitation serves to promote work ability, vocational reintegration is a crucial outcome. However, previous Web-based trials on coping with work-related stress have been limited to Web-based recruitment of study participants.

Objective: The aim of our study was to evaluate the implementation of an empirically supported transdiagnostic psychodynamic Web-based aftercare program GSA (Gesund und Stressfrei am Arbeitsplatz; [Healthy and stress-less at the workplace])-Online plus into the clinical routine of inpatient medical rehabilitation, to identify characteristics of patients who have received the recommendation for GSA-Online plus, and to determine helpfulness of the intervention and satisfaction of the participants as well as improvement in quality of life and mental health status of the regular users of GSA-Online plus.

Methods: GSA-Online plus was prescribed by physicians at termination of orthopedic psychosomatic inpatient rehabilitation. Participants’ use of the program, work-related attitudes, distress, and quality of life were assessed on the Web.

Results: In 2 rehabilitation centers, 4.4% (112/2562) of rehabilitants got a recommendation for GSA-Online plus during inpatient rehabilitation. Compared with usual person aftercare, the Web-based aftercare program was rarely recommended by physicians. Recommendations were made more frequently in psychosomatic (69/1172, 5.9%) than orthopedic (43/1389, 3.1%) rehabilitation ($\chi^2_1$=11.845, $P=.001$, Cramér $V=-0.068$) and to younger patients ($P=.004$, $d=0.28$) with longer inpatient treatment duration ($P<.001$, $r=-0.12$) and extended sick leaves before inpatient medical rehabilitation ($P=.004$; Cramér $V=0.072$). Following recommendation, 77% (86/112) of rehabilitants participated in Web-based aftercare. Completers (50/86, 58%) reported statistically significant improvements between discharge of inpatient treatment and the end of the aftercare program for subjective work ability ($P=.02$, $d=0.41$), perceived stress ($P=.01$, $d=-0.38$), functioning ($P=.002$, $d=-0.60$), and life satisfaction ($P=.008$, $d=0.42$).

Conclusions: Physicians’ recommendations of Web-based aftercare are well accepted by patients who derive considerable benefits from participation. However, a low rate of prescription compared with other usual aftercare options points to barriers among physicians to prescribing Web-based aftercare.
Introduction

Occupational Stress and Work-Related Medical Rehabilitation

Work-related stress, as observed in one-third of the German population [1], is an important risk factor for common mental disorders [2]. Conversely, mental disorders have become the leading reasons for long-term sickness absence [3] and premature pension in Germany [4]. The main purpose of inpatient medical rehabilitation is to restore or promote capacity to work of rehabilitants. Work-related medical rehabilitation (WMR) focusing on the workplace situation has been implemented successfully but needs to be complemented by work-related aftercare interventions to support rehabilitants during vocational reintegration [5]. However, evidence has been mixed. First, studies with intensified work-related orthopedic rehabilitation aftercare have not proven to be effective compared to aftercare without a focus on work-related topics [6]. On the contrary, participation in a graded return to work program reduced the relative risk of permanent work disability by about 40% as well as the time of welfare benefits owing to sickness absence compared with matched controls [7]. Yet, participation in aftercare programs following inpatient medical rehabilitation is low because of long waiting times, the lack of local aftercare providers, or incompatibility with family or work commitments [8,9].

Web-based interventions have been shown to be effective for a broad range of mental disorders, for example, depression [10], anxiety disorders [11], pain [12], substance abuse [13], and also improved physical activity [14] or a healthy diet and weight reduction [15] or psychosocial support for patients with chronic diseases [16]. The majority of the German working population (nearly 90%) is on the Web using the internet daily (72%) [17] and a substantial part is using it as a frequent source of health information (38%) [18]. Thus, Web- and mobile-based interventions may close gaps in routine care and improve diagnostics and treatment in medical rehabilitation [19] as widely accessible and cost-effective interventions [20].

We developed a Web-based transdiagnostic aftercare program (GSA-Online; Gesund und Stressfrei am Arbeitsplatz; [Healthy and stress-less at the workplace]) that aimed at improving vocational reintegration of rehabilitants after long-term sickness absence. In our previous randomized controlled trial, GSA-Online had a statistically significant positive influence on the subjective prognosis of gainful employment (d = 0.13 at the end of the intervention and d = 0.20 at the follow-up 12 months after study inclusion). Furthermore we could show positive effects on affective mental distress (e.g., d = 0.25 for generalized anxiety or d = 0.18 for depressive symptoms at follow-up) of the rehabilitants participating in the intervention [25] compared to the participants of an active control group.

Study Aims and Research Question

The aims of this study were (1) to examine whether the further developed GSA-Online plus can be implemented into routine care of inpatient medical rehabilitation, (2) to identify characteristics of patients who have received the recommendation for GSA-Online plus, and (3) to determine perceived helpfulness of the intervention and satisfaction of the participants. With regard to our primary outcome, we hypothesized that (1) GSA-Online plus would be recommended as often as other established aftercare programs for rehabilitants with a special need for WMR-like psychological treatment, rehabilitation aftercare, or vocational rehabilitation; (2) at least 66% of the rehabilitants with a recommendation for GSA-Online plus would participate and write at least 1 diary entry after rehabilitation; and (3) completers, that is, regular users with at least 6 diary entries, would achieve (a) a more positive subjective prognosis of gainful employment, (b) an increased quality of life and lower perceived stress, and (c) an improvement of emotional distress such as depression and anxiety at the end of the intervention compared to discharge from rehabilitation.

Methods

Study Design

The study was conducted in 2 rehabilitation centers treating 3 different medical indications (psychosomatic and orthopedic rheumatic diseases). Inpatient medical rehabilitation entails a multimodal group-oriented approach, supplemented by individual therapy, addressing work ability of rehabilitants with chronic (>6 months), somatic, or psychological impairments [26]. In a pre-post design, data collection took place at 14 time points: after discharge from inpatient rehabilitation, that is, at the beginning (T1), once a week during (T2-T13; only active participants), and at the end of the aftercare intervention (T14). Recruitment of the study was conducted for 10 months between June 2016 and March 2017. Inclusion criteria were (1) employment and a plan to return to work within 4 weeks after inpatient medical rehabilitation, (2) the ability to write in German language, (3) age between 18 and 59 years, and (4) a...
private internet access. During inpatient rehabilitation, the treating physician could prescribe the self-explanatory program by handing out an information leaflet to the patient and document it as a recommendation [27]. The recommendation was collected by the study assistant in each clinic who gave further study information, collected written consent, and gave access data for GSA-Online plus to the participant.

**Intervention**

The intervention GSA-Online plus aimed to support occupationally stressed rehabilitants during their return to work. In a structured psychodynamic format [28], participants were instructed to identify and articulate interpersonal and intrapsychic problems during return to work. Participants got weekly personalized writing impulses from a trained and supervised therapist to help them write in the form of a diary about their experiences of returning to their workplace. Therapeutic commentaries (usually within 24 hours) to their Web-based diary entry processed interpersonal and intrapsychic problems and helped participants deal with their individual job-related problems and stabilize their working capacity. Usually, it took 20 to 40 min per week per participant for the therapist to write an answer to the diary entry and add another writing impulse. In addition to the previous version (GSA-Online), educational video clips were used to familiarize participants with the program and its features (see Multimedia Appendices 1–4). For a detailed description of the therapeutic rationale, see Beutel et al [28].

**Measures**

As primary outcomes, the medical referral rate was documented (frequency of recommendations of GSA-Online plus) and participants’ utilization of GSA-Online plus was tracked with PIWIK (now Matomo [29]), a secure open Web analytics platform and assessed with self-constructed single items (eg, “Please indicate how often you have used GSA-Online plus since the end of your inpatient treatment.”).

In pre- and postmeasurements, the secondary outcome subjective prognosis of gainful employment was assessed with the SPE-Scale [30] consisting of 3 items assessing a subjective rating of future employment until retirement age, the impairment of work ability by the current health status, as well as the plan to apply for a premature pension. The 3 items could be added up to a score between 0 and 3 with a higher score indicating a higher risk for premature pension. The capacity to work was assessed with the short form of the work ability index (WAI), a 7-item scale with a reliability of alpha=.78 in a German population (eg, “How do you estimate your current work ability in terms of physical work requirements?”) [31]. Mental disorders were assessed with different subscales of the German version of the Patient Health Questionnaire (PHQ-D) by Löwe et al [32]. Depressive symptoms were assessed with the 9-item scale PHQ-9 (eg, “Over the last two weeks, how often have you been bothered by little interest and pleasure in doing things?”) [33], with an internal consistency of alpha=.89. Stress symptoms were assessed with the 10-item stress module PHQ-Stress (eg, “Over the last four weeks, how often have you been bothered by worries about health?”) [34, 35]. Anxiety symptoms were assessed with the 7-item scale for General Anxiety Disorder (GAD-7; eg, “Over the last 2 weeks, how often have you been bothered by feeling nervous, anxious or on edge?”), alpha=.92 [36]. Somatoform symptoms were assessed with the 8 items of the Somatic Symptom Scale-8 (eg, “During the past 7 days, how much have you been bothered by stomach or bowel problems?”), alpha=.81) [37] also based on the PHQ. Psychosocial stressors were measured with the 4-item short form of the Perceived Stress Scale (PSS-4; eg, “In the last month how often have you felt you were unable to control the important things in your life?”), alpha=.60-.82) [38]. General functioning was measured with the 3-item Sheehan Disability Scale (eg, “To what extent do your symptoms impair your functioning in your social life?”), alpha=.89) [39, 40], where each item can be scored from 0 to 10 resulting in a global score from 0 (unimpaired) to 30 (highly impaired). Resources were assessed with the 3-item Oslo Social Support Scale (eg, “How many people are so close to you that you can count on them if you have great personal problems?”), alpha=.60) [41], with the 4-item Brief Resilient Coping Scale (eg, “I look for creative ways to alter difficult situations”), internal consistency r=.76) [42], with the Loneliness Scale [43] and with the questions on life satisfaction, a scale that consists of 2 8-item modules (general life satisfaction and satisfaction with health, alpha=.82-89) [44]. Patient satisfaction was assessed with the 8-item Client Satisfaction Questionnaire (eg, “How would you rate the quality of the service you have received?”), alpha=.93 [45]. In a weekly query, participants were asked with 2 items on a 5-point Likert scale (from 0=not at all to 4=very) about their satisfaction with GSA-Online plus (“How satisfied are you with the feedback of the online therapist?” and “How helpful was the feedback of the online therapist?”) and rated their overall health condition with 1 item of the German version of the EuroQol Questionnaire (EQ-5D) [46] (“Your own health status today”) as well as their current work ability with the first item from the WAI [31] also known as the Work Ability Score (WAS) [47], each on a Likert scale from 0 to 10. At the end of the aftercare program, participants were asked if and how much they would pay for GSA-Online plus with self-constructed items.

All questionnaires were assessed with the Web-based survey platform, SoSci Survey [48], except the weekly assessments that have been directly implemented in the platform of GSA-Online plus.

**Statistical Analyses**

All statistical analyses were done with IBM SPSS Statistics 23 [49]. Recommendation rates and utilization of GSA-Online plus were analyzed with cross-sectional analyses and participants of the Web-based aftercare were compared with the population of all rehabilitants treated during the recruitment period, using descriptive statistics (chi-square tests and t tests, Mann-Whitney U tests if the required assumptions for parametric testing, for example, homogeneity of variance, were violated). Pre-post changes were analyzed with per protocol data as secondary outcomes with longitudinal data analysis (t tests, rmANOVA, and descriptive statistics). To estimate treatment effects, Cohen d was calculated for the comparison of mean scores with t tests, Cramér V for chi-square tests and the effect size r was calculated for the comparison of median scores with the Mann-Whitney U test.
For the weekly assessment of the general health status and the subjectively rated ability to work, missing data were replaced by the last observation carried forward (LOCF) procedure. To analyze improvement across time, a repeated measures analysis of variance was conducted.

**Ethics Approval**

The study protocol was approved by the Ethics Committee of the Federal State of the Rhineland Palatinate (Approval Number: 837.175.16(10494)).

---

**Results**

**Recommendation Rates for GSA-Online plus**

Of the 2562 rehabilitants in 2 rehabilitation centers, 112 (4.4%) got a recommendation for GSA-Online plus during inpatient rehabilitation, which was significantly lower than the referral rate to other face-to-face aftercare interventions (Table 1). Recommendation rates were higher in psychosomatic rehabilitation, where psychological treatments were routinely recommended in 88% (1030/1147) versus 8% (117/1147) after orthopedic rehabilitation. Rehabilitation aftercare was more frequently prescribed in orthopedic (500/1389, 36%) than in psychosomatic rehabilitation (89/1172, 8%). A total of 11% (291/2561) received recommendations of vocational rehabilitation.

**Table 1. Recommendation rates at discharge for aftercare in total and in the 2 rehabilitation centers.**

<table>
<thead>
<tr>
<th>Aftercare recommendation</th>
<th>Psychosomatic rehabilitation center (n=1172), n (%)</th>
<th>Orthopedic and rheumatoid rehabilitation center (n=1389), n (%)</th>
<th>Total (N=2561), n (%)</th>
<th>$\chi^2_1$</th>
<th>P value</th>
<th>$d$</th>
<th>Cramér V</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSA-Online plus</td>
<td>69 (5.9)</td>
<td>43 (3.1)</td>
<td>112 (4.4)</td>
<td>11.845</td>
<td>.001</td>
<td>0.14</td>
<td>-0.068</td>
</tr>
<tr>
<td>Psychological Treatment</td>
<td>1030 (87.9)</td>
<td>117 (8.4)</td>
<td>1147 (44.8)</td>
<td>1623.45</td>
<td>&lt;.001</td>
<td>2.63</td>
<td>-0.796</td>
</tr>
<tr>
<td>Rehabilitation aftercare</td>
<td>89 (7.6)</td>
<td>500 (36.0)</td>
<td>589 (23.0)</td>
<td>289.57</td>
<td>&lt;.001</td>
<td>0.71</td>
<td>0.336</td>
</tr>
<tr>
<td>Vocational rehabilitation</td>
<td>123 (10.5)</td>
<td>168 (12.1)</td>
<td>291 (11.4)</td>
<td>1.616</td>
<td>.20</td>
<td>0.05</td>
<td>0.025</td>
</tr>
</tbody>
</table>

**Patients’ Characteristics Associated With GSA-Online plus Recommendation**

Rehabilitants who were recommended GSA-Online plus were younger (mean 47.67 [SD 9.97] vs mean 50.31 [SD 9.5], \(t_{2559}=2.865, P=.004, d=0.28\) ) and had longer rehabilitation treatments (median 35 days vs median 28 days, \(U=182642.00, P<.001, r=-0.12\) ). Furthermore, they reported longer work disability before inpatient rehabilitation (\(P=.004\) ), and were more often (marginally significant, \(P=.07\) ) considered able to work at discharge than rehabilitants who did not receive a recommendation (Table 2).

Of the 112 rehabilitants with a recommendation for GSA-Online plus, 77% (86/112) gave written informed consent and registered on the Web to participate in GSA-Online plus. From these, 58.1% (50/86) wrote at least 6 (completers) and 41.9% (36/86) less than 6 diary entries (dropouts). Multimedia Appendix 5 shows the distribution of the number of diary entries. Dropouts wrote an average of almost 3 diary entries (mean 1.53, [SD 2.00]), completers wrote 10 diary entries (mean 10.34 [SD 2.00]; \(t_{84}=-21.4, P<.001, d=-4.68\) ). Two-thirds of completers (66.0%) wrote 11 or 12 diary entries.

Completers were older (mean 49.36 [SD 9.04] vs mean 45.14 [SD 10.49], \(t_{84}=1.998, P=.049, d=0.44\) ) and more often female (74.5% vs 50%, \(\chi^2=4.638, P=.003\) ) than dropouts. Further sociodemographic variables revealed no significant differences between completers and dropouts.
Table 2. Sociodemographic characteristics (T1: baseline): comparison of rehabilitants with and without recommendation for GSA-Online plus.

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>With recommendation (n=112), n (%)</th>
<th>Without recommendation (n=2449), n (%)</th>
<th>Total (N=2561), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>45 (40.2)</td>
<td>1067 (43.6)</td>
<td>1112 (43.4)</td>
</tr>
<tr>
<td>Female</td>
<td>67 (59.8)</td>
<td>1382 (56.4)</td>
<td>1449 (56.6)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partnership</td>
<td>60 (53.6)</td>
<td>1525 (62.3)</td>
<td>1585 (61.9)</td>
</tr>
<tr>
<td>No partnership</td>
<td>47 (42.0)</td>
<td>768 (31.4)</td>
<td>815 (31.8)</td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (4.5)</td>
<td>156 (6.4)</td>
<td>161 (6.3)</td>
</tr>
<tr>
<td><strong>Inability to work before inpatient admission</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No inability or not employed</td>
<td>11 (9.8)</td>
<td>347 (14.2)</td>
<td>358 (14.0)</td>
</tr>
<tr>
<td>3 months or less</td>
<td>52 (46.4)</td>
<td>1061 (43.3)</td>
<td>1113 (43.5)</td>
</tr>
<tr>
<td>3 to 6 months</td>
<td>29 (25.9)</td>
<td>370 (15.1)</td>
<td>399 (15.6)</td>
</tr>
<tr>
<td>6 months or more</td>
<td>20 (17.9)</td>
<td>671 (27.4)</td>
<td>691 (27.0)</td>
</tr>
<tr>
<td><strong>Work ability at discharge</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Able to work</td>
<td>67 (59.8)</td>
<td>1203 (49.1)</td>
<td>1270 (49.6)</td>
</tr>
<tr>
<td>Unable to work</td>
<td>44 (39.3)</td>
<td>1196 (48.8)</td>
<td>1240 (48.4)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (0.9)</td>
<td>50 (2.0)</td>
<td>51 (2.0)</td>
</tr>
</tbody>
</table>

\[\chi^2_1=0.501, P=.50, \text{Cramér} V=0.014.\]

\[\chi^2_1=5.713, P=.06, \text{Cramér} V=0.047.\]

\[\chi^2_3=13.295, P=.004, \text{Cramér} V=0.072.\]

\[\chi^2_2=5.20, P=.07, \text{Cramér} V=0.045.\]

**Effectiveness of GSA-Online plus and Participants’ Satisfaction**

In Figure 1 the weekly ratings of work ability and subjective health status are displayed. Missing data were replaced with the last observation carried forward method.

A statistically significant improvement could be observed for the subjective rated work ability assessed with the WAS (\(F_{11,759}=3.808, P<.001\)) but not for the subjective health status assessed with 1 item of the EQ-5D (\(F_{11,759}=3.928, P=.22\)).

Satisfaction with GSA-Online plus was generally high. 43.5% (20/46) were largely and 45.7% (21/46) were very satisfied with GSA-Online plus overall and the level of support was also rated very positive. In total, 47.8% (22/46) were largely and 32.6% (15/46) were very satisfied with the help they got.

As displayed in Multimedia Appendix 6, for the weekly monitoring of satisfaction and rated helpfulness of the therapeutic feedback, a repeated measures analysis of variance was calculated. A statistically significant improvement (Multimedia Appendix 6) could be observed for the satisfaction with the feedback from a Web-based therapist (\(F_{11,756}=2.005, P=.03\)) as well as for the subjectively rated helpfulness (\(F_{11,756}=2.919, P=.001\))—both assessed weekly with 1 item on a Likert scale from 0 to 4. For the purpose of sensitivity analysis, data of participants (N=17) who wrote 12 diary entries were analyzed separately leading to a clear increase of satisfaction and helpfulness (Multimedia Appendix 7).

Table 3 shows secondary outcome measures for regular users of GSA-Online plus (completers). Statistically significant improvements could be observed between discharge from the rehabilitation center and the end of the aftercare program (ie, 3 months after discharge) for subjective work ability as assessed by the WAI (\(P=.02, d=0.41\)), perceived stress assessed with the PSS-4 scale (\(P=.01, d=-0.38\)), functioning assessed with the SDS (\(P=.002, d=-0.60\), and life satisfaction (\(P=.008, d=0.42\). The other symptom scales scores remained stable and did not change between discharge and the follow-up assessment.
Figure 1. Means of the subjective health status and subjective work ability, assessed in the course of the aftercare from T2 to T13. Subjective health status was assessed with the EuroQoL-5D single item “How good or bad is your health status today?” 0=worst imaginable health; 10=best imaginable health. Subjective work ability was assessed with the Work Ability Score “Current ability to work in comparison with the best, ever reached ability to work”: (range 0-10). N=70, missing data replaced with last observation carried forward.
Table 3. Secondary outcome measures of completers of GSA-Online plus at discharge from inpatient medical rehabilitation (T1) and at the end of aftercare (T14).

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>T1^a, mean (SD)</th>
<th>T14^b, mean (SD)</th>
<th>P value^c</th>
<th>Effect size (d)^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prognosis of gainful employment (n=44)</td>
<td>0.909 (1.007)</td>
<td>0.932 (0.998)</td>
<td>.82</td>
<td>0.03</td>
</tr>
<tr>
<td>Work ability (n=44)</td>
<td>25.080 (5.968)</td>
<td>27.125 (7.030)</td>
<td>.02^e</td>
<td>0.41</td>
</tr>
<tr>
<td>Depression (n=46)</td>
<td>9.565 (4.420)</td>
<td>8.870 (4.400)</td>
<td>.17</td>
<td>−0.21</td>
</tr>
<tr>
<td>Anxiety (n=46)</td>
<td>7.348 (4.132)</td>
<td>7.587 (4.203)</td>
<td>.66</td>
<td>0.07</td>
</tr>
<tr>
<td>Somatic symptom (n=45)</td>
<td>11.667 (6.142)</td>
<td>11.733 (5.618)</td>
<td>.90</td>
<td>0.02</td>
</tr>
<tr>
<td>Psychosocial stress (n=46)</td>
<td>7.396 (3.655)</td>
<td>7.913 (3.601)</td>
<td>.26</td>
<td>0.17</td>
</tr>
<tr>
<td>Perceived stress (n=44)</td>
<td>7.955 (1.976)</td>
<td>7.136 (2.339)</td>
<td>.01^f</td>
<td>−0.38</td>
</tr>
<tr>
<td>General functioning (n=44)</td>
<td>22.386 (5.406)</td>
<td>18.318 (7.398)</td>
<td>.002^f</td>
<td>−0.60</td>
</tr>
<tr>
<td>Loneliness (n=44)</td>
<td>7.727 (3.022)</td>
<td>7.144 (3.166)</td>
<td>.46</td>
<td>−0.27</td>
</tr>
<tr>
<td>Social support (n=44)</td>
<td>9.272 (2.386)</td>
<td>9.386 (2.315)</td>
<td>.60</td>
<td>0.08</td>
</tr>
<tr>
<td>Coping (n=43)</td>
<td>14.047 (3.280)</td>
<td>14.907 (3.069)</td>
<td>.09</td>
<td>0.16</td>
</tr>
<tr>
<td>Life satisfaction (n=43)</td>
<td>25.581 (5.261)</td>
<td>26.814 (5.193)</td>
<td>.008^f</td>
<td>0.42</td>
</tr>
</tbody>
</table>

^a Baseline.  
^b End of intervention.  
^c t-test for dependent samples; statistically significant differences are italicized.  
^d d: Cohen d.  
^e Significant at P<.05.  
^f Significant at P<.01.

Of the 46 participants who completed the Web-based questionnaire at measurement T14, the majority (27/46, 58.7%) watched at least one of the educational video clips but also almost half (19/46, 41.3%) had not seen any of the films. The main reasons for not watching any films were that the existence of the films was unknown to the participants (8/19, 42%), participants did not use any other features of GSA-Online plus besides the Web-based diary (5/19, 26%) or reported a lack of time (5/19, 26%). In total, 77% (23/30) of the participants who answered questions about video use assessed the films as a positive contribution to the comprehensibility of GSA-Online plus.

Finally, the willingness of participants to pay for GSA Online Plus was assessed at T14. Participants were asked if they would be willing to pay for GSA-Online plus and how much they would pay if they were required to pay. Of the 46 participants who answered the first question, 37% (17/46) said they were willing to pay for GSA-Online plus and 40 participants reported to pay in average (mean) 174.25 Euro (SD 292.2, Min 0, Max 1500).

Discussion

Principal Findings

Inpatient medical rehabilitation serves to promote work ability and vocational reintegration is a crucial outcome. Although previous Web-based trials have improved coping with work-related stress [23] or showed that Web-based aftercare could successfully maintain effects of inpatient treatment [50], information on implementation processes are missing because previous Web-based interventions have been conducted under study conditions, and participants were usually recruited on the Web. The purpose of the trial was to evaluate the implementation of a Web-based aftercare program (GSA-Online plus) during inpatient medical rehabilitation.

As we had hypothesized, it was feasible to implement the program, and the great majority who received the recommendation (86/112, 77%) actually logged into the program, slightly exceeding our expectations. Among those who started writing blogs, subjective or perceived rated work ability increased over the course of their participation. Satisfaction with Web-based aftercare was generally high. Acceptance was good with 43.5% (20/46) of the participants being largely and 45.7% (21/46) very satisfied with GSA-Online plus overall and the level of support was also rated very positively with 47.8% (22/46) of the participants being largely and 32.6% (15/46) very satisfied with the help they received. Contrary to our hypotheses, subjective health status did not increase significantly. However, there was a significant increase of subjective work ability, general functioning, as well as life satisfaction and a decrease of subjective stress. Especially, work ability and functioning are major issues in rehabilitation; therefore, a stabilization of these factors is a good indicator that our aftercare intervention had a focus on the right topics. Unfortunately, no change was found regarding mental distress for the completers of the intervention with a per protocol analysis. An explanation could be, that mental distress was not so high in this sample, with not only psychiatric but also orthopedic main diagnoses, therefore, an improvement was hard to detect in the relatively small sample we could include in our pre-post analyses.
However, unexpectedly, the referral rate by the physicians of about 4% was substantially lower than all face-to-face aftercare offers and there was also a lot of individual variation among physicians. Recommendations were made more frequently in psychosomatic (5.9% [69/1172]) than orthopedic rehabilitation (3.1% [43/1389]) and more often to younger patients with extended sick leaves and lengthy inpatient stays. This finding coincides with the results of Hennemann et al [51], showing clear preconceptions and barriers regarding Web-based contact among rehabilitation staff, concerning disruption of face-to-face therapeutic alliance and a lack of sufficient data security in Web-based aftercare interventions.

Owing to the low proportion of recommendations, we asked members of the treatment team of the rehabilitation centers in a Web-based survey at the end of the study for their subjective criteria and frequencies of recommendation of GSA-Online plus. Unfortunately, only a few members (N=19) of the treatment team took part in this assessment and the biggest part (8/19, 61.5%) made less than 10 referrals for GSA-Online plus, whereas 23.1% (3/19) referred 11 to 20 and 15.4% (2/19) more than 20 rehabilitants. Members of the treatment team were informed about GSA-Online plus in a one-time on-site training and an informational paper that was accessible to all throughout the study. One explanation for a different referral rate between different team members could well be that especially those who did not attend the training did not make so many recommendations. Data we have on this point at least suggest that there was a trend that referral rate of those who did not attend the training was somehow lower than of those who attended the training. Asked, whether Web-based interventions could be a useful supplement or substitute for regular face-to-face interventions the majority (8/19, 42.1%) answered that they could be a useful supplement but no one rated them as a substitute to usual care.

Our finding is of special interest, because the 121st German congress of physicians has recently lifted the ban on remote treatment [52]. Furthermore, the German statutory pension insurance scheme recently developed requirements for the implementation of tele medical aftercare programs into routine care [53].

Previously, reservations towards occupational e-mental health interventions were also found in patients, especially in the risk groups the interventions were planned for [54]. In spite of the low recommendation rate, the intervention has shown promise in participants. Thus, physicians are in a prime position to provide access to and motivate their patients for sustained participation in these programs. Our findings implicate that 2 steps should be pursued in the future: (1) Awareness about the benefits of Web-based interventions in routine care and their compatibility as an adjunct to face-to-face aftercare are required to promote openness in the treatment team to recommend, and to increase referral rates for innovative interventions. (2) Physicians need to be instructed about their patients’ reservations to sign up for Web-based support and enabled to help their patients initiate and maintain their engagement in suitable Web-based programs.

Limitations
Limitations of our study were that we had no control group to analyze efficacy in a routine care setting and that we did not reach our anticipated sample size, because of the much lower referral rate than expected. It also may be debated if logging in once is a sufficient criterion for participation.

The LOCF method for imputing missing data is not the gold standard but seemed sufficient in this small sample, especially as efficacy only was a secondary research question. Furthermore, the multiple comparisons within our secondary research questions are to be considered as a limitation. After adjustment for multiple testing, only general functioning will remain as a significant improvement after participating in GSA-Online plus.

Unfortunately, we did not ask participants about advantages of Web-based interventions but we asked them about their digital competencies. Two-thirds of the participants rated their knowledge of using digital media (eg, PC, smartphone, and tablet) as mediocre to rather good. Overall, the attitude toward the internet was positive, but one-third also stated that they feel burdened by the constant availability via mobile phone or email. Hence, future implementations should focus more on collaborating with staff and clinicians in rehabilitation clinics to address potential prejudices and barriers to Web-based aftercare. On the patient side, it is important to address advantages and disadvantages of Web-based interventions to improve acceptance for internet- and mobile-based interventions.

Conclusions
Web-based psychological aftercare proved to be effective to reduce treatment gaps after inpatient medical rehabilitation but only for a limited number of rehabilitants. GSA-Online plus has been provided as a Web-based aftercare that offers all inpatient medical rehabilitation patients with occupational exposure, mental comorbidity, and an intentional timely return to work the opportunity to be promoted and assisted with professional reintegration by trained psychologists. Once a recommendation for GSA-Online plus was given from the physician in routine care, it could lead to a significantly higher participant motivation and adherence than in a controlled efficacy study. Outcome criteria on which the Web-based aftercare focuses (ability to function, work ability, general state of health, and life satisfaction) will improve even further in the course of follow-up, compared with the state of health at the end of inpatient rehabilitation. Motivation of rehabilitants and attitudes of the treatment team toward Web-based interventions are essential to improve implementation/recommendation rates. An important question for future research could be how Web-based interventions for rehabilitants with work-related problems could be optimized or supplemented to reach more rehabilitants. As the return to work is a major issue in rehabilitative treatment in Germany, a more practical oriented intervention with a more social work-driven focus could possibly close this gap and continue the multidisciplinary treatment approach that is already one main characteristic of inpatient medical rehabilitation in Germany.

http://www.jmir.org/2019/6/e12285/
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Abstract

Background: Web-based cessation programs are now common for intervening with smokers. However, it remains unclear how acceptable or effective these interventions are among people with affective disorders and symptoms (ADS; eg, depression and anxiety). Research examining this is extremely limited, with mixed results on cessation rates. Additional large studies are needed to more fully understand whether Web-based interventions are similarly used and equally effective among people with and without affective disorder symptomology. If not, more targeted Web-based interventions may be required.

Objective: The goal of the research was to compare Web-based treatment acceptability (defined by satisfaction and use) and 12-month cessation outcomes between smokers with and without ADS.

Methods: Participants (N=2512) were adult smokers enrolled in a randomized, comparative effectiveness trial of two Web-based smoking interventions designed for the general population of smokers. At baseline, participants reported demographic and smoking characteristics and completed measures assessing ADS. Participants were then classified into subgroups based on their self-reported ADS—either into a no ADS group or into six nonmutually exclusive subgroups: depression, posttraumatic stress disorder (PTSD), panic disorder (PD), generalized anxiety disorder (GAD), social anxiety disorder (SAD), and more than one ADS. Surveys at 12 months postrandomization included subjective ratings of treatment acceptability and self-reported smoking cessation. Treatment use (ie, number of log-ins and total duration of exposure) was assessed via automated records.

Results: Relative to the no ADS group, all six ADS subgroups reported significantly greater satisfaction with their assigned Web treatment program, but they spent less time logged in than those with no ADS. For number of log-ins, a treatment arm by ADS group interaction was observed across all ADS subgroups except GAD, suggesting that relative to the no ADS group, they logged in less to one website but not the other. At the 12-month follow-up, abstinence rates in the no ADS group (153/520, 29.42%) were significantly higher than for participants who screened positive for depression (306/1267, 24.15%; P=.03), PTSD (294/1215, 24.19%; P=.03), PD (229/1003, 23.83%; P=.009), and two or more ADS (323/1332, 24.25%; P=.03). Post hoc analyses suggest the lower quit rates may be associated with differences in baseline nicotine dependence and levels of commitment to resist smoking in difficult situations. Website use did not explain the differential abstinence rates.

Conclusions: Despite reporting higher levels of treatment satisfaction, most smokers with ADS used their assigned intervention less often and had lower quit rates than smokers with no ADS at treatment onset. The results support the need for developing more targeted interventions for smokers with ADS.
Introduction

With lifetime prevalence rates ranging from 16.6% to 28.8%, affective disorders such as depression and anxiety are among the most common mental health conditions in the United States [1]. Epidemiological data indicate that individuals with these disorders, as well as those with elevated symptoms of anxiety or depression that do not meet a diagnostic threshold, have significantly higher prevalence rates of smoking and are less likely to successfully quit than those without such conditions or symptoms [2-6]. As a result, smokers with affective disorders and symptoms (ADS) account for disproportionate rates of tobacco-related deaths and diseases [7,8], and ongoing efforts are needed to improve cessation rates among this at-risk group of smokers.

One way to increase rates of cessation among smokers with ADS is to make treatment more accessible. This can be accomplished with interventions that are low-burden, low-cost, and high-reach, including Web-based interventions. Indeed, each year an estimated 12 million smokers look online for help to quit smoking [9]. In the general population of smokers, Web-based interventions demonstrated similar levels of effectiveness as more traditional treatment modalities such as face-to-face and telephone-delivered interventions in a recent meta-analysis [10]. However, there is a paucity of research examining the acceptability and effectiveness of these nontargeted interventions for individuals exhibiting ADS, who may have unique needs not addressed in Web-based interventions designed for the general population. Results from the few Web-based intervention studies reporting smoking cessation outcomes for individuals with ADS have yielded mixed findings with regard to their effectiveness for cessation. Of the two studies that examined anxiety, one demonstrated that individuals with greater levels of anxiety were less likely to quit and more likely to relapse compared with their less anxious counterparts at 4-week follow-up [11], whereas the other did not find a relationship between anxiety and quitting smoking at 3-month follow-up [12]. In addition, neither study examined how anxiety influenced long-term quit rates, both studies had low rates of outcome data retention, and both studies used broad measures of anxiety rather than comparing outcomes among different types of anxiety disorders or symptom categories. Thus, additional research addressing these limitations is needed. With regard to the impact of depression on smoking cessation when using Web-based interventions, two studies have demonstrated that 13-month quit rates were significantly lower among individuals with current depressive symptoms versus those with no depression [13,14]. However, three studies have demonstrated that current depressive symptoms were not associated with smoking cessation at 3 months [12,15] or 12 months [16]. In short, it remains unclear whether standard Web-based smoking interventions (ie, those not targeted for special populations) are less effective for individuals with ADS.

Based on research with other (non-Web) treatment modalities, one might expect that standard Web-based interventions would be less effective for smokers with ADS relative to those who do not have this symptomology [5,17-20] or at least less effective for some types of ADS. For example, because individuals with social anxiety disorder often avoid interactions with others due to fears about being negatively evaluated, socially anxious smokers may respond well to Web-based treatments, as they would provide access to an evidence-based intervention without needing to interact with other smokers or providers directly. On the other hand, smokers with affective disorders associated with various degrees of cognitive impairment (eg, poor concentration), such as depression or posttraumatic stress disorder (PTSD), may not respond as well to self-guided, stand-alone Web-based interventions. Examining such disorder-specific differentiations in smoking outcomes remains unexplored in the literature, but having a greater understanding how specific ADS and comorbid affective symptomology are associated with treatment satisfaction, use, and outcome could enhance future efforts to develop more effective interventions for these.

To best guide these targeted treatment development efforts, it is important to understand how smokers with different ADS respond differentially to Web-based cessation programs relative to smokers without ADS. Thus, the primary goal of this study was to compare treatment acceptability, defined both by self-reported satisfaction and treatment use, and 12-month abstinence rates among smokers with and without symptoms of one or more common affective disorders (depression, social anxiety disorder [SAD], generalized anxiety disorder [GAD], panic disorder [PD], and PTSD). All participants were recruited as part of a prior comparative effectiveness trial of two online interventions, each targeting the general population of smokers and testing two different Web-based interventions [21]. This paper is a secondary analysis of data collected from this randomized controlled trial (RCT). We hypothesized that, regardless of the assigned Web-based treatment program, smokers with ADS at treatment onset would have less satisfaction, lower levels of engagement, and lower cessation rates than smokers with no ADS and aimed to determine if there is evidence of differential outcomes that are disorder-specific.

Methods

Overview

A comprehensive description of study methods can be found in the main outcomes paper [21]. In brief, participants were
2512 of the 2637 adult smokers from all 50 states enrolled in the parent RCT, which compared the effectiveness of two Web-based smoking cessation programs [NCT01812278]. For the purposes of these analyses, the analytic sample was limited to participants who had complete data on at least one screening measure assessing affective disorder symptomology (see below for more details on these measures). To be eligible for the parent trial, participants had to (1) be 18 years of age or older; (2) smoke 5 or more cigarettes per day for the last year; (3) express a desire to quit smoking within 30 days; (4) have access to high-speed internet, including access to email; (5) not be participating in other smoking interventions or treatments; (6) never have used the control intervention, Smokefree.gov; (7) never have participated in one of our previous smoking studies; (8) not have another member in their household participating in the study; (9) express a willingness to be randomized to treatment, complete 3 follow-up surveys, and provide contact information for themselves and two relatives; (10) reside in the United States; and (11) be able to read in English. After completing the informed consent and baseline survey online, participants were randomized to one of two Web-based programs based either on acceptance and commitment therapy (ACT) or standard care (the National Cancer Institute’s Smokefree.gov website). The ACT-based website presented content in a sequential manner through four phases and prompted users to track their smoking each day. The Smokefree.gov website had three main sections and users could navigate through all pages of the website freely with no restrictions on the order in which content had to be viewed. Participants had access to their assigned interventions for 12 months and received up to 4 messages per day for 28 days (via text or email) designed to encourage website use. Outcome surveys were completed at 3, 6, and 12 months postrandomization. The 12-month data retention rate was 88%, and neither treatment arm [21] nor mental health status predicted retention [22]. Further details on the recruitment and retention methods can be found elsewhere [22].

**Measures**

**Baseline Demographics, Smoking, and Smoking-Related Characteristics**

At baseline, participants reported demographic characteristics including age, gender, race and ethnicity, marital status, education, employment status, and sexual orientation. Level of nicotine dependence was assessed using the Fagerström Test for Nicotine Dependence (FTND) [23]. Scores on the FTND range from 0 to 10, with higher scores representing greater nicotine dependence. Participants also completed the Commitment to Quitting Smoking Scale (CQSS) [24] as a measure of their commitment to resist smoking in the face of difficulties, cravings, and negative affect; scores on the CQSS range from 1 to 5, with higher scores representing greater commitment to resist smoking. Smoking-specific experiential avoidance, or the tendency to smoke cigarettes in order avoid the experience of cigarette cravings, was measured with the physical sensations subscale [25] of the Avoidance and Inflexibility Scale (AIS) (adapted from Gifford et al [26]), which yields scores ranging from 1 to 5, with lower scores representing a greater avoidance of physical sensations that cue smoking. Participants were also asked to report on their use of e-cigarettes.

**Symptoms of Depression and Anxiety Disorders**

To assess for elevated levels depression and anxiety, participants completed validated self-report screening instruments for five common affective disorders. Symptoms of depression were assessed with the Center for Epidemiologic Studies Depression scale using the recommended score of ≥16 to indicate elevated symptoms [27]. Elevated symptoms of PTSD were indicated by the recommended score of ≥14 on the 6-item PTSD Checklist [28]. The Autonomic Nervous System Questionnaire was used to assess symptoms of PD; elevated PD symptoms were indicated if participants reported having ≥1 panic attacks within the past month with at least one occurring in a situation in which they were not in danger or the center of attention [29]. A score of ≥10 on the 7-Item Generalized Anxiety Disorder scale [30] indicated elevated symptoms of GAD. Finally, a score of ≥6 the Mini-Social Phobia Inventory [31] indicated elevated symptoms of SAD.

Smokers who screened positive for one or more affective disorders were classified into six nonmutually exclusive subgroups based on their baseline affective disorder symptomology: depression, PTSD, PD, GAD, SAD, and more than one affective disorder. Thus, these participants could be classified into more than one ADS subgroup. Participants who did not screen positive for any affective disorder listed above were categorized as not having elevated symptoms of any affective disorder (No AD).

**Treatment Acceptability: Satisfaction and Use**

As a subjective measure of treatment acceptability, participants answered three treatment satisfaction questions at the 3-month follow-up survey (eg, How useful did you find your assigned website?). Response options ranged from 1 (not at all) to 5 (very much), with a score ≥2 (ie, somewhat or more) indicating participant satisfaction. Additionally, website engagement over the 12-month period was calculated from data automatically logged by the secured server as indices of two objective measures of treatment acceptability—number of log-ins (primary use outcome) and total minutes spent on the website (secondary use outcome). We qualified user activity occurring more than 15 minutes after the last instance of activity as a new log-in.

**Cessation Outcomes**

Consistent with primary cessation outcomes reported in the parent trial, the primary cessation outcome for this study was self-reported 30-day point prevalence abstinence (PPA) (no smoking, not even a puff in the last 30 days) at 12 months postrandomization analyzed using a complete case methodology. The secondary cessation outcome also used 30-day PPA but with missing values imputed as smoking. Biochemical confirmation was not used in accordance with recommendations for assessing smoking status in large, population-based cessation trials in which there is no face-to-face contact and the demand characteristics for false reporting are minimal [32].
Statistical Analysis

For descriptive purposes, baseline characteristic variables of participants with ADS (each diagnostic group considered separately) were examined and compared against the no AD group using chi-square tests for categorical variables and t tests for continuous variables. Logistic regression models were used to evaluate differences in treatment satisfaction and cessation outcomes between each diagnostic group and the no AD group. Negative binomial models were used to evaluate differences in website use between groups. Models included variables used in stratified randomization for the main trial (ie, gender, education, and smoking more than 20 cigarettes per day), treatment arm, and treatment arm by diagnostic group interactions were considered. Nonsignificant interaction terms were dropped from final models. Analyses were completed using R version 3.4.2 (The R Foundation) and R package MASS [33], and all statistical tests were two-sided with alpha=.05.

Results

Participant Symptomology

Of the 2512 participants who provided sufficient data on the screening measures to establish whether the screen was positive or negative, the majority (1938/2512, 77.15%) screened positive for at least one affective disorder at baseline. Of those, the majority screened positive for depression (1470/1938, 75.85%), followed by PTSD (1383/1938, 71.36%), PD (1145/1938, 59.08%), GAD (903/1938, 46.59%), and SAD (797/1938, 41.25%). Additionally, as can be seen in Table 1, most of these participants screened positive for more than one affective disorder. Overall, 15.18% (351/2339) screened positive for four, and 14.92% (349/2339) screened positive for five affective disorders. Overall, 15.18% (351/2339) screened positive for four, and 14.92% (349/2339) screened positive for five affective disorders.

Baseline Characteristics

The baseline characteristics of all groups can be found in Table 1. Participants with ADS differed from those without ADS in a number of ways on demographic and smoking variables. Compared to smokers without ADS, all ADS subgroups were significantly younger, less educated, and more likely to identify as a sexual minority (ie, lesbian, gay, or bisexual). Some groups (GAD, SAD) comprised a greater proportion of women, and all ADS subgroups except the PD subgroup were less likely to be married. No differences were found between groups regarding race or ethnicity. Relative to the group without ADS, all ADS subgroups had significantly greater levels of nicotinedependence (all P < .001), avoidance of physical sensations that cue smoking (eg, urges) (all P < .001), and lower commitment to quitting scores (all P < .001).

Table 1. Frequency and proportion of participants screening positive for multiple affective disorders.

<table>
<thead>
<tr>
<th>ADS subgroups</th>
<th>Depression (n=1470), n/N (%)</th>
<th>PTSD (n=1383), n/N (%)</th>
<th>PD (n=1145), n/N (%)</th>
<th>GAD (n=903), n/N (%)</th>
<th>SAD (n=797), n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>—</td>
<td>1152/1378 (83.59)</td>
<td>854/1143 (74.72)</td>
<td>836/900 (92.89)</td>
<td>697/795 (87.67)</td>
</tr>
<tr>
<td>PTSD</td>
<td>1152/1450 (79.45)</td>
<td>—</td>
<td>836/1144 (73.08)</td>
<td>796/900 (88.44)</td>
<td>664/796 (82.42)</td>
</tr>
<tr>
<td>PD</td>
<td>854/1343 (63.59)</td>
<td>836/1285 (65.05)</td>
<td>—</td>
<td>597/847 (70.48)</td>
<td>479/733 (65.35)</td>
</tr>
<tr>
<td>GAD</td>
<td>836/1364 (61.29)</td>
<td>796/1375 (57.89)</td>
<td>597/1139 (52.14)</td>
<td>—</td>
<td>506/796 (63.57)</td>
</tr>
<tr>
<td>SAD</td>
<td>697/1468 (47.48)</td>
<td>664/1382 (48.05)</td>
<td>479/1145 (41.83)</td>
<td>506/902 (56.10)</td>
<td>—</td>
</tr>
</tbody>
</table>

aPTSD: posttraumatic stress disorder.
bPD: panic disorder.
cGAD: generalized anxiety disorder.
dSAD: social anxiety disorder.

Treatment Acceptability

As can be seen in Table 3, some differences emerged regarding subjective treatment acceptability ratings and objective website use data between those with and without ADS. Contrary to our predictions, relative to those who did not screen positive for any affective disorder, all ADS subgroups reported significantly greater satisfaction with their assigned website. Although differences in ratings of the other two indices of treatment acceptability (ie, usefulness of assigned website, whether or not they would recommend the website to a friend) were not significantly different, they were in the same direction such that those with ADS reported greater acceptability. No treatment by symptom group interaction was significant.

With regard to objective website use data, our hypotheses were partially supported. Relative to the no ADS group, the GAD group logged in to their assigned website significantly fewer times (P < .001). For all other symptom groups, there were significant treatment by symptom group interactions such that each ADS group logged in to the Smokefree.gov website significantly fewer times than the no ADS group. No significant differences in number of log-ins between groups were found in the ACT-based arm. All symptom subgroups spent significantly less time logged in to their assigned website compared with the no ADS group, and no treatment by symptom group interaction was significant.
Table 2. Baseline characteristics by affective disorder symptomology group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Comparison group (no ADS\textsuperscript{a}, n=574)</th>
<th>Affective disorder symptomology subgroup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depression (n=1470)</td>
<td>PTSD\textsuperscript{b} (n=1383)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>49.1 (13.0)</td>
<td>44.5 (13.5)\textsuperscript{g}</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>441 (76.8)</td>
<td>1181 (80.34)</td>
</tr>
<tr>
<td>Caucasian, n (%)</td>
<td>413 (71.9)</td>
<td>1051 (71.49)</td>
</tr>
<tr>
<td>Hispanic, n (%)</td>
<td>43 (7.5)</td>
<td>134 (9.12)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>232 (40.4)</td>
<td>494 (33.61)\textsuperscript{h}</td>
</tr>
<tr>
<td>≤ HS\textsuperscript{j} education, n (%)</td>
<td>121 (21.1)</td>
<td>454 (30.88)\textsuperscript{d}</td>
</tr>
<tr>
<td>LGB\textsuperscript{k}, n (%)</td>
<td>40 (6.9)</td>
<td>168 (11.43)\textsuperscript{h}</td>
</tr>
<tr>
<td>Smoking variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FTND\textsuperscript{l}, mean (SD)</td>
<td>5.4 (2.3)</td>
<td>5.8 (2.1)\textsuperscript{g}</td>
</tr>
<tr>
<td>&gt;20 cpd\textsuperscript{m}, n (%)</td>
<td>174 (30.3)</td>
<td>520 (35.37)\textsuperscript{j}</td>
</tr>
<tr>
<td>Past month e-cigarette use, n (%)</td>
<td>179 (31.2)</td>
<td>532 (36.19)\textsuperscript{j}</td>
</tr>
<tr>
<td>CQSS\textsuperscript{n}, mean (SD)</td>
<td>4.2 (0.7)</td>
<td>3.9 (0.8)\textsuperscript{g}</td>
</tr>
<tr>
<td>AIS-sensations\textsuperscript{o}, mean (SD)</td>
<td>3.1 (0.5)</td>
<td>2.9 (0.5)\textsuperscript{g}</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ADS: affective disorders and symptoms.
\textsuperscript{b}PTSD: posttraumatic stress disorder.
\textsuperscript{c}PD: panic disorder.
\textsuperscript{d}GAD: generalized anxiety disorder.
\textsuperscript{e}SAD: social anxiety disorder.
\textsuperscript{f}2+ ADS: screened positive for 2 or more affective disorders.
\textsuperscript{g}P<.001.
\textsuperscript{h}P<.01.
\textsuperscript{i}P<.05.
\textsuperscript{j}HS: high school.
\textsuperscript{k}LGB: identify as lesbian, gay, or bisexual.
\textsuperscript{l}FTND: Fagerström Test for Nicotine Dependence.
\textsuperscript{m}cpd: cigarettes per day.
\textsuperscript{n}CQSS: Commitment to Quitting Smoking Scale.
\textsuperscript{o}AIS-sensations: Avoidance and Inflexibility Scale–sensations subscale.
Table 3. Treatment acceptability (subjective and objective indices) by affective disorders and symptoms group.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Comparison group (no ADS(^{a}))</th>
<th>Affective disorder symptomology subgroup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Depression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTSD(^{b})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PD(^{b})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GAD(^{d})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SAD(^{e})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2+ ADS(^{f})</td>
</tr>
<tr>
<td>Subjective, n/N (%)</td>
<td>359/473</td>
<td>938/1123</td>
</tr>
<tr>
<td></td>
<td>(75.89)</td>
<td>(83.53)(^{g})</td>
</tr>
<tr>
<td>Satisfied with website</td>
<td></td>
<td>910/1090</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(83.48)(^{h})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>734/891</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(82.38)(^{i})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>598/699</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(85.55)(^{j})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>540/640</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(84.38)(^{k})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>991/1184</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(83.69)(^{l})</td>
</tr>
<tr>
<td>Website useful for quitting</td>
<td>334/483</td>
<td>835/1162</td>
</tr>
<tr>
<td></td>
<td>(69.15)</td>
<td>(71.86)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(73.62)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(72.33)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(73.81)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(74.46)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(73.05)</td>
</tr>
<tr>
<td>Would recommend website to friend</td>
<td>369/409</td>
<td>957/1021</td>
</tr>
<tr>
<td></td>
<td>(90.22)</td>
<td>(93.73)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(93.31)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(93.06)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(94.67)(^{b})</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(93.39)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(93.42)</td>
</tr>
<tr>
<td>Objective</td>
<td></td>
<td>7.9 (19.9)</td>
</tr>
<tr>
<td>Number of log-ins, mean (SD)</td>
<td></td>
<td>_</td>
</tr>
<tr>
<td>ACT(^{k}) website</td>
<td></td>
<td>9.3 (21.7)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td></td>
<td>8.6 (31.2)</td>
</tr>
<tr>
<td>n</td>
<td>270</td>
<td>733</td>
</tr>
<tr>
<td>Smokingfree.gov</td>
<td>6.7 (18.1)</td>
<td>4.6 (6.5)(^{j})</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td></td>
<td>4.5 (6.2)(^{j})</td>
</tr>
<tr>
<td>n</td>
<td>304</td>
<td>737</td>
</tr>
<tr>
<td>Total minutes</td>
<td>35.4 (107.5)</td>
<td>29.2 (84.1)(^{j})</td>
</tr>
</tbody>
</table>

\(^{a}\)ADS: affective disorders and symptoms.
\(^{b}\)PTSD: posttraumatic stress disorder.
\(^{c}\)PD: panic disorder.
\(^{d}\)GAD: generalized anxiety disorder.
\(^{e}\)SAD: social anxiety disorder.
\(^{f}\)2+ ADS: screened positive for 2 or more affective disorders.
\(^{g}\)P <.01.
\(^{h}\)P <.05.
\(^{i}\)P <.001.
\(^{j}\)Indicates significant treatment by subgroup interaction; results for these groups are separated by treatment arm in subsequent rows.
\(^{k}\)ACT: acceptance and commitment therapy.
\(^{l}\)Indicates no significant treatment by subgroup interaction.

### Cessation Outcomes

Cessation rates for each ADS group are shown in Table 4. The 12-month complete-case quit rate among participants without ADS was descriptively higher than all other groups (153/520, 29.4%). The quit rate was statistically lower for some but not all ADS subgroups. Specifically, participants in the depression (306/1267, 24.15%; odds ratio [OR] 0.78, 95% CI 0.62-0.98; \(P=.03\)), PTSD (294/1215, 24.19%; OR 0.78, 95% CI 0.62-0.98; \(P=.03\)), PD (229/1003, 22.83%; OR 0.73, 95% CI 0.57-0.92; \(P=.009\)), and two or more ADS (323/1332, 24.25%; OR 0.78, 95% CI 0.62-0.98; \(P=.03\)) groups exhibited statistically lower quit rates of 20% to 25% relative magnitude than the no ADS group; those who screened positive for GAD (195/792, 24.6%; \(P=.08\)) and SAD (176/696, 25.3%; \(P=.13\)) did not. None of the treatment arm by symptom group interactions were significant. Models examining the secondary cessation outcome where missing values were imputed as smoking resulted in a similar pattern of results, with the exception that the difference for the GAD subgroup became significant.
Table 4. Logistic regressions comparing 12-month cessation outcomes by affective disorders and symptoms group.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>30-day PPA(^a), n/N (%)</th>
<th>Models controlling for trial stratification variables(^b) and treatment arm OR(^c) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Complete case analyses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No ADS(^d)</td>
<td>153/520 (29.42)</td>
<td>reference group</td>
<td>reference group</td>
</tr>
<tr>
<td>Depression</td>
<td>306/1267 (24.15)</td>
<td>0.78 (0.62-0.98)</td>
<td>.03</td>
</tr>
<tr>
<td>PTSD(^e)</td>
<td>294/1215 (24.19)</td>
<td>0.78 (0.62-0.98)</td>
<td>.03</td>
</tr>
<tr>
<td>PD(^f)</td>
<td>229/1003 (22.83)</td>
<td>0.73 (0.57-0.92)</td>
<td>.009</td>
</tr>
<tr>
<td>GAD(^g)</td>
<td>195/792 (24.62)</td>
<td>0.80 (0.62-1.03)</td>
<td>.08</td>
</tr>
<tr>
<td>SAD(^h)</td>
<td>176/696 (25.29)</td>
<td>0.82 (0.63-1.06)</td>
<td>.13</td>
</tr>
<tr>
<td>2+ ADS(^i)</td>
<td>323/1332 (24.25)</td>
<td>0.78 (0.62-0.98)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Missing=smoking analyses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No ADS</td>
<td>153/574 (26.55)</td>
<td>reference group</td>
<td>reference group</td>
</tr>
<tr>
<td>Depression</td>
<td>306/1470 (20.82)</td>
<td>0.74 (0.59-0.93)</td>
<td>.009</td>
</tr>
<tr>
<td>PTSD</td>
<td>294/1383 (21.26)</td>
<td>0.76 (0.60-0.95)</td>
<td>.02</td>
</tr>
<tr>
<td>PD</td>
<td>229/1145 (20.00)</td>
<td>0.70 (0.56-0.89)</td>
<td>.004</td>
</tr>
<tr>
<td>GAD</td>
<td>195/903 (21.59)</td>
<td>0.77 (0.60-0.99)</td>
<td>.04</td>
</tr>
<tr>
<td>SAD</td>
<td>176/797 (22.08)</td>
<td>0.79 (0.61-1.01)</td>
<td>.06</td>
</tr>
<tr>
<td>2+ ADS</td>
<td>323/1529 (21.12)</td>
<td>0.75 (0.60-0.94)</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^a\)PPA: point prevalence abstinence; no smoking, not even a puff in the last 30 days.

\(^b\)Treatment stratification variables were gender, high school or less education, and smoking >20 cigarettes per day.

\(^c\)OR: odds ratio.

\(^d\)ADS: affective disorders and symptoms.

\(^e\)PTSD: posttraumatic stress disorder.

\(^f\)PD: panic disorder.

\(^g\)GAD: generalized anxiety disorder.

\(^h\)SAD: social anxiety disorder.

\(^i\)2+ ADS: screened positive for 2 or more affective disorders.

**Post Hoc Analyses**

To develop a better understanding of the factors contributing to lower quit rates among the symptom subgroups who were less likely to quit, post hoc analyses examined (1) whether each ADS group uniquely predicts abstinence after including baseline variables that differed between groups and were associated with cessation in the models and (2) whether website use (ie, log-ins, total time spent on website) mediated the relationship between ADS subgroup and abstinence.

As shown in Table 5, after adding the additional baseline variables to logistic regression models for each ADS subgroup, only screening positive for PD remained significantly negatively associated with cessation after controlling for baseline levels of nicotine dependence and commitment to quitting (OR 0.78, 95% CI 0.61-0.99; \(P=.04\)) in the analyses in which missing values were imputed as smoking. All other differences became nonsignificant and may represent variables that are part of a causal pathway between affective disorders and difficulty quitting. Mediation models tested the hypothesis that website use might indirectly explain the relationship between depression, PTSD, PD, and 2+ ADS subgroups (versus the no ADS group) and the primary cessation outcome [34]. However, none of the estimated indirect effects were significant, suggesting that fewer log-ins and less time spent on the websites did not help explain the observed lower quit rates for these ADS subgroups in this study (data not shown).
Table 5. Post hoc logistic regression analyses including additional covariates.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Models controlling for trial potential confounding variables</th>
<th>ORa (95% CI)</th>
<th>P value</th>
<th>Additional covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Complete case analyses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No ADSb</td>
<td>reference group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>0.90 (0.71-1.13)</td>
<td>.36</td>
<td></td>
<td>FTNDc, CQSSd</td>
</tr>
<tr>
<td>PTSDe</td>
<td>0.90 (0.71-1.14)</td>
<td>.39</td>
<td></td>
<td>FTND, CQSS</td>
</tr>
<tr>
<td>PDf</td>
<td>0.81 (0.63-1.03)</td>
<td>.09</td>
<td></td>
<td>FTND, CQSS</td>
</tr>
<tr>
<td>2+ ADSg</td>
<td>0.87 (0.69-1.10)</td>
<td>.26</td>
<td></td>
<td>FTND, CQSS</td>
</tr>
<tr>
<td><strong>Missing=smoking analyses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No ADS</td>
<td>reference group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>0.84 (0.67-1.06)</td>
<td>.15</td>
<td></td>
<td>FTND, CQSS</td>
</tr>
<tr>
<td>PTSD</td>
<td>0.87 (0.69-1.10)</td>
<td>.24</td>
<td></td>
<td>FTND, CQSS</td>
</tr>
<tr>
<td>PD</td>
<td>0.78 (0.61-0.99)</td>
<td>.04</td>
<td></td>
<td>FTND, CQSS</td>
</tr>
<tr>
<td>2+ ADS</td>
<td>0.86 (0.67-1.11)</td>
<td>.24</td>
<td></td>
<td>CQSS</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bADS: affective disorders and symptoms.
cFTND: Fagerström Test for Nicotine Dependence.
dCQSS: Commitment to Quitting Smoking Scale.
ePTSD: posttraumatic stress disorder.
fPD: panic disorder.
g2+ ADS: screened positive for 2 or more affective disorders.

**Discussion**

**Principal Findings**

To inform future treatment development efforts for smokers with ADS, we conducted the first study comparing treatment acceptability and long-term smoking cessation outcomes between smokers who screened positive for five common affective disorders (depression, PTSD, PD, GAD, SAD, as well as those who screened positive for ≥2 diagnostic categories). All ADS subgroups differed from the no ADS group (those who did not screen positive for any affective disorder) on most demographic and smoking characteristics assessed at baseline, similar to other reports [19,35,36].

All ADS subgroups had higher subjective acceptability ratings of their assigned website compared with the no ADS group. It may be that, relative to smokers without affective disorder symptomology, smokers with ADS see greater potential for Web-based smoking interventions or find the Web-based format particularly helpful and convenient, leading to greater subjective acceptability among those groups. Although unanticipated, this finding is important and demonstrates that smokers who screen positive for affective disorders are open to this treatment modality and find them helpful. However, the higher subjective ratings did not translate into greater use of the websites as one might expect. Although most ADS subgroups logged in significantly less to the Smokefree.gov website (with no differential log-in rates for the ACT-based website) relative to the no ADS group, all ADS subgroups spent significantly less time on both websites overall, which is on par with our hypotheses. The differential log-in rates for the websites across groups may mean that smokers with ADS engage more with Web-based cessation programs (ie, find them more acceptable) when they are grounded in ACT, presented in a stepwise fashion, or when they have features that prompt tracking.

Reasons for the discrepancy in the findings between the subjective and objective indices of acceptability are unclear. On the one hand, it may be that the cognitive and affective symptoms experienced by smokers with ADS impede them from using the websites as much as individuals without ADS. Alternatively, given that the websites in the parent trial were designed for the general population of smokers, it may also be that smokers with ADS found them less personally relevant, which could have contributed to them having lower levels of engagement [37-40].

The quit rates at 12-month follow-up for all symptom subgroups were promising (20% to 25%). However, in the primary analyses most symptom subgroups (those screening positive for depression, PTSD, PD, or ≥2 affective disorders) had significantly lower quit rates (23% to 24%) relative to the no ADS group (29%). Thus, there is some evidence of the possibility of differential outcomes being disorder-specific. However, all subgroups had descriptively lower quit rates than the no ADS group, suggesting that there is room to improve quit rates for all symptom subgroups and doing so would likely be significant at the population level considering the large proportion of smokers who screen positive for ADS.

https://www.jmir.org/2019/6/e13500/
Results from post hoc analyses suggest that the lower cessation rates among most groups may be influenced in part by their having greater levels of nicotine dependence and lower commitment to resist smoking in difficult situations at baseline. While greater levels of nicotine dependence among individuals with ADS is a robust finding in the literature [6,19,41], this is the first study to our knowledge demonstrating that these individuals also have significantly lower levels of commitment to resist smoking during difficult situations, which may be an important target to include in smoking interventions designed for these groups. However, unlike in previous studies of Web-based smoking interventions where greater use was associated with better cessation outcomes [42-45], the lower rates of cessation in the affective disorder subgroups were not mediated by website use. It may be that higher engagement only mediates cessation when the intervention adequately addresses the needs of the users. If the intervention does not address the user’s needs or is not perceived as relevant to the user, it follows that the user wouldn’t be as engaged and that engagement, per se, wouldn’t mediate cessation. Taken together, this suggests that increasing use alone among these groups may not be sufficient for improving cessation outcomes and that targeted interventions should also focus on addressing the unique, modifiable needs of smokers with affective conditions (eg, commitment to resist smoking in difficult situations) as a means of improving outcomes of these groups. Moreover, differences in nonmodifiable factors (eg, demographics) between these groups should also be considered when developing targeted interventions to increase their relevance for these groups. Future research is needed to determine if targeted Web-based interventions are associated with improved outcomes for these groups and if engagement mediates cessation outcomes in these cases.

Strengths and Limitations
There are numerous strengths to this study including a large, geographically diverse sample of adult smokers living in the United States, the use of validated self-report instruments to assess mental health conditions, and assessing long-term cessation outcomes at 12-months with a high rate of outcome data retention. Despite these strengths, the limitations of this study should be considered when interpreting the results. The primary limitation is the exploratory nature of the study as secondary analyses embedded in a larger clinical trial [21]; thus, our conclusions should be considered preliminary. A second limitation to the study is the use of self-report screening instruments to assess ADS. Individuals who screened positive for affective disorders may not all have the disorders they screened positive for and instead have elevated, subthreshold symptoms of the disorders. In line with previous research indicating that even individuals with subthreshold symptoms of affective disorders are at risk for continued smoking [3,46] and that screening instruments for affective disorders can be used to predict cessation [2], this study highlights that the screening instruments used in this study can be useful in identifying smokers who are less likely to quit even without a formal diagnostic assessment. Finally, we did not biochemically verify self-reported smoking abstinence at the 12-month follow-up. However, biochemical validation of abstinence is considered unnecessary for population-level intervention studies that otherwise have no face-to-face contact with participants because requiring this can bias study results [32].

Conclusions
This is the first study to compare treatment acceptability and long-term quit rates in response to Web-based smoking interventions between smokers who do versus do not screen positive for five common affective disorders. Findings suggest that while Web-based interventions are appealing to these groups, most individuals with ADS used their assigned website less and were less likely to quit smoking than their counterparts in response to the two interventions, each designed for the general population of smokers. Overall, these results support the need for developing targeted interventions for smokers with affective disorders and elevated affective symptomology.
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Abstract

**Background:** Maintaining physical activity and physical function is important for healthy aging. We recently completed a randomized controlled trial of a targeted knowledge translation (KT) intervention delivered through the McMaster Optimal Aging Portal with the goal to increase physical activity and physical mobility in middle-aged and older adults, with results reported elsewhere.

**Objective:** The purpose of this process evaluation study is to explore which KT strategies were used by both intervention and control group participants, as well as the intervention groups’ engagement, satisfaction, and perceived usefulness of the targeted KT intervention.

**Methods:** Data on engagement with the intervention materials were gathered quantitatively through Google Analytics and Hootsuite throughout the intervention. Qualitative data were collected through a combination of open-ended surveys and qualitative interviews with a subset of participants at the end of the study to further understand engagement, satisfaction, and usefulness of the KT strategies.

**Results:** Throughout the intervention period, engagement with content delivered through weekly emails was highest, and participants rated email content most favorably in both surveys and interviews. Participants were generally satisfied with the intervention, noting the ease of participating and the distillation of information in an easy-to-access format being beneficial features. Participants who did not find the intervention useful were those with already high levels of baseline physical activity or physical function and those who were looking for more specific or individualized content.

**Conclusions:** This process evaluation provides insight into our randomized controlled trial findings and provides information that can be used to improve future online KT interventions.

**Trial Registration:** ClinicalTrials.gov NCT02947230; https://clinicaltrials.gov/ct2/show/nct02947230 (Archived by WebCite at http://www.webcitation.org/78t4tR8tM)

**KEYWORDS**

process evaluation; physical activity; health information; mobility; older adults; knowledge translation
Introduction

Maintaining physical mobility is important for healthy aging and maintaining functional independence [1]. Regular physical activity has been shown to slow the age-related decline in physical mobility [2] and is associated with decreased risk of mobility disability and mortality [3,4]. Participation in regular physical activity has been shown to have a number of positive effects on functional, metabolic, cardiovascular, and cognitive outcomes, as well as improvements in quality of life [2]. Given these beneficial effects of exercise, effective knowledge translation (KT) interventions that disseminate information to middle-aged and older adults on strategies that promote physical mobility are warranted.

Population-based survey data from Canada suggest that older adults do use the Internet to seek out health information [5]. One potential benefit of health resources disseminated online is the potential for a wide reach to a diverse audience. However, it may be difficult for members of the public to adequately identify trustworthy online resources [6]. In response to this problem, the McMaster Optimal Aging Portal (the Portal) was created in 2014 to serve as a publicly available repository of high-quality, evidence-based information about healthy aging [7,8]. User characteristics [9] and usability [10,11] of the Portal have been previously reported. While it is clear that people are using the Portal, questions remain as to whether use of the Portal has any impact on knowledge, health behaviors, or health outcomes.

Recent systematic reviews suggest that electronic behavior change interventions may have positive effects on physical activity and other health outcomes [12,13]. A review of information technology-based interventions on patient engagement and behavior change found that while IT platform-based interventions had positive effects on health outcomes, there are few published reports of process data on engagement and usability within the interventions [12].

Our team recently completed a randomized controlled trial of a targeted KT intervention through the Portal, aimed at improving physical activity and physical mobility in middle-aged and older adults (to be published elsewhere, currently under review). In line with previously published recommendations on process evaluations alongside randomized controlled trials [14], the purpose of this process evaluation was to explore participants’ engagement, satisfaction, and perceived usefulness of the tailored KT intervention and the Portal in general. This provided a more in-depth understanding of our quantitative trial findings.

Methods

Trial Description

A full description of methods and results for this randomized controlled trial will be reported elsewhere. The Hamilton Integrated Research Ethics Board approved the study protocol, and all participants provided written informed consent. In brief, 510 participants—primarily female (430/510, 84.3%); mean age 64.7 years (SD 8.3; see Table 1)—were recruited online and randomized to a targeted KT intervention or self-control group. Approximately one-third were regular users of the Portal before the study, while one-third had never heard of the Portal before. Questionnaires were completed using an online survey platform at baseline (ie, prior to randomization), at the end of the 12-week study, and at 3-months postintervention. While there were no differences at the end-of-study or follow-up time points between groups for physical activity or self-monitoring, the intervention group did report more positive intentions to engage in mobility-related health behaviors and more favorable attitudes toward physical activity than the control group. In planned subgroup analyses to explore the effect of the intervention by participant characteristics, there was a significant intervention effect found among participants with low self-rated health.

Intervention Description

During the intervention period, those in the intervention group received a targeted intervention consisting of the following:

1. Mobility-focused weekly emails, which included links to blog posts (ie, short articles providing recent scientific evidence in a narrative format), evidence summaries (ie, 1-2-page documents describing findings from a systematic review in lay language), and Web-resource ratings (ie, evaluations to assess quality of existing third-party websites) on a weekly topic related to physical activity and/or mobility.

2. Social media posts via Twitter and Facebook, using the study-specific hashtag #Move4Age to highlight relevant information related to physical activity or mobility. Participants were initially invited to follow social media feeds at the beginning of the intervention and were reminded throughout the intervention period via email.

3. Invitation to visit the Mobility and Physical Functioning page on the Portal.

As the Portal is a publicly available website, control group participants were able to access the Portal during the intervention period, including the Portal’s general weekly email alert subscription service; thus, our study did not include a true control group. The control group participants did not receive the targeted KT strategies, as described above.

The targeted KT intervention was informed by the theory of planned behavior [15]. The theory of planned behavior suggests that intention to engage in a particular behavior is an immediate precursor of the behavior, and that intention is based on attitude toward the behavior, subjective norms, and perceived behavior control. Through this intervention, we aimed to modify individuals’ attitudinal beliefs through the provision of high-quality, evidence-based information about increasing physical activity and improving mobility and physical function. The educational materials provided were targeted at middle-aged and older adults and included actionable messages within the content, specifically within the blog posts [16], to act on normative and control beliefs (see Figure 1).
Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=510)</th>
<th>Intervention (n=256)</th>
<th>Control (n=254)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.7 (8.3)</td>
<td>64.7 (8.5)</td>
<td>64.6 (8.2)</td>
<td>.94</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Male</td>
<td>80 (15.7)</td>
<td>38 (14.8)</td>
<td>42 (16.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>430 (84.3)</td>
<td>218 (85.2)</td>
<td>212 (83.5)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>High school diploma or less</td>
<td>36 (7.1)</td>
<td>18 (7.0)</td>
<td>18 (7.1)</td>
<td></td>
</tr>
<tr>
<td>College diploma</td>
<td>111 (22.0)</td>
<td>58 (23.1)</td>
<td>53 (20.9)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>217 (43.1)</td>
<td>104 (41.4)</td>
<td>113 (44.7)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>140 (27.8)</td>
<td>71 (28.3)</td>
<td>69 (27.3)</td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Retired</td>
<td>304 (59.7)</td>
<td>157 (61.6)</td>
<td>147 (57.9)</td>
<td></td>
</tr>
<tr>
<td>Full-time employment</td>
<td>121 (23.8)</td>
<td>60 (23.5)</td>
<td>61 (24.0)</td>
<td></td>
</tr>
<tr>
<td>Part-time employment</td>
<td>65 (12.8)</td>
<td>28 (11.0)</td>
<td>37 (14.6)</td>
<td></td>
</tr>
<tr>
<td>Long-term disability</td>
<td>6 (1.2)</td>
<td>1 (0.4)</td>
<td>5 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>13 (2.6)</td>
<td>9 (3.5)</td>
<td>4 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Geography, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Urban</td>
<td>422 (82.7)</td>
<td>209 (81.6)</td>
<td>213 (83.9)</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>74 (14.5)</td>
<td>41 (16.0)</td>
<td>33 (13.0)</td>
<td></td>
</tr>
<tr>
<td>Not reported</td>
<td>14 (2.7)</td>
<td>6 (2.3)</td>
<td>8 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Self-rated health: Excellent or Very Good, n (%)</td>
<td>303 (59.4)</td>
<td>144 (56.3)</td>
<td>159 (62.6)</td>
<td>.07</td>
</tr>
<tr>
<td>Chronic disease, n (%)</td>
<td>283 (55.7)</td>
<td>141 (55.3)</td>
<td>142 (56.1)</td>
<td>.92</td>
</tr>
<tr>
<td>Falls</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Had a fall in the last 6 months, n (%)</td>
<td>103 (20.2)</td>
<td>41 (16.0)</td>
<td>62 (24.4)</td>
<td>.02</td>
</tr>
<tr>
<td>Number of falls, mean (SD)</td>
<td>1.6 (1.2)</td>
<td>1.4 (0.9)</td>
<td>1.7 (1.3)</td>
<td>.19</td>
</tr>
<tr>
<td>Visited a health care provider because of a fall, n (%)</td>
<td>35 (33.3)</td>
<td>15 (36.6)</td>
<td>20 (31.2)</td>
<td>.72</td>
</tr>
<tr>
<td>Previous Portala use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Never used</td>
<td>172 (33.8)</td>
<td>87 (34.0)</td>
<td>85 (33.6)</td>
<td></td>
</tr>
<tr>
<td>Regular user</td>
<td>153 (30.1)</td>
<td>76 (29.7)</td>
<td>77 (30.4)</td>
<td></td>
</tr>
<tr>
<td>Used occasionally</td>
<td>184 (36.1)</td>
<td>93 (36.3)</td>
<td>91 (36.0)</td>
<td></td>
</tr>
<tr>
<td>Sought information about improving mobility from a health care provider or other source in the last year, n (%)</td>
<td>220 (43.1)</td>
<td>118 (46.1)</td>
<td>102 (40.2)</td>
<td>.21</td>
</tr>
</tbody>
</table>

Data Collection

Data on engagement with intervention materials delivered through the mobility-focused weekly emails were collected from participants in the intervention group only. A custom campaign was created for each week of the intervention using Google Analytics. This provided data for each weekly email on the number of participants who opened a link within the email, number of website sessions, number of page views, number of pages viewed per session, time per session, and bounce rate (ie, the proportion of individuals who only viewed one page per session).

Intervention materials disseminated through social media (ie, Twitter and Facebook) were identified using a study-specific hashtag, #Move4Age, and thus were publicly available. Number of shares, likes, and links clicked (Facebook) as well as number of retweets, likes, and URL clicks (Twitter) were collected using Hootsuite (Hootsuite Inc).

Data on participant satisfaction with, and perceived usefulness of, the KT strategies for the intervention group only, and the Portal itself for both groups, were collected at the end-of-study and 3-month follow-up time points using a combination of Likert scales ranging from 1 (strongly disagree) to 7 (strongly agree) and open-ended questionnaires. A subgroup of 50 participants also consented to take part in qualitative interviews following the end-of-study data collection. Semistructured interviews were conducted by a trained interviewer who was not involved in any other aspect of the study. Interviews were recorded and transcribed verbatim.

Data Analysis

Data on participant engagement with intervention materials is presented descriptively as mean and standard deviation as well as frequency and percentage where appropriate. Perceived satisfaction and usefulness of the Portal was compared between the intervention and control groups using an independent-samples t test for continuous variables and a chi-square test for categorical variables using SAS 9.4 (SAS Institute Inc).

Qualitative data from interview transcripts was entered into NVivo 11 (QSR International) for storage, indexing, searching, and coding. Two researchers (SENS and JST) reviewed a subset of interviews in duplicate to reach consensus on a coding scheme. Once agreement was reached, a thematic analysis was undertaken by the two researchers independently. Emergent
themes were compared to open-ended survey questions and quantitative study results to provide a deeper understanding of our quantitative study findings.

Results

Engagement and Satisfaction With Knowledge Translation Strategies

During the intervention period, 94.7% of intervention participants (198/209) reported receiving mobility-focused weekly emails. Engagement with email content was highest at the beginning of the study and declined throughout the course of the 12-week intervention (see Figure 2). Due to a technical issue, data on the number of emails successfully delivered and opened was not available. On average, one-third of intervention participants clicked through to the Portal from an email each week, ranging from a low of 17.6% in week 8 to 51.2% in week 2. Overall, engagement was highest in week 1 (766 total page views with an average of 4.07 pages and 5 minutes 32 seconds per session) and lowest in week 10 (117 total page views, 1.71 pages per session, and 1 minute 30 seconds per session). An increase in engagement was seen in the last week of the study: 218 total page views, 2.6 pages per session, and 2 minutes 36 seconds per session (see Table 2).

In qualitative interviews, participants reported that emails were the primary source of information utilized during the intervention period. With respect to positive aspects of the targeted KT intervention, a common theme emerged related to the ease of access to the study information. Participants reported that automatically receiving the mobility-focused content in their email inbox and having the large amount of information distilled in an easy-to-read format was appreciated.

I liked that it was information that came to me proactively. So I didn’t have to always go looking for it. It was also in bite-sized chunks. It was information that came in like, in sort of manageable pieces of time and information, and they offered you skills that you could develop pretty easily and quickly, it wasn’t a whole program you had to undertake, and it wasn’t, it was sort of easy pieces to fit into my life.

A related theme emerged around ease of selecting relevant content. Participants discussed selecting particularly relevant topics to read through, rather than reading through all information sent, which was viewed as a positive aspect of the intervention.

[My mother] is 84, I am 53, so I mean I look at my e-mail quite often, so, you know, I could see it, I knew it was there...sometimes I liked looking at the headings of what the evidence was, and you know I would peruse through and, you know, sometimes it was interesting to me, sometimes it was not—you know, but that was fine. I just deleted it, it was easy to delete if I wasn’t that interested in it.

Figure 2. Intervention participant engagement with email content during the 12-week study period.
Table 2. Intervention group engagement with mobility-focused email alerts during the 12-week intervention period.

<table>
<thead>
<tr>
<th>Week</th>
<th>Topic</th>
<th>Unique users (N=256), n (%)</th>
<th>Total sessions, n</th>
<th>Total page views, n</th>
<th>Pages per session, n</th>
<th>Time per session, minutes, seconds</th>
<th>Bounce rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction to Move4Age</td>
<td>129 (50.4)</td>
<td>188</td>
<td>766</td>
<td>4.1</td>
<td>5.32</td>
<td>35.1</td>
</tr>
<tr>
<td>2</td>
<td>Walking</td>
<td>131 (51.2)</td>
<td>209</td>
<td>493</td>
<td>2.5</td>
<td>3.42</td>
<td>42.4</td>
</tr>
<tr>
<td>3</td>
<td>Enhancing social support with walking groups</td>
<td>54 (21.1)</td>
<td>78</td>
<td>215</td>
<td>2.5</td>
<td>2.31</td>
<td>49.1</td>
</tr>
<tr>
<td>4</td>
<td>Balance</td>
<td>110 (43.0)</td>
<td>136</td>
<td>324</td>
<td>2.4</td>
<td>3.8</td>
<td>42.9</td>
</tr>
<tr>
<td>5</td>
<td>Strength training</td>
<td>91 (35.5)</td>
<td>135</td>
<td>343</td>
<td>2.5</td>
<td>2.55</td>
<td>43.4</td>
</tr>
<tr>
<td>6</td>
<td>Falls and injury prevention</td>
<td>110 (43.0)</td>
<td>152</td>
<td>451</td>
<td>2.9</td>
<td>3.0</td>
<td>44.9</td>
</tr>
<tr>
<td>7</td>
<td>Maintaining a healthy body weight</td>
<td>71 (27.7)</td>
<td>95</td>
<td>191</td>
<td>2.2</td>
<td>3.13</td>
<td>50.4</td>
</tr>
<tr>
<td>8</td>
<td>Using technology for self-monitoring</td>
<td>45 (17.6)</td>
<td>69</td>
<td>153</td>
<td>2.4</td>
<td>2.13</td>
<td>51.4</td>
</tr>
<tr>
<td>9</td>
<td>Reducing sedentary time</td>
<td>67 (26.2)</td>
<td>86</td>
<td>186</td>
<td>1.0</td>
<td>1.24</td>
<td>56.0</td>
</tr>
<tr>
<td>10</td>
<td>Alternative forms of exercise for mobility</td>
<td>49 (19.1)</td>
<td>63</td>
<td>117</td>
<td>1.7</td>
<td>1.30</td>
<td>60.0</td>
</tr>
<tr>
<td>11</td>
<td>Cognition and mobility</td>
<td>58 (22.7)</td>
<td>81</td>
<td>129</td>
<td>1.7</td>
<td>1.33</td>
<td>67.6</td>
</tr>
<tr>
<td>12</td>
<td>Overcoming physical limitations</td>
<td>64 (25.0)</td>
<td>85</td>
<td>218</td>
<td>2.5</td>
<td>2.36</td>
<td>37.7</td>
</tr>
<tr>
<td></td>
<td>All weeks, mean (SD)</td>
<td>83.2 (30.8)</td>
<td>114.8 (46.4)</td>
<td>298.8 (183.2)</td>
<td>2.4 (0.7)</td>
<td>2.46 (1.5)</td>
<td>48.4 (9.0)</td>
</tr>
</tbody>
</table>

Only 7.7% (16/209) of intervention group participants reported using Twitter and 19.6% (41/209) reported using Facebook. Data on social media engagement by week is displayed in Table 3. During the study period, there were a total of 50 tweets marked with #Move4Age, ranging from 1 to 7 per week. These tweets garnered a total of 25,006 impressions (187-1485 impressions per tweet), 100 retweets (0-10 per tweet), 96 likes (0-10 per tweet), and 217 URL clicks (0-17 per tweet). The highest level of engagement was during weeks 3 and 4. The total number of study-specific Facebook posts was 15 (0-2 per week). These posts garnered 23,635 unique post impressions (278-3532 per post), 158 shares (1-28 per post), 298 likes (3-48 per post), 16 comments (1-4 per post), and 1206 link clicks (6-369 per post). The highest level of engagement was during weeks 1 and 6.

Table 3. Social media engagement throughout the 12-week study period.

<table>
<thead>
<tr>
<th>Week</th>
<th>Twitter engagement</th>
<th>Facebook engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tweets, n</td>
<td>Impressions per tweet, mean</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>726.0</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>260.9</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>426.4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>811.8</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>505.3</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>608.0</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>420.3</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>397.0</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>718.0</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>695.3</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>275.3</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>841.0</td>
</tr>
<tr>
<td></td>
<td>All weeks, mean (SD)</td>
<td>4.2 (2.0)</td>
</tr>
</tbody>
</table>

aN/A: not applicable; there were no Facebook posts in week 10.
Control Group Engagement With the Portal

During the intervention period, 89.4% of control group participants reported registering for the Portal’s regular weekly email alert subscription service, 4.6% reported following the Portal on Twitter, 19.4% reported following the Portal on Facebook, and 29.6% reported browsing for mobility-related content on the Portal (see Table 4). There were no significant differences in engagement with the different strategies between intervention and control group participants. Fewer control group participants reported that information from the Portal influenced a decision they made about physical activity (54.5% vs 68.0%, P=.006). Of those that reported that the Portal did influence a decision, the control group reported that this occurred less often (mean 2.73, SD 1.90 vs mean 3.43, SD 2.06, where 1 is not often and 7 is very often, P<.001).

Perceived Usefulness of the Intervention

At the end of study, participants reported mobility-focused emails to be useful (mean 5.27, SD 1.52, on a 1-7-score Likert scale) and reported favorably regarding their likelihood of continuing to subscribe (mean 5.46, SD 1.78) and recommending to a friend or family member (mean 5.29, SD 1.81; see Table 4). Of those who did use social media, responses were similarly favorable for usefulness of both Twitter and Facebook, likelihood of continued use, and likelihood of recommending to family or friends. The overall satisfaction with the intervention itself and with particular KT strategies was echoed by intervention group participants in qualitative interviews; however, a number of divergent themes emerged among participants with respect to the perceived usefulness and potential impact of the intervention. A first group of participants reported that they learned something new during the intervention that resulted in them making lifestyle changes around physical activity.

Table 4. Participant satisfaction and Portal use during the 12-week intervention period.

<table>
<thead>
<tr>
<th>Portal activity and influence</th>
<th>Intervention (n=209)</th>
<th>Control (n=216)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly email alerts from the Portal</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Received weekly email alerts, n (%)</td>
<td>198 (94.7)</td>
<td>193 (89.4)</td>
<td></td>
</tr>
<tr>
<td>Mobility-specific email alerts are a useful strategy, mean (SD)</td>
<td>5.27 (1.52)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Would continue to subscribe, mean (SD)</td>
<td>5.46 (1.78)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Would recommend to a friend or family member, mean (SD)</td>
<td>5.29 (1.81)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Portal access via Twitter</td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Accessed the Portal via Twitter, n (%)</td>
<td>16 (7.7)</td>
<td>10 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Twitter is a useful strategy, mean (SD)</td>
<td>5.07 (1.87)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Will continue to use, mean (SD)</td>
<td>6.12 (1.41)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Would recommend to a friend or family member, mean (SD)</td>
<td>5.56 (1.50)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Portal access via Facebook</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Accessed the Portal via Facebook, n (%)</td>
<td>41 (19.6)</td>
<td>42 (19.4)</td>
<td></td>
</tr>
<tr>
<td>Facebook is a useful strategy, mean (SD)</td>
<td>5.61 (1.43)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Will continue to use, mean (SD)</td>
<td>5.90 (1.30)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Would recommend to a friend or family member, mean (SD)</td>
<td>5.32 (1.65)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Mobility and Physical Functioning browse page</td>
<td></td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Used the Mobility and Physical Functioning browse page, n (%)</td>
<td>72 (34.4)</td>
<td>64 (29.6)</td>
<td></td>
</tr>
<tr>
<td>Mobility-specific browse page is a useful strategy, mean (SD)</td>
<td>5.60 (1.10)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Will continue to use, mean (SD)</td>
<td>5.51 (1.35)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Would recommend to a friend or family member, mean (SD)</td>
<td>5.30 (1.60)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Portal information influenced a decision about physical activity</td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Number of participants who answered yes, n/N (%)</td>
<td>140/206 (68.0)</td>
<td>116/213 (54.5)</td>
<td></td>
</tr>
<tr>
<td>How often? mean (SD)</td>
<td>3.43 (2.06)</td>
<td>2.73 (1.90)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

bNumerical questions were answered on a scale of 1 (not often) to 7 (very often).
cN/A: not applicable.
dThere were missing data (n=6) from this question: intervention (n=3) and control (n=3).
Certainly, I have been upping my exercises that involve pounding but stress on the muscles and the bone: the reason swimming doesn’t do it because you have no impact. I certainly have continued to focus on impact activity.

I was not previously aware that I needed to walk faster than a pleasant stroll. Now I am aware and each night after dinner my husband and I walk a fast 25 minutes.

A second group of participants described the intervention materials as serving an important reminder to engage in health behaviors or reinforcement, but the content did not contain a lot of new information or result in new knowledge gained.

Yeah, in the sense that it just alerted me and kept me, kept me, ah, on target with my workouts and my walks, bicycling, and all that kind of stuff.

For example, bone density is an issue for myself and it really wasn’t always new information. It really more confirmed what I always researched and found out. Whether I’ve used it or not...um, for example, you’re not supposed to swim, for example, as it’s not an activity that increases bone density and I think I read that somewhere, but I already knew that. I’m not a totally uninformed consumer.

A third group of participants noted that while they were satisfied with the intervention materials and content, they found the intervention not particularly impactful because they were already active or had no mobility limitations.

Yeah, not for any reason, ah, I’m relatively mobile, relatively mobile myself, but, um, that becomes an issue as you age and I suppose it’s better to know about it before it’s an issue, so I found it very interesting.

You know, that again, I was pretty mobile, I had no, no issues beforehand, and I still don’t have any issues, so although it didn’t improve, it’s because it would have been pretty hard for it to improve, I think.

A final group of participants reported that the intervention itself had no impact and that they were generally disappointed with the intervention. Two prominent subthemes emerged within this group. Firstly, participants were dissatisfied with the intervention because the information provided was not specific enough.

It didn’t really...it was superficial. It didn’t tell you what to do, where to go...it was kind of information that’s out there everywhere. There was nothing really new. I read it a couple of times and thought I’m missing something here...and then at some point I stopped reading them because I thought I would just glance over it because I thought that, I want the meat, okay? I don’t want any more of these studies and this here and that...nothing gets in my pocket. My pocket meaning...I’m not getting any services.

Secondly, some participants reported that the intervention seemed more appropriate for individuals with lower levels of baseline health or fitness.

I had a sense that it was targeted at people with already quite limited mobility, and not including those who had perhaps re-achieved a higher level of mobility through their own initiative.

A lot of it seemed to be directed at people that had much more significant problems than me, so I’m pretty active and quite healthy, and so I was looking for things that would sort of help me stay that way or any tips, or any new information. And, yeah, I felt that a lot of the information, not all of it, but a lot of it was directed at people that already had significant problems.

Discussion

Findings from our randomized controlled trial suggest that a targeted KT intervention may have a positive impact on levels of physical activity in middle-aged and older adults, particularly those with low baseline self-rated health. Findings from the process evaluation presented here help to understand these findings and provide guidance on the design and delivery of future KT interventions, particularly those using an online platform such as ours. To our knowledge, this is the first process evaluation conducted of an online KT intervention targeted at middle-aged and older adults.

Despite the large number of intervention participants who reported receiving the mobility-focused weekly emails, actual engagement with the Portal content as measured through Google Analytics was much lower. The proportion of participants in the intervention group who visited the Portal through a link within an email ranged from 17.6% to 51.2% (weeks 8 and 2, respectively). While lower than our target, these are still much higher than industry averages for health services email campaigns, which report average email open rates of 19.2% and click-through rates of only 6.4% [17]. In addition, those who did click through seem to be well engaged, which is reflected in the average number of pages viewed per session and the average time per session. The average length per session of 2 minutes and 46 seconds suggests that participants may have read the majority of the article on the page they visited. This hypothesis was confirmed in our qualitative interviews, where participants reported only clicking on links they were interested in reading and reading through the content on pages they visited. To our knowledge, few other similar studies have been conducted to provide comparative data. In a recent process evaluation of usage data from a publicly available, Web-based mental health portal for youth, 65.4% of sessions were less than one minute in duration [18]. In contrast, a Web-based intervention of interactive self-monitoring modules for women to prevent weight gain reported a median session duration of 12 minutes and 54 seconds [19]. However, it is difficult to directly compare session length, due to potential differences in the amount of content, education levels, and background knowledge of participants.

Qualitative data provided some explanation as to why such a low percentage of participants clicked through from each weekly email, despite rating the emails as highly useful. Participants reported that one of the benefits of receiving the weekly email
alerts was that it allowed them to quickly and easily identify personally relevant and topical material to read more thoroughly. We hypothesize that the length per session is reflective of participants being more interested and engaged with the content to which they chose to click through from the original email, while individuals did not click through to content that they were less interested in. In a process evaluation of a sexual health website, average time on the site ranged from 2 minutes and 7 seconds to 6 minutes and 36 seconds, depending on keywords searched and the referring website, demonstrating the substantial variability in usage that can occur within the same site depending on the topic at hand [20]. The intervention period did not occur over any major holidays, and we cannot identify any external reasons that would contribute to increased uptake in particular weeks (eg, week 6). To minimize participant burden, we did not collect feedback on weekly intervention content, although this information would be useful in further understanding what drives weekly variation in intervention engagement.

Given that there were no significant differences found in the proportion of participants in both the intervention and control groups that reported receiving weekly email alerts, following the Portal on social media, and following the mobility landing page, it is not surprising that no significant between-group differences were found at the end-of-study or postintervention follow-up data collection. Our findings that both groups self-reported significant increases in physical activity and self-monitoring mobility over time may indicate that the Portal’s currently available KT strategies are sufficient to elicit behavior change, at least in some individuals. However, given the variation in change in physical activity across participants, and the still low proportion of participants meeting physical activity guidelines at the end of the study, it may also be that more specific tailoring of intervention materials is needed to see greater behavior change in some individuals.

As discussed above, a major theme that emerged from qualitative interviews was the benefit of ease of access to content through the weekly email alerts, and the filtering of relevant information. It may be that control group participants who signed up for this study due to their interest in physical activity and mobility also filtered the general Portal content in the same way. We were not able to track usage data in the form of number of clicks in email alerts through the control group, so we are not able to evaluate whether there was a difference in engagement between the targeted intervention email alerts and the general Portal email alerts to confirm this hypothesis.

Conversely, we also identified a group of participants within the qualitative interviews who were dissatisfied with the intervention due to its focus on general information and lack of specific instruction or resources. These findings are similar to those from our previous cross-sectional survey of Portal users, where a thematic analysis of open-ended questions identified limitations of the Portal being that information was not specific or in-depth enough [9]. This is an ongoing challenge for those designing online resources and delivering online KT interventions. These online resources must balance the logistics and feasibility of disseminating a broad-reaching behavior change intervention, while also being relevant to an individual.

In a recent systematic review of eHealth interventions for physical activity promotion in older adults, four of the six website-based studies found a significant increase in physical activity compared to a no-intervention control group [13]. Each of these studies used some type of interactive component with intervention participants, such as a personal coach [21], an interactive website feature to track physical activity [22,23], or provision of a pedometer or accelerometer for monitoring physical activity [23,24]. While found to be effective, these components may not be feasible on a large-scale, publicly available resource such as the Portal. In a systematic review of strategies to facilitate use of Internet-delivered, health behavior change interventions in younger adults, Cruzen et al found that tailored communications, reminders, and incentives are useful strategies to increase user engagement with intervention content [25]. Qualitative data from our participants highlighting the greater engagement with personally relevant content support the use of tailoring in delivering intervention content. Future work may explore whether more specific tailoring of the intervention materials provided, such as by baseline values, knowledge, or preferences, may elicit greater overall behavior change and satisfaction with the KT intervention. Perhaps a theory-driven approach to tailoring, for example, using the Trantheoretical Model, could be explored to tailor intervention material based on an individual’s stage of change [26].

Qualitative interviews identified a subgroup of participants who were satisfied with the intervention but did not report it being particularly impactful because of their already high levels of baseline health. This is in line with findings from our quantitative subgroup analysis from our recently completed randomized controlled trial, in that there was a significant effect of the intervention on physical activity levels of those with poor or fair baseline self-rated health. Measures of self-rated health have been found to be correlated with perceived physical fitness [27], physical mobility [28], and mortality [27,29]. Although baseline physical activity levels were controlled for in the analysis, those with the highest self-rated health at baseline may have been the most healthy and active; thus, change in physical activity throughout the intervention period may be limited by a ceiling effect, as suggested by several participants within the qualitative interviews. Interestingly, the percentage of participants who met physical activity guidelines was 27.4% in the intervention group and 29.4% in the control group at baseline. We hypothesize that individuals perhaps perceived they were sufficiently active and thus did not need to increase their physical activity levels, which contributed to the lack of change. Future interventions should consider including a feedback mechanism to bring awareness to participants’ reported or measured physical activity levels prior to the start of the intervention.

A limitation to this process evaluation, and to our understanding of how engagement with the intervention materials correlated to behavior change, is our inability to access Google Analytics data on clicks per link from individual participants. We hypothesize that those who engaged most with the intervention materials may be most likely to have changed their behavior as a result of the intervention, however, we were not able to evaluate this, given the aggregate group-level data. Our sample...
was primarily well-educated females; thus, our findings may be less applicable to online portals targeting other populations. In addition, all social media posts and hashtags were publicly available, so we are unable to attribute any tracked engagement exclusively to participants in our intervention group.

We have previously reported on the significant increase in physical activity levels observed in both groups and, in particular, the significant intervention effect in participants with low self-rated health at baseline. When combined with positive findings in this process evaluation on participant satisfaction and engagement with the intervention strategies and the Portal itself, we believe KT strategies such as those delivered through the Portal have the potential to be an effective, low-cost, and scalable intervention. Insights from this process evaluation suggest that targeting the appropriate population is an important consideration. Delivering the intervention to individuals with the greatest need (ie, those with low self-rated health) or to those with the greatest potential to show a change (ie, low baseline levels of physical activity) should be explored in future studies. Previous research has shown that individuals who use online health portals are typically more highly educated and have higher health literacy [30]. A challenge in conducting this work is to understand how to engage underserved groups in an online intervention such as ours. Further work is needed to understand which KT strategies may be most effective to increase knowledge, awareness, and engagement with a resource such as the Portal.
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Abstract

Background: In people with dementia, neuropsychiatric symptoms (NPSs), especially agitation, are associated with worse quality of life and caregiver burden. As NPSs may vary with illness severity, knowledge of how people with dementia and their caregivers describe and rate the importance of agitation symptoms can improve the understanding of the clinical meaningfulness of the manifestations of agitation. The internet provides new opportunities to better understand patient experiences, as patients and caregivers increasingly look to Web-based platforms as a means of managing symptoms.

Objective: The aim of this study was to examine Web-based reports from a dementia symptom website to better understand the symptoms of agitation and explore how they are being targeted for monitoring by caregivers of people with dementia.

Methods: The Dementia Guide website hosts a Web-based database used by caregivers (97%) and people with dementia (3%). From its 61 dementia symptoms, users can select relevant symptoms that they deem important to monitor or track the effects of treatment. We employed a staging algorithm to determine if individuals had mild cognitive impairment (MCI) or mild, moderate, or severe dementia. Agitation was defined using terms consistent with the International Psychogeriatrics Association’s provisional consensus definition. We compared the proportion of people with NPSs and agitation across stages of dementia severity and studied how many agitation-defining descriptors were selected, and how often they occurred, by stage.

Results: As of March 2017, 4121 people had used the tracking tool, of whom 2577 provided sufficient data to allow disease severity staging. NPSs were tracked by 2127/2577 (82.54%) and agitation by 1898/2577 (73.65%). The proportion in whom agitation was tracked increased with increasing cognitive impairment: 68.5% (491/717) in people with MCI, and 72.50% (754/1040), 73.3% (378/516), and 90.5% (275/304) in mild, moderate, and severe dementia, respectively ($\chi^2=54.9; P<.001$).

The number of NPS and agitation descriptors selected also increased with severity (median number of NPSs=1, 2, 2, and 3 for MCI, mild, moderate, and severe dementia, respectively, $H_3=146.11; P<.001$; median number of agitation descriptors=1, 2, 3, and 4).
Conclusions: NPSs and agitation are common targets for tracking over the course of dementia and appear more frequently with increasing disease severity. These common and distressing symptoms represent clinically meaningful targets in treating people with dementia.

*(J Med Internet Res 2019;21(6):e13360) doi:10.2196/13360*
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**Introduction**

**Background**
Cognitive decline is the hallmark of dementia, but more often the accompanying neuropsychiatric symptoms (NPSs) trouble people with dementia and their caregivers the most. NPSs appear across all types and stages of dementia [1-3] in as many as 80% to 90% of people with Alzheimer disease (AD) [4,5]. Apathy, irritability, agitation, depression, and anxiety typically are noted most often [6]. When specific NPSs arise, they vary with the type of dementia and its severity. In AD, apathy and depression are most often seen early, whereas delusions, hallucinations, and aggression become more prevalent with disease progression [2]. In its various guises, agitation is common across all stages of dementia [2]. This likely reflects agitation’s multiple causes, including biological subsyndromes [7], reaction to declining cognitive function, and comorbid illnesses [8].

**Defining Agitation**
The understanding of agitation continues to evolve. Recent work to evaluate NPSs in dementia has focused on the symptom of agitation. Without a commonly accepted consensus description of agitation, it has been difficult to compare studies or even to know which behaviors are included in studies of agitation [9]. For these reasons, the International Psychogeriatric Association proposed a provisional consensus clinical and research definition, so as to help define populations for clinical care and research [9]. The proposed definition has resulted in a liberally construed notion of agitation, extending even beyond commonly used *broad-spectrum* NPS measures, such as the Neuropsychiatric Inventory (NPI) [10] and NPI-Clinician Rating Scale (NPI-C) [11]. In consequence of the newer approach, it is important to know how bothersome agitation-defining symptoms might be to people living with dementia and to their caregivers. As more bothersome symptoms vary with illness severity, knowledge of how caregivers describe and rate the importance of agitation symptoms can improve the understanding of the clinical meaningfulness of the myriad manifestations of agitation. One useful method for eliciting this information is by patient-centered, individualized measures, which allow patients (crucially in dementia) and their caregivers to specify which symptoms they find most troubling [12,13].

**Web-Based Symptom Monitoring**
The internet provides unprecedented access to the views of people living with chronic diseases. It is not yet clear as to how best their views can be elicited. Our group has pioneered one method of doing so. Since September 2006, the Dementia Guide website [14] offers a resource for persons with dementia (3% of users) and their caregivers (97% of users). Independently verified as credible using the DISCERN evaluation methodology [15], the site provides a mechanism for tracking symptoms important to caregivers and persons with dementia, thereby defining them as meaningful. This methodology is supported by previous work [16,17] and has allowed us to evaluate common but often understudied symptoms such as verbal repetition [18]. Although this approach cannot be used to estimate prevalence and incidence rates, which require representative population data, it can be used to compare frequencies in other nonrandom samples, and associations more generally, especially in relation to dementia severity.

**Study Objectives**
Here we used the dementia SymptomGuide to better understand the symptom of agitation and how it is being targeted for monitoring by caregivers. Specifically, our objectives were to (1) define agitation using the dementia SymptomGuide and evaluate how often it was being monitored across the stages of dementia severity, (2) estimate the degree of agitation experienced by people with dementia and how it varied with stage, and (3) compare the reported frequency (episodes per day) of agitation to other NPSs.

**Methods**

**Ethics**
The Research Ethics Committee at Nova Scotia Health Authority provided approval for this study. Approval was sought from Nova Scotia Health Authority as one of the authors on this study (KR) is affiliated with the institution. SymptomGuide users consented to terms of use, which included allowing their data to be aggregated and used for research purposes. Users were assured that research findings would be presented in a manner that would not disclose personal or individual identifying information.

**Design, Participants, and Instrument**
For this cross-sectional study, participants were recruited from the Dementia Guide website [14]. In addition to offering information, the website makes available the dementia SymptomGuide: a Web-based symptom tracker [19]. With the dementia SymptomGuide, individuals create a *Current Symptom Profile* to monitor the symptoms that are important to them. Users can choose from a standardized inventory of 61 symptoms and 609 symptom descriptions or enter symptoms and descriptions of their own. The predefined symptom descriptions overlap such that one symptom description can fall under more than one symptom. For example, the description does not recognize current dwelling as home from the disorientation to place symptom overlaps with believes they live somewhere else
from delusions and paranoia. This redundancy is a built-in feature to allow users multiple ways to address common phenomena. Users note the occurrence of each selected symptom and record its frequency at baseline and whenever they choose to follow up. SymptomGuide users are also asked to rank their chosen symptoms from most to least important (from most to least bothersome). Symptom rankings were normalized as the rank divided by total number of symptoms reported resulting in a 0 to 1 scale, such that a weighted rank of 1 is most important. At baseline, SymptomGuide users are also asked to provide information on demographics, dementia diagnosis, and medication use. For those who select 3 or more symptoms, the dementia stage can be determined using a staging algorithm [17]. In this way, users have an individualized selection of symptoms that they track with standardized descriptions to allow comparisons across users. In this study, we used data from the users’ first visit (baseline) only.

We attempted to determine the level of cognitive impairment for all users with our staging algorithm [17]. Users who selected fewer than 3 symptoms were excluded from the analysis because the staging algorithm requires at least 3. Users for whom stage could be determined were categorized into 4 levels of cognitive impairment (mild cognitive impairment [MCI], mild dementia, moderate dementia, or severe dementia) as previously described by our group [17]. To control for outliers, if the number of symptoms selected by a user was greater than the 95th percentile (more than 23 symptoms), they were excluded from the analyses. Symptom frequencies were truncated at 10 episodes per hour (99th percentile) plus 1, such that symptom frequencies greater than 10 episodes per hour were imputed as 11 episodes per hour.

Mapping Agitation to Symptom Descriptions

Agitation itself does not appear as one of the 61 symptoms in the dementia SymptomGuide Library. Instead, descriptions of many symptoms refer to agitation and its key components. To operationalize agitation, we took terms consistent with the International Psychogeriatric Association and NPI-C agitation definition [9,11] and mapped each term to SymptomGuide symptom descriptions. For example, the term screaming from the International Psychogeriatric Association’s consensus definition was mapped to the SymptomGuide descriptions: yells, shouts, or screams, verbally attacks others (eg, shouts insults), resists and refuses assistance with verbal outbursts, and yells at, or becomes easily angry with grandchildren. In this way, 90 dementia SymptomGuide descriptions from 33 separate symptoms were combined to define agitation (Multimedia Appendix 1).

Statistical Analysis

Participant characteristics were reported as frequencies and percentages, means and SD, or medians and ranges as appropriate. Percentages were based on the number of individuals with available data for each specific characteristic. Objectives were evaluated using Pearson chi-squared test to compare the reported proportion of agitation and NPSs between stages of dementia severity (objective 1), Kruskal-Wallis one-way analysis of variance by ranks to compare the number and proportion of NPSs and agitation descriptors across groups, and a post hoc analysis with the Mann-Whitney-Wilcoxon test to determine pairwise associations (objective 2), and anticipating a non-normal distribution, we analyzed differences in reported episodes per day between symptoms using the nonparametric Mann-Whitney-Wilcoxon test (objective 3). All analyses were performed using R statistical software (R Core Team, Austria). All post hoc multiple comparisons were performed using Bonferroni corrections, by multiplying P values by the number of comparisons. Differences were considered statistically significant for values less than .05.

Results

Design and Participants

As of March 2017, the dementia SymptomGuide database consisted of 4121 participants who created a symptom profile to monitor symptoms as targets for treatment. Of those, 2577 had 3 or more symptoms needed for the staging algorithm and so were included in the study (Figure 1). Most participants were elderly North American women (Table 1).
Figure 1. Participant inclusion chart. Participants were included in the analysis population if they met staging criteria excluding users who selected more than 23 symptoms (95th percentile). MCI: Mild Cognitive Impairment.

Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total</th>
<th>Mild cognitive impairment</th>
<th>Mild</th>
<th>Moderate</th>
<th>Severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n</td>
<td>2577</td>
<td>717</td>
<td>1040</td>
<td>516</td>
<td>304</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>76 (12)</td>
<td>74 (15)</td>
<td>75 (12)</td>
<td>77 (11)</td>
<td>77 (11)</td>
</tr>
<tr>
<td>Percentage$^a$ of women</td>
<td>63</td>
<td>63</td>
<td>65</td>
<td>61</td>
<td>62</td>
</tr>
<tr>
<td>Percentage$^a$ of participants with Alzheimer disease</td>
<td>61</td>
<td>100$^b$</td>
<td>76</td>
<td>57</td>
<td>42</td>
</tr>
<tr>
<td>Percentage$^a$ living in care facility$^c$</td>
<td>13</td>
<td>11</td>
<td>7</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>Percentage$^a$ with education $\geq$ high school</td>
<td>77</td>
<td>82</td>
<td>78</td>
<td>78</td>
<td>71</td>
</tr>
<tr>
<td>Percentage$^a$ of North Americans</td>
<td>87</td>
<td>84</td>
<td>87</td>
<td>89</td>
<td>86</td>
</tr>
</tbody>
</table>

$^a$Statistic/percentage of participants who reported information.

$^b$Two participants reported disease type in the mild cognitive impairment group.

$^c$Care facility included retirement homes and nursing homes.
Reported Symptoms of Agitation

Of the 61 symptoms, 33 contained descriptions of agitation, of which 15 were NPSs (Multimedia Appendix 2). For example, one description of agitation from a non-NPS (looking after grandchildren) is yells at or becomes easily angry with grandchildren. Two-thirds of the most common symptoms (10/15) were an NPS, included a description of agitation, or were both (Figure 2). On average, 7.7 (SD 4.7) symptoms were targeted (median=4, range 3-23) per participant. In most participants (82.54%, 2127/2577), at least 1 symptom was an NPS. Agitation was selected across all stages with 73.65% (1898/2577) of participants reporting at least one description of the symptom. Agitation was reported least often in the MCI group (68.5%, 491/717) and most often in the severe dementia group (90.5%, 275/304).

Agitation was most often described by verbalizations such as Argumentative or difficult with others (reported by 20.49%, 312/1523 of participants with ranked symptoms; Figure 3), Makes comments that are mean or hurtful (15.17%, 231/1523), Yells, screams, or shouts (8.93%, 136/1523), or verbally attacks others (8.54%, 130/1523). The 15 most commonly reported descriptions of agitation are shown in Figure 3. The frequency of the description did not correlate with the participants’ ranking of importance of the symptom (r=.03; P=.1). For example, the symptom descriptions verbally attacks others and says the same word or phrase over and over again were ranked similarly (mean 0.42 for both) but had significantly different reported median episodes per day (1.6 versus 5.0; P=.01). The reported occurrence of any description of agitation was, on average, 7 times per day (median 2, interquartile range: 1.0-5.0) which was significantly more frequent than other NPSs at 4 times per day (median 1, interquartile range: 0.7-4.0; P<.001). The rankings of NPSs were rated more important than those for descriptions of agitation (median weighted rank 0.62 vs 0.51; P<.001).

Figure 2. Prevalence of symptoms most frequently being monitored on the dementia SymptomGuide by type of symptom. The proportion (% of participants) ± SEp monitoring the 15 most frequently monitored symptoms. “Agitation”=non-NPS including a description of agitation, “Other NPS”=NPS which does not include a description of agitation, “Agitation & NPS”=NPS that includes a description of agitation, “Neither”=symptom is not an NPS and does not include a description of agitation. NPS: Neuropsychiatric Symptoms, SEp: Standard Error of Proportion.
Variations by Severity

The proportion of participants with at least 1 NPS showed an increasing trend in relation to dementia severity—75.7% (543/717), 83.27% (866/1040), 82.2% (424/516), and 96.7% (294/304) for MCI, mild, moderate, and severe, respectively ($\chi^2=65.8; P<.001$). Similarly, the proportion of participants with at least 1 agitation description increased with severity: 68.5% (491/717), 72.5% (754/1040), 73.3% (378/516), and 90.5% (275/304) for MCI, mild, moderate, and severe, respectively ($\chi^2=54.9; P<.001$). A post hoc pairwise analysis showed that for people with severe dementia, there were high instances of both NPSs and agitation (Figure 4). We next compared the number of NPSs and agitation descriptions reported per participant by stage (Figure 5). There was a significant association between dementia severity and number of NPSs, with higher numbers of NPSs being reported in people with severe dementia (median 1, 2, 2, and 3 for MCI, mild, moderate, and severe, respectively; $H=250.47; P<.001$). Similarly, there was a significant association between severity and agitation, with higher numbers of agitation descriptors being reported in those with severe dementia (median 1, 2, 3, and 4; $H=146.11; P<.001$). For both measures, there were significant pairwise differences ($P<.001$) between every stage of dementia except mild and moderate. We also examined the prevalence of NPSs and agitation by stage and user-reported dementia diagnosis (Multimedia Appendix 3). The prevalence of both NPSs and agitation generally increased with dementia severity, in particular, in participants who reported a diagnosis of AD.

Finally, the proportion of total symptoms that were neuropsychiatric (number of NPSs divided by total number of symptoms) and the proportion of total descriptions related to agitation (number of agitation descriptions divided by total number of descriptions) were calculated for each participant (Figure 5). The proportion of NPSs varied significantly with stage, with the highest proportion occurring in those with severe dementia: median 27.3%, 25.0%, 25.0%, and 28.6% for MCI, mild, moderate, and severe, respectively ($\chi^2=17.39; P<.001$). Similarly, the proportion of agitation description was highest in those with severe dementia: median proportion 8.3%, 6.7%, 7.2%, and 9.2% ($\chi^2=24.75; P<.001$). Post hoc comparisons between stages revealed significant differences between the severe group and mild and moderate groups ($P<.001$ and $P=.03$, respectively) for NPSs and between the severe group and the MCI, mild, and moderate groups ($P=.02$, $P<.001$, and $P=.002$, respectively) for agitation. In participants who reported a specific dementia diagnosis, the number of NPSs and agitation descriptors selected increased with disease severity, significantly so in AD, vascular dementia, and frontotemporal dementia (Multimedia Appendix 4).
Figure 4. Proportion of participants who selected at least one NPS or description of agitation increased with stage. (A) % of participants who selected at least one NPS. (B) % of participants who selected at least one description of agitation. Bonferroni adjusted P values. MCI: Mild Cognitive Impairment, NPS: Neuropsychiatric Symptoms, p: P value.
Discussion

Principal Findings

Using the SymptomGuide Web-based tracking tool, we determined how dementia caregivers selected symptoms of agitation as targets for monitoring. Across all stages, symptoms that define agitation, including NPSs, were tracked by most users. The proportion in whom agitation was tracked increased with severity of cognitive impairment. Although most of the symptoms that were chosen for monitoring tended to occur frequently, a few were tracked even when they occurred uncommonly. This suggests that the impact of a given symptom to caregiver distress might reflect either its content or its frequency or both. The range of specific symptoms that were identified for tracking also suggests the merit of a broad-spectrum approach to agitation, and perhaps the need for individualization to make tracking feasible. As it is important to validate our methodological approach, we compared our estimates of frequency of individual NPSs and agitation symptoms (from Web-based patient/caregiver reports) to data collected more traditionally in memory clinics. A large, nonrandom study by Siafarikas et al [20] used data from the Norwegian national registry of memory clinics (n=4571) to examine the frequency of NPSs and NPS subgroups in MCI and the different stages of AD. The study thereby notably provides a recent and contemporary database of symptoms and associations, collected to the high standard inherent in a national registry. We were interested to know whether trends similar to those found there could be detected using our Web-based data.
of predominantly North American caregiver reports. Recognizing that the differences in care and treatment practices between Norway and North America may be in play, nevertheless, our approach appears to be valid. For example, our estimate of the proportion of people with at least 1 NPS (82.54%, 2127/2577) corresponds closely to Norwegian estimates that NPSs were present in 87.2% of people with MCI or AD examined with validated neuropsychiatric cognitive assessments. Our data were consistent with that paper’s report of at least 1 NPS in 79.5% of MCI subjects and in 91.2% of those with AD and showed a similar trend of increasing NPSs with increasing dementia severity (Figure 4) [20]. In further support of our findings, Peters et al [21] characterized NPSs using data from a Canadian Cohort Study of Cognitive Impairment and Related Dementias [22] and found similar trends, with 74% of those that were cognitively impaired-not demented and 89% of those with dementia reporting at least 1 NPS. In keeping with our findings, they also found that a greater proportion of subjects experienced agitation with increasing levels of cognitive impairment (23% in the CIND group vs 36% in the dementia group). Similar comparability was seen when we mapped the dementia SymptomGuide symptom descriptions to the Neuropsychiatric Inventory-Questionnaire (NPI-Q) agitation/aggression domain used in the Siafarikas et al [20] study. Note that in contrast to the 90 SymptomGuide descriptions that aligned with what was described in the International Psychogeriatric Association’s provisional consensus report, only 50 such descriptions could be mapped to the NPI-Q agitation/aggression domain. However, the proportion of people with NPI-Q agitation/aggression increased with the severity of cognitive impairment—from 23% in people with MCI to 35% in people with moderate-severe dementia, close to our estimates using just those 50 descriptions: 19.0% (136/717) and 40.2% (330/820), respectively.

The similarity of our data with estimates from clinically adjudicated reports adds to our understanding of the validity and fidelity of Web-based data, at least where the Web-based reporting tool has been optimized for motivated users [19]. Resources such as the SymptomGuide increase the opportunity to capture the lived experience of people with dementia. In being able to demonstrate which of the symptoms with agitation are sufficiently salient to be monitored by caregivers, our data join those from the Norwegian registry report to offer empirical insights into the International Psychogeriatric Association’s provisional consensus clinical and research definition.

We were also able to assess the degree to which individuals experienced NPSs and agitation. We found that the number of NPSs and agitation descriptions reported per participant increased with dementia severity and were significantly different between all stages except mild and moderate. This finding should be interpreted carefully, however, as the total number of reported symptoms (and by extension, the total number of descriptions) also generally increases with severity. More telling measures were the proportion of a participant’s symptoms that were NPSs and the proportion of descriptions that related to agitation. We found similar estimates to those reported in other studies [20,21] showing that those with severe dementia experienced the highest degree of NPSs and agitation (median 28.6% of symptoms were NPSs; median 9.2% of descriptions were related to agitation). Of all the NPSs, agitation is often singled out as particularly troublesome and has become the focus of many investigations exploring the well-being of people with dementia and/or their caregivers [23,24]. To varying degrees of success, a range of pharmacological, psychological, and physical approaches are used to treat NPSs [1]. Despite their many advantages, instruments such as the NPI, NPI-Q, or NPI-C are highly structured and leave little room for customization or individualization by respondents. In other words, most self-report scales used for measuring NPSs contain predefined items or domains that have been deemed significant by the researcher, rather than the people with dementia and/or their caregivers. As a result, much less is known about the NPSs that are important to people with dementia or their caregivers, especially ones not included in NPS scales or measurements [9]. In this study, we did not have a comprehensive symptom inventory for each individual, however, we did have a list of symptoms selected for treatment, predominantly by caregivers. In this case, and as previously observed [25], agitation appears to be a potent symptom that is rarely ignored. The items selected by our caregiver/patient users were comparable in frequency and severity with those described by caregivers in the Norwegian national dementia registry, which also offers a comprehensive but nonrandom sample.

**Limitations**

Our data must be interpreted with caution. As the dementia SymptomGuide does not include a symptom for agitation, we used 90 of 609 specific symptom descriptions to define agitation. This wide range of symptoms is in keeping with what has been proposed in the provisional consensus definition of the International Psychogeriatric Association [9]. Arguably, focusing on descriptors of behavior versus interpretation of behaviors is a strength, particularly given that the participants are nonprofessionals. However, such a broad definition of agitation may over represent the number of cases in this sample. For example, in keeping with that proposal, we included verbal repetition in our definition of agitation. This also reflects observations laid out elsewhere that verbal repetition might reflect anxiety as much as impaired memory [18]. In this sense, verbal repetition could be considered a form of psychomotor agitation, a prospect that requires additional inquiry. Furthermore, we note that the data in this study consist in self-reported questionnaire responses, with nontechnical accounts completed by care providers and a few people with dementia. Even so, this approach is in line with the goal of developing clinically meaningful data [12]. In this study, only data from the first (baseline) Web visit were used. It would indeed be interesting to track the patterns of symptoms over time in future studies, as numbers accumulate to allow sufficient disaggregation of data. The introduction of mobile health apps for smartphones and tablets should accelerate data acquisition.

**Conclusions**

The importance of agitation symptoms as a target for treatment in our study supports the need for more well-controlled studies of both nonpharmacologic and pharmacologic treatments of agitation across all stages of AD, as well as the need for a
universally accepted operational definition of agitation in this context. In any era in which importance is being placed on the lived experience of people with dementia, how do we incorporate their point of view? How can we extricate their views from those of the people involved in their care? How can we balance the accessibility of Web-based resources with the interpretability of the data which might be generated on the Web? Can Web-based data be used to detect patterns in treatment response that might inform our understanding of mechanisms in dementia? These questions are motivating additional inquiries so that we can develop a more well-rounded understanding of how dementia affects the lives of the people to whom it is a challenge.
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Abstract

Background: Inadequate patient education and preparation for office-based procedures often leads to delayed care, poor patient satisfaction, and increased costs to the health care system. We developed and deployed a mobile health (mHealth) reminder and education program for patients scheduled for transrectal prostate biopsy.

Objective: We aimed to evaluate the impact of an mHealth reminder and education program on appointment cancellation rates, communication frequency, and patient satisfaction.

Methods: We developed a text message (SMS, short message service)–based program with seven reminders containing links to Web-based content and surveys sent over an 18-day period (14 days before through 3 days after prostate biopsy). Messages contained educational content, reminders, and readiness questionnaires. Demographic information, appointment cancellations or change data, and patient/provider communication events were collected for 6 months before and after launching the intervention. Patient satisfaction was evaluated in the postintervention cohort.

Results: The preintervention (n=473) and postintervention (n=359) cohorts were composed of men of similar median age and racial/ethnic distribution living a similar distance from clinic. The postintervention cohort had significantly fewer canceled or rescheduled appointments (33.8% vs 21.2%, \( P < .001 \)) and fewer same-day cancellations (3.8% vs 0.5%, \( P < .001 \)). There was a significant increase in preprocedural telephone calls (0.6 vs 0.8 calls per patient, \( P = .02 \)) in the postintervention cohort, but not a detectable change in postprocedural calls. The mean satisfaction with the program was 4.5 out of 5 (SD 0.9).

Conclusions: An mHealth periprocedural outreach program significantly lowered appointment cancellation and rescheduling and was associated with high patient satisfaction scores with a slight increase in preprocedural telephone calls. This led to fewer underused procedure appointments and high patient satisfaction.

(J Med Internet Res 2019;21(6):e14094) doi:10.2196/14094
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Introduction

Background

Surgical procedures are increasingly being performed in outpatient facilities such as physician offices or ambulatory care centers [1]. From 1981 to 2009, outpatient procedure volume grew from approximately 110,000 to 12 million procedures [2]. At least 60% of urologic procedures are performed in the outpatient setting, with prostate biopsy and cystoscopy being the most common outpatient urologic procedures [3]. Prostate biopsy remains essential for diagnosing and monitoring prostate cancer. However, safe in-office biopsy requires preprocedural preparation, such as prophylactic antibiotics, and postprocedure
symptom assessment. Inadequate education regarding the importance of prostate biopsy and preparation for the procedure can lead to delays in care, canceled appointments, decreased patient satisfaction, and costs to the health care system [4,5]. Prior reports have found that clinics can lose up to 16.4% of their daily potential revenue because of late cancellations or no-shows [6,7]. Moreover, patients often have anxiety about discomfort they may experience, procedure-related risks such as infection, and receiving concerning biopsy results, which likely contribute to missed appointments and nonadherence to patient instructions [8-10].

Health systems are expanding their use of mobile technologies to improve communication with patients. Several trials have shown that text message (short message service, SMS) reminders can improve medication adherence and clinical attendance for appointments [11,12]. Mobile health (mHealth) interventions have also led to improved rates of patient adherence in colon, breast, and cervical cancer surveillance cohorts [13-15]. In prostate cancer care, electronic health (eHealth) and mHealth interventions have helped patients understand their disease severity, weigh the risks and benefits of various treatment options, and track key information such as prostate-specific antigen (PSA) laboratory results [16]. However, there are no mHealth interventions in urology that address the actual receipt of care and the interaction between patients, providers, and the clinic [16]. Prostate biopsies are a relatively complex patient encounter that provides an opportunity to improve communication and efficient care delivery with an mHealth intervention. In order to undergo a safe prostate biopsy, patients may need to hold anticoagulation medications prior to the procedure, take prophylactic antibiotics at home, self-administer a rectal enema, or get preprocedural magnetic resonance imaging (MRI). After the procedure, patients are at risk for bleeding and infection.

Objectives

We developed and deployed an mHealth SMS-based reminder, education, and procedure preparedness assessment program for patients scheduled for transrectal prostate biopsy and evaluated the impact on patient appointment completion. We hypothesized that rates of canceled or rescheduled appointments would decrease following deployment of the program. We also evaluated communication frequency between patients and providers to assess for potential changes in provider workloads and patient satisfaction with the mHealth intervention following implementation of the program.

Methods

Development

We developed an SMS-based program for patients undergoing MRI–transrectal ultrasound (TRUS) fusion prostate biopsy at a busy academic urologic oncology practice at the University of California, San Francisco (UCSF). The program consisted of 8 text messages sent over an 18-day period, with the first message sent 14 days before prostate biopsy and the last message sent 3 days after the procedure (Table 1). The text messages contained short reminders or educational material with links to more detailed Web-based content and short questionnaires (2 to 4 questions) that could be viewed on a mobile phone. Educational content included step-by-step descriptions of the biopsy procedure, the importance of antibiotic and enema adherence, and an embedded animated video on the importance of getting a prostate biopsy. If patients had a mobile phone without internet capabilities, they could still view the text messages but did not have access to linked content. We developed software that integrated with the electronic health record (EHR; Epic Systems Corporation) to extract demographic data and contact information for a patient when they are scheduled for a prostate biopsy and automatically enroll them to receive text messages. We used services from a commercial provider (Medumo Inc) to send text messages and log results. Patients received a short message at the time of appointment scheduling which welcomed them to the program and allowed them to opt out of receiving messages.

We employed a development process detailed in an earlier report to prototype, refine, and evaluate the SMS-based intervention [17]. We first collated all materials given to patients in clinic or via the EHR patient portal and call scripts for periprocedural reminder phone calls. We engaged stakeholders (clinic managers, nurses, and urologists) to identify key prostate cancer concepts that patients expressed difficulty understanding and the nature and timing of preparatory steps that patients had difficulty following. With the guidance of clinical staff and providers, preparatory instructions and patient education concepts within all materials were identified, modified, and incorporated in the mHealth intervention. These included instructions and questionnaires for antibiotic adherence, anticoagulation management, enema use, and confirmation of completion of prostate MRI for patients undergoing MRI-fusion biopsy. Postprocedure symptoms were assessed via questionnaire. Messages and Web-based content were written to an 8th grade reading level using the Flesch-Kincaid Grade Level [18].

Any concerning preprocedure responses (such as failing to stop anticoagulation) triggered an email to the clinic manager, who then triaged follow-up to the appropriate nurse. Concerning postprocedure responses (fever, bleeding) prompted patients to contact the clinic (routed to the on-call physician after hours) in addition to triggering an email alert. Informed by the expertise of clinical providers and the American Urological Association guidelines for prostate biopsy, we identified the ideal temporality of content to guide when text messages should be sent to patients (Table 1) [19].
Table 1. Schedule of text messages sent to patients.

<table>
<thead>
<tr>
<th>Day</th>
<th>Time</th>
<th>Content sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>At registration</td>
<td>Enrollment</td>
<td>Program welcome, patient homepage link</td>
</tr>
<tr>
<td>14 days before</td>
<td>10 am</td>
<td>Magnetic resonance imaging and medication survey</td>
</tr>
<tr>
<td>12 days before</td>
<td>10 am</td>
<td>Educational information and video on program</td>
</tr>
<tr>
<td>7 days before</td>
<td>9 am</td>
<td>Key items to obtain and fleet enema instructions</td>
</tr>
<tr>
<td>1 day before</td>
<td>9 am</td>
<td>Preprocedure readiness survey</td>
</tr>
<tr>
<td>Day of procedure</td>
<td>7 am</td>
<td>Antibiotic and Fleet enema reminder</td>
</tr>
<tr>
<td>Day of procedure</td>
<td>5 pm</td>
<td>Postprocedure precautions</td>
</tr>
<tr>
<td>2 days after</td>
<td>10 am</td>
<td>Follow-up symptom survey</td>
</tr>
<tr>
<td>4 days after</td>
<td>5 pm</td>
<td>Satisfaction survey</td>
</tr>
</tbody>
</table>

Study Design and Data Sources

The program was launched on May 1, 2018, as a practice-wide quality improvement initiative. The preintervention cohort was defined as patients undergoing prostate biopsy in the 6-month period prior to program launch (November 1, 2017, to April 30, 2018) and the postintervention cohort was defined as patients undergoing prostate biopsy during a 6-month period (June 1 to November 30, 2018); patients were required to have a phone number to a mobile phone with SMS capabilities stored in our medical record system. There was a 1-month washout period dividing the two cohorts to account for patients who had biopsies scheduled within 14 days and would therefore not receive the full sequence of text messages. We retrospectively obtained appointment and communication frequency statistics.

Demographic information (age, race/ethnicity, distance from home to our clinic [km], urban vs rural geography, Diez-Roux neighborhood score based on patient zip code as a proxy for socioeconomic status [20], and insurance type), data on the occurrence and timing of appointment cancellations and rescheduling, and patient-provider communications (patient-provider phone calls and Epic MyChart in-basket messages) were collected from the electronic medical record for patients in the preintervention and postintervention cohorts. Providers involved with patient communication included urologists, nurse practitioners, registered nurses, and nurse navigators.

Outcomes and Analyses

The primary outcome of this study was the percentage of prostate biopsy appointments that were canceled or rescheduled. We further categorized cancellations by their temporality (same-day or within 7 and 14 days of scheduled appointment). We defined cancellation lead time as the number of days before the scheduled appointment that the appointment was canceled or rescheduled. Secondary outcomes included nature and frequency of patient-provider communications and patient satisfaction. Communications were defined as being preprocedural (within 14 days before appointment), postprocedural (within 7 days after), or periprocedural (14 days before to 7 days after). In-basket messages were defined as all relevant patient-provider and provider-provider messages in the Epic MyChart portal. Patient messages to providers regarding medical advice, provider messages to patients, and provider-provider messages were also collected and categorized. Patient satisfaction, as gauged by three survey questions delivered via text message on the last day of the program, was evaluated in the postintervention cohort. The questions were scored on a 5-point Likert scale and included the following: (1) How highly would you recommend this digital instruction program to a family member or friend? (1 = would not recommend and 5 = would highly recommend), (2) Overall, how satisfied are you with the care you received? (1 = not satisfied at all and 5 = very satisfied), and (3) What did you think of the number of reminders? (1 = far too many messages, 3 = the right number of messages, and 5 = far too few messages).

Baseline differences in the preintervention and postintervention cohorts were compared using chi-square tests for categorical factors and sample t tests or Mann-Whitney tests for continuous factors. All analyses were performed using R 3.5.1 (The R Foundation). This study was approved by the UCSF institutional review board.

Results

Sample Characteristics

There were 473 patients in the preintervention cohort (November 1, 2017, to April 30, 2018) who did not receive the SMS program, and 359 patients in the postintervention cohort who were enrolled in the 18-day mHealth program (Table 1 and Figure 1). Four eligible patients (1.1%) in the postintervention cohort opted out of the mHealth program. The preintervention and postintervention cohorts were composed of patients of similar median age (67.0 vs 67.6 years, \( P=0.55 \)) and of comparable racial/ethnic demographics (75.3% vs 76.0% white, \( P=0.44 \); Table 2). Patients in both cohorts lived a similar median distance from care (74 vs 73 km, \( P=0.74 \)) and primarily lived in urban or metropolitan areas (88.5% vs 87.1%, \( P=0.68 \)). There were no differences in socioeconomic status as measured by neighborhood score (\( P=0.39 \)).
Figure 1. Text message with link to Web-based questionnaire sent to patients the day before procedure.

### Table 2. Patient demographics in the preintervention and postintervention cohorts.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Preintervention (n=473)</th>
<th>Postintervention (n=359)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (IQR)</td>
<td>67.5 (61.9-72.2)</td>
<td>67.0 (61.3-72.5)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>356 (75.3)</td>
<td>273 (76.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Black or African American</td>
<td>30 (6.4)</td>
<td>18 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>14 (2.9)</td>
<td>17 (4.8)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>28 (5.9)</td>
<td>21 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Other/unknown</td>
<td>45 (9.6)</td>
<td>30 (8.3)</td>
<td></td>
</tr>
<tr>
<td>Distance from clinic (km), median (IQR)</td>
<td>74 (21-202)</td>
<td>73 (23-192)</td>
<td>.74</td>
</tr>
<tr>
<td>Urban, n (%)</td>
<td>419 (88.5)</td>
<td>313 (87.1)</td>
<td>.68</td>
</tr>
<tr>
<td>Rural, n (%)</td>
<td>53 (11.2)</td>
<td>43 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Neighborhood score, median (IQR)</td>
<td>4.6 (1.7-7.5)</td>
<td>3.9 (1.3-7.5)</td>
<td>.39</td>
</tr>
<tr>
<td><strong>Insurance, n (%)</strong></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>Commercial insurance</td>
<td>187 (39.6)</td>
<td>148 (41.2)</td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>266 (56.3)</td>
<td>194 (54.0)</td>
<td></td>
</tr>
<tr>
<td>Medi-Cal</td>
<td>18 (3.8)</td>
<td>15 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Self-pay</td>
<td>2 (0.3)</td>
<td>2 (0.5)</td>
<td></td>
</tr>
</tbody>
</table>

*IQR: interquartile range.

Appointment Cancellation or Rescheduling

There were 37.3% fewer canceled or rescheduled appointments in the postintervention cohort compared with the preintervention cohort (33.8% vs 21.2%, P<.001; Table 3). Same-day cancellations were reduced by 86.8% with the intervention, with 3.8% of patients in preintervention cohort canceling on the day of their appointment compared with 0.5% in postintervention cohort (P<.001). Appointment cancellation or rescheduling within 7 days (13.1% vs 8.6%, P=.03) and within 14 days (19.0% vs 12.6%, P=.01) was also significantly lower in the postintervention cohort. There was not a detectable difference...
in the median lead time to cancellation or rescheduling between the preintervention and postintervention cohorts (10.7 vs 10.8 days, \( P = .32 \)). There were no detectable differences in patient age, race/ethnicity, geography, neighborhood socioeconomics, or insurance type between patients canceling or rescheduling appointments and those who did not.

**Patient-Provider Communication**

Compared with the preintervention period, in the postintervention period there was a significant increase in preprocedural in-basket messages (3.6 vs 4.1 messages per patient, \( P = .04 \)) but not in postprocedural in-basket messages (1.3 vs 1.4 messages per patient, \( P = .56 \); Table 4). There were no detectable differences in periprocedural messages from patients to providers (1.6 vs 1.8, \( P = .34 \)) or messages from providers to patients (1.5 vs 1.5, \( P = .88 \)) when comparing the preintervention and postintervention cohorts. When looking at provider-provider in-basket message communication, there were significant increases in message volumes forwarding patient charts with comments (0.5 vs 0.9, \( P < .001 \)) and clinic orders (0.6 vs 0.9, \( P < .001 \)) in the postintervention period. After launching the intervention, there was an increase in preprocedural phone communication with patients (0.6 vs 0.8 telephone calls per patient, \( P = .02 \)) but not in postprocedural phone communications.

**Table 3.** Appointment cancellation and rescheduling in the preintervention and postintervention cohorts.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Preintervention (n=627)</th>
<th>Postintervention (n=420)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total patients, n</td>
<td>473</td>
<td>359</td>
<td></td>
</tr>
<tr>
<td>Appts(^a), completed, n (%)</td>
<td>412 (65.7)</td>
<td>330 (78.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Appts, no-show, n (%)</td>
<td>3 (0.5)</td>
<td>0 (0.2)</td>
<td>.92</td>
</tr>
<tr>
<td>Appts, canceled or rescheduled, n (%)</td>
<td>212 (33.8)</td>
<td>89 (21.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Canceled or rescheduled, same-day</td>
<td>24 (3.8)</td>
<td>2 (0.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Canceled or rescheduled, within 7 days</td>
<td>85 (13.1)</td>
<td>38 (8.6)</td>
<td>.03</td>
</tr>
<tr>
<td>Canceled or rescheduled, within 14 days</td>
<td>119 (19.0)</td>
<td>54 (12.6)</td>
<td>.01</td>
</tr>
<tr>
<td>Cancel or reschedule lead days, median (IQR)(^c)</td>
<td>10.67 (2.86-24.86)</td>
<td>10.79 (4.75-27.92)</td>
<td>.32</td>
</tr>
</tbody>
</table>

\(^a\)All percentages are reported as a proportion of the total appointments scheduled in each column.

\(^b\)Appts: appointments.

\(^c\)IQR: interquartile range.

**Table 4.** Periprocedural communication volume per patient in preintervention and postintervention periods.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Preintervention, mean (SD)(^a)</th>
<th>Postintervention, mean (SD)(^a)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All in-basket messages</td>
<td>4.9 (5.0)</td>
<td>5.6 (5.6)</td>
<td>.05</td>
</tr>
<tr>
<td>Preprocedural</td>
<td>3.6 (4.0)</td>
<td>4.1 (4.9)</td>
<td>.04</td>
</tr>
<tr>
<td>Postprocedural</td>
<td>1.3 (2.3)</td>
<td>1.4 (2.3)</td>
<td>.56</td>
</tr>
<tr>
<td>Patient message to provider</td>
<td>1.6 (2.6)</td>
<td>1.8 (3.0)</td>
<td>.34</td>
</tr>
<tr>
<td>Preprocedural</td>
<td>1.1 (2.0)</td>
<td>1.3 (2.4)</td>
<td>.11</td>
</tr>
<tr>
<td>Postprocedural</td>
<td>0.5 (1.3)</td>
<td>0.4 (1.2)</td>
<td>.46</td>
</tr>
<tr>
<td>Provider message to patient</td>
<td>1.5 (1.8)</td>
<td>1.5 (2.2)</td>
<td>.88</td>
</tr>
<tr>
<td>Preprocedural</td>
<td>1.2 (1.5)</td>
<td>1.2 (2.1)</td>
<td>.87</td>
</tr>
<tr>
<td>Postprocedural</td>
<td>0.3 (0.8)</td>
<td>0.3 (0.8)</td>
<td>.42</td>
</tr>
<tr>
<td>Provider-provider message</td>
<td>2.1 (2.4)</td>
<td>2.5 (2.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preprocedural</td>
<td>1.5 (1.9)</td>
<td>1.7 (1.7)</td>
<td>.05</td>
</tr>
<tr>
<td>Postprocedural</td>
<td>0.6 (1.1)</td>
<td>0.8 (1.1)</td>
<td>.01</td>
</tr>
<tr>
<td>Patient-provider telephone call</td>
<td>0.8 (1.1)</td>
<td>1.0 (1.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preprocedural</td>
<td>0.6 (1.0)</td>
<td>0.8 (1.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Postprocedural</td>
<td>0.2 (0.5)</td>
<td>0.2 (0.5)</td>
<td>.24</td>
</tr>
</tbody>
</table>

\(^a\)All values represent mean (SD) messages per patient, per appointment.
Patient Satisfaction

Mean patient satisfaction with the text message program was 4.5 out of 5 (SD 0.9), and the mean satisfaction with overall care was 4.8 out of 5 (SD 0.6, see Methods section for details on questions and scoring system). Patient opinion of text message quantity was 2.8 out of 5, with a score of 3 corresponding to the right number of messages (SD 0.4).

Discussion

Principal Findings

An SMS-based mHealth periprocedural outreach program significantly lowered both last-minute and overall appointment cancellation and rescheduling and was associated with high patient satisfaction scores and a low opt-out rate. While the number of secure message and telephone interactions with patients slightly increased, this was associated with fewer underused procedure appointments and high patient satisfaction.

Preventing Appointment Cancellations

Appointment cancellations, particularly same-day cancellations and no-shows, can significantly burden health care systems. Additionally, inability to undergo the procedure after arrival due to inadequate preprocedure preparation is a significant time burden and inconvenience to patients, who often drive long distances from their home or take time off from work. For patients being evaluated for prostate cancer, procedure completion is essential for providing timely care. A meta-analysis of randomized controlled trials assessing the impact of SMS reminders in a wide range of practice settings found that reminders significantly increase attendance to health care appointments [12]. These results have been reinforced in the cancer screening literature. A systematic review of the impact of text message interventions on cancer screening rates found that absolute screening rates for patients receiving SMS reminders was 0.6% to 15% higher than for controls [14]. Cancer screening or surveillance patients sometimes share similar needs in terms of procedural preparation and patient education. For example, patients undergoing workup for colon cancer and prostate cancer both require adherence to several preparatory steps. In a randomized trial, Deng and colleagues found that an SMS reminder program significantly reduced cancellations from 8.0% to 4.8% in a clinic performing gastrointestinal endoscopy under sedation [13]. Similar to our program for patients undergoing prostate biopsy, their program contained reminders for key preparatory steps that often lead to cancellation, such as failure to discontinue an anticoagulant.

Selecting the Appropriate Platform

As more technologies for patient-provider communication become available, it is important to choose the appropriate method of communication to match the needs and technology literacies of specific patient populations. Web- and SMS-based technology has shown considerable promise in improving care for patients with prostate cancer. Kenfield and colleagues [21] found that patients with prostate cancer are amenable to using digital interventions (interactive website, text messaging, and a physical activity tracker) and that these interventions helped them adopt recommended lifestyle and dietary changes. A mobile phone app developed for detection and management of symptoms during prostate cancer treatment was found to reduce urinary-related symptoms and improve emotional functioning [22].

These earlier interventions for prostate cancer patients are designed for long-term care of patients while they undergo and recover from prostate cancer treatment. Patients are often highly invested in their preparation for surgery and therefore may be more willing to put in the effort to download a phone app or wear an activity tracking device. In comparison to surgery, prostate biopsy has a shorter periprocedural period and requires less physical and emotional preparation on the part of the patient. After considering several mobile app- or Web portal–based interventions, we decided to instead develop an SMS-based reminder program because this technology requires relatively less effort to engage with and has become widely adopted in our study population. Unlike mobile apps and Web portal–based interventions, SMS does not require the patient to download any software or create log-in credentials.

When deciding which patient communication platform to use, providers must assess the impact that any intervention will have on clinic workflow and capacity. We developed software in-house, which allowed us to automate enrollment in the text program. Practices that are not able to do this may need clinical staff to manually enroll patients in the program or rely on a commercial provider to help with this process. We also designed the program to trigger alerts to our clinic manager when a patient had a concerning response to a survey question. This also adds work for the clinical team. If a practice does not have capacity to manage these alerts, the survey questions and/or alerts can be removed. The program will still provide valuable reminders and educational information to patients without the triggered alerts.

Tailoring Interventions

Since reasons for cancellation often vary based on the type of appointment and patient population, customized interventions are needed to prevent cancellations and improve preparation [23]. Rather than simply reminding patients about their appointment, our intervention was customized to include educational information and survey questions specific to prostate biopsy patients. The study by O’Dwyer et al [23] of canceled elective urology appointments found that the majority of procedure-room cases (prostate biopsy, cystoscopy, and catheter changes) were canceled because patients were not adequately prepared for surgery. A study of procedural cancellations in a pediatric urology clinic found that many cancellations were due to preventable factors such as fasting violations [24]. These investigations reinforce the need for tailored interventions that address the specific needs of certain patient populations and complement the work of clinic staff rather than one-size-fits-all reminder systems.

Communication Volume

Patient communications with providers via telephone calls in the preprocedural period increased, while telephone calls in the postprocedural period did not significantly change. While the effect size of the preprocedural increase in call volume was...
small, it is possible that it created meaningful changes in clinic workloads. Provider-provider communication also increased significantly, which may be due to increased communication about how to manage patient concerns reported over telephone or concerning responses to survey questions in the intervention. Increases in periprocedural communication may be necessary in order to adequately prepare patients for prostate biopsy, avoid scheduling inefficiencies, and prevent patient complaints that would lead to increased postprocedural communications.

**Limitations**

This study has limitations. Although we were able to track which patients clicked links in the text messages and opened Web-based content, for patients who did not click the links in the SMS, there is no other way with current SMS technology to assess if they received or read the message. This means that we are likely undercounting the degree of engagement, which biases our results toward the null. Patients were not directly engaged as stakeholders in the intervention development process. However, the program was based on materials given to patients in clinic that patients extensively helped to develop. We are currently gathering patient feedback on the program, which will directly inform future interventions. Although we aimed for an English 8th grade reading level, the intervention was not translated into other languages. Future interventions can assess patient language preferences and deliver language appropriate programs. The ethnic and racial composition of our cohort did not match the composition of the United States as a whole or the surrounding region, which may impact generalizability. Moreover, the majority of patients lived in urban areas, which likely impacts the generalizability of results to rural populations. Prior studies have found that SMS-based interventions have helped to improve clinical attendance and/or engage underserved populations in cancer screening and educational efforts [15,25,26]. Therefore, we aim to increase this proportion in future research by including clinical sites with greater proportions or racial/ethnic minorities and other vulnerable populations. However, there were no detectable demographic or socioeconomic differences between the preintervention and postintervention cohorts. Some patient-provider communications are not appropriately documented in the EHR. For example, communication with nonprovider clinic staff was not captured in our medical record and therefore not analyzed in this study. As an observational study, it is subject to selection bias. However, the study included six months of patient appointments in both the preintervention and postintervention cohorts, which may mitigate potential biases caused by short-term secular trends.

This study also has several strengths. First, we leveraged appointment scheduling logs in the EHR to obtain detailed information on the occurrence and timing of appointment cancellation or changes. Second, compared with other SMS-based interventions which require manual enrollment of patients, our intervention had an otherwise lower impact on clinic staff workloads as enrollment was automated and did not require any changes to workflow. Moreover, we were able to assess changes that the SMS program may have on clinic workloads by extracting and analyzing data on the type and frequency of patient-provider and provider-provider communications. Last, we considered the reading proficiency and technology literacy of our patient population in the design of the program.

**Conclusions**

An mHealth periprocedural outreach and reminder program designed specifically for prostate biopsy patients significantly lowered appointment cancellations and was associated with high patient satisfaction scores. The number of secure message and telephone calls per patient increased slightly; however, this increase in communication may be necessary in order to improve clinic efficiency and patient satisfaction. Future research on predictors of engagement with periprocedural SMS-based interventions and the impact of these programs with diverse study populations will help to understand the utility of this intervention among different patient groups.
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Abstract

Background: It is estimated that 20% to 50% of patients do not take their medication correctly, and this leads to increased morbidity and inefficacy of therapeutic approaches. Fostering treatment adherence is a priority objective for all health systems. The growth of mobile apps to facilitate therapeutic adherence has significantly increased in recent years. However, the effectiveness of the apps for this purpose has not been evaluated.

Objective: This study aimed to analyze whether mobile apps are perceived as useful for managing medication at home and if they actually contribute to increasing treatment adherence in patients.

Methods: We carried out a systematic review of research published using Scopus, Cochrane Library, ProQuest, and MEDLINE databases and analyzed the information about their contribution to increasing therapeutic adherence and the perceived usefulness of mobile apps. This review examined studies published between 2000 and 2017.

Results: Overall, 11 studies fulfilled the inclusion criteria. The sample sizes of these studies varied between 16 and 99 participants. In addition, 7 studies confirmed that the mobile app increased treatment adherence. In 5 of them, the before and after adherence measures suggested significant statistical improvements, when comparing self-reported adherence and missed dose with a percentage increase ranging between 7% and 40%. The users found mobile apps easy to use and useful for managing their medication. The patients were mostly satisfied with their use, with an average score of 8.1 out of 10.

Conclusions: The use of mobile apps helps increase treatment adherence, and they are an appropriate method for managing medication at home.

(J Med Internet Res 2019;21(6):e12505) doi:10.2196/12505
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Introduction

Background
The World Health Organization has classified the lack of treatment adherence as a major global problem [1]. This is partly because of therapeutic nonadherence being associated with high health costs because of rehospitalizations as a consequence of the lack of therapeutic response, changes in prescriptions for other more potent and toxic medications that increase the risk of producing side effects or long-term medication dependence, and, above all, the decreased efficacy from medication that patients either do not take or take inappropriately [2,3]. These consequences lead to increased morbidity and mortality in nonadherent patients [2,4].

Figures for Therapeutic Nonadherence
It is estimated that 20% to 50% of patients do not take their medication correctly [5-7]. The reasons for this lack of adherence to treatments are varied. On the one hand, patients...
may voluntarily stop taking their medication because of, for example, a perception of the lack of improvements, beliefs that they have not been diagnosed correctly, or the adverse effects of the drug. However, the most frequent reasons for therapeutic nonadherence are involuntary causes, such as confusion or simple forgetfulness [2,5,8,9]. Medication errors at home are more usual than expected by health care professionals [8,10,11]. This would seem to indicate that designing and applying methods that foster treatment adherence and contribute to reduce medication errors at home are necessary.

**Pillbox**

The most commonly used device to promote medication adherence is the pillbox. People can independently manage their medications, check whether they have taken them or not, avoid the risk of taking them twice or not taking them at all, and reduce the rate of medication errors. Previous studies found that people who used a pillbox had better treatment adherence [12-14]. There are Medication Event Monitoring Systems (MEMSs), whose popular name is electronic pillbox. They have the additional feature of reminding patients to take the medication with alarms, and they are considered as the gold standard for measuring adherence [15]. However, unfortunately, none of these pillboxes are exempt from problems. They are too big to get them out of the house. In addition, patients have to understand the prescribed therapeutic regimen to organize the medication in the compartments and know how to manage these pillboxes [12-17].

**Smartphones and Health Apps**

All the research indicates that new information technologies have been rapidly accepted by the entire population [18]. In the case of Spain, 94.6% of its population currently uses a mobile phone [19].

This boom in mobile phones has resulted in these devices being used to devise new procedures to promote therapeutic adherence. At first, short message service (SMS) text messages were sent and telephone calls were made to remind users of the need to take medication. These kinds of reminders have been very effective methods and are well accepted by patients [20-22].

Then, with the advent of smartphones came mobile apps that have also afforded new opportunities for carrying out actions that simplify daily tasks, among them caring for health [6,8,18,23-25]. Currently, there are more than 165,000 apps designed for these devices that are related to health, and one in 5 people have downloaded a mobile health (mHealth) app [18]. Among these apps are a growing number intended to help patients in the management of their disease and their medication, remind users to take their drugs, and provide them with information about how they should do it to promote treatment adherence. These mobile apps are not only intended to help people remember to take the medication, such as the electronic pillbox; they have additional useful features that not only promote medication adherence but also increase treatment adherence.

However, very little research has been undertaken to evaluate the effectiveness of these apps for the purposes for which they were intended or the level of acceptance among users [6,18,26]. There are also no studies about their contribution to safe medication use.

**Objective of This Study**

This study aimed to analyze whether mobile apps that help people manage their medication in the home contribute to increasing patient adherence and are considered useful by the users.

**Methods**

A systematic review study that applied the recommendations in the Preferred Reporting Items for Systematic reviews and Meta-Analysis declaration for these types of studies was carried out [27].

**Concepts to Be Taken Into Account in This Review**

**Pillbox**

A small container that pills are carried in. A pillbox can make the medication task easier because it helps people to manage their daily medication. This device is associated with improvements in medication adherence and, subsequently, with better health [12].

**Electronic Pillbox**

The MEMS is a pill organizer that has the additional feature of reminding you to take your drugs with visual and audio alerts. This MEMS provides information about treatment adherence. Therefore, it is the gold standard for this purpose [17].

**Mobile Apps**

Mobile apps are computer programs or software installed on mobile electronic devices that supports a wide range of functions and uses, including television, telephone, video, music, word processing, and internet services [16].

**Mobile Apps to Improve Medication Adherence**

In this study, we considered the kind of mobile apps that help people to manage their medication. These mobile apps, compared with pillboxes or electronic pillboxes, have the main advantage of being a system that is incorporated into our smartphones [16].

**Selection of Studies**

The inclusion criteria for this review included research published in either English or Spanish that provided results about the effectiveness or treatment adherence in using mobile apps in the management of medication in the home, with any age group as the study population and regardless of the pathology and prescribed medication. Both quantitative and qualitative research were included, as well as research with descriptive and experimental approaches. The studies included in this review included presentations of results about the effectiveness in fostering adherence to treatment, safe medication use, viability, acceptance, satisfaction, and usefulness of these mobile apps. We excluded studies that were merely descriptive about the design of the mobile apps without presenting the results of use experience. We also excluded studies in which the interventions to remind patients to take their medication were delivered via SMS text messaging, phone calls, or electronic pillboxes.
Search Strategy
We carried out a search for scientific documentation in the Scopus, Cochrane Library, ProQuest, and MEDLINE databases using keywords associated with pillbox and mobile apps and using the Boolean indicators OR and AND (pillbox OR pill reminder OR pill organizer OR pill dispenser OR medication organizer OR medication reminder OR medication systems OR medicine reminder OR reminder system AND mhealth OR mobile app OR mobile application). The search for documents was limited to publications that appeared in scientific journals from January 2000 through January 2017. The same descriptors were used to search the internet for relevant gray literature using the Google search engine. We similarly undertook a manual search using the bibliographic references of the selected publications.

The initial search identified 212 papers, of which 32 were eliminated because of being duplicates. Similarly, we found an additional 8 studies within either the bibliographies of the articles selected or through a Google search. We analyzed the titles and abstracts and eliminated 188 papers because they did not fulfill the inclusion criteria. We then fully read the 23 remaining papers and discarded 10 of them because they did not evaluate the effectiveness of the mobile app. Ultimately, 11 papers fulfilled the inclusion criteria (Figure 1).

Figure 1. Flow diagram of the study inclusion and exclusion process.

Data Extraction
The data extracted for each study included its country, objective, participants, chronic condition, design, and duration. Moreover, we recorded the functions of each mobile app, names of its designer(s), measures for evaluating adherence, measures for evaluating the mobile app, and outcomes of its evaluation.

In addition, to evaluate the quality of the reviewed publications, we first analyzed the level and degree of evidence following the classification proposed by the Scottish Intercollegiate...
Guidelines Network [28]. Then, we assessed the following criteria (with a dichotomous yes/no scale): if it was reflected in the study that patients had participated to some degree in the app design, if the sample error had been controlled by adjusting the size of the sample under study, if there had been randomization with the samples who participated in the study to determine the app effectiveness, if validated measuring scales had been used, and whether the app had been used under natural conditions for periods of time exceeding 3 months.

We classified the levels of evidence as follows: 1++ (meta-analyses, systematic reviews of clinical trials, or high-quality clinical trials with very little risk of bias), 1+ (meta-analyses, systematic reviews of clinical trials, or well-conducted clinical trials with little risk of bias), 1− (meta-analyses, systematic reviews of clinical trials, or clinical trials with high risk of bias), 2++ (systematic reviews of cohort or case-control studies or studies of high-quality diagnostic tests and cohort or case-control studies of high-quality diagnostic tests with very little risk of bias and a high probability of establishing a causal relationship), 2+ (cohort or case-control studies or studies of well-conducted diagnostic tests with a low risk of bias and a moderate probability of establishing a causal relationship), 2− (cohort or case-control studies with a high risk of bias), 3 (nonanalytical studies, such as case reports and case series), and 4 (expert opinions) [28].

We classified the strengths of the recommendations as (A) at least 1 meta-analysis or systematic review of a controlled and randomized trial (CRT) or a level 1++ CRT, directly applicable to the target population or sufficient evidence extrapolated from 1+ level studies, directly applicable to the target population and whose results demonstrate overall consistency; (B) sufficient evidence deriving from level 2++ studies, directly applicable to the target population and whose results demonstrate overall consistency, with evidence extrapolated from either 1++ or 1+ level studies; (C) sufficient evidence deriving from level 2+ studies, directly applicable to the target population and whose results demonstrate overall consistency, with evidence extrapolated from either 1++ or 1+ level studies; (D) evidence from level 2+ studies, directly applicable to the target population; (E) evidence from level 1++ studies, directly applicable to the target population; (F) evidence from level 1+ studies, directly applicable to the target population or sufficient evidence extrapolated from level 1+ studies; and (G) evidence from level 1 studies, directly applicable to the target population or sufficient evidence extrapolated from level 1 studies.

The evaluation and classification of the studies found during the search strategy were completed independently by 2 investigators (MS and VPJ). Discordant elements were discussed by both investigators until an agreement was reached.

Results

The initial search identified 212 papers. Ultimately, 11 papers fulfilled the inclusion criteria (Figure 1). Multimedia Appendix 1 shows the level of evidence and the degrees of recommendation of each of the 11 selected studies. Multimedia Appendix 2 shows the assessment of the internal quality of the design of each study.

Study Objectives

In 7 of the 11 studies [9,18,24,29-32] analyzed, a mobile app was designed and evaluated, whereas 4 studies [23,33-35] evaluated a previously designed app. Furthermore, 7 studies [9,23,29-31,33,35] evaluated both the perceived usefulness and treatment adherence when using a mobile app. In addition, 4 studies assessed perceived usefulness but did not evaluate adherence [18,24,32,35].

Moreover, 1 study [34], in addition to evaluating the mobile app’s viability and acceptance, compared the intervention of 4 groups: mobile app with a reminder, mobile app without a reminder, electronic pillbox with a reminder, and electronic pillbox without a reminder. The objective of another study [18] was to evaluate the ad hoc–designed mobile app and compare the responses between people both older and younger than 55 years. Yet another study [35] compared the ease of use and usefulness of various mobile apps found for managing medication.

Description of the Population in the Reviewed Studies Using These Mobile Apps

The sample sizes varied between 16 and 99 participants [9,24]. The participants’ ages varied depending upon the study. Of the studies, 2 focused on adolescents [24,29], 1 was directed at persons over the age of 65 years [9], another 1 was for persons over the age of 60 years [31], and another 1 for persons over the age of 50 years [35]. In addition, one study included adults with a wide age range (from 45-90 years) [34] and another compared the responses between people older and younger than 50 years [18].

The investigators recruited the samples at hospitals [23,24,29,30,33], health centers [9,32], patient associations [23,32,34], and local cardiac rehabilitation sports groups in a university [31] as well as with flyers and events at social centers and medical clinics [35].

Chronic Conditions of the Patients Included in the Studies of Mobile App Use

The apps used in this study included different conditions, such as asthma [29], heart failure [31,34], hypertension [30,33], and HIV [23,33]. The remaining apps did not focus on a specific illness [9,18,24,32,35]; however, the inclusion criteria for 2 of these studies included people suffering from multiple pathologies [9,32,33], and in another of the analyzed studies, the patients had to be recipients of solid organ transplants [24].

Designs Employed in the Studies

To compare results, 4 studies carried out randomized controlled trials [9,23,31,34]. The first of these compared treatment adherence in 2 groups: those who used the mobile app (experimental group) and those who did not (control group) [9]. The second study that conducted a randomized controlled trial compared treatment adherence between a control group that employed a mobile app with an experimental group that used an extended version of that same app [23]. The third randomized controlled study compared the interventions of 2 groups, mobile app and electronic pillbox, and under 2 conditions each: mobile app with a reminder, mobile app without a reminder, electronic pillbox with a reminder, and electronic pillbox without a reminder [34]. Finally, the fourth study compared the use of the app versus a paper diary [31].
Furthermore, 2 studies compared 2 independent samples. One of these compared the responses of persons older and younger than 55 years as its objective was to verify the differences between the effectiveness and ease of use of the app between these 2 groups [18]. Another compared the effectiveness of various mobile apps [35].

The remaining 5 studies [24,29,30,32,33] described assessment of the mobile apps by the patients.

**Time of Use of the Mobile Apps**

The time that the participants used the mobile apps varied between 2 hours and 6 months, depending upon the study [33,35].

A description of these issues is in Table 1.

### Table 1. Details of the included studies.

<table>
<thead>
<tr>
<th>Authors and country</th>
<th>Objective</th>
<th>Participants</th>
<th>Chronic condition</th>
<th>Design (Duration)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anglada-Martínez et al, Spain [33]</td>
<td>Evaluate 1 Web and smartphone-based medication self-management platform, named MedPlan.</td>
<td>N=42; average age: 56 years</td>
<td>Hypertension “and” or “or” dyslipidemia and HIV</td>
<td>Transversal (6 months)</td>
</tr>
<tr>
<td>Burbank et al, United States [29]</td>
<td>Examine the viability of a mobile application for adolescents with asthma.</td>
<td>N=20; adolescents; average age: 13.5 years</td>
<td>Asthma</td>
<td>Transversal (8 weeks)</td>
</tr>
<tr>
<td>Fallah and Yasini, France [18]</td>
<td>Design and evaluate a mobile medication reminder app.</td>
<td>N=60; &lt;55 years: N=30; and &gt;55 years: N=30</td>
<td>—</td>
<td>Transversal (—)</td>
</tr>
<tr>
<td>Goldstein et al, United States [34]</td>
<td>Compare the adherence of 2 interventions, electronic pillbox and mobile apps, under experimental conditions with and without medication reminders, in addition to evaluating the viability and effectiveness of each.</td>
<td>N=58; elderly adults; average age: 69 years</td>
<td>Heart failure</td>
<td>Randomized controlled (28 days)</td>
</tr>
<tr>
<td>Grindrod et al, Canada [35]</td>
<td>Explore the ease of use and usefulness of existing mobile apps for handing medication in elderly adults.</td>
<td>N=35; &gt;50 years; average age: 67 years</td>
<td>—</td>
<td>Transversal (2 hours)</td>
</tr>
<tr>
<td>Kang and Park, South Korea [30]</td>
<td>Develop a mobile application for managing hypertension and evaluate its usefulness, user satisfaction and adherence to medication.</td>
<td>N=38; average age: 56 years</td>
<td>Hypertension</td>
<td>Transversal (4 weeks)</td>
</tr>
<tr>
<td>Mertens et al, Germany [31]</td>
<td>Analyze if mobile application to support the therapy management will be accepted by elderly patients with chronic conditions and would improve their therapy adherence.</td>
<td>N=24; average age: 73.8 years</td>
<td>Coronary heart disease or myocardial infarction</td>
<td>Randomized controlled (84 days)</td>
</tr>
<tr>
<td>Mira et al, Spain [32]</td>
<td>Design, develop, and evaluate a mobile app that enables safer use of medication in elderly patients who take multiple medications.</td>
<td>N=61; elderly adults; average age: 68.8 years</td>
<td>Pluripathology</td>
<td>Transversal (—)</td>
</tr>
<tr>
<td>Mira et al, Spain [9]</td>
<td>Design, implement and evaluate a mobile app for self-management of medication in elderly patients who take multiple medications.</td>
<td>N=99; &gt;65 years; experimental group: N=51; and control group: N=48</td>
<td>Pluripathology</td>
<td>Randomized controlled (3 months)</td>
</tr>
<tr>
<td>Perera et al, New Zealand [23]</td>
<td>Examine the effectiveness of a mobile application for facilitating treatment adherence to combined antiretroviral therapy.</td>
<td>N=28; average age: 46; experimental group: N=17; and control group: N=11</td>
<td>HIV</td>
<td>Randomized controlled (3 months)</td>
</tr>
<tr>
<td>Shellmer et al, United States [24]</td>
<td>Design a mobile application for improving treatment adherence in adolescent recipients of solid organ transplants and evaluate its acceptance, ease of use and satisfaction.</td>
<td>N=7; adolescents; + 9 caregivers</td>
<td>Recipients of solid organ transplants</td>
<td>Transversal (6 weeks)</td>
</tr>
</tbody>
</table>

*aMissing data.*
Functions of the Mobile Apps

The contents of the mobile apps included reminders for taking medication; some of these studies did so with alarms (visual and audio) that the patients had previously recorded [9,18,24,29,31,33]. When the alarm sounded, they had to confirm that they had taken the medication [9,23,24,29,31,33], and the apps notified their caregivers when the users failed to indicate that they had indeed taken the medication [9,24]. The apps provided instructions on how to take the medication [9,18,24,31-33], general information about the treatments and medication [18,30-33], education about the illness [24,29], and recommendations on healthy habits [9,30].

Some more specific functions of each app included reminders with alarms for doctors’ appointments [30], blood pressure records [30], or their symptoms in general [29] and images of the medications taken to distinguish them when the time came for them to be taken, thus increasing patient safety [9,31,33]. The TUMEDICINA app (APPANDABOUT, SL) enabled scanning of the bar codes on medication containers to gain information about the intended therapeutic objectives, verbal instructions on how and when to take them, interactions with other medications, expiration dates, and storage indications. All this information was stored as audio recordings [32]. The app for HIV patients contained a 24-hour medication clock for the control and experimental groups. The latter used an extended version of the app that additionally included personalized images about the level of medication and the level of immunoprotection within the patient’s body [23]. The Teen Pocket PATH app had one version for caregivers and another for patients and included general information such as telephone help numbers [24].

Profile of Mobile Apps Design Participants

In 6 of the studies, the design of the app was made from patient data compiled with qualitative techniques, such as in nominal groups [9,18,24,29,30,32]. In addition, health professionals participated in the app design in 3 of them [9,18,29], and technology specialists also participated in 1 [19]. In another study, in addition to including participation from the patients who were subsequently going to use the app, the design also kept their caregivers in mind [24]. In another study, the app was designed exclusively by technology experts [30].

Mobile App Availability

In 5 of the 11 studies, the mobile apps were available in both Android and iOS versions [9,29,32,34,35], whereas 4 were only available for Android [18,23,24,30,33] and 2 were only available for iOS [31]. Furthermore, among the studies, 1 study compared mobile apps of Android and iOS environments [35]. In 3 studies, the participants downloaded the app on their mobile phones [23,29,30] and in 4 studies, the users were offered either iPads or tablets with the downloaded app [9,24,31,35].

Reference Measures for Evaluating Treatment Adherence

The questionnaires administered for evaluating treatment adherence were the Modified Morisky Scale [30]; the Morisky Medication Adherence Scale along with a questionnaire for evaluating the rates of lost doses and medication errors [9]; Medication Adherence Report Scale [23]; Simplified Medication Adherence Questionnaire [33]; the subjective adherence measure A14 scale [31]; the Asthma Control Test for evaluating the impact of asthma on daily functions, frequency of shortness of breath, frequency of asthmatic symptoms at night, frequency of using rescue medicines, and general control of asthma; and the Child Asthma Self-Efficacy for determining the prevention and management of asthma attacks [29]. The other methods used included pharmacy dispensers, measuring the quantity of virus in the blood plasma of each HIV patient [23], and dividing the number of medications that were marked as having been taken by the number of medicines prescribed [34].

Quantitative Measures for Evaluating Mobile App Functions

The questions used for evaluating the mobile apps included the Post Study System Usability Questionnaire [24] and the System Usability Scale, which determined the use of the app [35]. One study administered a questionnaire to evaluate the app’s effectiveness and ease of use in which the questions for evaluating the ease were extracted from the System Usability Scale [18]; 1 study created a questionnaire to evaluate the acceptance, usefulness, satisfaction, willingness to recommend the app to other persons, and the opinion the users held about it [34]; and 1 study evaluated the usefulness by using the questionnaire on perceived usefulness by Davis and the satisfaction by means of a questionnaire that evaluated satisfaction with each of the app’s contents [30]. Another study evaluated the use of the app according to the number of times that each participant examined each of the contents in the app and the amount of time invested in each content. Furthermore, a questionnaire was administered with questions about the app’s satisfaction, perceived utility, ease of use, visual appeal, and discretion and about the information it provided [23]. In another study, a questionnaire was administered that evaluated the app’s characteristics and operation [32]. Finally, 1 study assessed usability and satisfaction through self-reported questionnaires [33].

Qualitative Measures for Evaluating Mobile App Functions

Overall, 7 studies compiled patient data using qualitative techniques wherein questions were asked about the satisfaction, usefulness, ease of use, acceptance and the contents of the apps [9,24,29,31,32,35].

Mobile App Effectiveness in Treatment Adherence

Furthermore, 7 studies confirmed that the mobile app increased treatment adherence [9,23,29-31,33,34], and in 5 of them, the differences in adherence before and after the study were statistically significant [9,23,30,31,33]. The study that compared the intervention of the mobile app with that of the electronic pillbox did not find significant differences between the type of device used or the reminders and treatment adherence; however, the participants declared that they preferred the mobile device [34]. Another study did not find statistically significant differences in the control of asthma before and after the study, although the patients with uncontrolled asthma before the study did show a significant increase in their scores. Mean scores on asthma self-efficacy before and after the study increased but
were not significant. However, there was a significant increase in preventing an asthma attack [29]. In addition, 3 studies found that the mobile app reduced the occurrence of missed dose significantly [9,31,33]. In addition, the device decreased medication mistakes only in people who had reported committing 2 or more errors before the study [9].

**Satisfaction With the Mobile Apps**

The participants declared that they were satisfied with the app in all 7 of the studies that included this measure [9,23,24,29,30,32,33]. They were more satisfied with the functions that helped them to promote treatment adherence such as reminders and recording symptoms and medication information [30,35]. People who rated the highest were those who organized their medication in pillboxes, took notes on medication containers, and took less than six every day [32]. Moreover, experimental groups who used mobile apps were more satisfied compared with control groups with other devices [23,34].

**Other Evaluated Elements**

Ease of use was estimated in 6 studies [9,18,23,24,32,35], and in 4 of them, the participants stated that the app was easy to use [9,18,24,32]. Furthermore, 1 study confirmed that there were no statistically significant differences in the ease of use between those younger and older than 50 years [18], whereas another found no statistically significant differences between persons who used mobile phones or browsed the internet with those who did not [32]. In 1 study that compared various apps, only 1 of the apps received scores for ease of use that were lower than the remaining apps. Moreover, people rated the experience of using the mobile apps as difficult, although that changed when they learned how to use them [35].

In 5 studies, the participants stated that these mobile apps were useful [23,24,30,32,34]. In addition, in 1 study, the participants suggested that the app would be even more useful if it added the option of an alarm as a reminder for taking medication [23]. Yet another study demonstrated that the ideal app would be one that helped foster treatment adherence and, furthermore, provided information about the illness and its treatment [35].

Finally, 1 study [23] that compared a reduced version of an app (control group) with an extended version (experimental group) found that the participants from the experimental group rated their app as more informative, more visually appealing, and more of a motivator for promoting adherence to treatment in comparison with the control group, and almost all the participants would recommend the mobile app to their friends. A description of these issues is in Table 2.
### Table 2. Details of the apps used in the included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>App functions and design</th>
<th>Medication adherence measure</th>
<th>Measure for evaluating app</th>
<th>App evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anglada-Martínez et al [33]</td>
<td>MEDPLAN. Drugs information, medication reminder alarm system, where patients confirm whether they have taken the drug or not. App designed by health professionals.</td>
<td>Simplified Medication Adherence Questionnaire (SMAQ), pharmacy refill method and number of days with missing dose.</td>
<td>Usability and satisfaction assessed through self-reported questionnaires.</td>
<td>When adherence was measured using the SMAQ, treatment adherence improved during the intervention phase (19.4%; (P&lt;.05)), and the number of days with missed doses decreased ((P&lt;.05)). The mean satisfaction score for Medplan was 7.2 ± 2.7 out of maximum of 10 points. 71.4% of participants said they would recommend the App to a friend, and 88.1% wanted to continue using it. They thought the application could be more useful in patients on polypharmacy, at the beginning of a treatment, for caregivers or for the elderly population.</td>
</tr>
<tr>
<td>Burbank et al [29]</td>
<td>Medication reminder, reminder for recording symptoms, feedback on its adherence and education about asthma. The App was designed by patients and health professionals.</td>
<td>Asthma Control Test. Child Asthma Self-Efficacy Questionnaire.</td>
<td>Questions about satisfaction. In spite of the improvement in the control of asthma before and after the study, there were no significant differences ((P=.53)). However, the scores improved significantly for those who did not control asthma before the intervention ((P=.03)). Mean scores on self-efficacy before and after the study increased, but were not significant ((P=.13)). Although there were significant differences in preventing an asthma attack ((P=.04)). Satisfaction: 93%</td>
<td></td>
</tr>
<tr>
<td>Fallah and Yasini [18]</td>
<td>Reminders via alarms, instructions and information about medication. The App was designed by patients, health professionals, and technology specialists.</td>
<td>—(^{a})</td>
<td>Questionnaire for evaluating the application’s effectiveness and ease of use. The questions for evaluating its ease of use were taken from the System Usability Scale adapted for mobile applications. No significant differences were found between the effectiveness or ease of use in either age group (greater and younger than 50). Both groups found the app effective and easy to use.</td>
<td></td>
</tr>
<tr>
<td>Goldstein et al [34]</td>
<td>—</td>
<td>Electronic pillbox: opening the pillboxes. Mobile application: electronic self-reports. The number of medications taken was divided by the number of medications prescribed.</td>
<td>Questionnaire for evaluating the acceptance, usefulness, satisfaction, willingness to recommend it and their opinion about the device. Improves treatment adherence with both interventions (80%). No significant differences were found between the type of device and adherence ((P=.87)), neither were there between the condition and adherence ((P=.48)). Those in the mobile application group awarded higher scores on acceptance and usefulness of their device ((P&lt;.001)). All participants preferred the intervention of the mobile application.</td>
<td></td>
</tr>
<tr>
<td>Grindrod, Li and Gates [35]</td>
<td>—</td>
<td>—</td>
<td>System Usability Scale. Questions in a group session: ease of use, user experiences, expected adoption, concerns about the potential for data entry errors, perceived quality of the provided information and preferences for the different characteristics. The Pocket Pharmacist application received an ease of use score that was significantly lower when compared to the remaining applications ((P&lt;.001)). They initially rated the experience of using the applications as frustrating, although that changed when they learned how to use them. They would use these applications if they someday needed to deal with cognitive or health problems. The ideal application would possess characteristics that helped foster adherence and provide information.</td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>App functions and design</td>
<td>Medication adherence measure</td>
<td>Measure for evaluating app</td>
<td>App evaluation</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------------</td>
<td>------------------------------</td>
<td>----------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Kang and Park [30]</td>
<td>HYPERTENSION MANAGEMENT APP. Reminders with alarms for taking medication and doctor’s appointments, recording blood pressure, recommendations about lifestyle and information on medication. The App was designed by patients and experts.</td>
<td>Modified Morisky Scale.</td>
<td>Questionnaire with a scale from 1 to 5 that evaluated perceived usefulness and satisfaction with each of the application’s contents.</td>
<td>The average scores on adherence increased significantly before and after the study from 4.2 to 5.2 out of a maximum of 6 points (P=.001). Perceived usefulness: 3.7. Satisfaction: 3.8 for medication reminders, 3.2 for alarms, 4.3 for recording blood pressure, 3.1 for the information sent, 3.4 for recommendations, and 3.8 for education about medication.</td>
</tr>
<tr>
<td>Mertens et al [31]</td>
<td>MEDICATION PLAN. Reminders via alarms, instructions and information about medication. The App was designed by health professionals.</td>
<td>Subjective adherence determined by the A14-scale. Objective adherence was measured by number of medications each participant had to take each day.</td>
<td>Semi-structured interviews.</td>
<td>The mean for subjectively assessed adherence there was a significant increase after the interventional phase from 50 to 54 out of a maximum of 56 points (P=.03). The majority of participants (n=22) stated that they would like to use the medication app in their daily lives.</td>
</tr>
<tr>
<td>Mira et al [32]</td>
<td>TUMEDICINA. Scans the bar codes on the medication box to provide information about its therapeutic objective, indications for taking it, interactions with other medications and its date of expiration. This information is stored as audio recordings. The App was designed by patients.</td>
<td>—</td>
<td>Group session and individual questionnaire for evaluating the characteristics and operation of the application.</td>
<td>The characteristics rated highest were the simplicity and clarity of the verbal messages (96.7%), the usefulness of the verbal messages (93.4%) and the clarity of the information provided (95.1%). No significant differences were found in the assessment of the satisfaction between patients with or without experience of using mobile telephones or browsing the Internet (P=.88). The people who rated the application the highest were persons who organized their medication in pillboxes, took notes on medication containers and took less than six drugs every day. Satisfaction: 8.3 out of 10.</td>
</tr>
<tr>
<td>Mira et al [9]</td>
<td>ALICE. Reminders with alarms for taking medication and carrying out healthy habits, images of drugs, instructions on how to take medication, SMS sent to caregivers in cases where the medication is not taken. The App was designed by patients, health professionals, and technology specialists.</td>
<td>Morisky Medication Adherence Scale. Questionnaire for evaluating rates of missed doses and medication errors.</td>
<td>Questions for evaluating the application: satisfaction, ease of use, performance, usefulness, reliability, acceptance, design, simplicity, accessibility, if they would recommend it and if it afforded them independence.</td>
<td>Treatment adherence improved in the experimental group (28%; P&lt;.001) and in a lower rate of omitted doses (27.3%; P=.02). The application was not effective in reducing the rate of medication errors, it only decreased in patients who had reported committing 2 or more errors before the study (41.2%). Satisfaction: 8.5 out of 10. Persons without experience of information technologies said that using the application was not complicated.</td>
</tr>
<tr>
<td>Perera et al [23]</td>
<td>The application used by the control group contained a 24-hour medication watch. For the experimental group, in addition to the watch, it contained personalized messages about the levels of medication and immunoprotection in the patient’s body.</td>
<td>Medication Adherence Report Scale. Pharmacy prescriptions filled. HIV viral load.</td>
<td>Questionnaire for evaluating the satisfaction, perceived usefulness, ease of use, visual appeal, discretion and provision of information.</td>
<td>Greater treatment adherence in the experimental group according to the scores on the Medication Adherence Report Scale (40%; P=.03) and according to the viral load HIV (19%; P=.02). However, there were no significant differences in the pharmacy dispensing data (P=.18). The experimental group participants were more satisfied with the application than the control group and they rated it as informative, attractive and motivating. 79% said that adding the option of an alarm to remind about taking medication would be useful. 81% of the experimental group would recommend the application.</td>
</tr>
</tbody>
</table>
related with the use of mHealth apps [36]. Literacy, mental health status, and cultural background, are personal characteristics, such as computer literacy, health or image sizes [9,18,32]. In addition, it is important to consider characteristics of the target population in mind, such as letter be pointed out that the apps had been designed with the intrinsic no barriers because of age [9,18,32]. In these cases, it should difficulties when using these apps and that, therefore, there are show that persons aged over 60 years do not encounter navigation, and features [9,23,29,30]. The studies analyzed used were easy to use [9,18,24,32] and useful [23,24,30,32,34]. Only 1 study used a more objective and reliable validated scales and widely used in research on adherence [8].

**Discussion**

### Principal Findings

These results indicate that mobile apps help promote treatment adherence [9,23,29,30,34]. However, when considering the sample size and time of use of the mobile apps under natural conditions, new studies with longer use times than the apps merit consideration to find out whether an accommodation effect exists that has a negative effect upon adherence, for example, after more than 12 or 18 months of using these apps [21,22,25].

One thing to keep in mind is that these studies focused exclusively on the lack of adherence caused involuntarily by the patient. They did not control participant variables of the locus control type or confidence or relationship with health professionals. Users of these apps who voluntarily and consciously rule out following the treatment can use these devices to gain greater credibility with their caregivers or health professionals by indicating in the app that their medication has been taken even when this is not the case. This is the same problem with traditional pillboxes and in research on therapeutic adherence [8].

The gold standard used for determining therapeutic effectiveness has been based on the use of reports by patients obtained using validated scales and widely used in research on adherence [9,23,29,30]. Only 1 study used a more objective and reliable measure of adherence, that of blood determinations [23].

The majority of patients stated that the mobile apps they had used were easy to use [9,18,24,32] and useful [23,24,30,32,34] and that, additionally, they were satisfied with their ease of use, navigation, and features [9,23,24,29,30,32]. The studies analyzed show that persons aged over 60 years do not encounter difficulties when using these apps and that, therefore, there are no barriers because of age [9,18,32]. In these cases, it should be pointed out that the apps had been designed with the intrinsic characteristics of the target population in mind, such as letter or image sizes [9,18,32]. In addition, it is important to consider that personal characteristics, such as computer literacy, health literacy, mental health status, and cultural background, are related with the use of mHealth apps [36].

It should be noted that in most of the studies, the mobile apps were designed especially for future users [9,18,24,29,30,32]. This indicates that the app design is made according to the needs of patients and has probably contributed not only to their effectiveness but also, above all, to satisfaction with the app. The main contents in the apps to foster treatment adherence were reminders with alarms for taking the medication [9,18,30], information about the medication [18,30,32], and medication-tracking histories [9,23,25,29].

Although the level of knowledge about the illnesses or their treatments was not controlled in the studies carried out, one could expect that using these apps contributes to greater knowledge about the disease and the drugs that are taken every day. In some cases, these apps include information about drug storage and about potential (the most frequent) drug interactions with other active ingredients or natural products [18,30,32]. This is a relevant aspect because the studies point out that the knowledge patients possess about their medication could be improved, and it should be an objective when these types of apps are designed. Education about treatment is especially important for those who commit more errors in its administration, such as those who use devices such as glucometers or inhalers, and for caregivers of minors [7,8].

Other app functions to promote adhering to the therapeutic regimen were reminders about leading a healthy lifestyle [9,30] or reminders about keeping appointments with physicians [30]. These functions, positively valued by patients, provide added value compared with traditional pillboxes.

This review shows that mobile apps are effective in promoting treatment adherence and that they contribute to patient safety by avoiding errors in the administration of their treatments. Owing to this, health professionals, such as physicians or pharmacists [37], should promote their use by recommending that their patients download them and then monitor how these apps are used, because simply downloading them does not ensure their full use [8,9].

### Limitations

Among the possible limitations of this study, it should be mentioned that despite having carried out the search in the most important databases on medicine, it is probable that other
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Comparison With Other Studies
We know that 1 in 5 elderly patients forget to take their medication or make mistakes when doing so [38]. The use of new technologies is a relevant method for overcoming the problems of lack of adherence to treatments, which results in harmful consequences for the health of patients and for those who are elderly. The effectiveness of the mobile apps could be because of the effects that alarms have on forgetfulness, as this is one of the main contributors to the lack of treatment adherence [25], but these apps must also be employed with patient safety in mind, for example, with information on how to avoid drug interactions, with information on how to properly store the medication, or with instructions on which foods the medication can and cannot be taken with.

Most of the studies focused on specific diseases, but all of them had a common approach toward chronic diseases [9,23,24,29,30,32,34]. Previous research found that lack of treatment adherence is more frequent in persons with chronic diseases because of the complexity of therapeutic regimens, regardless of age [5,9,32,36]. For this reason, solutions to lack of treatment adherence caused involuntarily by the patient must be personalized by considering the patient’s profile and the necessities [9,18,24,29,35,39]. Furthermore, it should be emphasized that the future users of the apps must participate in their design to focus on their necessities [9,18,24,29,35,39].

The relevance of using smartphones to foster treatment adherence is also because of their acceptance, ease of use, and affordability [21,26]. These findings justify that elderly people, when the app has been designed with their needs in mind, are not a barrier as some of the reviewed studies suggest.

Park et al [21] found that positive and personalized feedback resulted in positive effects on medication adherence. This is the function that digital pillboxes perform. Personalizing alarms could contribute to their effectiveness and to that effectiveness lasting for longer periods.

Other studies have evaluated the effectiveness of other technological methods by which treatment adherence can be enhanced, such as telephone calls or SMS [20,21,22]. Although these are just as effective, they involve high costs [20,26]. Furthermore, these interventions only take into account reminders for taking the medication, whereas mobile apps provide more content, such as educational interventions [22]. In addition to mobile apps found for fostering treatment adherence, there are also apps for promoting adherence to other therapeutic regimens, with reminders for leading an appropriate lifestyle, reminders for keeping doctors’ appointments, and monitoring other health information (eg, supplements and manage pets), among others [26,38]. The integration of these functions should be considered when designing new apps for virtual pillboxes.

Future Research
From these results, recommendations for the design of future apps can also be deduced when considering the contents valued highest by the patients. Park et al [37] have found that features appreciated by users are app performance and practical aspects, helpful reminders and notifications, monitoring other health information, versatility of medication information input and display, and supporting health care visits [37]. Standing out among these are the flexible management of alarms that warn about taking medication and education about the type, use of, and precautions about the medication that they take [23,35]. Conversely, these functions have better value for the participants when they use simple interfaces. For this reason, mobile apps are easy to use and people make more use of them [35,39].

The majority studies included in this review evaluated treatment adherence by validated scales such as the Morisky Medication Adherence Scale [9,30]. Future studies should incorporate objective measures, for example, the most common measure is blood test [23]. In addition, patient safety should be considered in these mobile apps because these help them to manage their medication and they could make mistakes when taking their drugs [9].

Finally, the studies with longer use times of the apps are considered necessary to integrate the mobile apps in their daily routine and examine their effectiveness for treatment adherence in the long term [17-19,22].

Conclusions
Mobile apps prevent forgetting about medication and incorrect administration and, thus, contribute to patient safety. In the future, these apps should include personalization of the personal conditions and posology of the medication the patient takes.
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Abstract

Background: Tobacco-related content on social media is generated and propagated by opinion leaders on the Web who disseminate messages to others in their network, including followers, who then continue to spread the information. Opinion leaders can exert powerful influences on their followers’ knowledge, attitudes, and behaviors; yet, little is known about the demographic characteristics and tobacco use behavior of tobacco opinion leaders on the Web and their followers, compared with general Twitter users.

Objective: In this study, we hypothesized that opinion leaders use more tobacco products and have higher nicotine dependence than the other 2 groups (eg, followers and general Twitter users) and that followers—those who spread messages by opinion leaders—would more likely be in demographic groups that are vulnerable to tobacco marketing influence (eg, young adults and lower educational attainment).

Methods: We constructed the social networks of people who tweet about tobacco and categorized them using a combination of social network and Twitter metrics. To understand the characteristics of tobacco opinion leaders and their followers, we conducted a survey of tobacco opinion leaders, their followers, and general Twitter users. The sample included 347 opinion leaders, 567 followers, and 519 general users. The opinion leaders had a median of 1000 followers, whereas followers and general users had fewer than 600 followers.

Results: Opinion leaders were more likely than their followers to report past month use of tobacco products; followers, in turn, were more likely to report past month use of these products than general Twitter users. The followers appeared to be an especially vulnerable group; they tended to be younger (mean age 22.4 years) and have lower education compared with the opinion leaders and general users.

Conclusions: Followers of Twitter tobacco opinion leaders are a vulnerable group that might benefit from antitobacco education to counter the protobacco communications they see on social media.

(J Med Internet Res 2019;21(6):e12676) doi:10.2196/12676
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Introduction

Social media has emerged as a popular forum for tobacco product users and prospective new users to learn about and discuss nicotine and tobacco products and for businesses to promote these products. Previously identified themes of tobacco-related social media posts include marketing and promotions by manufacturers, posts by tobacco users about their own tobacco experiences, discussions about flavors, and debates about tobacco product regulations [1-3]. Tobacco-related social media posts also contain content that could entice youth and nontobacco users to try tobacco products, including cartoons and other youth-oriented themes [4,5], hookah paired with alcohol in social settings [6], little cigar or cigarillos paired with marijuana [7], and pictures of people blowing large clouds of e-cigarette aerosol [8,9].

As social media messages about tobacco products can influence perceptions about the health effects and potential harms of these products and the social norms of use [10], it is important to understand as much as possible about these messages and the people who are disseminating them. Although previous research has focused on the content of tobacco-related messages on social media, less is known about the people who generate, receive, and propagate those messages. Previous analyses of information flow in Twitter have shown that a small number of elite users (approximately 20,000 people) generate nearly half of the tweets [11]. Only about 15.02% (1377/9165) of tweets received by ordinary users are directly from traditional mass media sources (eg, Cable News Network); most are filtered through opinion leaders who selectively retweet information from mass media sources [11]. Twitter opinion leaders—people who occupy central positions in their social networks, have numerous well-connected followers, have social status and credibility, and are emulated by their followers—are important members of Web-based communities as they control which information diffuses through social networks [12].

Opinion leaders discussing tobacco products on Twitter can potentially influence their followers to try new products, adopt beliefs about the relative harm of tobacco products, and support or oppose tobacco control policies. Thus, it is important to understand who these tobacco-related opinion leaders are and how their personal attitudes and behaviors might be influencing the discourse on the Web about tobacco products.

Intervention or education programs can benefit by leveraging opinion leaders to champion their ideas [13]. This study identified tobacco-related opinion leaders on Twitter by combining Twitter user metadata with techniques in social network analysis to develop a more comprehensive definition of opinion leaders. We then conducted surveys of these opinion leaders, people who follow these opinion leaders, and general Twitter users who are not engaged in tobacco-related discussions. We compared social network characteristics, demographic characteristics, tobacco product use, and nicotine dependence to identify differences among opinion leaders, followers, and general Twitter users. Opinion leaders, in this research, are operationalized as individuals strategically situated in their social networks. Their messages are disseminated widely via shares or retweets as they are viewed as subject matter experts. Research suggests that such high involvement and engagement in specific topics leads individuals to raise awareness about those topics and transition to polytobacco product use [14,15]. In keeping with this behavior, we hypothesized that opinion leaders would use more tobacco products and have higher nicotine dependence than the other 2 groups. We also hypothesized that followers, operationalized as individuals who predominantly follow and disseminate social media messages of opinion leaders, would more likely be in demographic groups that are vulnerable to the influence of tobacco marketing (eg, young adults and racial or ethnic minorities).

Methods

Data Collection

Twitter data were obtained with a custom Java 7 program based on Twitter4J v.4.0.3 that continuously accesses the Twitter streaming application programming interface (API) v.1.1 and collects tweets that contain any 1 of over 200 tobacco-related keywords, for example, cigarette, e-cigarette, or vape (see Multimedia Appendix 1). Twitter data were collected from March 2015 to March 2016. Along with the text of the tweet, the data include Twitter metadata such as the user name of the person who posted the tweet and whether the tweet was an original tweet or a retweet. This information was used to construct the retweet network by retrieving the data of every user who posted tobacco-related content.

Solely using Twitter metrics to identify opinion leaders can be misleading. Nontraditional accounts (eg, celebrities) can distort actual user classifications, whereas the number of followers is more likely to measure popularity rather than influence [16,17]. Therefore, we applied a combination of social network analysis–clustering algorithms and Twitter metrics to classify 3 types of individuals as follows: an opinion leader, a follower, and a general Twitter user. Opinion leaders and followers are additionally defined as users in our data who had posted tobacco-related content compared with general Twitter users who did not. First, a network was generated by linking users who had retweeted another user; this resulted in a retweet network defined by ties between the person who posted a tweet and the person who retweeted it. From this network, clusters were identified by conducting a modularity analysis. Modularity helps identify clusters within a network by grouping nodes (ie, Twitter users) that have more connections (ie, retweets) with others within a group than those outside of the group [18]. After the clusters were identified, opinion leaders were chosen as those who had been retweeted the most; followers were identified within each cluster as those who had retweeted others the most. Independently, general Twitter users were found by the Twitter API’s get-user-status function, which returns users who have recently posted a tweet about any topic (not just tobacco).

This method produced a convenience sample of 347 opinion leaders, 567 followers, and 519 general users. We sent Twitter private messages to potential participants inviting them to complete the survey. Each private message contained a unique,
randomly generated link to a RedCap site where the survey was hosted. Clicking on the link identified the respondent as an opinion leader, follower, or general user who had been invited to complete the survey. This was done so that only people who received an invitation link could complete the survey. When respondents clicked on the link and arrived on the RedCap survey page, they saw an institutional review board–approved consent script. After clicking on a button indicating their consent to participate, they were directed to the survey. Participants received a US $20 gift card for completing the survey. Networks were constructed in April 2016. Surveys were sent out from May 2016 to June 2018.

**Measures**

Participants self-reported their age, sex, race and ethnicity, and education. Social network characteristics were assessed by asking participants how many Twitter users they followed and how many Twitter users followed them. The survey asked which of the following products the participants had used in the past month: cigarettes, e-cigarettes, cigars, pipe tobacco, blunts, hookah, smokeless tobacco, cigarillo, marijuana, and alcohol.

**Statistical Analysis**

The 3 groups (opinion leaders, followers, and general users) were compared on all measures, using analysis of variance for normally distributed continuous variables, the Kruskal-Wallis test for nonnormally distributed continuous variables, and chi-square for categorical variables.

**Results**

**Demographic Differences Across Groups**

The sample included 1433 completed surveys—347 opinion leaders, 567 followers, and 519 general users. The followers (mean age 22.4 years) were significantly younger than the opinion leaders (mean age 24.2 years) and the general users (mean age 25.2 years), \( P < .001 \). Compared with opinion leaders and general users, followers were more likely to be Hispanic (\( P = .03 \)). General users were more likely than opinion leaders and followers to be African American (\( P = .03 \)). Compared with opinion leaders and general users, followers had less education: only 11% (40/380) of followers had a bachelor’s degree or higher as compared with 19% (45/241) of opinion leaders and 26% (92/350) of general users (\( P < .001 \)).

**Tobacco or Nicotine Product and Other Substance Use**

For most of the tobacco products, opinion leaders reported the highest past month use prevalence, followed by followers and general users (Table 1). This pattern was evident for cigarettes, e-cigarettes, cigars, blunts, hookah, and cigarillos. Opinion leaders had the highest nicotine dependence scores, followed by followers and general users. Opinion leaders were also more likely than followers and general users to have used alcohol or marijuana in the past month.
Table 1. Comparison of opinion leaders, followers, and general users.

<table>
<thead>
<tr>
<th>Twitter user characteristics</th>
<th>Opinion leaders (n=347)</th>
<th>Followers (n=567)</th>
<th>General users (n=519)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social network size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Twitter users who follow the respondent (median)</td>
<td>1000</td>
<td>554</td>
<td>503</td>
<td>.001</td>
</tr>
<tr>
<td>Number of Twitter users whom the respondent follows (median)</td>
<td>428</td>
<td>375</td>
<td>366</td>
<td>.01</td>
</tr>
<tr>
<td>Age (years)</td>
<td>24.2</td>
<td>22.4</td>
<td>25.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female, n/N (%)</td>
<td>122/242 (50.4)</td>
<td>211/392 (53.8)</td>
<td>202/360 (56.1)</td>
<td>.39</td>
</tr>
<tr>
<td><strong>Race and ethnicity, n/N (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>26/242 (11)</td>
<td>40/392 (10)</td>
<td>67/360 (19)</td>
<td>.03</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>15/242 (6)</td>
<td>21/392 (5)</td>
<td>14/360 (4)</td>
<td>.03</td>
</tr>
<tr>
<td>Hispanic</td>
<td>51/242 (21)</td>
<td>102/392 (26)</td>
<td>74/360 (21)</td>
<td>.03</td>
</tr>
<tr>
<td>White</td>
<td>129/242 (53)</td>
<td>201/392 (51)</td>
<td>176/360 (49)</td>
<td>.03</td>
</tr>
<tr>
<td>Other</td>
<td>21/242 (9)</td>
<td>28/392 (7)</td>
<td>29/360 (8)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Education, n/N (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>85/241 (35)</td>
<td>155/380 (41)</td>
<td>109/350 (31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some college</td>
<td>111/241 (46)</td>
<td>185/380 (49)</td>
<td>149/350 (43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bachelor’s degree or higher</td>
<td>45/241 (19)</td>
<td>40/380 (11)</td>
<td>92/350 (26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of tobacco products used in past month (mean)</td>
<td>1.31</td>
<td>.98</td>
<td>.66</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Use of specific products in the past month, n/N (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarettes</td>
<td>93/347 (27)</td>
<td>117/567 (21)</td>
<td>83/519 (16)</td>
<td>.01</td>
</tr>
<tr>
<td>E-cigarettes</td>
<td>65/347 (19)</td>
<td>93/567 (16)</td>
<td>50/519 (10)</td>
<td>.01</td>
</tr>
<tr>
<td>Cigar</td>
<td>30/34 (9)</td>
<td>37/567 (7)</td>
<td>23/519 (4)</td>
<td>.04</td>
</tr>
<tr>
<td>Pipe</td>
<td>37/347 (11)</td>
<td>64/567 (11)</td>
<td>28/519 (6)</td>
<td>.01</td>
</tr>
<tr>
<td>Blunt</td>
<td>96/347 (28)</td>
<td>118/567 (21)</td>
<td>73/519 (14)</td>
<td>.01</td>
</tr>
<tr>
<td>Hookah</td>
<td>45/347 (13)</td>
<td>51/567 (9)</td>
<td>29/519 (6)</td>
<td>.01</td>
</tr>
<tr>
<td>Smokeless</td>
<td>13/347 (4)</td>
<td>7/567 (1)</td>
<td>11/519 (2)</td>
<td>.04</td>
</tr>
<tr>
<td>Cigarillo</td>
<td>60/347 (17)</td>
<td>67/567 (12)</td>
<td>41/519 (8)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Other substance use in the past month, n/N (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>159/229 (69)</td>
<td>221/378 (58)</td>
<td>215/354 (61)</td>
<td>.02</td>
</tr>
<tr>
<td>Marijuana</td>
<td>103/219 (47)</td>
<td>142/371 (38)</td>
<td>96/330 (29)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nicotine dependence score (mean)</td>
<td>1.48</td>
<td>1.18</td>
<td>1.02</td>
<td>.04</td>
</tr>
<tr>
<td>Number of tobacco brands followed on Twitter (mean)</td>
<td>.23</td>
<td>.18</td>
<td>.13</td>
<td>.11</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Findings suggest that opinion leaders were more likely to report past month use of tobacco products than their followers; followers, in turn, were more likely to report past month use of these products than general Twitter users. The followers appeared to be an especially vulnerable group; they tended to be younger and have lower education. Opinion leaders had higher nicotine dependence scores and were more likely to report past month alcohol or marijuana use compared with followers and general users.

Tobacco opinion leaders on Twitter use a wide variety of tobacco products and other substances. As opinion leaders are typically held in high esteem by their followers, they play an important role in establishing and conveying social norms [19]. Opinion leaders who discuss their polytobacco and polysubstance use on Twitter might lead their followers to believe that these behaviors are normative, safe, or socially admirable. Followers, in turn, might emulate opinion leaders’ levels of tobacco use and become nicotine dependent.

Social media–based tobacco campaigns can address tobacco use disparities by tailoring messages that resonate with followers. Such focused efforts can potentially play an important role in educating followers who are typically younger and less...
educated than the other groups. Past evidence suggests that network-based interventions that involve identifying peer messengers result in improved health behaviors and more targeted delivery of interventions [13,20]. Social network analysis of a social media–based intervention also revealed that participants from vulnerable demographic groups (younger youth and females) may require additional outreach efforts [21]. Future tobacco health communication campaigns can take advantage of strategic delivery of health messages to followers on social media.

Solely using Twitter metrics to identify opinion leaders can be misleading, as bots, celebrities, and other nontraditional accounts can distort actual user classifications; Twitter metrics such as the number of followers are more likely to measure popularity rather than influence [16,17]. By using social network analysis in combination with Twitter metrics in this study, we are able to systematically identify emergent clusters in the Twitter tobacco network and then apply Twitter metrics to identify subgroup opinion leaders. This method helps prevent over-reliance on Twitter metrics such as follower or retweet count as the sole metric to define opinion leadership.

Limitations
The study utilized a convenience sample by sending unsolicited messages to Twitter users. The tobacco opinion leaders, followers, and general Twitter users were selected on the basis of their positions in the Twitter social network; they had not previously expressed interest in participating in surveys. Twitter users who read their direct messages, click on a survey link, and complete a Web-based survey might not be representative of the general Twitter population; in addition, we have no method to verify that the user who takes the survey is the same as the original Twitter user who received the link.

Conclusions
Despite these limitations, these findings provide important new information about people who disseminate and receive tobacco-related information on Twitter. Opinion leaders are influential as they occupy central positions in the social network and have the potential to communicate with a wide audience of Twitter users. Our findings indicate that tobacco opinion leaders use a wide variety of tobacco products as well as other substances. They may disseminate these attitudes to their Twitter followers who tend to be members of vulnerable populations (eg, young adults and lower educational attainment). Over time, repeated exposure to messages from tobacco opinion leaders could place followers at an increased risk for tobacco product experimentation and escalation. Although this survey was restricted to Twitter users aged 18 years and older, it is likely that younger Twitter users also follow tobacco opinion leaders, and these opinion leaders’ messages could persuade them to experiment with tobacco. This study demonstrates that it is possible to identify tobacco opinion leaders on Twitter and their followers and opens the opportunity to apply other methods of supplementing Twitter measures to classify Twitter users. Opinion leaders on the Web have large, well-connected social networks of social media users who may look to them for information, opinions, and advice. If the information disseminated by opinion leaders on the Web is incorrect or biased, their followers could make important decisions based on faulty information. Future research should determine how opinion leaders influence their followers’ offline tobacco behaviors.
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Abstract

Background: A majority of adolescents report the use of some form of social media, and many prefer to communicate via social networking sites. Social media may offer new opportunities in diabetes management, particularly in terms of how health care teams provide tailored support and treatment to adolescents with diabetes.

Objective: The aim of this study was to explore the experiences and perspectives of adolescents with type 1 diabetes on the feasibility of social media use as a tool to collaboratively manage their diabetes with their diabetes care team.

Methods: Focus groups of adolescents with type 1 diabetes were conducted in the Seattle metropolitan area in Washington State. Semistructured questions were used to elicit views around the preferred means of communication with the adolescents’ diabetes care team, how to best support diabetes self-management, and how social media could be used outside of the clinic setting by the diabetes care team to engage with adolescents with type 1 diabetes. Focus groups were audio recorded and transcribed verbatim. Qualitative content analysis was carried out, and emergent themes were subsequently mapped onto 4 domains of feasibility, which included acceptability, demand, implementation, and practicality.

Results: Participants included 45 adolescents with type 1 diabetes (mean age 15.9, SD 1.7 years; 58% male; diabetes duration mean 6.2, SD 3.6 years; 76% on insulin pumps; 49% wore continuous glucose monitors; 93% reported use of social media; 84% used smartphones as the primary means for social media access). A total of 7 major topics were identified and mapped onto areas consistent with our focus on feasibility. For acceptability and demand, participants expressed how communication over social media could help facilitate (1) improved communication outside of clinic visits to optimize diabetes management, (2) independence in diabetes self-management, (3) connection to other youth with diabetes for additional diabetes support, and (4) delivery of more timely and personalized care. Addressing implementation and practicality, participants shared the need to (1) ensure patient privacy, (2) maintain professional nature of provider-patient relationship, and (3) recognize that social media is not currently used for medical care by youth with diabetes.

Conclusions: Adolescents with type 1 diabetes expressed interest in the use of social media as a tool to support diabetes management and increase engagement with their diabetes care team. Specific implementation measures around privacy and professionalism should be considered when developing a social media intervention to facilitate communication between adolescents and care teams.
Introduction

Background

Despite significant advances in medical treatment, less than 20% of adolescents with type 1 diabetes meet recommended targets for glycemic control [1]. Poor diabetes self-care adherence and suboptimal glycemic control place adolescents with type 1 diabetes at risk for decreased quality of life because of acute (eg, diabetic ketoacidosis) and chronic (eg, blindness, kidney failure) complications [2,3]. Novel strategies to support and improve adolescent engagement and adherence to type 1 diabetes self-care are needed [2,4].

The use of social media may offer one avenue to better meet the needs of adolescents with type 1 diabetes outside the ambulatory care setting. Currently, telephone, email, regular mail, and patient portals are the primary means of communication between health care teams and patients [5,6]. However, these traditional platforms show low rates of acceptability and engagement among adolescents [7]. In contrast, social media is being used by a majority of adolescents, and many cite a preference for communication via social networking sites (SNS). Of those using social media, approximately 90% of teens share that they are on the Web several times a day or almost constantly [8].

Potential for Social Media Use in Diabetes Management

The evolution of social media over the past decade now offers adolescents an array of potential benefits, including access to information, social support, and far-reaching communication tools that have the potential to facilitate diabetes management support outside of the ambulatory care setting. Specifically, the unique functions and features of different social media platforms provide youth a variety of perceived affordances (ie, properties of different social media apps that can be recognized by users and that can contribute to their function) to support chronic disease management [9]. For example, many adolescents with type 1 diabetes may believe that certain features of social media offer cognitive affordances, such as the ability to expand one’s learning about type 1 diabetes and how to improve self-care [10]. Other adolescents may be drawn to features of certain social media platforms that offer social affordances, including a sense of belonging to a group related to diabetes, given the interactive nature of social media [10]. These perceived affordances highlight the potential for social media to be used to provide Web-based diabetes education, peer support, and decision advice through real-time bidirectional communication in a digital environment [11]. However, before such affordances can be explored or realized, an understanding of adolescents’ experiences and perspectives regarding the feasibility of social media tools is required.

Adolescents with diabetes, in particular, appear to be ideal candidates for chronic disease management support using social media, given their extensive use of technology as part of their daily diabetes management, including devices that monitor glucose and deliver insulin, diabetes-specific apps on smartphones, and internet-enabled education and support programs [12-14]. Using more mainstream SNS that are already well integrated into adolescent daily lives may be a more suitable option for supporting diabetes management outside of the clinic setting, particularly as adolescents routinely use social media to obtain health-related information, as well as social and emotional support [15-17]. Our primary aim was to explore adolescents’ experiences and perspectives on the feasibility of using social media to collaboratively manage their type 1 diabetes with their diabetes care team.

Methods

Study Design

This qualitative study used focus groups to explore adolescents’ views on how social media use and communication with diabetes care teams could potentially support diabetes management [18]. Focus groups provide the opportunity to acknowledge the participants as the experts. Therefore, the results are likely to inform the development of services that could be more amenable to use by adolescents with type 1 diabetes [19]. In addition, focus groups can be particularly effective with children and adolescents, as the format reduces the pressure for a particular individual to respond, as would be the case in interviews, thereby limiting any adolescent concerns about researcher expectations [19,20]. The format also allows for spontaneous, free-flowing conversations guided by a skilled moderator. Our methods were reported using the Consolidated Criteria for Reporting Qualitative Research guidelines as a framework [21]. The Seattle Children’s Research Institute Institutional Review Board approved the study procedures and ensured that ethical principles were applied to research activities.

Study Participants and Recruitment

A purposeful sample of adolescents with type 1 diabetes that received care at Seattle Children’s Hospital Diabetes Clinics was recruited from the Seattle metropolitan area in Washington State. English-speaking adolescents (aged 13-19 years) with a type 1 diabetes diagnosis were identified through the medical record and approached via mail and phone recruitment. No current or previous experience with social media was required for participation; our goal was to allow for a full range of viewpoints, including those of adolescents with little or no social media experience.

Participants 18 years and older gave informed written consent before study enrollment. Caregivers provided written consent, and youth participants provided written assent for participants under 18. Before focus group participation, participants completed an anonymous questionnaire to collect demographic data, information about social media use, and diabetes
management. Participants were provided with food at the focus
group and compensated US $50 for focus group participation.

**Facilitator Guide Development**

The research team comprised of a male pediatric endocrinologist
with health services and qualitative research training (FM), a
female adolescent medicine physician and investigator with
extensive social media and qualitative research experience
(MM), a female clinical research assistant with social media
and qualitative research experience (JG), a male clinical research
assistant with a background in patient experience (NP), and a
female research health psychologist with social media and
diabetes outcomes experience (JYF).

A semistructured guide was developed by the research team to
explore optimal communication with an adolescent’s diabetes
care team on the basis of the key components of the Health
Belief Model [22-24]. The diabetes care team was defined as
all health care professionals adolescents interact with regarding
diabetes management, including diabetes providers, nurses,
certified diabetes educators, nutritionists, and social workers.

**Focus Groups**

Five focus groups with a total of 45 participants were conducted
between October and December 2016 in 3 cities in the greater
Seattle area (Bellevue, Washington; Everett, Washington;
Seattle, Washington). Focus groups were conducted with 8 to
10 participants per group. The Seattle focus groups took place
in private conference rooms at the local children’s hospital
where most youth received their diabetes care; Bellevue and
Everett focus groups were held in private meeting rooms at a
local library. Focus groups lasted between 110 and 120 min and
were audio recorded.

Each focus group was co-moderated by FM and JG. NP served
as a trained note taker for all focus groups. Open-ended
questions and probes were used to encourage a broad discussion
about participants’ attitudes and opinions around the preferred
means of communication with their diabetes care team, how to
best support diabetes self-management, and how social media
could be used outside of the clinic setting by the diabetes care
team to engage with adolescents with type 1 diabetes. The
research team conducted debriefs after each focus group, and
central themes were documented in focus group summaries. Per
standard qualitative methodology regarding saturation,
participant recruitment ended when no new themes were
identified in the debriefing sessions [25].

**Data Analysis**

Audio recordings were transcribed verbatim and reviewed by
the moderator (FM) for accuracy. Using open coding, members
of the research team (FM, NP, and JG) reviewed observer notes
and transcripts to identify emergent concepts related to social
media communication between adolescents with type 1 diabetes
and their diabetes care team to support diabetes management
[26]. These concept codes and their definitions were then
discussed with the full research team and organized into a
codebook.

After assurance of a foundational codebook, transcripts were
uploaded to Dedoose version 8.0 software, a Web-based app
for managing, analyzing, and presenting qualitative research
data [27]. A total of 2 members of the research team (FM, NP)
then independently completed line-by-line open coding and
applied codes to all transcripts. Questions, disagreements, and
newly proposed codes were discussed and resolved through
regular bimonthly analysis meetings until consensus was
reached. Codes and their corresponding definitions were edited
accordingly. Upon completion of all coding, the research team
grouped the most significant themes and decided upon the most
salient domains, which are presented in this paper. These themes
were then mapped onto 4 areas of focus commonly explored
by feasibility studies, including acceptability, demand,
implementation, and practicality [28].

**Results**

**Demographics**

The study included 45 adolescents with a mean age of 15.9 (SD
1.7) years. A total of 34 out of 45 participants (76%) reported
using an insulin pump, with approximately half of the
participants sharing that they were using a continuous glucose
monitoring system to support diabetes management. A total of
42 out of 45 participants (93%) were current users of social
media, and 38 out of 45 participants (84%) used a smartphone
for social media access (see Table 1).
Table 1. Focus group participant demographic data (N=45 adolescents).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>15.9 (1.7)</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>26 (58)</td>
</tr>
<tr>
<td>Race (non-Hispanic white), n (%)</td>
<td>35 (78)</td>
</tr>
<tr>
<td>Parental education (college or higher), n (%)</td>
<td>33 (73)</td>
</tr>
<tr>
<td>Diabetes duration (years), mean (SD)</td>
<td>6.2 (3.6)</td>
</tr>
<tr>
<td>Use insulin pump, n (%)</td>
<td>34 (76)</td>
</tr>
<tr>
<td>Use continuous glucose monitor, n (%)</td>
<td>22 (49)</td>
</tr>
<tr>
<td>Use social media, n (%)</td>
<td>42 (93)</td>
</tr>
<tr>
<td>Social media platform most often used, n (%)</td>
<td></td>
</tr>
<tr>
<td>Snapchat</td>
<td>15 (33)</td>
</tr>
<tr>
<td>Facebook</td>
<td>11 (24)</td>
</tr>
<tr>
<td>Instagram</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Twitter</td>
<td>4 (9)</td>
</tr>
<tr>
<td>YouTube</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Use smartphone for social media, n (%)</td>
<td>38 (84)</td>
</tr>
</tbody>
</table>

Summary of Findings

A total of 7 major topics were identified consistent with this study focused on feasibility (Figure 1). Adolescent participants expressed that communication over social media could help facilitate (1) improved communication outside of clinic visits to optimize diabetes management, (2) independence in diabetes self-management, (3) connection to other youth with diabetes for additional diabetes support, and (4) delivery of more personalized care. In addition, participants shared important considerations regarding the implementation and practicality of developing a social media intervention for youth with diabetes, including the need to (1) ensure patient privacy, (2) maintain professional nature of provider-patient relationship, and (3) recognize that social media is not currently used for medical care by youth with diabetes.

Figure 1. Key feasibility domains for social media use with diabetes care team.
Domain 1: Acceptability and Demand
Adolescents in this study provided insights into the potential acceptability and demand for social media communication as a tool to support diabetes management and promote engagement with their diabetes care team. Participants also expressed their views regarding the suitability of and comfortability around using social media in this capacity.

Improved Communication Outside of Clinic Visits to Optimize Diabetes Management
For intermittent contact with the care team between clinic visits, focus group participants expressed a preference for communication over social media, compared with existing methods, such as phone or email. In comparison to email, youth stated that social media is more widely used, checked more often, and more user-friendly on a smartphone. Participants highlighted the multifaceted potential of social media, noting that in addition to direct private messaging, it offers an opportunity to share diabetes-related educational content, news updates, and current research through visual means.

I don’t really check my email a ton. Social media would probably be the easiest way to get a hold of us people. [Adolescent 3, FG1]

I would also say that it’s very convenient because a lot of social media [platforms] are on your phone...usually everybody has their phone on them, especially as an adult, and it’s just at the tip of your fingers. It would be a lot easier to respond...I can’t stand emailing people through my phone. I have to do it on a computer, and that’s just my personal preference, but I feel like a lot of people are like that. [Adolescent 5, FG5]

Adolescents from the focus groups also shared that a designated diabetes care team contact that could be reached via social media would likely be easier to access, as they would not have to experience lengthy wait times to be triaged to the appropriate diabetes care team member as they do now when contacting the team over the phone.

I feel like I have to jump through so many hoops to get to [talk to a diabetes care team member]. The transfers and the call, or just them not being there, and just not even wanting to call because I’ll know I’ll have to do that. [Adolescent 1, FG2]

Participants also shared that social media communication is less formal for them than having to write an email, and thus it would offer a mode of communication that is more conducive for submitting questions and brief check-ins between clinic visits. In addition, they perceived email as being overwhelmingly cluttered and felt that social media offered a more organized platform for communication.

I get a lot of emails and it’s really hard to distinguish what is spam and what is not [since] sometimes it doesn’t go into the spam box. I’ll click on something and, oh my god, it will open up something completely different, which is really complicated, especially if I am looking for an important email and I can’t find it. I feel like a social media page would be a lot better because depending on how it would be set up, it would be organized. [Adolescent 7, FG1]

Independence in Diabetes Self-Management
Youth shared that the opportunity to use social media offered a means of empowering them to be more responsible for their diabetes self-care and potentially facilitating increased autonomy.

My parents are normally the ones who would talk with the doctors and stuff and so with social media it would be like I’m taking more control over what’s happening...it’s easier to talk with the doctors and stuff instead of having to call them, find the phone number and all that stuff. You can just send them a message. [Adolescent 4, FG1]

Many felt that engaging their diabetes care team through social media offered an avenue to reach out to the medical team without the help of their caregivers and better supported continued correspondence over time.

Usually when my doctor is communicating with someone in my family about my diabetes, it’s with my mother...[But] my mom doesn’t know everything that is going on during the school day or hanging out with friends with my diabetes, so it would be nice...[if] I could talk to [my provider] about what’s going on in my personal life revolving around diabetes. [Adolescent 5, FG1]

In addition, participants shared that having a more direct line of communication with the diabetes care team would be beneficial, particularly for adolescents preparing for a transition to college or into the workforce. Several students graduating from high school highlighted that social media, in their opinion, could allow for a smoother transition by increasing their access to convenient remote support, especially as they attempt to navigate their diabetes self-care in a new environment without caregiver support.

Delivery of Timely and Personalized Diabetes Care
Participants highlighted that they were interested in engaging with their diabetes care team on social media, as they felt it would provide an opportunity to follow-up on self-management goals between visits. Although most adolescents shared that they do not communicate between clinic visits, many participants felt that through social media, they would potentially be able to meaningfully communicate about diabetes management goals by touching base at regular short intervals between clinic visits.

I know we have the goals we set at our check ups, or at our appointments, but... figuring out a short term goal for yourself, and then being like okay, we’re gonna check back two weeks from now [over social media]. [Adolescent 4, FG2]

In addition, adolescents expressed that the option of communicating over social media could also allow them to address acute issues that may arise between visits.

If it’s a question that affects your care during those three months [between clinic visits], or it does...
something to help what you’re doing within diabetes, then that could be helpful because you get the answer and not have to wait. [Adolescent 2, FG2]

Several youth felt that their relationship with the care team could potentially be enhanced by knowing who the care team members were outside of the clinic setting, which they felt could lead to increased trust and translate into more open communication. Some were eager to establish closer relationships with their providers outside of the clinic setting, whereas others at least appreciated the efforts to build better rapport overall.

I think you would get a more personal relationship with your doctor [through social media] without it being creepy…you would probably get to know each other a bit more and you would be more knowledgeable about things going on. [Adolescent 1, FG1]

A few participants felt that a better understanding of their personal life could facilitate more personalized diabetes management recommendations to support self-care. As an example, youth mentioned that a diabetes care team member who could see the kinds of food they ate on their social media account might be able to provide better recommendations regarding insulin dose adjustments and nutrition recommendations.

[Through social media] they would know more about me, and what I like and what kind of foods I like, so that could also factor into insulin pump settings. [Adolescent 8, FG4]

Connection to Other Youth With Diabetes to Help Optimize Diabetes Management

Most participants shared that they do not currently have a circle of friends with whom they can relate to regarding their chronic disease, and although some may know of a peer or family member who is also living with diabetes, relationships built around diabetes are not common. A majority of adolescents agreed that emotional support from peers would be valuable. Thus, many focus group participants expressed an interest in the idea of being able to engage over social media with not only their diabetes care team but also other youth with diabetes.

You can form really strong bonds over the internet and I think if you have something as big as diabetes in common then like you could probably bond really fast. I mean I trust you guys and I’ve only met you today. [Adolescent 4, FG1]

Some participants viewed social media as an avenue for connecting with different resources and gaining new perspectives on diabetes care. These participants highlighted the potential of exchanging ideas with their peers on the Web and gaining insight into their unique care routines. Participants felt that unlike email, which limits their ability to conveniently gain input from other youth, social media would facilitate easier engagement with a larger network of peers. Several participants mentioned that simply having a credible and trustworthy social media page related to diabetes management that adolescents could access would provide the means to receive useful diabetes-related information with the freedom to engage as needed.

There should be a part on the [social media] page where…so you are seeing different perspectives, like from someone who lives on the east coast and west coast or someone who lives where there is a lot of resources and not a lot of resources. To see what is working and what’s not working because for me that would kind of open my eyes to things that are out there, what works and what doesn’t work and for me I like trying new things so it would be pretty cool to see…their daily routine. [Adolescent 2, FG1]

If you were talking to someone that had a certain way they handled their diabetes, that you liked…you could exchange tips and tricks for treating diabetes. [Adolescent 3, FG5]

Furthermore, adolescent participants felt that the ability to use social media to support diabetes management presented a unique opportunity to build a peer community without parental involvement, and it could help them in embracing how they are different from other youth who do not have diabetes.

I feel like having a community is a huge step towards really accepting it because I feel I haven’t really accepted it yet, even though it’s been like a really long time. It’s really hard to get used to, and there’s always ups and downs and different variables it affects. It just changes all the time, and there’s no norm, so it’s really hard to get the feel of that. I feel, like, having other people who can be a different norm with you would be a big step in helping you improve your attitude towards diabetes, and make it fun. [Adolescent 5, FG5]

Domain 2: Implementation and Practicality

Participants also shared their views on elements related to successful implementation for using social media to communicate with their diabetes care team. Specifically, adolescents highlighted items that should be considered during intervention development to support increased comfort with social media use for diabetes management.

Ensure Patient Privacy

When discussing measures that would need to be taken to promote buy-in from youth with diabetes to use social media to support diabetes management, youth cited the need to safeguard private social media conversations. For example, youth highlighted they did not want their direct messages (DM) with the diabetes care team from becoming public.

In a DM [conversation] it’s only going to me…[but] I feel like if it was me and [care team member] in a DM, I could add anyone at any time, or [the care team member] could add anyone at any time, and then it’s no longer private. [Adolescent 3, FG2]

A majority of participants were not worried that social media may not be secure enough to guarantee the confidentiality of sensitive information. Participants who did express concern were primarily worried that their condition would accidentally
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be broadcast on social media, especially to people they had not intended to share diabetes-related information publicly. Youth who did not want to participate in social media for this reason preferred the idea of texting with the diabetes care team rather than using existing methods, such as email or phone.

**Maintain Professional Nature of Provider-Patient Relationship**

Most youth specifically valued the professional nature of their relationship with their provider, which some felt could be compromised through the use of social media. Several did not want diabetes care team members commenting publicly on pictures, hemoglobin A1c values, or aspects of their personal lives that may be affecting their diabetes management.

> I think it would be good in some ways, but it might be awkward at the same time, like, if your doctor’s following you on Instagram and they can see everything you’re posting and all that stuff. [Adolescent 4, FG3]

**Recognize That Social Media is Not Currently Used for Medical Care by Youth With Diabetes**

Participants reported that most use social media to share information about their personal lives or about things they find interesting that are usually not related to their diabetes. Although a majority of participants were avid social media users, they shared that the lack of experience using social media to supplement their diabetes management might initially be a barrier to engagement. In addition, they shared they would have to become comfortable with using social media for purposes other than social networking.

> I think it would be a little weird [engaging over social media] at first. I don’t really know, I’m not very creative in thinking of how that would work but, I mean, I would do what they thought of. [Adolescent 6, FG1]

**Discussion**

**Principal Findings**

This qualitative study found that adolescents with type 1 diabetes are interested in using social media as a tool to support diabetes management and increase engagement with their diabetes care team. However, participants also expressed some concern about certain features that are part and parcel of social media platforms. In addition to highlighting social media’s strengths as a means of communication for youth, adolescents also shared that having the option to communicate over social media has the potential to promote autonomy and facilitate timely and individualized care. Recognizing that adolescents with type 1 diabetes are at high risk for poor health outcomes [29], social media may offer a means to enhance collaboration with the care team to improve diabetes management outside of the clinic setting.

Collaborative communication between providers and patients is viewed as a key element in achieving favorable health outcomes in disease management [30]. However, challenges around adequate communication and the ability to access timely health-related information continue to be a barrier to optimal type 1 diabetes care for youth [31]. The use of technology has been recommended as an avenue for improving communication with adolescents [30]. Youth in this study provided insights into their specific communication preferences on the basis of the perceived affordances of social media, and they expressed a clear interest in using some features of social media platforms to facilitate increased contact outside of clinic visits. Adolescents with type 1 diabetes viewed social media as an avenue for more direct and timely communication with their diabetes care team than existing means. These results are consistent with trends that highlight increased use of social media communication in adolescents compared with email and voice calls [32].

In an era of increasing electronic health implementation, health care organizations are making use of patient portals to enhance patient-provider communication and support self-management [33]. Specifically, these electronic systems are being designed to allow patients to view their electronic health record and offer options to communicate with providers through secure messaging, refill medications, and schedule appointments [34,35]. However, patients report many usability barriers, such as unfamiliarity with portal features and unknown or lost log-in information [36,37]. Several studies also reveal racial and ethnic disparities in portal enrollment [33,38,39]. In this study, participants reported a high level of familiarity and comfortability with the current social media platforms and perceived many of them to be well designed for smartphone use. Given this, social media may be a more ideal method for adolescents to communicate with their diabetes care team, as it bypasses new design- and navigation-related burdens and is already well accepted and highly used among adolescents [40].

The shared responsibility model is encouraged in diabetes management, and it highlights that maturing adolescents should work toward an increasing level of responsibility in diabetes management while maintaining appropriate support from their caregiver [41]. However, there are few distinct pathways to facilitate the increase in independence for adolescents. This study’s results indicate that the availability of social media communication could be a novel means of supporting the adolescent in assuming responsibility for between-visit communication. Without the help of their caregivers, a majority of adolescents stated they would be willing to initiate direct communication with the diabetes care team about nonemergent issues related to their diabetes through social media, something they do not routinely do through the existing communication means available to them. Although caregiver involvement is considered an integral part of supporting adolescent diabetes management, the development of adolescent autonomy has been identified as an important component for successful diabetes management in adulthood, as well as overall psychosocial development in adolescents with type 1 diabetes [42,43]. Providing adolescents with an opportunity to be more independent through social media communication may also improve engagement in self-care, as higher self-reported autonomy in diabetes management has been shown to be correlated with better adherence to treatment in adolescents with type 1 diabetes [42].
Adolescents in this study felt that communicating with their diabetes care team via social media could also enhance personalized care by allowing diabetes care team members to gain a better sense of their lifestyle, engage in more short-term goal setting, and build better rapport between them. The suggestions offered by the participants reflect a desire for patient-centered communication and support, encompassing aspects such as thorough information exchange, collaborative goal setting, and shared decision making [44,45]. These strategies have been shown to be associated with better adherence to treatment and perceptions of empowerment in youth with type 1 diabetes, as they can facilitate a better understanding of the unique needs and preferences of adolescents and encourage active patient engagement [44,46].

The role of social media has expanded to health education and management in youth, with many seeking information on disease management, as well as social and emotional support on the Web [15,17]. This study’s results confirm the desire of adolescents with type 1 diabetes to obtain information related to health management through social media, not just from their diabetes care team but also from other youth with type 1 diabetes. However, as recognized by health care professionals themselves, the overall reliability and accuracy of health information accessible to patients on social media can be poor [47,48]. Involving health care professionals in a moderating role in Web-based communication among peers can assist in countering misinformation through distribution of evidence-based medical expertise and facilitate social support for patients [49]. In addition, moderators can encourage patient engagement, maintain focus in discussions, and redirect patients to additional, reliable resources [50].

A barrier to using social media for health communication is the risk for violation of patient privacy. Breaching of patient privacy can carry negative legal implications for the diabetes care team members under violations of Health Insurance Portability and Accountability Act and other professional guidelines [48,51]. In addition, some people are opposed to being portrayed as patients on social media, and they fear the publicizing of their personal health information [52]. Women, in particular, are known to highly value privacy and use restrictive privacy settings at higher rates than men [53]. Participants in this study echoed these attitudes, as they did not desire to share information about diabetes with their larger social media networks. However, participants did acknowledge the use of more private social media features, such as DM, as acceptable means of communication with their care team. Future social media health communication interventions should prioritize patient privacy and leverage social media privacy settings and features to ensure a secure environment.

Most participants in this study expressed a preference for maintaining a professional relationship with their provider. Preservation of professional boundaries on social media has also been recognized as an important issue by the medical community, as health professionals are increasingly using social media to provide evidence-based information to broad communities, network with colleagues, and engage in advocacy or public health initiatives [54,55]. In the efforts to address these concerns, professional medical organizations have published policy statements that include guidelines regarding ethics of professionalism on the Web [56].

Limitations

This study has a few limitations. First, this qualitative study is limited by use of a sample recruited from a major metropolitan area. It is possible that the views of adolescents living in rural settings may differ, even though the option for increased remote care support may be desirable to adolescents with type 1 diabetes, as these patients often face decreased access to clinic facilities and increased transportation challenges. Second, by excluding adolescents who did not speak English, we may have missed themes of particular importance to non-English-speaking adolescents. Finally, given that the majority of the participants were already avid users of social media, this study’s results may have shown bias toward an acceptance of social media for health communication purposes. Future studies should aim to explore perceptions regarding social media communication in adolescents of varying racial, ethnic, and socioeconomic backgrounds.

Conclusions

This study’s results suggest that the use of certain social media platform features to support diabetes management outside of the ambulatory setting is acceptable to adolescents with type 1 diabetes. Given social media’s potential to enhance communication with adolescents, the use of social media as a health collaboration tool among adolescents with type 1 diabetes should be actively considered by diabetes care teams. Although social media offers the potential to improve patient care in a multifaceted manner, elements related to successful implementation should be carefully reviewed, specifically the efforts to preserve privacy and professionalism. In collaboration with technology experts, an understanding of the advantages and disadvantages of the various social media platform features, as well as adolescents’ acceptability and enthusiasm for various affordances different platforms of social media offer, should be acquired. Finally, although it is known that a considerable amount of health care professionals already use social media in some fashion related to their field, their perspectives and concerns should be taken into consideration when further exploring the feasibility of social media as a platform for health collaboration with patients.
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Abstract

Background: Adolescents’ use of social media, which has increased considerably in the past decade, has both positive and negative influences on adolescents’ health and health behaviors. As social media is the most prominent communication tool of choice for adolescents, it is important to understand the relationship between the frequency of social media use and health behaviors among this population.

Objective: The objective of our study was to examine the associations between the frequency of social media use and physical activity and sleep adequacy among middle and high school students.

Methods: We used data from the Monitoring the Future survey (2014 and 2015), a nationally representative, annual, cross-sectional survey of American 8th-, 10th-, and 12th-grade students (N=43,994). Health behaviors examined were frequency of vigorous physical activity and frequency of getting 7 hours of sleep (never/seldom, sometimes, and every day/nearly every day). We measured frequency of social media use using a Likert-like scale (never, a few times a year, 1-2 times a month, once a week, or every day). Multivariable generalized ordered logistic regressions examined the association of social media use with different levels of physical activity and sleep. We estimated marginal effects (MEs) for the main independent variable (social media use frequency) by holding all other variables at their observed values.

Results: The study population comprised 51.13% (21,276/42,067) female students, 37.48% (17,160/43,994) from the South, and 80.07% (34,953/43,994) from a metropolitan area, with 76.90% (33,831/43,994) reporting using social media every day. Among physically active students, frequent social media use was associated with a higher likelihood of vigorous daily exercise (ME 50.1%, 95% CI 49.2%-51.0%). Among sedentary students, frequent social media use was associated with a lower likelihood of vigorous daily exercise (ME 15.8%, 95% CI 15.1%-16.4%). Moderately active students who used social media once or twice a month had the highest likelihood of reporting vigorous daily exercise (ME 42.0%, 95% CI 37.6%-46.3%). Among those who normally got adequate sleep, daily social media users were least likely to report adequate sleep (ME 41.3%, 95% CI 40.4%-42.1%). Among those who were usually sleep deprived, daily social media users were more likely to report adequate sleep (ME 18.3%, 95% CI 17.6%-19.0%).

Conclusions: Regular social media use every day was associated with a reinforcement of health behaviors at both extremes of health behaviors, whereas a medium intensity of social media use was associated with the highest levels of physical activity and lowest sleep adequacy among those with moderate health behaviors. Hence, finding an optimal level of social media use that is beneficial to a variety of health behaviors would be most beneficial to adolescents who are in the middle of the health behavior spectrum.

(J Med Internet Res 2019;21(6):e14290) doi:10.2196/14290
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**Introduction**

**Background**

Over the past decade, regular use of social media by young adults has increased considerably from 89% in 2014 to 97% in 2016 [1]. Villanti and colleagues also reported that young adults used an average of 7.6 social media sites regularly, with 85% of them using 6 or more sites regularly [1]. Adolescents’ time spent on social media has also more than doubled from 4.4 hours weekly in 2007 to 11.1 hours in 2011 [2].

Adolescents are more likely than any other age group to use social media. In 2013, approximately 45% of adolescents in the United States used social media sites daily and, among those, 73% used it to connect with their peers [3,4]. This extensive use of social media during the formative years calls into question the extent of its influence on all aspects of development, including physical and mental health. An emerging body of evidence shows both positive and negative influences of social media use on adolescents’ health and health behaviors [5-8]. The benefits of social media use include exposure to new ideas and information and raising awareness of current events and issues. The interactive nature of social media can provide opportunities to engage with peers on issues, access support networks, and improve social inclusion; it may also foster healthy eating habits [8]. However, there are notable negative health outcomes associated with social media use among adolescents. Higher levels of social media use among this population are associated with lower levels of participation in sports activity, less happiness, and more socioemotional difficulties [9]. Smartphone or mobile phone use at night is associated with reduced and disrupted sleep patterns among adolescents [6,10-12]. High-frequency social media use at night was significantly associated with perceived insufficient sleep [13]. While a high risk of poor-quality sleep or sleep disturbance is associated with frequent social media use among adolescents [11,12,14-16], there is some indication that sleeplessness precedes excessive media use [17,18]. Youth who connect with peers face-to-face have positive emotional outcomes compared with those who predominantly use social media to connect with peers [19,20]. Mental health conditions including anxiety and depression are exacerbated by excessive social media use among adolescents [15,21,22]. The predominant conclusion reached by studies on the relationship between social media use and health behaviors is that the time spent on social media use supplants time spent otherwise on physical activity or sleeping.

While many studies have focused on excessive use of social media or the internet, evidence is emerging that the relationship between intensity of internet use and health outcomes is not necessarily linear. Some recent studies suggested a U-shaped relationship between internet use frequency and depressive symptoms, where both low and high levels of internet use were associated with higher risks for depression and lower levels of mental well-being [21,23]. These studies examined cumulative use of all types of digital platforms. We did not find studies that specifically explored the relationship between frequency of social media use and health behaviors among adolescents.

**Objective**

As social media is the most prominent communication tool of choice for adolescents, it is important to understand the relationship between the frequency of social media use and health behaviors among this population. Therefore, in this study, we examined the association between the frequency of social media use and different levels of physical activity and sleep adequacy among middle and high school students in the United States.

**Methods**

**Data Source**

Data for the study were from the Monitoring the Future (MTF) survey, which is a nationally representative, cross-sectional, annual survey of 8th-, 10th-, and 12th-grade students in the United States. MTF collects data through self-administered questionnaires in approximately 420 high schools and middle schools in the contiguous United States [24,25]. To obtain a nationally representative sample of schools and students, the survey employs a multistage random sampling design with (1) geographic areas or primary sampling units, (2) schools (or linked groups of schools) within primary sampling units, and (3) students within sampled schools. Schools are asked to participate for 2 years, and schools refusing participation are replaced with similar schools in terms of geographic location, size, and type of school. Student response rates for the survey were over 80% for all grade levels during all the years considered for our study and almost all nonresponse was due to absenteeism.

Data collection procedures were approved by the Institutional Review Board of the University of Michigan and the survey was funded by the National Institute on Drug Abuse. Public-use data files are available from Inter-university Consortium for Political and Social Research. Descriptions of the survey sampling frame, methodology, and response rates are detailed elsewhere [26].

We derived the study sample from MTF surveys conducted in 2014 and 2015. The data consisted of a pooled sample of 43,994 students in the 8th, 10th, and 12th grades who answered the questions on social media use and at least one of the questions on health behaviors. Eighth and 10th graders constituted 44.91% (20,011/43,994) and 45.99% (19,549/43,994) of the study sample, respectively. The questions pertaining to social media use and health behaviors were administered to approximately 20% of the 12th-grade students during 2014 and 2015 compared with 100% of the 8th- and 10th-grade students. Hence, 12th-grade students constituted a smaller portion of the study sample. We limited the selection of data to 2014 and 2015 due to major changes to the questions on social media use in 2014 [24,25].

**Dependent and Independent Variables**

Our dependent variables were physical activity and sleep adequacy. The MTF survey measured responses to questions on physical activity (“How often do you exercise vigorously?”) and sleeping habits (“How often do you get at least seven hours of sleep?”) using a Likert-like scale with 5 possible responses:

1. Never
2. Less than once a week
3. At least once a week
4. At least three times a week
5. Daily

Our independent variables included physical activity (PA) and sleep adequacy. PA was measured using questions on the frequency of vigorous exercise during the previous year. Sleep adequacy was assessed using questions on the frequency of hours of sleep during the previous week.

**Dependent Variables**

1. Physical activity: Measured using questions on the frequency of vigorous exercise during the previous year.
2. Sleep adequacy: Measured using questions on the frequency of hours of sleep during the previous week.

**Independent Variables**

1. Social media use: Measured using questions on the frequency of social media use during the previous week.
2. Parental monitoring: Measured using questions on the frequency of parents monitoring children’s social media use.
3. Peer use: Measured using questions on the frequency of peers using social media.
4. Peer pressure: Measured using questions on the frequency of peer pressure to use social media.

**Data Analysis**

We used logistic regression analysis to examine the relationship between social media use and health behaviors among adolescents. The analysis was conducted using the Statistical Package for the Social Sciences (SPSS) software version 24. We controlled for demographic variables, including age, gender, race/ethnicity, and parental monitoring.

**Results**

We found a significant positive association between social media use and physical activity among adolescents. The odds of physical activity were higher among adolescents who used social media frequently compared to those who used it infrequently. Similarly, we found a significant negative association between social media use and sleep adequacy. The odds of sleep adequacy were lower among adolescents who used social media frequently compared to those who used it infrequently.

**Discussion**

Our findings suggest that social media use is associated with lower levels of physical activity and higher levels of sleep disturbance among adolescents. These findings highlight the need for interventions to promote healthy social media use among adolescents. Future research should focus on developing interventions that can help adolescents manage their social media use and promote healthy habits.

**Conclusion**

Social media use among adolescents is on the rise, and its impact on health behaviors is a growing concern. Our study provides evidence that social media use is associated with lower levels of physical activity and higher levels of sleep disturbance among adolescents. This highlights the need for targeted interventions to promote healthy social media use.
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never, seldom, sometimes, most days, nearly every day, and every day. We created our dependent variables by combining adjacent categories of responses. We refer to the 3 levels of outcome variables as never/seldom, sometimes, and every day/nearly every day of physical activity or daily 7 hours of sleep.

We measured the main independent variable, frequency of social media use, by how often the student used social media (“How often do you visit social networking websites like Facebook, Twitter, Instagram, etc.?“) using a Likert-like scale with 5 possible responses: never, a few times a year, one to two times a month, once a week, or every day. We included the following individual level covariates in all our models: sex, average letter grade, number of hours of homework per week, grade level, and level of happiness on the day of the survey (very happy, pretty happy, or not too happy). We included school location (in a metropolitan statistical area as defined for the US Census or not) and the Census region in which the school was located to account for regional variations. We included survey year to account for differences between the survey years.

Statistical Analysis
We used a repeated cross-sectional analysis by pooling survey data from the years 2014 and 2015 for 8th-, 10th-, and 12th-grade students. We employed multivariable generalized ordered logistic regressions to compare the association of social media use with different levels of physical activity and sleep adequacy. We used generalized ordered logistic models instead of ordered logistic regression models because the ordered logistic models did not meet the proportional odds assumption [27,28]. We tested for the joint significance of different levels of social media use using the adjusted Wald test. We estimated marginal effects (MEs) for the main independent variable, social media use frequency, by holding all other variables at their observed values. All analyses used pooled survey weights derived from the sampling frame sizes provided by Inter-university Consortium for Political and Social Research, along with the individual sample weights provided in the public-use data files. We conducted all analyses using Stata 14 (StataCorp LLC).

Results
Sample Characteristics
The study sample consisted of students who answered questions on social media use and questions on one or both of the health behaviors (N=43,994). Table 1 presents the characteristics of the study sample over different levels of social media use.

As Table 1 shows, the study population consisted of 51.13% (21,276/42,067) female students; 37.48% (17,160/43,994) were from the South and 80.07% (34,953/43,994) were from a metropolitan statistical area. Approximately half of the study population reported 1-4 hours of homework per week (21,029/42,332, 50.08%) and 75.25% (33,392/42,133) reported letter grades of B– or better. Most (28,381/43,460, 65.52%) of the students reported being pretty happy. Additionally 9.12% (4434/43,994) of the students were 12th graders, and 8th and 10th graders accounted equally for the rest of the study population.

Of the 20,879 students who answered both the questions on physical activity and on social media use, almost half (n=10,033) reported being physically active every day or nearly every day, while 17.06% (n=3563) reported lower levels of physical activity (Table 1). In all levels of social media use, a higher percentage of students reported being physically active regularly and a smaller percentage reported being sedentary.

Of the 20,950 students who answered both the questions on sleep and on social media use, about 41.82% (n=8689) reported getting 7 hours of sleep nearly every day, while 18.39% (n=3986) of the students reported never or seldom getting 7 hours of sleep (Table 1). In all levels of social media use, a higher percentage of students reported getting adequate sleep. Among those who used social media every day, an equal percentage of students reported getting moderately adequate (“sometimes”) or adequate levels (“every day/nearly every day”) of sleep.
Table 1. Characteristics of students by frequency of social media use.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Social media frequency observations, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Never (n=3087)</td>
<td>A few times a year (n=990)</td>
</tr>
<tr>
<td><strong>Frequency of physical activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/seldom</td>
<td>312 (22.3)</td>
<td>101 (21.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>499 (36.8)</td>
<td>160 (37)</td>
</tr>
<tr>
<td>Every day/nearly every day</td>
<td>543 (40.9)</td>
<td>185 (42.0)</td>
</tr>
<tr>
<td><strong>Frequency of sleeping 7 hours/day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/seldom</td>
<td>206 (13.8)</td>
<td>87 (20.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>449 (33.1)</td>
<td>162 (36.0)</td>
</tr>
<tr>
<td>Every day/nearly every day</td>
<td>703 (53.1)</td>
<td>196 (44.0)</td>
</tr>
<tr>
<td><strong>Survey year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>1553 (50.00)</td>
<td>527 (53.0)</td>
</tr>
<tr>
<td>2015</td>
<td>1534 (50.00)</td>
<td>463 (47.0)</td>
</tr>
<tr>
<td><strong>Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8th</td>
<td>1811 (58.68)</td>
<td>511 (50.0)</td>
</tr>
<tr>
<td>10th</td>
<td>1105 (36.56)</td>
<td>393 (42.4)</td>
</tr>
<tr>
<td>12th</td>
<td>171 (4.7)</td>
<td>86 (8.0)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1989 (67.46)</td>
<td>670 (70.7)</td>
</tr>
<tr>
<td>Female</td>
<td>950 (32.5)</td>
<td>272 (29.3)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North east</td>
<td>572 (16.2)</td>
<td>178 (17.1)</td>
</tr>
<tr>
<td>North central</td>
<td>604 (21.3)</td>
<td>204 (21.4)</td>
</tr>
<tr>
<td>South</td>
<td>1153 (35.8)</td>
<td>363 (35.1)</td>
</tr>
<tr>
<td>West</td>
<td>758 (26.7)</td>
<td>245 (26.1)</td>
</tr>
<tr>
<td><strong>Metropolitan statistical area</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>597 (19.5)</td>
<td>222 (22.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>2490 (80.5)</td>
<td>768 (78.0)</td>
</tr>
<tr>
<td><strong>Level of happiness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not too happy</td>
<td>502 (15.9)</td>
<td>159 (17)</td>
</tr>
<tr>
<td>Pretty happy</td>
<td>1918 (63.5)</td>
<td>634 (65.7)</td>
</tr>
<tr>
<td>Very happy</td>
<td>623 (20.6)</td>
<td>177 (17.8)</td>
</tr>
<tr>
<td><strong>Homework (hours/week)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>210 (7.3)</td>
<td>80 (9)</td>
</tr>
<tr>
<td>1-4</td>
<td>1397 (47.71)</td>
<td>462 (49.8)</td>
</tr>
<tr>
<td>5-9</td>
<td>596 (20.1)</td>
<td>191 (20)</td>
</tr>
<tr>
<td>10-14</td>
<td>337 (11.2)</td>
<td>104 (10.9)</td>
</tr>
<tr>
<td>15-19</td>
<td>169 (5.6)</td>
<td>37 (4)</td>
</tr>
<tr>
<td>20-24</td>
<td>123 (4.7)</td>
<td>32 (4)</td>
</tr>
<tr>
<td>≥25</td>
<td>99 (3)</td>
<td>30 (3)</td>
</tr>
<tr>
<td><strong>Letter grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>82 (3)</td>
<td>33 (4)</td>
</tr>
</tbody>
</table>
## Associations Between Dependent and Independent Variables

Results of multivariable regressions for physical activity indicated a statistically significant association between frequencies of social media use and physical activity (adjusted Wald test $F_{8,20871}=18.39; P<.001$); and between frequencies of social media use and sleep adequacy (adjusted Wald test $F_{8,20942}=2.05; P=.04$). Table 2 shows the MEs of different impacts of social media use on different levels of physical activity and sleep adequacy. We calculated the MEs holding all other covariates at their observed values.

Among students with a low level of physical activity, the likelihood of reporting physical activity decreased with increasing social media use (for social media nonusers, ME 26.4%, 95% CI 23.4%-29.4%, and for daily social media users, ME 15.8%, 95% CI 15.1%-16.4%). Among students with a higher level of physical activity, the likelihood of reporting physical activity increased with increasing frequency of social media use (for social media nonusers, ME 35.5%, 95% CI 32.6%-38.5%, and for daily social media users, ME 50.1%, 95% CI 49.2%-51.0%). In contrast to this linear relationship, the relationship among moderately active students peaked with students who used social media once or twice a month reporting the highest likelihood of vigorous exercise (ME 42.0%, 95% CI 37.6%-46.3%).

Among students who got inadequate sleep, social media nonusers were less likely to report getting 7 hours of sleep regularly (ME 16.6%, 95% CI 14.2%-18.9%) than were students who used social media every day (ME 18.3%, 95% CI 17.6%-19.0%). Among those who got adequate sleep, social media nonusers were more likely to report getting 7 hours of sleep (ME 46.6%, 95% CI 43.4%-49.7%) than were students who were daily social media users (ME 41.3%, 95% CI 40.4%-42.1%). Students who reported moderately adequate sleep and who used social media once or twice a month were least likely report adequate sleep (ME 36.4%, 95% CI 32.2%-40.6%).

Additional analysis including parental education and race/ethnicity as control variables did not significantly change the reported results. However, including these variables resulted in a smaller sample size, as one-third of the students did not provide parental education data and almost 29.92% (13,165/43,994) of the observations lacked data on race/ethnicity. Hence, we report the original results.

### Table 2. Regression results showing the association between health behaviors and frequency of social media use by middle and high school students\textsuperscript{a,b,c}

<table>
<thead>
<tr>
<th>Social media use frequency</th>
<th>Vigorous physical activity (n=19,543)</th>
<th>Sleeping 7 hours/day (n=19,596)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% marginal effect (95% CI)</td>
<td>% marginal effect (95% CI)</td>
</tr>
<tr>
<td></td>
<td>Never/seldom</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Never</td>
<td>26.4 (23.4-29.4)</td>
<td>38.1 (34.8-41.3)</td>
</tr>
<tr>
<td>A few times a year</td>
<td>24.4 (19.8-28.9)</td>
<td>37.8 (32.4-43.2)</td>
</tr>
<tr>
<td>1-2 times a month</td>
<td>20.4 (16.9-24.0)</td>
<td>42.0 (37.6-46.3)</td>
</tr>
<tr>
<td>Once a week</td>
<td>18.6 (16.4-20.8)</td>
<td>36.5 (33.9-39.1)</td>
</tr>
<tr>
<td>Every day</td>
<td>15.8 (15.1-16.4)</td>
<td>34.1 (33.2-35.0)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Generalized ordered logistic regression models are used for the estimation. Marginal effect indicates predicted percentage of students with different intensities of health behaviors and social media use, holding all the other covariates at their observed values.

\textsuperscript{b}All results are statistically significant at $P<.001$.

\textsuperscript{c}Data are from the Monitoring the Future survey (2014 and 2015) with students from 8th, 10th, and 12th grades.
Discussion

Principal Findings

Our study results indicate that the association between health behaviors and the frequency social media use is significant and the direction of the association differs whether the health behaviors are at high, medium, or low levels. The health behaviors at both the high and the lower end of the spectrum are reinforced further with more frequent social media use, whereas moderate health behaviors show an interesting nonlinear relationship with the frequency of social media use. We adjusted for reported happiness to account for stress, which may adversely influence health behaviors. While having a higher homework load may take time away from physical activity, sleep, and social media use, we controlled for the homework hours in all models. We also adjusted for grade level, as students in higher grades may have less time for sleep and physical activities due to more academic demands on their time.

The results show that students who were moderately active (7283/20,879, 34.98% of the study sample) or who reported moderately adequate sleep (8275/20,950, 39.79% of the study sample) had a nonlinear relationship with the frequency of social media use. This relationship indicates that a moderate amount of social media use may have a beneficial impact on moderate physical activity and a detrimental influence on moderately adequate sleep among students. Most of the previous research did not delineate different levels of health behaviors, leading to the oversimplified conclusion that more social media use is associated with worse health behaviors. Our results are in line with the emerging literature on the relationship between social media use intensity and other health outcomes, including a U-shaped, nonlinear “Goldilocks effect” of the intensity of internet use on depression and overall mental well-being among adolescents [21,23]. The Goldilocks effect refers to the phenomenon where a moderate intensity of social media use is associated with the highest levels of mental well-being, compared with either too much or too little social media use.

These results are in line with the evidence that users extend their offline personality and behaviors into their online activities [29]. Our results indicate that, among physically active students, frequent social media use was associated with a higher likelihood of daily vigorous physical activity, which may be due to a positive feedback loop from sharing related news or pictures on social media. On the other hand, sedentary behaviors changed for the worse with increased social media use, which may further the supposition that time spent on social media is not available for other activities. Sleeping behaviors of both inadequate and adequate sleepers were reinforced with more frequent social media use. Inadequate sleepers may have had difficulty falling asleep or may have been light sleepers, and such issues were magnified with more social media use. On the other hand, adequate sleepers may have developed sleeping habits that were immune to social media use.

Implications

These results have several implications for adolescents as their social media use has drastically increased over time. Adolescents’ social interactions have increasingly moved to social media platforms. To capitalize on this trend, there has been a marked shift in promoting health behaviors and providing interventions using social media platforms, which contribute to further increases in the frequency of social media use. While there is cause for concern, our study indicates some opportunities. There may be a “sweet spot” where a moderate level of social media use may provide maximum or minimum benefit for a particular health behavior for a specific set of students. The results also suggest that a one-type-fits-all approach may be detrimental to those who are already in the group that is at most risk of adverse behaviors.

While students may engage in vigorous physical activity due to participation in school teams and other organized activities, the levels of physical activity tend to decrease as they graduate from high school, go to college where activities are less structured, and eventually settle into adulthood, when they have to be self-motivated to remain physically active [30]. Unlike physical activity, sleep patterns tend to fluctuate more; however, most of the adult population falls into a moderately adequate sleep category with average reported sleep of less than 6 hours per day [31]. Further, average use of social media does not seem to decrease much as teenagers settle into early adulthood [4,32]. While the relationship between healthy behaviors and social media use in late adulthood may be influenced by additional factors, it is important to understand this nonlinear relationship during early adulthood, when many of the health behaviors are formed. Social media use is shaping up to be a large influencer of health behaviors, with social media-based programs being developed to improve fitness, reduce stress, share experiences on health behaviors, and form support groups to improve health and wellness for all age groups [7,33]. However, there is also growing evidence that social media may promote negative emotions due to excessive social comparison, including those on health behaviors [34-36]. Hence, it is imperative to understand whether there is an optimal level of social media use that has the best impact on health behaviors.

Limitations

This was a cross-sectional study and, hence, we cannot claim to assess causality between health behaviors and social media use. The study population was a nationally representative sample of students. However, caution should be exercised when generalizing the results to other adolescents who are home schooled or who have dropped out of school.

While there was a survey question on the number of hours spent on social media, a large percentage of the answers were either missing or inconsistent and, hence, not used in this study. Since time used for social media was affecting health behaviors [6,11,13], future studies would benefit from including the actual time spent on social media activities rather than categories.

The data did not include information on specific social media sites visited or on specific activities conducted on social media (such as posting and responding to messages, or creating content). While results indicate reinforcement of both high and low levels of health behaviors, understanding the content and its specific methods of use by students would provide deeper insights into understanding the nonlinear relationship among...
those with moderate health behaviors. Inadequate sleep may be worsened further by social media content.

Students who exercise vigorously may be involved in organized sports activities such as school athletic programs or competitive sports outside the school and, hence, may be more disciplined in their commitment to physical activities. In that case, the effect of social media use on their physical activity levels may be overstated. We controlled for this to some extent by adjusting for academic achievement as a proxy for their intrinsic motivation. Students who sleep less may do so due to issues related to anxiety, depression, or other stressors, which may also influence use of social media. We accounted for this by including level of happiness as a proxy for mental well-being. The survey question on sleep asked about the regularity of getting 7 hours of sleep, whereas the US National Sleep Foundation and American Academy of Sleep Medicine recommend 8 to 10 hours of sleep for teenagers [37]. Hence, the survey possibly underrepresented the inadequacy of sleep. Future studies should include variables that capture sleep quality or problems in addition to questions on sleep duration.

Conclusion

Our study indicates that regular social media use reinforces health behaviors of adolescents at the extreme ends of the health behavior spectrum. Among adolescents who follow health behaviors to a moderate extent, a moderate use of social media provides the most benefit. Future studies examining the content of social media sites visited and the interaction patterns, as well as the number of hours spent on social media sites, would inform our understanding of the impact of social media use on health behaviors and facilitate using optimal social media to promote health behaviors.
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Abstract

Background: To help with a long-term but invisible medical condition such as migraine, many people seek information and support on social media. The effect of using social media for people with migraine is not fully understood and remains to be investigated.

Objective: The aim of this study was to describe how people with migraine use social media and how social media use affects their identity and sense of self.

Methods: A total of 20 participants who experienced migraine were recruited via migraine-specific charities. Semistructured interviews were conducted with questions based on a topic guide. Interviews were transcribed verbatim, and transcripts were analyzed using thematic analysis.

Results: People with migraine are using social media to obtain information to better understand their condition and treatment options. Social media offers instant access to continuous information and social support. This exchange of social support and information was viewed as mutually beneficial. Participants viewed social media as an outlet to vent frustrations and validate the migraine experience. Several participants pointed out that the invisible and episodic nature of migraine can lead to societal misunderstanding of the impact and or severity of their condition. Some participants masked their online migraine-related behavior using different sites or closed online groups to control who saw their migraine-related content. Participating in closed social media groups sometimes changed Web-based behavior in other areas of the platform. This illustrates the complex relationship between migraine, social media, and identity.

Conclusions: How migraine is part of an individual’s identity and how this is represented online can vary. Social media can provide people who experience migraine with instant and continuous access to support and information, from a group of empathic others with similar lived experiences. Social media is used to validate the illness experience, as well as provide reassurance and help reduce feelings of isolation.

doi:10.2196/10479

KEYWORDS
migraine; internet; social media; eHealth; social support; self-management; qualitative research

Introduction

Migraines are severe headaches that affect at least 5% of men and 15% of women [1]. Symptoms can include heightened sensitivity to external stimuli, nausea, vomiting, and sensory disturbances (auras) [1,2]. Between attacks, people with migraine display no physical symptoms and might choose to conceal their condition, known as passing [3-5]. Successful passing allows those with invisible illnesses to present themselves in ways that are not defined by their impairment.
Despite this, migraine is a condition that can affect identity and self-concept. Episodes can place burden directly on the individual but also have indirect effects on wider society. It is now the commonest cause of disability in people of working age [6].

Migraine symptoms are typically episodic and unpredictable, making it a difficult condition to manage in daily life. It is distinctive from other chronic conditions as it lacks a visible illness marker [7]. Kleinman proposed that such problems can cause frustration from not being believed or understood and result in altered self-concept or self-esteem [8]. People with migraine may not receive adequate support owing to the experience of illness and pain being subjective [7]. Others might not believe or understand the impact of migraine symptoms [9]. This group may therefore feel dissatisfied with their support and medical treatment [10-12], which can make the experience of receiving validation and acknowledgement from others especially valuable.

Living with a long-term condition requires self-management, where individuals take control of their health care through targeted symptom management and lifestyle changes [12]. Internet-based technologies offer a way to self-manage, and more recently, social media has enabled the rapid exchange of information [13] for this purpose. Social media includes internet-based websites and mobile phone apps that enable users to generate content and interact with others [14,15]. The growth of social media has meant that people with health conditions can rapidly acquire and share health-related information [16]. Researchers have called for further study into the precursors of lasting health-related change through the use of social media [17].

Social identity theory could explain some behavior change following Web-based interactions. If behaviors are linked to the role a person occupies within a social group (ie, son, parent, and teacher) [18], and social norms tied to group membership [19], this may apply to online group interactions as well. Under social identity theory [20], once an individual identifies with a social group, they may strive for a self-concept [18,21] associated with their group membership. In this study, we elected to focus on identity and presentation of the self among people with migraine in Web-based spaces. For the purposes of this discussion, the self is conceptualized as an accumulation of the personas that are represented in a broad set of social interactions [22].

Social media use has been reported to increase self-management in other long-term conditions such as diabetes [23-26]. However, there are likely to be differences in the perceived affordances of social media among medical conditions, and online self-presentation in migraine has yet to be investigated. Interest in the use of social media in migraine and how individuals perceive it is growing [13,27]. The principal investigator in this study is a neurologist who runs a headache clinic and evaluates health interventions designed to improve self-management using qualitative methods [28,29]. Funding from the European Research Council allowed the group to extend their research, aiming to explore how people with migraine independently use social media in the context of their lives and how this use impacts them.

Further exploration of behavior change following social media use in people with chronic long-term conditions is warranted [17]. One possible mechanism is that users must curate their identity and self-presentation using social media platforms. Therefore, we asked the following: What are the uses of social media among people with migraines? How does use of social media affect an individual’s sense of self and online identity?

**Methods**

### Study Design

We used qualitative methodology aiming to gather in-depth views and experiences of using social media in the context of migraines. This approach permits open exploration of participants’ views, and the interviewer can adapt questioning based on each participant’s response. Ethical approval was given by the Psychiatry, Nursing and Midwifery Research Ethics Subcommittees, King’s College London (reference: PNM/13/14-18).

### Participants and Recruitment

Participants expressed interest in response to advertisements placed on social media sites and newsletters of the charities: Migraine Trust and Migraine Action. Inclusion criteria were adults aged ≥18 years (no upper age limit), self-report experience of migraines, use social media in the context of migraine, fluent in English, and live within a catchment area of London and Birmingham in the United Kingdom.

A total of 35 eligible participants responded from all over the United Kingdom. Participants were selected depending on their proximity to the place of work of the interviewers, which was London and Birmingham. They were then invited for an interview in their home or a public space near their homes. In total, 2 participants selected for the interview did not participate, one owing to work commitments and another was uncontactable. All participants received an information sheet explaining the aims and methods of the study and gave written informed consent to participate. Recruitment ended at 20 participants when data saturation was reached.

### Data Collection

One-to-one semistructured interviews were conducted by the researchers who were trained in qualitative methods with the experience of working with patients and research participants. The interviews lasted approximately 30 to 45 min. Interviews took place between November 2016 and March 2017. An interview schedule was devised with questions developed from the existing literature to explore the study aims (Table 1). Pilot interviews (P5, P10, and P19) were conducted initially to assess the viability of the interview schedule, and minor iterations were implemented to ensure clarity of the questions. This involved clarifying language in the question around identity and subsequent probes.
Table 1. Interview topics and probes.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Probes</th>
</tr>
</thead>
<tbody>
<tr>
<td>When did you first start to experience migraine?</td>
<td>How did you feel when you first started to experience migraine?</td>
</tr>
<tr>
<td>Could you tell me what personal research have you done around migraine?</td>
<td>Do you know anyone else in real life who experiences migraine?</td>
</tr>
<tr>
<td>(eg, family/friends, self-help books)</td>
<td></td>
</tr>
<tr>
<td>Could you talk about any social media platforms you have used specifically</td>
<td>What were your motivations for you to visit this website or use this app?</td>
</tr>
<tr>
<td>relating to migraine? (eg, Twitter, Facebook, blogging)</td>
<td></td>
</tr>
<tr>
<td>Have you ever found information or support for your migraines on social</td>
<td>Has being part of the online migraine community impacted on your migraine management?</td>
</tr>
<tr>
<td>media that you didn’t find elsewhere?</td>
<td></td>
</tr>
<tr>
<td>Could you describe how you use social media in the context of your</td>
<td>Do you use the official NHS(^a) choices website to gather information about migraine?</td>
</tr>
<tr>
<td>migraine to find out new information and advice?</td>
<td></td>
</tr>
<tr>
<td>Could you describe how you use social media in the context of your</td>
<td>Would you say you primarily seek to find out information or to share it?</td>
</tr>
<tr>
<td>migraine to share information and advice?</td>
<td></td>
</tr>
<tr>
<td>Have you found communicating online with others who have migraine a</td>
<td>Is the social support online different to offline?</td>
</tr>
<tr>
<td>supportive experience?</td>
<td></td>
</tr>
<tr>
<td>Could you describe any benefits of having an online presence?</td>
<td>What can social media offer that other sources of information cannot?</td>
</tr>
<tr>
<td>Could you describe any drawbacks of having an online presence?</td>
<td>Do you find the information to be accurate and reliable?</td>
</tr>
<tr>
<td>Do you see social media platforms as a way of gaining expertise in</td>
<td>How does this compare to traditional methods of speaking one-to-one in</td>
</tr>
<tr>
<td>migraine knowledge?</td>
<td>person with a healthcare professional?</td>
</tr>
<tr>
<td>What kind of impact has using social media had on your identity?</td>
<td>How do your migraines fit into your online identity?</td>
</tr>
<tr>
<td>Have you ever had a bad reaction from other people in relation to</td>
<td>Has social media helped you to deal with this reaction?</td>
</tr>
<tr>
<td>experiencing migraines?</td>
<td></td>
</tr>
<tr>
<td>Is there any way you would like to see social media platforms for migraine</td>
<td>Potential areas: Convenience, quality, comprehensiveness, immediacy of</td>
</tr>
<tr>
<td>improved?</td>
<td>information, user demographics, user uptake, privacy.</td>
</tr>
<tr>
<td>Would you recommend that other people who experience migraine use social</td>
<td>Could you explain why you would or wouldn’t recommend it?</td>
</tr>
<tr>
<td>media?</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)NHS: National Health Service.

Data Analysis

Interviews were audio-recorded and transferred to a password protected computer. To preserve participant anonymity, identifying data were not transcribed. Audio and transcript files were identifiable only by an arbitrary participant number. Interviews were transcribed verbatim by a third-party transcription service and checked by interviewers. The transcripts were analyzed using thematic analysis which involves inductive interpretation [30,31]. No external sources other than participant transcripts were used during the analysis process. The transcripts were coded line-by-line using NVivo 11 software for qualitative data. Similar codes were grouped together, and an iterative approach was used to create subthemes. These were further grouped together into overarching themes. A discussion of the themes and interpretations was conducted by all authors. The final interpretation of codes and themes was completed by the senior researchers (CP and LR).

Results

Participant Characteristics

Of the 20 participants interviewed, 17 were women and all were white (Table 2). The age range was 24 to 59 years, mean 39 years. Almost three-quarters (70%) had graduate or postgraduate level education. A total of 11 participants were in full-time employment and 6 were unemployed. All reported a diagnosis of migraine, with the frequency ranging from 1 day per month to daily (mean 12 days per month).

Social Media Use

Facebook was the most commonly used social media platform (19 participants). Many sought information and social support from closed migraine-specific Facebook groups. Blogs were used by 2 participants. A total of 3 participants used YouTube to observe migraine symptoms and learn about migraine causes or pain reduction. One participant created YouTube videos to educate others about migraine. Twitter was often viewed as a more professional domain rather than personal. Participants’ use of social media tended to fit on a spectrum from actively engaging with social media to more observational social media users, and some people in between.
<table>
<thead>
<tr>
<th>Participant</th>
<th>Sex</th>
<th>Age (years)</th>
<th>Highest qualification</th>
<th>Employment</th>
<th>Living situation</th>
<th>Migraine days per month (n)</th>
<th>Social media sites used in context of migraines</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Female</td>
<td>31</td>
<td>Postsecondary</td>
<td>Unemployed</td>
<td>With others</td>
<td>3</td>
<td>F&lt;sup&gt;a&lt;/sup&gt;, T&lt;sup&gt;b&lt;/sup&gt;, I&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>P2</td>
<td>Female</td>
<td>52</td>
<td>Postsecondary</td>
<td>Full-time</td>
<td>Alone</td>
<td>12</td>
<td>F</td>
</tr>
<tr>
<td>P3</td>
<td>Female</td>
<td>28</td>
<td>Postgraduate</td>
<td>Student</td>
<td>With others</td>
<td>2</td>
<td>F, T, Y&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>P4</td>
<td>Female</td>
<td>35</td>
<td>Postgraduate</td>
<td>Part-time</td>
<td>With others</td>
<td>9</td>
<td>F, T, Y&lt;sup&gt;e&lt;/sup&gt;, B&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>P5</td>
<td>Female</td>
<td>31</td>
<td>Unknown</td>
<td>Employed</td>
<td>With others</td>
<td>8</td>
<td>F</td>
</tr>
<tr>
<td>P6</td>
<td>Male</td>
<td>43</td>
<td>Postsecondary</td>
<td>Full-time</td>
<td>With others</td>
<td>4</td>
<td>F, T</td>
</tr>
<tr>
<td>P7</td>
<td>Female</td>
<td>23</td>
<td>Postgraduate</td>
<td>Full-time</td>
<td>With others</td>
<td>16</td>
<td>F, I</td>
</tr>
<tr>
<td>P8</td>
<td>Male</td>
<td>24</td>
<td>Postgraduate</td>
<td>Student</td>
<td>With others</td>
<td>1-2</td>
<td>F, T</td>
</tr>
<tr>
<td>P9</td>
<td>Male</td>
<td>25</td>
<td>Postsecondary</td>
<td>Unemployed</td>
<td>With others</td>
<td>1-2</td>
<td>F, Y</td>
</tr>
<tr>
<td>P10</td>
<td>Female</td>
<td>47</td>
<td>Graduate</td>
<td>Unemployed</td>
<td>With others</td>
<td>29</td>
<td>F, M&lt;sup&gt;f&lt;/sup&gt;, V&lt;sup&gt;g&lt;/sup&gt;</td>
</tr>
<tr>
<td>P11</td>
<td>Female</td>
<td>29</td>
<td>Postgraduate</td>
<td>Full-time</td>
<td>With others</td>
<td>1</td>
<td>F, I</td>
</tr>
<tr>
<td>P12</td>
<td>Female</td>
<td>45</td>
<td>Postgraduate</td>
<td>Full-time</td>
<td>With others</td>
<td>12</td>
<td>F, T&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>P13</td>
<td>Female</td>
<td>33</td>
<td>Graduate</td>
<td>Full-time</td>
<td>With others</td>
<td>10-15</td>
<td>Y, I</td>
</tr>
<tr>
<td>P14</td>
<td>Female</td>
<td>32</td>
<td>Postgraduate</td>
<td>Part-time</td>
<td>With others</td>
<td>Daily</td>
<td>F</td>
</tr>
<tr>
<td>P15</td>
<td>Female</td>
<td>58</td>
<td>Postgraduate</td>
<td>Part-time</td>
<td>With others</td>
<td>5</td>
<td>F, H&lt;sup&gt;i&lt;/sup&gt;, B, MT&lt;sup&gt;j&lt;/sup&gt;, Migraine Buddy app</td>
</tr>
<tr>
<td>P16</td>
<td>Female</td>
<td>31</td>
<td>Graduate</td>
<td>Unemployed</td>
<td>With others</td>
<td>5</td>
<td>F</td>
</tr>
<tr>
<td>P17</td>
<td>Female</td>
<td>59</td>
<td>Graduate</td>
<td>Retired</td>
<td>With others</td>
<td>15</td>
<td>F, I</td>
</tr>
<tr>
<td>P18</td>
<td>Female</td>
<td>54</td>
<td>Postsecondary</td>
<td>Unemployed</td>
<td>With others</td>
<td>3-5</td>
<td>F</td>
</tr>
<tr>
<td>P19</td>
<td>Female</td>
<td>47</td>
<td>Postsecondary</td>
<td>Part-time</td>
<td>With others</td>
<td>15</td>
<td>F</td>
</tr>
<tr>
<td>P20</td>
<td>Female</td>
<td>55</td>
<td>Postgraduate</td>
<td>Unemployed</td>
<td>With others</td>
<td>Daily</td>
<td>F</td>
</tr>
</tbody>
</table>

<sup>a</sup>F: Facebook.  
<sup>b</sup>T: Twitter.  
<sup>c</sup>I: Instagram.  
<sup>d</sup>Y: YouTube.  
<sup>e</sup>B: blogs.  
<sup>f</sup>M: Migraine.com (information website with discussion facilities).  
<sup>g</sup>V: Vestibular migraine website with online community.  
<sup>h</sup>P: Pinterest.  
<sup>i</sup>H: Health Unlocked (online social health network).  
<sup>j</sup>MT: My Migraine Team (a social network for people with migraine).

**Theme 1: Information Exchange**

**Seeking Information**

All participants used social media to obtain information about migraine. In total, 11 said they gained expertise in migraine knowledge and 13 gained awareness of new treatments. For some, interacting with others in Facebook groups resulted in a change of self-management for migraines. For example:

>I follow some online Facebook groups or pages on politics and health policies. And that’s really helpful...in fact it was through that, that I pursued TMS [Transcranial Magnetic Stimulation]. [P10]

...you can go back to your doctor, or your specialist or whatever, and say, “I haven’t tried this one,” or, “People have said that this works in conjunction with that,” or whatever, “What do you think?” [P18]

**Sharing Information**

In total, 14 participants said they shared information with other users on social media, mostly on Facebook. Some shared information with others who experience migraines in migraine-specific groups:

>If I see an article that I think would be useful or a diagram or something which I think would be useful to other groups I would usually share it. [P20]
Others used social media to share information with people who do not experience migraine by posting on their personal Facebook walls, seeking to help others to understand their condition:

I just bombarded all my family and friends with every article I could find...this is what’s happening to me. [P16]

**Pooling and Exchanging Information and Experiences**

In total, 16 participants spoke of having to cancel plans owing to a migraine and social media had helped them feel less isolated:

...what used to happen before social media, you would research it by just Googling it and then wading your way through different articles or going to different doctors. Whereas now you can be part of a group and get first-hand experience and knowledge. [P18]

A total of 12 participants said information gathered on social media had increased their confidence, knowledge, and skills in managing their own health care:

It’s given me information, like, because I might mention a side effect for a drug, and the doctor might be like, “Oh, I’ve not heard anyone having that.” And I’ll be like, “Well, actually, I’ve spoken to various people on Twitter and they all have it,” so it gives me a bit more, sort of, clout with what I’m saying...Which otherwise...you can feel very, like the only one experiencing that. [P4]

Others benefited from reading the online discussion and not taking part themselves, whereas 8 participants referred to the benefit of sharing advice:

...[sharing advice] gets away from the feeling that we’re just an emotional support group. No, we’re not, we can actually give people the information that they need to make their lives easier and that feels good. [P20]

**Theme 2: Social Support**

**Reducing Isolation**

A total of 10 participants described not feeling alone and that social media had helped them to feel less isolated:

It’s comforting to know that I’m not on my own. [P2]

In total, 9 participants spoke of having to cancel plans owing to their migraines. For some, social media provided a source of support for an unpredictable and invisible illness:

...when you cancel on them [offline contacts] for the fifth time you can see after a while it starts grating and rubbing on them...Then when you’ve got like a group that you can go to...and say, “I’ve got a migraine coming on again,” or whatever, you don’t get, “Oh, you know, you let me down last week,”...You get sympathy and empathy and understanding and recommendations and help which is nice. [P18]

**Reassurance**

For 19 participants, the process of being able to hear about others’ experiences and compare them with their own provided a sense of comfort:

It is always more reassuring when their story fits your story. [P9]

In the cases where people were unsure of what they were experiencing, reading similar accounts from others provided validation and reminded them that they were not alone. After accessing content on social media, some participants benefited from reassurance regarding unusual symptoms:

...on YouTube...People have made videos of how their...aura then kind of grows and disappears, and I’ve sort of watched it...to get reassurance that this isn’t me, sort of, going a bit mad...other people experience similar symptoms. [P3]

In this sense, the use of social media served to normalize what some felt might be abnormal. In total, 6 participants also described social media as a lifeline:

I don’t know how people survived beforehand actually, especially because it’s [migraine] invisible. [P20]

**Forming a Continuous Support Group**

A total of 10 participants referred to social media being available all the time, providing a continual source of contact with other users. In total, 7 participants described how social media groups can act as a support group:

...you can do it anytime, it’s not like a traditional support group where you’d have to go, you’d have to wait a week or a month...[P14]

A total of 9 participants said that offering social support can give a reciprocal benefit:

...it’s mutually supportive because you can help them which in turn makes you feel better...[P18]

Social media was used to gain access to an empathetic audience that is not limited to geographic location:

...so I went on to Facebook and I put hemiplegic migraine and I found this amazing support group of people. [P16]

**Theme 3: Validation of Migraine Experience**

**Understanding Migraine**

A total of 14 participants referred to migraine being an invisible illness, with 10 participants saying they had been given patronizing or unhelpful advice offline by others who often saw migraine as just a headache. In total, 18 participants discussed how the use of social media can help validate the migraine experience and combat the lack of understanding about the unpredictable and invisible nature of migraine:

I think the worst thing for people is not getting support...I think social media can be a good way of calling that out when we see it and people going:
“Yes, that happened to me. That’s not okay.” There’s quite a lot of validating involved. [P20]

I think it’s [social media] made me feel a bit better myself, really in that... It [migraine] is a genuine thing. It’s not just something that you bring on yourself because you are a wimp... [P17]

The Value of Lived Experiences of Others

In total, 16 participants discussed the dichotomy between subjective experience versus verified facts and medical knowledge. Although medical fact seeking was important, there was a desire to hear about the subjective experience of others:

[I look on social media]...60% for the objective stuff...and then 40% the experiences, because the thing with migraines is sometimes it is subjective...the fact that you hear it in, like, a story, as well, if it’s like a personal narrative, it’s a bit better than...a chart saying...a percentage point did this... [P8]

A total of 10 participants spoke about the need to experience migraine to truly understand it. Being able to read the lived experiences of other people with migraine was beneficial in providing personally relevant information.

I mean, my partner’s very supportive. But again, there’s only so far he can empathize...when I am poorly, because he doesn’t know what it’s like, he hasn’t experienced one before. [P3]

Catharsis

A total of 10 participants described how they used social media as an outlet for discussing frustrating migraine experiences. Social media was a resource for some participants to cope with the emotions that built up from their experiences:

I use it as a tool to cope as it’s quite useful for venting. [P10]

In total, 8 participants described how venting to other people on social media can prevent over-burdening family and friends:

If you have a chronic condition...you don’t want to bore people absolutely rigid. So it’s really nice having that set of strangers who you can actually offload to away from your ordinary life... [P15]

Another participant described sharing her migraine experience online as therapeutic, although 3 participants spoke about how using humor provided some light relief:

...one thing that it [Migraine Action Facebook page] had on there was some jokes about migraine...that was quite good, to actually share just silliness about it because sometimes you just have to laugh about it. [P17]

Theme 4: Presentation and Perception of the Self

Self-Awareness and Awareness of Others

A total of 5 participants described how their identity had evolved since beginning to use social media. This included changes in the way they presented themselves online, as well as changing views of social media uses:

[Migraines] weren’t part of my identity online because I didn’t want to admit that they were a thing...I didn’t want them to exist in my life, even though they did and they existed a lot. So that shift in mind-set...bringing them into the conversation...was quite important to me that I was just a bit more attentive on my own identity... [P13]

In total, 8 participants described how they had different Web-based identities, and some had multiple profiles, often to avoid disclosure of their migraine experience in certain domains of their lives. For some, social media groups had influenced their Web-based behavior and they displayed a different self in a private or closed migraine forum, compared with on their personal Facebook timeline:

...I haven’t posted much at all on my own timeline, it’s more on the groups. So I have a different persona on the groups [closed migraine-specific Facebook groups]. “I’m in pain, please help. Having a rubbish day.” All that sort of stuff goes on that group, or the groups, and then I tend to put a braver face on to what’s going on in everyday life. [P18]

A total of 5 participants were concerned about how others perceived them on social media, and for some, this affected how they presented themselves on Web-based media:

I will put things on there [the closed group] because I wouldn’t want my friends and my family to think, “Oh my God, she’s going on about migraine again.” So I like the fact that it’s not public to everybody else. [P15]

Online and Offline Identity

Several participants alluded to the temporal nature of migraines and how the extremity of acute symptoms could greatly impact their sense of identity and self:

...when I’m like well...I’m just somebody who suffers with migraines, whereas when it’s extreme, I just feel like I am a migraine. [P16]

There was also variation in how participants felt social media reflected their migraine experiences. One participant said using Twitter had helped them to continue their role as a knowledgeable scientist after having to leave their job owing to their migraines:

it’s helped me retain my identity, I guess, after I got sick. [P4]

Another participant described how social media has helped her to normalize and accept her migraine experience:

...the tips I’ve got have helped me reduce my migraine, to hopefully show migraine more out of my identity. But now, I don’t know whether it is almost desensitization because it comes up on my phone, on the newsfeed, at any time. So that makes it more part of normal life rather than being associated with an acute attack. Maybe in a way it helped it become less of my identity... [P15]
Discussion

Principal Findings

Our findings suggest that people with migraine are using social media to obtain health-related information to better understand their condition and treatment options. Social media can offer instant access to continuous migraine-related information, as well as social support from empathic others. The opportunity to pool the subjective lived experience of migraines on social media was described as invaluable, and the exchange of support and information was viewed as mutually beneficial.

Some participants viewed social media as an outlet to vent frustrations and validate migraine experiences with other users. They spoke of the invisible and episodic nature of the condition that may contribute to societal misunderstanding about the impact and severity of migraine. Some participants masked their migraine-related behavior using different Web-based sites or closed social media groups to control who saw their migraine-related content. Utilizing social media in this way had enabled participants to retain desired aspects of their identity, depending on how the individual chose to engage with the platform.

Limitations

This study was conducted with a user group of volunteers in 1 country. People who belong to user groups are likely to be more highly educated, just as our volunteers were highly educated people, and are not representative of the whole population. The study also relied on a self-report migraine diagnosis. Future research could sample a broader demographic and use a clinical migraine diagnosis.

Comparison With Previous Work

Many participants said that the information they had accessed on social media enabled them to be more active in their own health care, altering their migraine management and increasing their confidence when interacting with health care professionals. For example, some participants requested treatments that they had learnt about on social media. Increased feelings of control and self-management following social media use have been described as a benefit of attending a self-management group course for people with epilepsy, another invisible, common episodic condition [39]. In a diabetes study about social support from computer-mediated environments, users were more able to engage with their peers and access individualized support tailored to their specific situation [36]. Our findings in migraine are consistent with this.

There is also scope for medical professionals to utilize social media as a health resource, for example, integrating patient data such as electronic diaries in routine practice [40]. Researchers suggest that platforms such as Twitter have the potential to be used for gathering service user feedback [41]. Both user groups and health care providers could learn from this feedback to improve the services and information they provide. Further exploration on the role of health care service providers’ use of social media is warranted [41].

Validation of Migraine Experience

Participants spoke about how using social media helped acknowledge their experience of migraine. Migraine is often misclassified or compared with commonplace headache, making migraine seem even more invisible [7]. Other conditions such as chronic fatigue syndrome can also be incorrectly compared with the prevalent state of tiredness. Chronic fatigue patients and fatigued employees reported experiencing more negative interactions with co-workers and insufficient social support compared with people in cancer remission and healthy co-workers [42]. This is perhaps due to lay misconceptions about the condition, lack of clear external illness markers, and parallels drawn with other common conditions. These ideas of similarity challenge the individual with an invisible illness to explain their impairments to feel understood [3]. Thus, the experience of having migraine acknowledged and validated by other users on social media is particularly valuable.

The prevailing opinion that headache is normal and can be alleviated by a tablet may be a barrier to individuals with migraine obtaining adequate support and understanding [32].

Web-Based Migraine Information and Support Group

For some, use of social media for health care purposes may represent an unfulfilled need with their existing care and support networks [35]. The migraine experience is often misunderstood, which can cause isolation and loneliness. The temporality of the condition may restrict an individual’s ability to carry out daily activities and participate in their social life. Thus, social media groups are beneficial to those with unpredictable or episodic health conditions, as the support offered is not in a fixed temporal or spatial context. These are key benefits of Web-based support networks that are often restricted in real life support group settings [36-38].

An episodic and invisible condition can be difficult to understand by those who do not experience it [3]. Gaining support and information from those with a similar lived experience appears to be a typical use of social media. Overcoming a sense of being alone and sharing experiences have been described as a benefit of attending a self-management group course for people with epilepsy, another invisible, common episodic condition [39]. In a diabetes study about social support from computer-mediated environments, users were more able to engage with their peers and access individualized support tailored to their specific situation [36]. Our findings in migraine are consistent with this.

Web-Based Migraine Information and Support Group

For some, use of social media for health care purposes may represent an unfulfilled need with their existing care and support networks [35]. The migraine experience is often misunderstood, which can cause isolation and loneliness. The temporality of the condition may restrict an individual’s ability to carry out daily activities and participate in their social life. Thus, social media groups are beneficial to those with unpredictable or episodic health conditions, as the support offered is not in a fixed temporal or spatial context. These are key benefits of Web-based support networks that are often restricted in real life support group settings [36-38].

An episodic and invisible condition can be difficult to understand by those who do not experience it [3]. Gaining support and information from those with a similar lived experience appears to be a typical use of social media. Overcoming a sense of being alone and sharing experiences have been described as a benefit of attending a self-management group course for people with epilepsy, another invisible, common episodic condition [39]. In a diabetes study about social support from computer-mediated environments, users were more able to engage with their peers and access individualized support tailored to their specific situation [36]. Our findings in migraine are consistent with this.

There is also scope for medical professionals to utilize social media as a health resource, for example, integrating patient data such as electronic diaries in routine practice [40]. Researchers suggest that platforms such as Twitter have the potential to be used for gathering service user feedback [41]. Both user groups and health care providers could learn from this feedback to improve the services and information they provide. Further exploration on the role of health care service providers’ use of social media is warranted [41].

Validation of Migraine Experience

Participants spoke about how using social media helped acknowledge their experience of migraine. Migraine is often misclassified or compared with commonplace headache, making migraine seem even more invisible [7]. Other conditions such as chronic fatigue syndrome can also be incorrectly compared with the prevalent state of tiredness. Chronic fatigue patients and fatigued employees reported experiencing more negative interactions with co-workers and insufficient social support compared with people in cancer remission and healthy co-workers [42]. This is perhaps due to lay misconceptions about the condition, lack of clear external illness markers, and parallels drawn with other common conditions. These ideas of similarity challenge the individual with an invisible illness to explain their impairments to feel understood [3]. Thus, the experience of having migraine acknowledged and validated by other users on social media is particularly valuable.

The prevailing opinion that headache is normal and can be alleviated by a tablet may be a barrier to individuals with migraine obtaining adequate support and understanding [32].
Participants in our study often referred to their offline contacts giving them patronizing or unhelpful advice about treating migraines. The sudden onset of migraine along with unpredictable frequency and duration affects people’s social, domestic, and professional lives [9,10,43,44]. Some people report feeling that their partner [9] and those in their social network [10] do not believe the impact or severity of their headaches. Associating with a group of others online with similar experiences was described positively by participants in this study, resulting in empowerment and changes in self-management. Social media offered an easily accessible source of understanding from others with a similar lived experience, which offered the added benefit of not overburdening offline support networks.

Identity and Self-Presentation in Migraine

Social context impacts the self that is presented at a family gathering, job interview, or romantic date [5], which is also true of Web-based self-presentation [45]. Goffman compared self-presentation to a stage performance, where the individual chooses what to present to the audience onstage and what to keep private backstage [5]. Self-presentation is likened to a personal exhibit, where individuals act as curators by choosing what to display to their audience [46]. Participants gave varied responses about how migraine fits with their sense of self and self-presentation. Several chose different forms of self-presentation depending on their role on social media, such as being an educator by sharing information with others.

Twitter users have cited their ideal audience on social media to be a mirror image of themselves [45]. Festinger suggested that individuals find their own opinions and personal beliefs more valid when they are shared to a sufficient degree of similarity with a group of others [47]. This desire for similarity may also explain the desire to connect with groups of other users with migraine symptoms. Such connections appeared to empower those who sought them. Our findings indicate that participants engaged with social media as a means of identifying with other users with migraine as a means of talking about issues that they may not have been able to discuss with people outside of these groups. This could be explained using the social identity theory [26], whereby membership to Web-based groups such as this are associated with positive feelings and behaviors [48] within these Web-based communities.

Through such groups, users can share aspects of themselves that they may not do so freely with others in their typical social circles. In part, stigma or a lack of understanding from others may further influence this user behavior in Web-based settings. Belonging to Web-based communities that offer membership based on shared characteristics may help users to form a coherent sense of self that is the same across online and offline encounters [49]. In this way, the access to Web-based groups with positive health-related characteristics may be especially useful to people with conditions requiring support and self-management.

Conclusions

In this study, we broadly enquired how participants with migraine used social media platforms and how this group presented their identity online. Participants described cognitive and affective benefits owing to the use of social media, particularly, gathering and sharing information, as well as receiving ongoing support and validation. They described learning about new therapies and side effects that had helped them in consultations with doctors. Participants particularly valued the affordances provided by Facebook groups.

Similar to others with potentially stigmatizing conditions, people with migraine want empathy and understanding for their subjective, but real, disability [6,39]. Based on our findings, participants described protecting themselves, or this aspect of their identity, from people who might disparage or reject them because of their condition. The apparent secrecy offered by social media helped them come to terms and cope with their condition, while simultaneously and separately managing the rest of their lives.

Social media can help validate the experience of migraine and in turn help people who experience migraines to feel better understood and less alone. How migraine is part of a person’s identity and represented online varies. Further understanding about the needs of people with long-term chronic conditions may help in the development of future Web-based interventions to improve health and well-being. Activity that occurs in closed groups helps people to accept and manage their condition in a separate but synergistic way.

Official Institutions for further information on migraine are as follows: International Headache Society [30], European Headache Federation [51], American Migraine Foundation [52], American Pain Society [53], European Headache Alliance [54], National Headache Foundation [55], Migraine Trust [56], Migraine Action [57].
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Abstract

Background: Exposure to risk behavior on social media is associated with risk behavior tendencies among adolescents, but research on the mechanisms underlying the effects of social media exposure is sparse.

Objective: This study aimed to investigate the motivations of social media use and the mediating and moderating mechanisms of their effects on attitude toward electronic cigarette (e-cigarette) use among adolescents.

Methods: Using data from a national sample survey of adolescents (age=14-17 years, N=594), we developed and validated a social media use motivation scale. We examined the roles of motivations in the effect of social media use on risk exposure and risk attitude.

Results: Motivations for social media use included agency, self-expression, realism, social learning, social comparison, and filter. These motivations were associated differentially with the frequency of use of Facebook, Instagram, Snapchat, and YouTube. Frequency of social media use was positively associated with exposure to e-cigarette messages across the four platforms (Ps<.001). Exposure to e-cigarette messages on Instagram (P=.005) and Snapchat (P=.03) was positively associated with attitude toward e-cigarette use. Perceived social media realism moderated the effects of e-cigarette message exposure such that when realism was high, the exposure effect was amplified, but when realism was low, the effect was mitigated (P<.001). A three-way interaction effect (P=.02) among exposure, social learning motivation, and social norm on attitude toward e-cigarette use was found. When perceived social norm was high, the moderating effect of social learning motivation on e-cigarette use attitude was amplified, but when social norm was low, the social learning motivation effect was attenuated.

Conclusions: Because perceived social media realism moderates the effect of exposure to e-cigarette messages on attitude toward e-cigarette use, future intervention efforts should address the realism perceptions. The three-way interaction among exposure, social learning motivation, and social norm indicates the importance of addressing both the online and offline social environments of adolescents. The social media use motivation scale, reflecting perceived affordances, is broadly applicable. Understanding social media use motivations is important, as they indirectly influence attitude toward e-cigarette use via frequency of social media use and/or frequency of exposure to e-cigarette messages on social media.

(J Med Internet Res 2019;21(6):e14303) doi:10.2196/14303
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Introduction

Background
Exposure to risk-related content on social media has been associated with positive attitudes toward risk behavior and adoption of the risk behavior, including alcohol use [1] and drug use [2]. Research shows that adolescents are particularly vulnerable to such social media influences, as the generation is growing up with social media as an important source and channel of socialization and as a social environment [3]. According to a Pew Research Center survey [4], the most popular platforms among adolescents were YouTube, followed by Instagram, Snapchat, and Facebook.

A particularly concerning risk behavior among adolescents is e-cigarette use. Although recent research shows that e-cigarette use is more efficacious than nicotine-replacement products in helping cigarette smokers quit [5], uptake of e-cigarette use can be harmful for adolescents. Research has found that e-cigarettes contain nicotine [6], which adversely affects brain development up to the age of 25 years [7]. Nicotine use during adolescence elevates the risk of addiction to other drugs [8]. Furthermore, the aerosol from e-cigarettes exposes both users and bystanders to harmful substances [9]. For these reasons, in 2018, the US Surgeon General called for urgent and aggressive action to protect young people from the harm, declaring youth e-cigarette use an epidemic [10].

Although findings connecting social media exposure and risk behavior including e-cigarette use have been increasing, sparse research has investigated the mechanisms with which the effects occur. The goal of this study was to address this gap in knowledge by investigating how social media influences adolescent e-cigarette use. When the processes underlying the connection between exposure and effect are identified, strategies for effective interventions could be developed. Therefore, this study sought to identify motivations of social media use and to investigate their mediating and moderating roles in the association between social media–based risk exposure and risk behavior attitude among adolescents.

Conceptual Bases
In this study, we conceptualize social media use as a motivated behavior driven by individuals’ desire to fulfill their psychological and social needs [11] and hypothesize that differential motivations influence individuals’ choice of differential social media platforms, as they offer differential affordances. Frequency of use of differential platforms will be differentially associated with e-cigarette message exposure, which, in turn, influences attitude toward e-cigarette use.

To understand the effects of social media use on risk behavior attitudes, the motivations for social media use should be examined first. The uses and gratifications framework [11] explains that people use media to fulfill their individual needs and that there are motivations associated with people’s choice to consume media. For a given medium use (eg, television), there can be a range of motivations. Television use motivations, for example, include learning, relaxation, companionship, escape, arousal, and passing time [12,13]. Building on the uses and gratifications paradigm, scholars have advanced the uses and effects perspective, which predicts that differential motivations of media use will lead to differential effects [13,14]. Despite the theoretical advance, little research has empirically examined the relationship between motivations and effects, especially with respect to motivations, uses, and effects of social media.

As the media landscape has changed from mass media including television to the internet to Web 2.0, researchers have investigated the motivations associated with the use of various social media platforms. Studies have examined motivations or gratifications associated with the use of Facebook [15], Twitter [16], Instagram [17], YouTube [18], and Snapchat [19]. Although the information about motivations of using each social media platform is valuable, as they may be variable across the platforms, the motivations may also share commonalities. It may be more advantageous to study new media as a mix of attributes rather than discrete entities [20], as identifying the core motivations that can be differentially applied to different platforms may be of greater generative utility than identifying platform-specific motivations.

Moreover, we focus on the unique characteristics of Web 2.0 in this research. The existing conceptualizations and measurement of social media use motivations draw on the typology that has been used for traditional mass media use [21]. Observing that the available descriptions of new media gratifications may be more general than the nuanced gratifications available through new media, Sundar and Limperos [21] suggested possible new gratifications from new media, anchoring them to four classes of features: modality, agency, interactivity, and navigability.

Finally, extant research has yet to take into account the aspects of user-generated content. In mass media, users did not have a chance to contribute content, as the mass media content has been created by professionals. In contrast, Web 2.0, on which various social media platforms are based, relies on user-generated content and collective knowledge and sentiment [22,23]. Three interdependent gratifications available from user-generated media include consumption, participation, and production [22]. This study seeks to capture this new media ecology available on Web 2.0.

 Moreno and colleagues’ [24] Facebook influence model captures a number of new gratifications linked to Facebook use, some of which could be extended to other social media use. Through a conceptual mapping approach, they identified 10 facets of Facebook use gratifications, including connection to people, far reaching, fast communication, curiosity about others, business and promotion, accessibility/adaptability, data/information, social norm establishment, identity expression, influence on identity, distraction, positive experience, and negative experience [24].

Motivations for Social Media Use
Based on the past research reviewed above, we aimed to identify core motivations that may underlie the use of divergent social media platforms and may explain the social and psychological processes of social media effects. These motivations included
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agency, self-expression, realism, social learning, social comparison, and filter. The attributes and features available on various social media platforms may differentially accommodate these motivations. Notably, as discussed below, the social aspects of the motivations are frequently networked in nature, and the psychological motivations contribute to collective intelligence and sentiment on Web 2.0.

The agency and self-expression motivations represent the identity-integral function of social media. Not included in motivations ascertained for the use of mass media, the abovementioned motivations indicate a unique aspect of Web 2.0, which is often characterized as participative and user-generated. Agency refers to the motivation to influence others by sharing one’s own ideas and messages. Relevant to the agency motivation, research found that the expressive and performative involvement in user-generated content on the internet facilitated online and offline political participation among adolescents [25,26]. Agency was included as a gratification integral to new media uses [21] and Facebook use [24].

The self-expression motivation reflects a gratification sought and obtainable from user-generated media, unavailable from mass media. On user-generated media, the desire for production intersects with the desire for participation and consumption [22]. The internet makes it possible for individuals to experiment with their identities [27], and youth express their identities on social media while concurrently being open to social media’s influences on these identities [24]. Creativity was one of the motivations associated with young adults’ use of Instagram [17].

Perceived media realism has been an important explanatory variable of media effects [28]. In this study, however, we conceptualize social media realism differently from previous research on mass media realism. With traditional media, the industry and professionals determined the content. In social media, users are creators of the content as well as its consumers. Therefore, we developed items to capture this unique aspect of social media content and users’ assessment of the content created by other users.

The media provide a powerful apparatus to learn about the world and others. Social learning has been an important motivation for using media [12,13]. Mass media research found, for example, that soap opera viewers with information motivation reported greater attention to the program and engagement with characters during viewing than viewers with the motivation to merely pass time [29]. Social learning motivation has been linked to the use of Facebook [30] and Instagram [17]. Of note, in this study, we assert that the “social” in social learning motivation for using social media differs from the motivation for using mass media. In social media, the “social” is frequently networked in nature. On the other hand, in mass media, the learning motivation is more societal than social, as the target of learning is more diffusive in nature.

With metrics such as likes, ratings, and positive and negative comments that were unavailable in mass media, social media provides insight on others’ behaviors and attitudes. With these features, social media may provide knowledge about social norms [21,24,31] and a benchmark for social comparison [32]. Adolescents’ social comparison activities in social media affect their identity development under certain conditions [33].

In addition, social media allows users to construct their own world by using the function of filters [21,34], which may provide psychological contentment and comfort functions but could also obstruct a more comprehensive and objective perspective on what is going on in society [35]. As in this virtual community, only like-minded people may congregate together, reinforcing and strengthening shared viewpoints, concerns have been raised that social media filters can facilitate social fragmentation and polarization [36,37].

With regard to the motivation mechanisms, we propose the following hypothesis:

**Hypothesis 1:** Social media motivations include agency, self-expression, perceived realism, social learning, social comparison, and filter.

**Mediating Mechanisms**

The abovementioned motivations may reflect perceived affordances of social media. Affordances are “action possibilities” toward which the stimuli in the environment suggest that humans act [38]. The concept of perceived affordances refers to user experiences and evaluations rather than the features themselves [39]. As each social media platform offers a mix of features, use of these platforms comes with convergent and divergent gratifications. For example, some of the Facebook use gratifications (eg, identity expression) [24] overlap with the Instagram use gratifications (eg, creativity) [17]. Communication channels including phone, email, texting, Facebook, and Snapchat were perceived to provide differential levels of social affordances [40]. Therefore, the mix of motivations is likely associated differentially with the use of differential social media platforms. The frequency of using social media, in turn, may predict the probability of exposure to e-cigarette advertisements and posts. At present, social media is the main outlet of e-cigarette marketing activities [41-43]. Social media–based exposure to e-cigarette messages was positively associated with e-cigarette expectancies among young adults [44]. Extending this prior research, we aim to investigate the association between social media e-cigarette exposure and attitudes toward e-cigarette use in a population of adolescents. Furthermore, we seek to examine the process of the exposure effects.

With regard to the mediating mechanisms, we propose the following hypotheses:

**Hypothesis 2a:** Social media use motivations are differentially associated with the frequency of use of differential social media platforms.

**Hypothesis 2b:** Social media use frequency is positively associated with exposure to e-cigarette messages on social media.

**Hypothesis 2c:** Exposure to e-cigarette messages on social media is positively associated with attitude toward e-cigarette use.
Moderating Mechanisms

Two-Way Interaction

In addition to indirectly influencing e-cigarette message exposure and e-cigarette use attitude, social media use motivations may moderate the effect of the exposure on attitude, that is, the effects of risk exposure on social media can be attenuated or amplified depending on the motivations of social media use. One of the factors that could modulate harmful social media effects may be realism judgment. The more users believe that other user-generated content is a representation of their true self and a truthful depiction of their beliefs, emotions, and lives, the stronger are the effects of the exposure to the content. On the other hand, if the users think that social media representations deviate from users' true selves and lives, the effects of the exposure would be mitigated.

Three-Way Interaction

The social dimensions of social media use motivation (e.g., social learning, social comparison, and filter) may also moderate the effects of risk exposure on social media. Importantly, because of the networked nature of the social world represented in one’s social media environment, the influence of the social motivations may be qualified by social norm. For example, while those who use social media with stronger social learning motivation are more likely to be affected by prevalent or glamorous depictions of risk behavior than those with weaker social learning motivation, the influence of social learning motivation may be further moderated by the kind of social world that one maintains. If, for example, friends in one’s social network use e-cigarettes, then the effect of social learning motivation may be amplified. However, if no one in one’s social network uses e-cigarettes, then the effect of social learning motivation may be mitigated.

Regarding the moderating mechanisms, we proposed the following hypotheses:

Hypothesis 3a: The effect of exposure on attitude is moderated by realism motivation such that high realism amplifies the exposure effect on attitude and low realism attenuates it.

Hypotheses 3b-d: The effect of exposure on attitude is moderated by social learning (b), social comparison (c), and filter motivations (d), which are, in turn, moderated by social norm. When social norm is high, the moderating effects of these motivations on attitude are amplified, but when social norm is low, the effects of these motivations are attenuated.

Methods

Design

This study was conducted as part of a larger project investigating adolescent social media use and risk behavior. Participants answered questions about their social media use, risk exposure on social media, and attitude toward e-cigarette use prior to seeing a 1-minute anti-e-cigarette video message. The items assessing motivations associated with social media use were given at the end of the study. To prevent exposure to the 1-minute video message from having any effect on the motivation measures, a battery of items, including those about other adolescent risk behaviors, was assessed after the exposure prior to the motivation assessment.

Participants

Participants (N=594) were adolescents aged 14-17 (mean 15.48, SD 1.12) years recruited through Ipsos (formerly GfK), a survey firm providing a probability-based sample of the US population. Male and female adolescents comprised 47.4% and 52.6% of the sample, respectively. The majority of the adolescents were white individuals (65.0%); the rest were Hispanic (16.4%), black (7.6%), other (6.4%), and mixed race (4.6%) individuals. Both parental consent and adolescent assent were obtained prior to the study.

Measures

Social media use motivations were measured using the scale designed for this study. Items were developed to measure the posited six dimensions of social media use motivations. They were a mixture of items taken from Moreno et al [24] and Sundar and Limperos [21] and those that were developed in this study. For the dimensions of agency, social comparison, and filter, items were taken from the studies of Moreno et al [24] and Sundar and Limperos [21]. Items for the self-expression dimension were taken from Moreno et al [24]. One item of the realism dimension was taken from Sundar and Limperos [21]. Multimedia Appendix 1 presents a full description of the social media use motivation measures. The response scale ranged from 1 - “strongly disagree” to 5 - “strongly agree.” Table 1 presents means, SDs, and reliability alphas of and correlations between the dimensions.

Regarding social media use, the frequency of use of the four most popular social media platforms among adolescents [4] was assessed. These platforms included Facebook, Instagram, Snapchat, and YouTube. The response scale ranged from 1 - “I don’t use this” to 7 - “five or more times a day.” Table 2 presents the descriptive data.

Exposure to e-cigarette messages on social media was measured by asking adolescents how often they saw (1) e-cigarette advertisements and (2) pictures in which people were using e-cigarettes on each of the aforementioned four social media platforms. These two items assessing exposure to ads and usage images were averaged to create an index for each platform. The two items were substantially correlated (r=0.75, 0.66, 0.63, and 0.65 for Facebook, Instagram, Snapchat, and YouTube, respectively). The response scale ranged from 1 - “never” to 5 - “very often.” Table 2 shows the distribution.

Attitude toward e-cigarette use was measured using the Osgood semantic differential scale [45]. Specifically, three pairs of bipolar adjectives including bad/good, undesirable/desirable, and unfavorable/favorable were provided and scored on a 5-point scale. Higher scores indicated more positive attitude.

The social norm measure was focused on friends’ descriptive norm and measured using the Fishbein scale [46] with the question “how many of your friends use e-cigarettes?” The response scale ranged from 1 - “none” to 4 - “all of them.”
To evaluate the overall fit of the models to the data, four fit indices were considered. First, the goodness-of-fit index (GFI) produces values ranging from 0 to 1, with values in excess of 0.90 indicating good fit. Second, the comparative fit index (CFI) produces values ranging from 0 to 1, with values larger than 0.90 indicating good fit. Third, Browne and Cudeck [50] contend that values of the root mean square error of approximation (RMSEA) of 0.08 or lower indicate reasonable fit, although values of 0.06 or below should be preferred. Fourth, the Bayesian information criterion (BIC) is constructed such that negative values provide evidence of model fit, while positive BIC values suggest problematic model fit. Differences in BIC of 2 are thought to provide some evidence; ≥6, strong evidence; and ≥10, very strong evidence for the superiority of the model with a more negative BIC value over another model [51].

The first-order single-factor model did not fit the data; the values of this model are as follows: $\chi^2_{170} = 3147.97$, $P < .001$, RMSEA = 0.21, GFI = 0.57, CFI = 0.86, and BIC = 2061.06. The first-order oblique six-factor model was a good fit to the data: $\chi^2_{155} = 639.18$, $P < .001$, RMSEA = 0.08, GFI = 0.90, CFI = 0.98, and BIC = 351.83. Additional evidence was obtained from (1) the standardized factor loadings (the three factors had similar and reasonably high loadings on the indicators, ranging from 0.76 to 0.92 and similar within each factor) and (2) the substantive correlations among the six factors (ranging from 0.54 to 0.84), thereby providing clear indication of nonorthogonality.

The second-order single-factor model was nested within the oblique first-order six-factor model. It was not surprising that the second-order single-factor model yielded worse fit than the first-order six-factor model: $\chi^2_{5} = 211.69$ and $P < .001$. However, given the exceptional statistical power (ie, >0.99) in model testing, we considered this discrepancy to be acceptable. The absolute indices showed that the second-order single-factor model also was a good fit to the data: $\chi^2_{164} = 850.87$, $P < .001$, RMSEA = 0.08, GFI = 0.90, and CFI = 0.98, except for BIC = 197.68. The values for RMSEA, GFI, and CFI were

### Results

#### Analysis Strategy

We employed confirmatory factor analyses to test hypothesis 1. Linear regression, PROCESS macro of Hayes [47], and bootstrapping estimation approach of Shrout and Bolger [48] were used to test hypotheses 2 and 3.

#### Hypothesis 1

Hypothesis 1 predicted that social media motivations would include the dimensions of agency, self-expression, realism, social learning, social comparison, and filter. Confirmatory factor analyses were conducted to test this hypothesis. Unless unidimensionality of a scale is established for the first-order factors, evidence in support of its unidimensionality should be obtained from two sources: (1) a first-order oblique multifactor model that should fit the data and the correlations among the first-order factors should be similar, and (2) statistical equivalence has to be established between the first-order multifactor model and a second-order single-factor model. The degree of freedom for the first-order single-factor model (20 items, 1 factor) was 170, that for the first-order multifactor model (20 items, 6 associated factors) was 164, and that for the second-order single-factor model was 166. With these parameters and assuming $\alpha = 0.05$, a sample size of 568 yielded statistical power of >0.99 when testing these factor models [49].

Input and model specifications are as follows. Individuals’ responses to the 20 social media use items were submitted to LISREL 8.80 (Scientific Software International, Inc, IL) for confirmatory factor analyses. First, a first-order single-factor model was estimated, where all 20 items were specified to load on one latent factor. Second, a first-order oblique six-factor model was estimated, where the 6 first factors were allowed to be associated with each other. Third, a second-order single-factor model was estimated, where the second-order factor loaded on the 6 first-order factors, which were not allowed to be correlated.

#### Table 1. Means, SDs, reliability ($\alpha$), and correlations ($r$) between social media motivations.

<table>
<thead>
<tr>
<th>#</th>
<th>Motivation</th>
<th>Mean (SD)</th>
<th>$\alpha$</th>
<th>r1</th>
<th>r2</th>
<th>r3</th>
<th>r4</th>
<th>r5</th>
<th>r6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agency</td>
<td>3.29 (1.00)</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Filter</td>
<td>3.14 (0.81)</td>
<td>0.79</td>
<td>0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Self-expression</td>
<td>3.13 (0.97)</td>
<td>0.91</td>
<td>0.78</td>
<td>0.58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Social learning</td>
<td>3.41 (0.86)</td>
<td>0.91</td>
<td>0.68</td>
<td>0.71</td>
<td>0.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Social comparison</td>
<td>3.21 (0.94)</td>
<td>0.90</td>
<td>0.61</td>
<td>0.70</td>
<td>0.54</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Realism</td>
<td>2.69 (0.81)</td>
<td>0.84</td>
<td>0.52</td>
<td>0.60</td>
<td>0.54</td>
<td>0.49</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

#### Table 2. Social media use and exposure to e-cigarette messages on social media among adolescents. All values are given as mean (SD) scores.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Facebook</th>
<th>Instagram</th>
<th>Snapchat</th>
<th>YouTube</th>
</tr>
</thead>
<tbody>
<tr>
<td>General social media use</td>
<td>2.80 (2.20)</td>
<td>4.42 (2.53)</td>
<td>4.24 (2.63)</td>
<td>5.39 (1.80)</td>
</tr>
<tr>
<td>Exposure to e-cigarette messages</td>
<td>1.46 (0.77)</td>
<td>1.81 (0.89)</td>
<td>1.81 (0.93)</td>
<td>1.98 (0.92)</td>
</tr>
</tbody>
</table>

---
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almost identical between the second-order single-factor model and the first-order six-factor model. Together, these values indicated that the second-order single-factor model provided a plausible account of the data. However, the Chi-square test and BIC difference of 156.15 in favor of the first-order six-factor oblique model suggested potential variances in the factor structure of social media motivations.

The factor loadings of the six first-order factors on the second order factor provided additional support: The factor loadings were 0.78 for self-expression, 0.82 for agency, 0.68 for realism, 0.87 for social learning, 0.85 for social comparison, and 0.94 for filter. These results provided evidence that the second-order single-factor model was adequate for the social media use motivation scale and could be considered equivalent to the first-order six-factor model. Figure 1 presents the factor structure.

Figure 1. Factor structure.

Hypothesis 2
Hypothesis 2 predicted that social media use motivations would be associated differentially with different social media platform usage. For each of the four social media platforms, the frequency of use was regressed onto the six social media use motivations and the covariates of adolescent age, sex, and race. As Table 3 summarizes, the motivations were associated differentially across the four platforms. Facebook use was associated with the motivations of agency (P=.005) and filter (P=.008). Instagram use was associated with self-expression (P<.001) and social learning motivations (P=.009). Likewise, Snapchat use was associated with self-expression (P<.001) and social learning (P=.01). YouTube use was associated with social comparison motivation (P=.002). In this regression model, where the motivations were controlling for each other, realism was unrelated to any of the social media platform use. However, without controlling for other motivations (but controlling for age, sex, and race), realism was associated with the use of Facebook (β=0.200), Instagram (β=0.201), and Snapchat (β=0.177; all P<.001), but not YouTube (β=0.071, P=.09). Similarly, realism was correlated with the use of Facebook
Hypothesis 2b predicted that social media use would be positively associated with exposure to e-cigarette messages on social media. For each social media platform, the frequency of exposure to e-cigarette messages was regressed on to the frequency of use of the platform while controlling for age, sex, race, and social media use motivations. Table 4 presents the results. Across the platforms, social media use was significantly associated with exposure to e-cigarette messages.

Hypothesis 2c predicted that exposure to e-cigarette messages on social media would be positively associated with attitude toward e-cigarette use, which was regressed onto age, sex, race, social media use motivations, frequencies of using social media, and frequencies of exposure to e-cigarette messages on social media. The results are presented in Table 5. Significant positive associations between e-cigarette message exposure on Instagram and Snapchat and attitude toward e-cigarette use were found. The more frequently adolescents saw e-cigarette messages on each of these platforms, the more positive were their attitudes toward e-cigarette use.

Serial mediation analyses using the PROCESS path-analysis macro developed by Hayes [48] were conducted to examine the overall predictions of Hypotheses 2a-c, such that the effects of social media use motivations on attitude toward e-cigarette would be mediated through frequency of social media use and exposure to e-cigarette information on each of the four social media platforms. A bootstrapping estimation approach with 5000 samples was used to test the indirect effects in each model [49].

Agency motivation increased attitude toward e-cigarette use through frequency of Facebook use, independent of exposure to e-cigarette information on Facebook (point estimate=0.02, 95% CI 0.001–0.049), but not through exposure to e-cigarette information on Facebook, independent of frequency of Facebook use (point estimate=–0.002, 95% CI –0.016 to 0.007), and not serially through frequency of Facebook use and exposure to e-cigarette information on Facebook (point estimate=0.004, 95% CI –0.006 to 0.018). There was no direct effect of agency motivation on attitude toward e-cigarette use (point estimate=–0.05, 95% CI –0.174 to 0.072).

Table 3. Associations between motivations and frequency of social media use among adolescents.

<table>
<thead>
<tr>
<th>Motivation</th>
<th>Facebook B</th>
<th>Facebook β</th>
<th>Instagram B</th>
<th>Instagram β</th>
<th>Snapchat B</th>
<th>Snapchat β</th>
<th>YouTube B</th>
<th>YouTube β</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agency</td>
<td>0.433</td>
<td>0.197a</td>
<td>–0.153</td>
<td>–0.060</td>
<td>–0.264</td>
<td>–0.100</td>
<td>–0.058</td>
<td>–0.031</td>
</tr>
<tr>
<td>Filter</td>
<td>0.478</td>
<td>0.177a</td>
<td>0.218</td>
<td>0.071</td>
<td>0.302</td>
<td>0.093</td>
<td>0.112</td>
<td>0.054</td>
</tr>
<tr>
<td>Self-express</td>
<td>–0.165</td>
<td>–0.075</td>
<td>0.680</td>
<td>0.258b</td>
<td>0.651</td>
<td>0.237b</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>Social learning</td>
<td>–0.190</td>
<td>–0.072</td>
<td>0.515</td>
<td>0.178a</td>
<td>0.518</td>
<td>0.171c</td>
<td>0.082</td>
<td>0.044</td>
</tr>
<tr>
<td>Social comparison</td>
<td>0.121</td>
<td>0.049</td>
<td>–0.184</td>
<td>–0.069</td>
<td>–0.311</td>
<td>–0.111</td>
<td>0.381</td>
<td>0.197a</td>
</tr>
<tr>
<td>Realism</td>
<td>0.138</td>
<td>0.054</td>
<td>–0.019</td>
<td>–0.004</td>
<td>0.042</td>
<td>0.014</td>
<td>–0.164</td>
<td>–0.070</td>
</tr>
</tbody>
</table>

aP<.01. 
bP<.001. 
cP<.05.

Table 4. Associations between social media use frequency and e-cigarette message exposure frequency among adolescents.

<table>
<thead>
<tr>
<th>Social media platform</th>
<th>B</th>
<th>Standard error</th>
<th>β</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>0.165</td>
<td>0.013</td>
<td>0.471</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Instagram</td>
<td>0.163</td>
<td>0.014</td>
<td>0.459</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Snapchat</td>
<td>0.174</td>
<td>0.013</td>
<td>0.487</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>YouTube</td>
<td>0.142</td>
<td>0.021</td>
<td>0.273</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Associations between exposure to e-cigarette messages on social media and e-cigarette use attitude among adolescents.

<table>
<thead>
<tr>
<th>Social media platform</th>
<th>B</th>
<th>Standard error</th>
<th>β</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>–0.082</td>
<td>0.067</td>
<td>–0.071</td>
<td>.23</td>
</tr>
<tr>
<td>Instagram</td>
<td>0.214</td>
<td>0.076</td>
<td>0.217</td>
<td>.005</td>
</tr>
<tr>
<td>Snapchat</td>
<td>0.154</td>
<td>0.069</td>
<td>0.163</td>
<td>.03</td>
</tr>
<tr>
<td>YouTube</td>
<td>–0.079</td>
<td>0.056</td>
<td>–0.083</td>
<td>.15</td>
</tr>
</tbody>
</table>
Filter motivation increased attitude toward e-cigarette use through frequency of Facebook use independent of exposure to e-cigarette information on Facebook (point estimate=0.02, 95% CI 0.0002-0.055), not through exposure to e-cigarette information on Facebook, independent of frequency of Facebook use (point estimate=0.003, 95% CI –0.007 to 0.016), and not serially through frequency of Facebook use and exposure to e-cigarette information on Facebook (point estimate=0.005, 95% CI –0.007 to 0.019). There was no direct effect of filter motivation on attitude toward e-cigarette use (point estimate =–0.01, 95% CI –0.154 to 0.134).

Self-expression motivation increased attitude toward e-cigarette use serially through frequency of Instagram use and exposure to e-cigarette information on Instagram (point estimate=0.03, 95% CI 0.009 to 0.048), not through frequency of Instagram use, independent of exposure to e-cigarette information on Instagram (point estimate=–0.01, 95% CI –0.039 to 0.011), or through exposure to e-cigarette information on Instagram, independent of frequency of Instagram use (point estimate=–0.01, 95% CI –0.039 to 0.024). There was no direct effect of self-expression motivation on attitude toward e-cigarette use (point estimate=0.10, 95% CI –0.019 to 0.222; Figure 2).

Similarly, self-expression motivation increased attitude toward e-cigarette use serially through frequency of Snapchat use and exposure to e-cigarette information on Snapchat (point estimate=0.03, 95% CI 0.009 to 0.049), not through frequency of Snapchat use, independent of exposure to e-cigarette information on Snapchat (point estimate=–0.002, 95% CI –0.026 to 0.019), and not through exposure to e-cigarette information on Instagram, independent of frequency of Snapchat use (point estimate=–0.007, 95% CI –0.023 to 0.035). There was no direct effect of self-expression motivation on attitude toward e-cigarette use (point estimate=0.08, 95% CI –0.041 to 0.199; Figure 3).

Social learning motivation increased attitude toward e-cigarette use serially through frequency of Instagram use and exposure to e-cigarette information on Instagram (point estimate=0.02, 95% CI 0.003-0.040), through exposure to e-cigarette information on Instagram, independent of frequency of Instagram use (point estimate=0.04, 95% CI 0.012 to 0.085), but not through frequency of Instagram use, independent of exposure to e-cigarette information on Instagram (point estimate=–0.008, 95% CI –0.031 to 0.009). There was no direct effect of social learning motivation on attitude toward e-cigarette use (point estimate=–0.03, 95% CI –0.175 to 0.111; Figure 4).

Similarly, social learning motivation increased attitude toward e-cigarette use serially through frequency of Snapchat use and exposure to e-cigarette information on Snapchat (point estimate=0.02, 95% CI 0.003-0.040), through exposure to e-cigarette information on Snapchat, independent of frequency of Snapchat use (point estimate=0.04, 95% CI 0.010-0.083), but not through frequency of Snapchat use, independent of exposure to e-cigarette information on Instagram (point estimate=–0.002, 95% CI –0.021 to 0.016). There was no direct effect of social learning motivation on attitude toward e-cigarette use (point estimate=–0.04, 95% CI –0.183 to 0.103; Figure 5).

Lastly, the serial mediation from social comparison motivation to attitude toward e-cigarette use through frequency of YouTube use and exposure to e-cigarette information on YouTube was not significant. None of the paths in this model were significant.

Figure 2. Effects of self-expression motivation on attitude toward e-cigarette use through frequency of Instagram use and exposure to e-cigarette messages on Instagram. Numbers are unstandardized regression coefficients. *P<.05, **P<.01, ***P<.001. e-cig/e-cigarette: electronic cigarette.
Figure 3. Effects of self-expression motivation on attitude toward e-cigarette use through frequency of Snapchat use and exposure to e-cigarette messages on Snapchat use. Numbers are unstandardized regression coefficients. *P<.05, **P<.01, ***P<.001. e-cig/e-cigarette: electronic cigarette.

Figure 4. Effects of social learning motivation on attitude toward e-cigarette use through frequency of Snapchat use and exposure to e-cigarette messages on Snapchat. Numbers are unstandardized regression coefficients. *P<.05, **P<.01, ***P<.001. e-cig/e-cigarette: electronic cigarette.

Figure 5. Effects of social learning motivation on attitude toward e-cigarette use through frequency of Instagram use and exposure to e-cigarette messages on Instagram use. Numbers are unstandardized regression coefficients. *P<.05, **P<.01, ***P<.001. e-cig/e-cigarette: electronic cigarette.
Hypothesis 3

Hypothesis 3a predicted that effects of social media–based exposure to e-cigarette messages will be differentially moderated by different social media use motivations such that high realism motivation will amplify the effect of the exposure, while low realism motivation will attenuate the effect. Moderation analyses using PROCESS macro with the 5000 bootstrapping estimation approach were conducted to examine the hypotheses [48,49].

The results showed that perceived realism interacted with exposure to e-cigarette messages on Facebook in influencing attitude toward e-cigarette use (\( F_{1,562}=4.31, P=.04 \)). Further inspection indicated that exposure to e-cigarette information on Facebook is related to attitude among adolescents with high perceived realism (point estimate=0.17, \( P=.001 \)), not for those with moderate or low perceived realism (Figure 6).

Perceived realism also moderated the relationship between exposure to e-cigarette messages on Instagram and the attitude toward e-cigarette use (\( F_{1,568}=15.88, P<.001 \)). Further inspection indicated that exposure on Instagram was related to attitude among adolescents with moderate (point estimate=0.17, \( P<.001 \)) and high perceived realism (point estimate=0.32, \( P<.001 \)), not for those with low perceived realism (Figure 7).

Similarly, perceived realism moderated the relationship between exposure to e-cigarette use on Snapchat and attitude toward e-cigarette use (\( F_{1,566}=12.35, P<.001 \)). This effect was observed only for adolescents with moderate (point estimate=0.20, \( P<.001 \)) and high realism (point estimate=0.32, \( P<.001 \)), not for those with low realism (Figure 8).

Finally, another significant moderating effect was observed between perceived realism on exposure to e-cigarette messages on YouTube and the attitude toward e-cigarette use (\( F_{1,569}=13.90, P<.001 \)). The effect was observed only for adolescents with moderate (point estimate=0.09, \( P<.05 \)) and high perceived realism (point estimate=0.23, \( P<.001 \)), not for those with low perceived realism (Figure 9).

Hypotheses 3b-d predicted three-way interactions among exposure, social motivations (ie, social learning, social comparison, and filter), and social norm. A significant three-way interaction among exposure on Instagram, social learning motivation, and social norm was found. As predicted, the moderating effect of social learning motivation on the relationship between exposure to e-cigarette information on Instagram and attitude toward e-cigarette use was found to depend on social norm (ie, the number of friends who use e-cigarettes; \( F_{1,564}=5.14, P=.02 \)). The three-way interaction effect was significant for those who had more than a few friends who used e-cigarettes but not for those without friends who used e-cigarettes. This indicates that for adolescents who had greater e-cigarette use norms in their networks, the higher the social learning motivation, the more positive their attitude toward e-cigarette use when they were exposed to more e-cigarette information on Instagram. The three-way interaction is depicted in Figure 10. Hypothesis 3b concerning social learning motivation was supported, while Hypothesis 3c-d regarding social comparison and filter motivations was not supported.

Figure 6. Moderating effects of perceived realism and exposure to e-cigarette information on Facebook on attitude toward e-cigarette use. e-cigarette: electronic cigarette.
Figure 7. Moderating effects of perceived realism and exposure to e-cigarette information on Instagram on attitude toward e-cigarette use. e-cigarette: electronic cigarette.

Figure 8. Moderating effects of perceived realism and exposure to e-cigarette information on Snapchat on attitude toward e-cigarette use. e-cigarette: electronic cigarette.
Figure 9. Moderating effects of perceived realism and exposure to e-cigarette information on YouTube on attitude toward e-cigarette use. e-cigarette: electronic cigarette.

Figure 10. Effects of social norm on the moderating effects of social learning motivation on the relationship between exposure to e-cigarette information on Instagram and attitude toward e-cigarette use. e-cigarette: electronic cigarette.
Discussion

Principal Findings

This study aimed at investigating the mechanisms of the effects of social media use on attitude toward e-cigarette use among adolescents. To this end, we first investigated motivations of social media use. Next, we examined the roles of motivations in the process of effects of social media use and e-cigarette message exposure on e-cigarette use attitude. Collectively, the results contribute to extant theoretical and practical knowledge about the mechanisms of social media effects on risk exposure and risk attitude.

In a survey of a national sample of 14- to 17-year-old adolescents, we found that their motivations for social media use included agency, self-expression, realism, social learning, social comparison, and filter (Hypothesis 1). To our knowledge, this is a first validated measure of social media use motivation that is not platform-specific, uses a mixed attributes approach, and recognizes the unique functions of Web 2.0. Furthermore, other results of this study demonstrate the utility of the scale and its components in understanding various social media use and their effects on risk exposure and attitude.

The six motivations predicted individual social media platform use differentially (Hypothesis 2a). Agency and filter motivations were associated with Facebook use, whereas self-expression and social learning were associated with Instagram and Snapchat use. Dissimilar to other platforms, YouTube use was associated with social comparison motivation.

The parsimoniousness of our social media use motivation scale can facilitate research and practice, as it provides an understanding of differential motivations attached to divergent social media platforms and thereby assisting efforts to examine their effects. Practically, as social media use motivations indirectly predicted attitude toward e-cigarette use through frequency of social media use and/or exposure to e-cigarette messages on social media (Hypothesis 2a-c), understanding these motivations and addressing them will be essential to future prevention efforts. Of note, the influences of self-expression and social learning motivations on attitude toward e-cigarette use were greater than those of other motivations, indicating the importance of addressing these two motivations.

Across the four popular social media platforms among adolescents, frequency of use significantly predicted frequency of exposure to e-cigarette messages (Hypothesis 2b). Although not all exposure predicted positive attitude toward e-cigarette use (Hypothesis 2c), the positive associations between frequencies of social media use and e-cigarette message exposure suggest the importance of addressing social media–based exposure to e-cigarette messages.

More frequent exposure to e-cigarette messages on Instagram and Snapchat predicted more positive attitude toward e-cigarette use among adolescents (Hypothesis 2c), suggesting that these two social media may require greater attention than other platforms from prevention efforts.

The role of YouTube observed in this study is noteworthy. Although adolescents’ volume of YouTube use was larger (Table 2), the association between exposure and attitude was not significant on YouTube (Hypothesis 2c). This may be because YouTube is a less networked platform than other social media such as Instagram and Snapchat. Exposure to e-cigarette messages on Facebook was lower than that on other social media, perhaps reflecting lower usage of the platform itself. This low usage of Facebook among adolescents found in this study is consistent with the latest report from Pew Research Center [4].

Notably, perceived realism significantly moderated the effects of social media–based e-cigarette message exposure on attitude toward e-cigarette use (Hypothesis 3a). When perceived realism was high, the exposure effect on attitude was amplified, but when perceived realism was low, the exposure effect was mitigated. This pattern was consistent across the four platforms of Facebook, Instagram, Snapchat, and YouTube (Figure 2). These findings indicate that social media realism judgment can be an important variable to include in future intervention efforts to change attitude and prevent e-cigarette use among adolescents.

Importantly, the perceived realism scale of this study captures the unique aspect of social media content. The social media realism scale of this study taps into the user-generated content and how it reflects peers’ true selves. In contrast, traditional mass media content comprises media professional–generated content. This difference can constitute an important conceptual distinction between (mass) media literacy [52] and social media literacy. Efforts to curb the harmful effects of social media on adolescents should be cognizant of this participative and user-generated aspect of the social media world and address the distinctiveness in the conceptualization and development of interventions.

The posited networked nature of “social” in social media was further demonstrated by the finding of a three-way interaction. Social norm moderated the effect of social learning motivation on the relationship between exposure and attitude (Hypothesis 3b). Among adolescents who did not have friends who used e-cigarette, the effect of social learning motivation was mitigated, but among those with friends who used e-cigarettes, the effect was amplified. These results suggest that research on the uses and effects of social media should consider the interpersonal and social contexts of social media use as well, incorporating both the online and offline networks, as adolescents’ risk exposure and risk behavior may occur at this interface. Likewise, future e-cigarette control efforts should address the online and offline social environments of adolescents as they interface.

The same pattern of three-way interaction, however, was not found for other social motivations including comparison and filter (Hypothesis 3c–d), suggesting that their roles may be more complex than those of social learning motivation. As these motivations can play a role in the effects of social media use, future research should continue to examine these motivations and their interplay with the composition, structure, and size of social networks of adolescents.
Limitations and Suggestions for Future Research

Although the outcome variable of this study was attitude rather than behavior, meta-analyses have consistently demonstrated that attitude predicts behavior [53,54]. Moreover, as the occurrence of behavior can be contingent upon various structural factors that facilitate or hinder the behavior [55], this study’s focus on attitude provides an up-close look at the relationships among motivations, uses, and effects of social media.

Future research could increase the number of items in some of the dimensions (eg, social comparison and filter; Multimedia Appendix 1) and test the scale with different populations to clarify the factor structure. Research may also benefit by scrutinizing the properties and functions of some of the dimensions of the scale, including social comparison and filter dimensions, as the posited three-way interaction among these dimensions, exposure, and social norm was not observed. Finally, research should continue to investigate and identify the core attributes, features, or affordances that cut across existing and emergent social media platforms, to better understand their uses and effects.

Implications for Theory and Practice

This study fills a gap in the literature on social media effects on e-cigarette use through its investigation of the mechanisms of social media effects on risk behavior likelihood among adolescents. Through the investigation, it identified motivations, mediators, and moderators of social media effects. The results show not only how the motivations and uses impact adolescents’ attitude toward e-cigarette use, but also how the harmful effects could be mitigated. These findings inform the theory of social media effects and intervention for preventing harmful social media effects.

This study provides specific practical implications for future intervention efforts. It suggests that understanding and addressing the motivations associated with social media use are important, as it found that differential motivations have differential impact in the process of social media effects on e-cigarette use. Furthermore, this study shows that understanding and addressing self-expression and social learning motivations will be especially important, as these motivations exerted the strongest influence on frequency of social media use, exposure to e-cigarette messages, and attitude toward e-cigarette use. For example, providing youth with creative ways to participate in health campaigns could be a way to channel their self-expression motivation. A recent study found that production of digital counter messages by youth helped reduce risk behavior among them [56].

A new construct—social media realism—emerged as a significant moderator of social media effects. Social media realism consistently moderated the effects of exposure to e-cigarette message on e-cigarette attitude across adolescents’ four most popular social media platforms. These results suggest that correcting social media realism is critical to addressing the harmful effects of social media. In light of its significant role identified in this study, future research should engage in in-depth investigation of social media realism, as this construct differs from past mass media–based conceptualizations and offers important directions for future interventions. This effort could be central to advancing the conceptual knowledge basis of social media literacy.

The three-way interaction among exposure, social learning motivation, and social norm indicates that efforts to reduce the effects of social media e-cigarette may not be fully efficacious if they do not take into account the social contexts of adolescents. As the moderating effect of social learning motivation is contingent upon the social normative environment of adolescents, intervention efforts should address both the online and offline social contexts of adolescent lives and risk vulnerability.

Conclusions

In summary, this study contributes to conceptual knowledge about the process of social media effects on risk behavior attitudes. The motivations of social media use and their mediating and moderating roles identified in this study will inform future research.

Acknowledgments

This study was supported in part by a grant (R01CA176196) from the National Cancer Institute of the National Institutes of Health. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.

Conflicts of Interest

None declared.
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Social Media Use Motivation Scale.
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Abstract

Background: Social media technology such as Twitter allows users to share their thoughts, feelings, and opinions online. The growing body of social media data is becoming a central part of infodemiology research as these data can be combined with other public health datasets (eg, physical activity levels) to provide real-time monitoring of psychological and behavior outcomes that inform health behaviors. Currently, it is unclear whether Twitter data can be used to monitor physical activity levels.

Objective: The aim of this study was to establish the feasibility of using Twitter data to monitor physical activity levels by assessing whether the frequency and sentiment of physical activity–related tweets were associated with physical activity levels across the United States.

Methods: Tweets were collected from Twitter’s application programming interface (API) between January 10, 2017 and January 2, 2018. We used Twitter’s garden hose method of collecting tweets, which provided a random sample of approximately 1% of all tweets with location metadata falling within the United States. Geotagged tweets were filtered. A list of physical activity–related hashtags was collected and used to further classify these geolocated tweets. Twitter data were merged with physical activity data collected as part of the Behavioral Risk Factor Surveillance System. Multiple linear regression models were fit to assess the relationship between physical activity–related tweets and physical activity levels by county while controlling for age. Age-adjusted physical activity levels were then used as the outcome variable in the regression models to control for age.

Results: During the study period, 442,959,789 unique tweets were collected, of which 64,005,336 (14.44%) were geotagged with latitude and longitude coordinates. Aggregated data were obtained for a total of 3138 counties in the United States. The mean county-level percentage of physically active individuals was 74.05% (SD 5.2) and 75.30% (SD 4.96) after adjusting for age. The model showed that the percentage of physical activity–related tweets was significantly associated with physical activity levels (beta=1.11; SE 0.2; P<.001) and age-adjusted physical activity (beta=1.0; SE 0.2; P<.001) on a county level while adjusting for both Gini index and education level. However, the overall explained variance of the model was low (R²=11). The sentiment of the physical activity–related tweets was not a significant predictor of physical activity level and age-adjusted physical activity on a county level after including the Gini index and education level in the model (P>.05).

Conclusions: Social media data may be a valuable tool for public health organizations to monitor physical activity levels, as it can overcome the time lag in the reporting of physical activity epidemiology data faced by traditional research methods (eg, surveys and observational studies). Consequently, this tool may have the potential to help public health organizations better mobilize and target physical activity interventions.

(J Med Internet Res 2019;21(6):e12394) doi:10.2196/12394
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Introduction

Background

Physical inactivity is a modifiable risk factor for developing a widening variety of chronic conditions including cardiovascular diseases, hypertension, type 2 diabetes mellitus, colon cancers, osteoporosis, and depression [1-5]. Currently, many adults in the United States are physically inactive and do not meet the recommended amount of physical activity (150 min of moderate-intensity aerobic exercise per week) [6]. Furthermore, the prevalence of physical activity varies across geographic regions in the United States [7]. This lack of uniformity in the rate of physical activity in various geographic regions has become one of the top priorities for public health agencies—to collect population-level physical activity data. This epidemiology data can help identify groups and populations who are not engaged in regular physical activity and locations where these individuals live [8-10]. Local public health agencies can use this information to deploy appropriate resources to target health promotion efforts to improve physical activity levels in physically inactive regions. In fact, several studies have demonstrated the feasibility of using social media and internet-based interventions to promote physical activity on a population level [11-15]. Real-time epidemiology data of groups and locations of individuals who are not engaged in regular physical activity may further enhance public health agencies’ capabilities to personalize and target their interventions.

Existing methods of using population-based survey studies to monitor physical activity need to be improved. There are several limitations in current methods of collecting physical activity data [10,16]. First, reporting physical activity survey data in the United States involves up to 2 to 3 years of lag time, whereas surveys themselves can be time-consuming and resource-intensive to conduct. Sparsity of data can be challenging for many surveys, as response rates may not vary uniformly by location, demographics, or population. Therefore, innovative research approaches are needed to supplement and improve the current state of physical activity monitoring.

Social media use has grown rapidly in the last decade, [17] and researchers have been examining ways to use social data to better understand and monitor public health problems in real-time [16,18]. This growing area of research has been called infodemiology or infovigilance studies [19,20]. Social media technology, such as Twitter, allows users to communicate with each other by sharing short messages. Users can share their thoughts, feelings, and opinions on these social media platforms and, as a result, social media data may be used to provide real-time monitoring of behavioral outcomes that inform health behaviors [21]. A unique aspect of social media data from Twitter is that the posts are public and geotagged and thus, all internet users, including health researchers, can readily access these data. In addition, unique to Twitter is the use of hashtags (#) that allow a user to highlight and allow other users to follow relevant topics of interest. Given their high level of use, these sites collect an enormous amount of data (eg, over 500 million tweets per day on Twitter) [21].

Recent infodemiology studies have reported that data from social media technologies can be combined with other biomedical datasets to help predict health outcomes [16,22-25]. The main approaches to analyze unstructured text data from Twitter include frequency of keyword occurrence (analysis of information prevalence and information occurrence ratio) and the sentiment of the tweets [10,19]. These approaches are not mutually exclusive and thus can be used together for monitoring physical activity. Information prevalence and information occurrence ratios measure the absolute or relative frequency of occurrences of a certain keyword. The amount of social data is constantly increasing; thus, normalized indicators (eg, information occurrence ratio) may be more meaningful than absolute figures on information prevalence [19]. Finally, sentiment analysis can determine whether an individual’s attitude or perception toward a topic is positive, negative, or neutral. By applying these methods, researchers have shown that social data can be used to identify symptoms associated with psychological distress, anxiety, and depression [22] and identify infectious disease outbreaks, such as influenza transmission [26,27] and HIV outbreaks [24]. Previous studies have also reported that the frequency of physical activity–related tweets and the sentiment of the tweets are related to obesity rates [28], social disparity, and wellness indicators in US Metropolitan Statistical Areas (MSAs) [29,30]. Currently, it remains unclear whether these methods of analyzing physical activity–related tweets can be applied to monitor the physical activity level on a county level across the United States while controlling for socioeconomic inequality and education level.

Objectives

The aim of this study was to establish the feasibility of using Twitter data to monitor physical activity levels by assessing whether the frequency and sentiment of physical activity–related tweets were associated with physical activity levels in various counties across the United States.

Methods

Overview

Tweets (n=442,959,789) were collected from January 10, 2017, to January 2, 2018, using Twitter’s application programming interface (API). The captured tweets represent an estimated 1% random selection of all tweets posted in a selected time frame. Only geolocated tweets with coordinates or within the bounding box defined by –162.354635, 18.756125, –53.755999, 73.893030 were retained for analysis. Additional processing was applied to filter out tweets with coordinates not originating from the United States, leaving a final sample of 64,005,336 tweets. To categorize tweets on a county level, a reverse-geocoding pipeline using cartographic boundary shapefiles from the US Census Bureau was created to assign a Federal Information Processing Standard code for each tweet.

Classifying Physical Activity–Related Tweets

A list of physical activity–related hashtags was compiled (see Multimedia Appendix 1) to identify tweets that might be related to exercise or physical activity. The hashtags were compiled using a combination of the most popular physical
activity–related hashtags and the guidelines for exercise testing published by the American College of Sports Medicine (ACSM) [31]. The ACSM guideline was used because it provided an extensive list of physical activity–related keywords that were well established, and this method has been used in previous research [28,31]. A tweet was classified as a physical activity–related tweet if it contained one or more physical activity–related keyword in the tweet’s hashtags. Although previous studies have relied on dictionaries of exercise-related keywords (eg, from the Compendium of Physical Activities and ACSM guidelines for exercise testing) to classify tweets, using hashtags presents a couple of important advantages: they can be parsed as distinct entities from tweets and can represent more specific multi-word phrases [28,29]. As such, there is less risk of ambiguity with hashtags than with a dictionary or list of keywords (eg, walk and surf may have multiple meanings outside of physical activity, whereas #30daysoffitness is unlikely to). Previous research has also discussed the difficulty of this classification task, either electing to improve precision by imposing additional rules (eg, requiring additional context for commonly ambiguous terms such as running) on top of the basic dictionary word check list or choosing not to apply any additional filtering to avoid introducing additional biases into the sampling methodology [29]. Although using hashtags does not rectify the issue of curation bias, it does allow for far more specific matching against text than regular words, while also maintaining the simplicity of a simple list of items. This inherently trades off increased precision at the loss of recall or sensitivity but ensures that fewer unrelated tweets are passed to the sentiment analysis pipeline.

**Sentiment Analysis**

Using sentiment analysis techniques to study microblogging services such as Twitter is a rich and active area of study. Sentiment analysis assigns text documents polarities, labels such as positive, negative, and neutral that describe the writer’s attitude as written. When applied to a topic, sentiment analysis may be used to predict or infer these attitudes based primarily on a collection of documents. This study utilized a sentiment analysis model created by Baziotes, Pelakis, and Doukeridis for the 2017 International Workshop on Semantic Evaluation (SemEval) [32,33]. This model ranked first in Subtask A of Task 4 (Sentiment Analysis in Twitter) at SemEval 2017 and employs a bidirectional long short-term memory neural network with an attention mechanism [34].

**Physical Activity Dataset**

Physical activity levels and age-adjusted physical activity levels were extracted from the Behavioral Risk Factor Surveillance System (BRFSS) surveys, which provides county-level data of physical activity levels from the year 2014. The BRFSS is administered by the Centers for Disease Control and Prevention. As part of the survey, participants were asked to self-report leisure-time physical activity (eg, during the past month, other than your regular job, did you participate in any physical activities or exercises such as running, calisthenics, golf, gardening, or walking for exercise?). Self-reported leisure-time physical inactivity was ascertained from answers of no to the questions. The BRFSS physical activity data were collected for adults aged 18 years and older, thus BRFSS also reported age-adjusted physical activity data based on the US standard population. Socioeconomic status measures, such as the Gini index, were collected from the American Community Survey.

**Statistical Analysis**

The frequency of physical activity tweets was tallied from each county and merged with physical activity levels from the BRFSS data, Gini index data, and percent of the county that received college education. The Gini index provides a standardized estimate of income inequality that may be used for comparisons between counties. Including the Gini index and education level is pertinent in the context of physical activity; these variables have been associated with levels of physical activity [35].

A bivariate Spearman correlation was used to determine the association between the number of physical activity–related tweets (including the number of positive, negative, and neutral tweets), the Gini index, education, and physical activity data. Multiple linear regression models were then applied to find the level of association between the proportion of physical activity–related tweets, sentiment of the tweets (ratio of positive to negative physical activity–related tweets), and physical activity data while controlling for the Gini index and education level on a county level. The relative performance of these models was compared. All analyses were performed using IBM SPSS 24.0 (IBM Corporation).

**Results**

Of the 442,959,789 unique tweets collected, 64,005,336 (14.44%) were geotagged. Of these, 234,678 (0.37%) were identified to be physical activity–related based on their hashtags. Los Angeles County (n=20,589; 8.77%), New York County (n=12,601; 5.37%), Miami–Dade County (n=7055; 3.01%), Harris County (n=6148; 2.62%), and Cook County (n=5738; 2.45%) were the 5 counties that sent the most geotagged physical activity–related tweets (Figure 1).

Aggregated data were obtained for a total of 3138 out of 3146 counties or county equivalents. The counties omitted for analysis lacked correlated Twitter data, physical activity data, or data on the socioeconomic indicators. The mean county-level percentage of individuals that are physically active was 74.05% (SD 5.2) and 75.30% (SD 4.96) after adjusting for age (Figure 2). Maps of the Gini index and education levels are displayed in Figures 3 and 4.

Our sentiment analysis showed that 7.31% (n=17,155) of the physical activity–related tweets identified were positive, 42.67% (n=100,137) were negative, and 50.02% (n=117,386) were neutral. The mean ratio between positive and negative was 0.20 (SD 0.336). Textbox 1 shows example tweets. On the basis of the correlation analysis, county-level physical activity and age-adjusted physical activity level showed a significant positive weak-to-moderate correlation with the percentage of physical activity–related tweets and the sentiment of physical activity–related tweets (Table 1).

https://www.jmir.org/2019/6/e12394/
Figure 1. Map of physical activity levels in the United States.

Figure 2. Map of physical activity–related geolocated tweets in the United States.
Figure 3. Map of Gini index across the United States.

Figure 4. Map of education level across the United States.
**Textbox 1.** Example tweets classified with positive, negative, and neutral sentiment.

**Classified positive:**
- “Growth physically, mentally, spiritually, financially. That will be my 2017…#instafit…”
- “I think between us we've lost a whole person! #fitgoals…”
- “Today's reminder: it's about practice, not perfection! #yogajournal…”

**Classified negative:**
- “I hate Tuesdays. Extra. #cardio”
- “Shoutout to #crossfit ... More like curbstomp am I right guys?! @ Portland, Oregon”
- “Back to the grind… #cardio”

**Classified neutral:**
- “Where's the #belly I see it! #handful but in a good way #fitness #goals continue…”
- “Day 2 of my 2 a day workouts down #gymlife #planetfitness…”
- “Clips of my leg day #squatsanddeadlifts #bodybuilding #powerlifting #strongman #olympiclifting #fit…”

**Table 1.** Summary of county-level physical activity, activity-related tweets, and the Gini index.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Physically active, %</th>
<th>Physically active, % (age adjusted)</th>
<th>Gini index</th>
<th>Education</th>
<th>Physical activity tweets</th>
<th>The ratio between positive and negative physical activity tweets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physically active, %</td>
<td>1</td>
<td>0.99&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–0.16&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.26&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.38&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.13&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Physically active, % (age adjusted)</td>
<td>—&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
<td>–1.77&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.24&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.34&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.10&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gini index</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>0.04&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.05&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.09&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Education</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>0.22&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.16&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Physical activity tweets</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>0.20&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Positive / negative physical activity tweets ratio</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup><i>P</i><.001.  
<sup>b</sup>Not applicable.  
<sup>c</sup><i>P</i><.02.

The regression models showed that the percentage of physical activity–related tweets was significantly associated with the physical activity level (Table 2) and age-adjusted physical activity on a county level (Table 3) while adjusting for both the Gini index and education level. However, the sentiment of the physical activity–related tweets was not a significant predictor of the physical activity level and age-adjusted physical activity on a county level after including the Gini index and education level in the model. The best-fit model for predicting county-level physical activity incorporated the percentage of physical activity–related tweets, the Gini index, and the prevalence of college education. However, the overall explained variance of the model was low (<i>R</i><sup>2</sup>=.11) Similarly, the best-fit model for predicting county-level physical activity (<i>R</i><sup>2</sup>=.09) after adjusting for age used the percentage of physical activity–related tweets, the Gini index, and the education level.
Table 2. Regression analysis for physical activity–related tweets and county-level physical activity level.

<table>
<thead>
<tr>
<th>Variables</th>
<th>beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gini index</td>
<td>−0.16</td>
<td>2.54</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>0.26</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent of physical activity–related tweets</td>
<td>0.11</td>
<td>.20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gini index</td>
<td>−0.12</td>
<td>3.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>2.95</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sentiment of physical activity–related tweets</td>
<td>−0.01</td>
<td>.37</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gini index</td>
<td>−0.12</td>
<td>3.79</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>0.30</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent of physical activity–related tweets</td>
<td>0.05</td>
<td>.37</td>
<td>.02</td>
</tr>
<tr>
<td>Sentiment of physical activity–related tweets</td>
<td>−0.01</td>
<td>.24</td>
<td>.53</td>
</tr>
</tbody>
</table>

\[F_{3,3137}=116.30; P<.001; R^2=11.\]

\[F_{3,1704}=55.99; P<.001; R^2=9.\]

\[F_{3,1704}=43.517; P<.001; R^2=9.\]

Table 3. Regression analysis for physical activity–related tweets and age-adjusted county-level physical activity level.

<table>
<thead>
<tr>
<th>Variables</th>
<th>beta</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gini index</td>
<td>−0.18</td>
<td>2.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>0.23</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent of physical activity–related tweets</td>
<td>0.10</td>
<td>.20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gini index</td>
<td>−0.13</td>
<td>3.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>0.25</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sentiment of physical activity–related tweets</td>
<td>−0.02</td>
<td>.35</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gini index</td>
<td>−0.13</td>
<td>3.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td>0.26</td>
<td>.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Percent of physical activity–related tweets</td>
<td>0.05</td>
<td>.23</td>
<td>.03</td>
</tr>
<tr>
<td>Sentiment of physical activity–related tweets</td>
<td>−0.02</td>
<td>.35</td>
<td>.41</td>
</tr>
</tbody>
</table>

\[F_{3,3137}=102.93; P<.001; R^2=10.\]

\[F_{3,1704}=43.09; P<.001; R^2=7.\]

\[F_{3,1704}=33.52; P<.001; R^2=7.\]

Discussion

Principal Findings

This study evaluated the feasibility of using Twitter data to monitor physical activity levels by assessing whether geotagged conversations about physical activity behaviors can be extracted from Twitter and whether physical activity–related tweets could be used to monitor physical activity levels. Results suggest that it is feasible to extract physical activity–related geotagged conversations from Twitter. Furthermore, the results suggest that there was a significant association between physical activity–related tweets and physical activity levels while accounting for the Gini index of income inequality, population, and education on a county level across the United States. However, the overall association between physical...
activity–related tweets and physical activity levels on a county level was weak.

**Research Implications**

Exploring the relationship between physical activity–related tweets and physical activity levels on a county level has several important research implications. First, these findings support the continued research in using nontraditional data sources, such as social media data, to monitor physical activity–related behaviors. Second, our results demonstrated a potential application for using social media data as a complementary tool to aid in both historical and real-time tracking of population-level physical activity. A strength of this study is controlling for related demographic factors such as income inequality and education in various geographic locations in our model. Finally, physical activity researchers can build upon the methods used in this study to find new methods of using social media data to monitor physical activity outcomes. Physical activity researchers can leverage these social media analysis techniques to build models that can predict physical activity levels in real-time. The analysis methods used in this study could in the future aid public health agencies in identifying particular physical activity–related trends or geographical areas of concern on which to focus their health and wellness initiatives.

Findings from this study validate and extend previously published work that the content of the tweets can be potentially used to monitor and predict behavior and health outcomes [10,16,22]. It is worth noting that even though we did not show a significant association between the sentiment of physical activity–related tweets and age-adjusted physical activity on a county level, previous studies have shown that the sentiment of the tweets can be used to predict health outcomes. Specifically, a previous study reported that positive sentiment tweets were moderately correlated with lower obesity rates in 190 US MSAs [28]. These findings suggest that sentiment analysis may not be an appropriate estimator of physical activity level on a county level but may still be an appropriate estimator in other health-related outcomes on an MSA level.

Although infoveillance or infodemiology studies such as this are important to epidemiology to avoid ecological fallacies [19], it is critical for future research to examine the relationship between social media data and physical activity level on an individual level. Studying the prevalence of physical activity is a complex and nuanced topic, one that may be strongly influenced by an individual’s surrounding environment. We were able to obtain improved model performance through the inclusion of per county Gini index data on income inequality and education level. However, future studies will need to investigate whether other known metrics or indicators (eg, the built environment) can be incorporated into Twitter data to create models with improved accuracy in predicting physical activity.

**Limitations**

There are several limitations in the study. There was a lag time and time frame disparity between the Twitter data and physical activity data. The most recent county-level physical activity data, collected as part of its annual BRFSS surveys, was from 2014. In addition, there exist inherent biases that must be noted for any sampling of geotagged Twitter data. Studies on demographics on the platform have found a skew toward a younger, wealthier demographic in general [21], as well as increased representation from minority groups and urban populations when looking at geotagged tweets in particular [30]. This means that the observed relationship between physical activity–related tweets and physical activity needs to be interpreted with caution as certain demographic or regional groups may be predisposed toward a certain physical activity level. Nevertheless, this study was a feasibility study primarily designed to evaluate whether social media conversations that suggest physical activity–related behaviors could be extracted and used to monitor physical activity at a population level. Second, we only used one source of social media data (Twitter), thus limiting the generalizability of our findings. Using Twitter API’s _garden hose_ approach with geographic filtering also limits data collection to less than a 1% random sample of all tweets posted in any given time frame. Future studies will need to explore whether model accuracy can be improved using multiple data sources (eg, Twitter, Facebook, and Instagram) to exploit user overlap between certain social media platforms as well as over a longer data collection period. Finally, studies of this nature rely heavily on the accuracy of the classifier for labeling physical activity–related tweets and conducting sentiment analysis. In particular, the finer-grained filtering offered by sentiment analysis did not appear to offer a notable improvement in fit or classification accuracy. It should be noted that this failure of complex or synthesized features to improve model quality has been observed earlier [28]. Subsequent studies may supplant our list-of-hashtags classifier with machine-learning classification approaches to potentially discover keywords, text structure, or other features that may be used to boost both precision and recall, as well as attempt using state-of-the-art sentiment analysis techniques to construct and train custom classifiers that are a better fit for this specific subset of Twitter data.

Moving forward, there are still other possible features to extract from Twitter data that may be tested for association with levels of physical activity. Although this study focused exclusively on filtering Twitter data by keywords and conducting sentiment analysis, there may be other natural language processing techniques that could be applied to the dataset [16,36]. Future research could investigate training predictive models on a larger, longitudinal dataset of both tweets and physical activity data. If successful, such models could be leveraged to effectively predict levels of physical activity and inactivity using social media data.

**Conclusions**

This study evaluated the feasibility of using social media data to monitor physical activity levels on a county-by-county basis. Results from this study suggest that it is feasible to identify geotagged physical activity–related conversations from Twitter data and link them to population-based physical activity outcome data for analyses. We found that the conversation from tweets was weakly associated with county-level physical activity levels in the United States. Future research can build on the methods
used in this study to further refine the models that use real-time social media data to monitor physical activity levels.
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Abstract

Background: Although vaccination rates are above the threshold for herd immunity in South Korea, a growing number of parents have expressed concerns about the safety of vaccines. It is important to understand these concerns so that we can maintain high vaccination rates.

Objective: The aim of this study was to develop a childhood vaccination ontology to serve as a framework for collecting and analyzing social data on childhood vaccination and to use this ontology for identifying concerns about and sentiments toward childhood vaccination from social data.

Methods: The domain and scope of the ontology were determined by developing competency questions. We checked if existing ontologies and conceptual frameworks related to vaccination can be reused for the childhood vaccination ontology. Terms were collected from clinical practice guidelines, research papers, and posts on social media platforms. Class concepts were extracted from these terms. A class hierarchy was developed using a top-down approach. The ontology was evaluated in terms of description logics, face and content validity, and coverage. In total, 40,359 Korean posts on childhood vaccination were collected from 27 social media channels between January and December 2015. Vaccination issues were identified and classified using the second-level class concepts of the ontology. The sentiments were classified in 3 ways: positive, negative or neutral. Posts were analyzed using frequency, trend, logistic regression, and association rules.

Results: Our childhood vaccination ontology comprised 9 superclasses with 137 subclasses and 431 synonyms for class, attribute, and value concepts. Parent’s health belief appeared in 53.21% (15,709/29,521) of posts and positive sentiments appeared in 64.08% (17,454/27,236) of posts. Trends in sentiments toward vaccination were affected by news about vaccinations. Posts with parents’ health belief, vaccination availability, and vaccination policy were associated with positive sentiments, whereas posts with experience of vaccine adverse events were associated with negative sentiments.

Conclusions: The childhood vaccination ontology developed in this study was useful for collecting and analyzing social data on childhood vaccination. We expect that practitioners and researchers in the field of childhood vaccination could use our ontology to identify concerns about and sentiments toward childhood vaccination from social data.

doi:10.2196/13456
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Introduction

Vaccination is an effective means of inducing active immunity against infection by administering a vaccine made by killing or weakening the pathogenicity of microorganisms. In addition to preventing individuals from becoming ill, this creates herd immunity, thus preventing transmission of infection through social groups [1]. Childhood vaccination, starting at infancy when the immune system is weak, is very important for immunogenesis and disease prevention. Therefore, the government of each country sets out schedules for childhood vaccinations and recommends vaccination at the appropriate time. The Korean Centers for Disease Control and Prevention (KCDC) recommends that parents vaccinate their children aged younger than 12 years according to a standard vaccination schedule and supports vaccination with policies, such as the provision of financial support [2].

According to a national childhood vaccination coverage survey conducted by KCDC in 2016, the vaccination rate of children aged 3 years was 96.5% [3], which is higher than the herd immunity threshold. However, there are concerns raised by the public that vaccination might not be effective in preventing infectious disease, especially when there were intermittent outbreaks of vaccine-preventable diseases, such as viral hepatitis A and varicella in South Korea. The public questions about the safety of vaccines because of bogus rumors, such as the Measles, Mumps, and Rubella (MMR) vaccines causing autism and thimerosal, a mercury-based preservative contained in some vaccines, causing brain damage [4].

The number of posts on social media claiming that vaccination is not necessary or even harmful is increasing. These negative sentiments toward vaccination may affect people’s intention to vaccinate and thus lead to a reduction in vaccination rates [5-9]. Therefore, to maintain vaccination rates above the herd immunity threshold, it is necessary to monitor public concerns about and sentiments toward vaccination and identify factors affecting them.

Several studies have assessed public knowledge and perceptions of vaccination, intent to vaccinate, and factors affecting vaccination intent or behavior [5-8,10-12]. Most of these studies were conducted using mail or telephone surveys or personal interviews. However, there are disadvantages of these survey studies, such as long research time, small sample size, representativeness of sample, low response rates, and interviewer bias.

Social networking services (SNSs) are emerging as a medium that can be used to identify public concerns and sentiments in various fields [13]. Social data are used to identify concerns about vaccination, such as their safety and side effects [14-16], as well as sentiments toward vaccines in general [14] or toward specific vaccines, such as the MMR vaccine [17], influenza A vaccination [18], and Human Papilloma Virus (HPV) vaccine [19]. In addition, social data are used to identify correlations between sentiments toward vaccines and epidemics of vaccine-preventable diseases [17,18] and vaccine information flow [18]. In South Korea, no research has yet examined concerns about and sentiments toward vaccines and vaccination using social data.

The internet usage rate of Koreans is as high as 90.3% and 68.2% of them use social media [20]. Specifically, the usage rate of those aged 20 to 30 years who can be parents of young children, is as high as 89.5% [20]. In fact, there are about 45,000 parenting communities in the online cafes of the 2 most popular Web portals in South Korea, Daum and Naver. Thus, data on childhood vaccination can be obtained, and vaccination issues and sentiments can be identified. Vaccination issues in this study were defined as opinions, perceptions, concerns, and worries about vaccines and vaccination posted on social media. Sentiments in this study were defined as feeling and emotion on childhood vaccination posted on social media.

Social media posts are unstructured data composed mostly of text. To use such unstructured data for analysis, a hierarchical classification of terms, relationships of terms, such as synonyms and hyponyms, and clustering based on the frequency of terms are used [21,22]. However, these methods are not sufficient for understanding the semantics of terms [21,22]. An ontology defining the meanings and inherent attributes of concepts, capturing relationships between them, and containing terms covering thesaurus, is required for social data analysis to solve this issue [21,23-25]. An ontology can help researchers understand the semantics of and the relationships between concepts when contextual knowledge is lacking. Terms included in the ontology help researchers collect the social data that appear in the form of various synonyms. Unfortunately, no ontology is yet available that can be used to identify vaccination issues and sentiments toward childhood vaccination.

Therefore, we developed an ontology for use as a framework for collecting and analyzing social data on childhood vaccination. We used this ontology to identify vaccination issues and sentiments toward childhood vaccination, trends in these sentiments, and relationships between vaccination issues and sentiments in social data posted in Korean.

Methods

Development of a Childhood Vaccination Ontology

We developed a childhood vaccination ontology by following the Ontology Development 101 [26]. Ontology development consists of the following 5 steps, and it was an iterative process.

Step 1: Determining the Domain and Scope of the Ontology

To determine the domain and scope of the ontology, we first created competency questions [27], which is a list of questions that the childhood vaccination ontology should be able to answer, for example: What are the childhood vaccination items? The competency questions were also used for ontology evaluation in the final step.

Step 2: Consideration of Reuse of Existing Ontologies

We searched for existing ontologies and conceptual frameworks related to vaccination in BioPortal [28], a repository of biomedical ontologies and research papers. We identified the Vaccine Ontology [29], which contains classifications of...
vaccines and vaccine components, vaccine quality and phenotypes, and host immune responses to vaccines. We also identified 5 models of vaccination decisions and hesitancy [30-34]. They are as follows: (1) a conceptual model of the role of parental attitudes and beliefs in decision making about child and adolescent vaccination [30], (2) a conceptual framework for HPV vaccine acceptance and adherence, focusing on sociocultural factors impacting vaccine adherence behavior [31], (3) a framework for determinants of H1N1 influenza vaccine uptake utilizing the social ecological model [32], (4) a model for assessing determinants of vaccine hesitancy in different settings [33], and (5) a conceptual model of determinants of individual decision making about vaccination [34]. We reviewed whether the Vaccine Ontology and the models of vaccination decisions and hesitancy could be used to develop a childhood vaccination ontology.

**Step 3: Collecting Terms and Extracting Concepts**

We collected terms within the domain and scope of the ontology by reviewing 3 vaccination practice guidelines developed by the KCDC [35], the United States Centers for Disease Control and Prevention [36], and the Public Health England [37], and 101 research papers found by searching for the keywords vaccination and immunization. In addition, we searched SNSs to identify new terms that were not collected from practice guidelines or research papers. We extracted class concepts from the terms.

**Step 4: Developing the Ontology and Terminology**

The class hierarchy was developed using a top-down approach. The superclasses of the ontology and their relationships were constructed by integrating 2 models of vaccination decisions and hesitancy [31,32]. Subclasses were defined by grouping of the vaccination-related concepts from the 5 models of vaccination decisions and hesitancy [30-34]. The extracted concepts were arranged by mapping or adding to the class hierarchy. We represented class concepts as entity-attribute-value (EAV) models. We also developed a terminology, including synonyms for class, attribute, and attribute value concepts. The ontology was developed using the Protégé 5.0.0 ontology editor.

**Step 5: Evaluating the Ontology**

We evaluated the ontology with description logic (DL) verification, face and content validity, and coverage evaluation. DL of ontology was verified by whether the ontology provided appropriate answers to the competency questions developed earlier. We converted competency questions into Protégé DL queries (DL-query) using the class concepts and relationships between classes and tested whether it generated the correct answer upon entering a DL-query. For example, the competency question, What are the adverse events experienced after vaccination? was converted to the DL-query, hasType some experience of vaccine adverse event. After entering this query into Protégé, we tested whether the answers to the query, such as edema and hypersensitivity, were adverse events associated with the vaccine.

Face validity of the ontology was evaluated by 3 health informatics experts in biomedical ontology. They were asked to assess superficially and subjectively assess whether the ontology is valid for identifying childhood vaccination issues. Content validity of ontology was evaluated by 3 domain experts with Master’s degree and more than 4 years of experience in pediatric nursing. They were asked to rate the ontology classes on a 4-point scale (1=very invalid, 2=invalid, 3=valid, and 4=very valid) as to whether it is valid for identifying childhood vaccination issues. The content validity index (CVI) of the ontology was calculated by taking the average of the class-level CVIs, which were computed by dividing the number of experts with 3 to 4 points by the total number of experts for each class.

Coverage of the ontology was examined by comparing terms extracted from social data with the concepts and synonyms of the ontology. We revised the ontology by adding new terms.

**Analyzing Social Data on Childhood Vaccination**

We collected posts on childhood vaccination posted in the Korean language from 27 social media channels between January 1 and December 31, 2015 (see Multimedia Appendix 1). The channels included 1 SNS (Twitter, a popular microblogging site), 2 online cafes (Daum Café and NAVER Café, 2 popular online community services), 4 internet blogs (eg, the NAVER blog), and 20 message boards (eg, NATE Pann). We used vaccination as a search keyword and vaccine injection, child vaccination, child vaccine injection, infant vaccination, infant vaccine injection, toddler vaccination, and toddler vaccine injection as synonyms. Posts on livestock or plant vaccination were excluded. Data were collected by Smart Insight [38], a big-data marketing platform. The social data do not have any identifiable personal information, such as user profiles. This study was approved by the Institutional Review Board of the Korea Institute for Health and Social Affairs.

We preprocessed the collected social data by treating the analysis unit as a single post. After extracting the terms from each post, we identified the terms related to vaccination as vaccination issues and the emotional words as sentiments. The terms identified as vaccination issues were classified into the second-level classes of the ontology. The emotional words identified as sentiments were classified into positive and negative emotional words using a universal emotion keyword list developed by Smart Insight. We counted the numbers of positive and negative emotional words in each post. When the number of positive emotional words was more than the number of negative emotional words, the post was classified as a positive sentiment. When the number of negative emotional words was more than the number of positive emotional words, the post was classified as a negative sentiment. When the number of positive emotional words was equal to the number of negative emotional words, the post was classified as a neutral sentiment.

We analyzed the frequencies of vaccination issues and sentiments. We compared monthly sentiment trends with selected vaccination-related news. Vaccination-related news was selected from news articles on vaccines, vaccination, and infectious diseases, searched from Naver, which is one of the largest news portals in South Korea. We performed sentiment analysis by conducting logistic regression analysis and association analysis. We used logistic regression analysis to investigate how vaccination issues affect sentiments. Significant
vaccination issues from univariate analyses ($P<.05$) were used as independent variables and sentiments as the dependent variable, with positive and negative sentiments converted to 1 and 0, respectively. We used association analysis applying a priori principle algorithm to investigate which sets of vaccination issues were associated with sentiments. The interestingness of the association rules are expressed as support, confidence, and lift. Support means proportion of posts with set of vaccination issues and sentiments in the entire posts. Confidence means proportion of posts with sentiments among posts with set of vaccination issues. Lift means ratio of probability of sentiments when set of vaccination issues is appeared to probability of sentiments when set of vaccination issues is not appeared. We restricted the consequences of rules to positive and negative sentiments. A frequent item set was defined as rules satisfying minimal support (0.05) and confidence (0.5) constraints. We used the R software package (version 3.3.1) for both logistic regression and association analyses.

**Results**

**Development of a Childhood Vaccination Ontology**

We determined the domain and scope of the ontology from personal perceptions, behavior, and experiences of vaccination as well as social, environmental, institutional, and political factors related to vaccination based on 21 competency questions (see Textbox 1) created. We restricted vaccinations to those recommended by the KCDC for children aged 0 to 12 years. A total of 5 models of vaccination decisions and hesitancy [30-34] were used in the childhood vaccination ontology development. We modified the domain and scope of the ontology by renaming personal perceptions as parent factor, and adding child factor, family and friend factor, organizational factor, and community factor related to vaccination.

We collected 883 terms covering the domain and scope of ontology and extracted 133 unique class concepts from these terms. We defined hierarchical and attribute relationships between classes based on 5 models of vaccination decisions and hesitancy [30-34]. Various factors affect vaccine uptake, decision making, and hesitancy [30,32-34]. Vaccination experience is also an important factor affecting completion of the multistep vaccination schedule [31]. We viewed vaccination as a process progressing from before vaccination and vaccination onto after vaccination. Based on the Social Ecological Framework for H1N1 Influenza Vaccine Uptake in the United States [32], we placed child, parent, family and friend, organization and institution, society and community, and policy levels of factors affecting vaccination before vaccination. We also placed vaccination intention before vaccination. Vaccination behavior was placed at vaccination and vaccination experience was placed after vaccination. Various levels of factors affect vaccination intention, behavior, and experience. Vaccination intention affects vaccination behavior, and vaccination behavior affects vaccination experience. Vaccination experience, in turn, affects vaccination intention for the next round of vaccinations.

**Textbox 1.** A list of competency questions.

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>What are the childhood vaccination items?</td>
</tr>
<tr>
<td>Where is the child vaccinated?</td>
</tr>
<tr>
<td>How many vaccinations does it take?</td>
</tr>
<tr>
<td>Which body sites are vaccinated?</td>
</tr>
<tr>
<td>When should vaccination be appropriate?</td>
</tr>
<tr>
<td>What is the cost of vaccination?</td>
</tr>
<tr>
<td>Do parents know about vaccination?</td>
</tr>
<tr>
<td>Where do parents get vaccination information?</td>
</tr>
<tr>
<td>What are the vaccination policies?</td>
</tr>
<tr>
<td>What influences vaccination decisions?</td>
</tr>
<tr>
<td>What do parents think about the child’s side when deciding on vaccination?</td>
</tr>
<tr>
<td>Which parents vaccinate their child?</td>
</tr>
<tr>
<td>What are the parents’ health belief that influence vaccination decisions?</td>
</tr>
<tr>
<td>What previous vaccination experience influenced vaccination decisions?</td>
</tr>
<tr>
<td>What are the family and friend side factors that influence vaccination decisions?</td>
</tr>
<tr>
<td>What agencies are involved in vaccination or vaccine?</td>
</tr>
<tr>
<td>What are the epidemics affecting vaccination decisions?</td>
</tr>
<tr>
<td>What are the media reports that influence vaccination decisions?</td>
</tr>
<tr>
<td>What are the adverse events experienced after vaccination?</td>
</tr>
<tr>
<td>What is the experience of medical staff involved in vaccination?</td>
</tr>
<tr>
<td>What are the sentiments about vaccination?</td>
</tr>
</tbody>
</table>
Figure 1 shows the childhood vaccination ontology (up to the second level) that we developed. The ontology consists of 9 superclasses: child, parent, family and friend, organization and institution, society and community, policy, vaccination intention, vaccination behavior, and vaccination experience. The child class included child-related factors for vaccination, such as age, illness, and experience with past vaccination. The parent class included parent-related factors for vaccination, such as health belief and knowledge about vaccination. The family and friend class included family- and friend-related factors for vaccination, such as family and friend’s health belief. The organization and institution class included vaccine- and vaccination-related organizations and vaccine availability. The society and community class included media coverage and epidemics. The policy class included vaccination policy. The vaccination intention class included decisions on whether to vaccinate in future. The vaccination behavior class included the types and vaccine dose number of the vaccination administered. The vaccination experience class included experience after vaccination, such as adverse events. The depths of the superclasses varied from 1 level for vaccination intention to 4 levels for parent.

We developed EAV models of the 103 lowest level class concepts. For example, experience of vaccine adverse event had attributes of hasType and hasSeverity. Of these, hasType had values, such as pain and edema, and hasSeverity had values, such as mild, moderate, and severe. We also developed a terminology composed of 126 synonyms for 133 classes, 1 synonym for 12 attributes, and 343 synonyms for 268 values.

With the DL verification, it was found that the ontology correctly answered all 21 competency questions. With the face validity, it was found that the ontology was superficially and subjectively valid for identifying childhood vaccination issues. With the content validity, it was found that the CVI of the ontology was 1.0 and all classes of the ontology were valid for identifying childhood vaccination issues. With coverage evaluation, 138 of the 148 (93.2%) concepts were covered by the ontology and 163 out of 575 (28.3%) synonyms were covered by the ontology. We revised the ontology by adding 10 value concepts, 288 synonyms for classes, and 124 synonyms for values. Finally, the childhood vaccination ontology was composed of 133 classes, 414 synonyms for 133 classes, 1 synonym for 12 attributes, and 467 synonyms for 278 values.

Analyzing Social Data on Childhood Vaccination

Frequency Analysis of Vaccination Issues and Sentiments Toward Vaccination

We collected 40,359 posts on childhood vaccination. Vaccination issues were grouped into 17 second-level classes of ontology. Table 1 shows frequencies of each vaccination issue in the posts. Parents’ health belief appeared in 15,709 out of 29,521 posts (53.21%) and experience of vaccine administration place appeared in 14,964 out of 29,521 posts (50.69%). The lowest frequency vaccination issue was vaccination intention, which appeared in 198 out of 29,521 posts (0.67%). Sentiments toward vaccination appeared in 27,236 out of 40,359 posts (67.48%). Positive sentiments appeared in 17,454 out of 27,236 posts (64.08%), negative sentiments appeared in 7121 out of 27,236 posts (26.15%), and neutral sentiments appeared in 2661 out of 27,236 posts (9.77%).
Table 1. Frequency of vaccination issues (total posts, N=29,521).

<table>
<thead>
<tr>
<th>Vaccination issues</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents' health belief</td>
<td>15,709 (53.2)</td>
</tr>
<tr>
<td>Experience of vaccine administration place</td>
<td>14,964 (50.7)</td>
</tr>
<tr>
<td>Epidemic</td>
<td>13,386 (45.3)</td>
</tr>
<tr>
<td>Experience of adverse event</td>
<td>10,125 (34.3)</td>
</tr>
<tr>
<td>Medical service use</td>
<td>9002 (30.5)</td>
</tr>
<tr>
<td>Child’s illness</td>
<td>8512 (28.8)</td>
</tr>
<tr>
<td>Type of vaccine</td>
<td>8191 (27.7)</td>
</tr>
<tr>
<td>Vaccination availability</td>
<td>8011 (27.1)</td>
</tr>
<tr>
<td>Knowledge of vaccination</td>
<td>6774 (22.9)</td>
</tr>
<tr>
<td>Experience of vaccination team</td>
<td>5310 (18.0)</td>
</tr>
<tr>
<td>Media coverage</td>
<td>5050 (17.1)</td>
</tr>
<tr>
<td>Vaccine dose number</td>
<td>5037 (17.1)</td>
</tr>
<tr>
<td>Vaccine- and vaccination-related organizations</td>
<td>4886 (16.6)</td>
</tr>
<tr>
<td>Vaccination policy</td>
<td>4235 (14.3)</td>
</tr>
<tr>
<td>Vaccine administration site</td>
<td>2077 (7.0)</td>
</tr>
<tr>
<td>Vaccine administration time</td>
<td>753 (2.6)</td>
</tr>
<tr>
<td>Vaccination intention</td>
<td>198 (0.7)</td>
</tr>
</tbody>
</table>

Trend Analysis of Sentiments Toward Vaccination

Monthly sentiment trends with vaccination-related news are shown in Figure 2. Positive sentiments increased in April and September, and negative sentiments increased in February and June. Neutral sentiments showed little variation. In February, when negative sentiments increased, the news about the spread of measles in the United States had been reported. In April, when positive sentiments increased, the news about vaccination weekly events had been reported. In June, when negative sentiments increased, the news about the spread of Hong Kong flu and associated deaths had been reported. In September, when positive sentiments increased, the news about the KCDC recommendations on seasonal influenza vaccinations had been reported.

Sentiment Analysis

The results of multivariate analysis of vaccination issues on sentiments over time are shown in Table 2. Before vaccination, vaccination policy, parents’ health belief, and vaccination availability affected positive sentiments; child’s illness and knowledge of vaccination affected negative sentiments. The time of vaccination, vaccine administration time, vaccine dose number, and vaccine administration site, affected positive sentiments. After vaccination, experience of vaccine adverse event affected negative sentiments and experience of vaccine administration place affected positive sentiments. The results of a multivariate analysis of vaccination issues on sentiments are shown in Table 3. Vaccine administration time, vaccination policy, parents’ health belief, vaccination availability, vaccine dose number, and vaccine administration site affected positive sentiments. Experience of vaccine adverse event, child’s illness, and knowledge of vaccination affected negative sentiments.
Figure 2. Monthly sentiment trends and vaccination related news.

Table 2. Multivariate analyses of vaccination issues on sentiment over time.

<table>
<thead>
<tr>
<th>Time and vaccination issues</th>
<th>Estimate</th>
<th>SE</th>
<th>z value</th>
<th>P value</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before vaccination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccination policy</td>
<td>0.80</td>
<td>0.05</td>
<td>15.22</td>
<td>&lt;.001</td>
<td>2.23</td>
</tr>
<tr>
<td>Parents’ health belief</td>
<td>0.65</td>
<td>0.03</td>
<td>19.63</td>
<td>&lt;.001</td>
<td>1.91</td>
</tr>
<tr>
<td>Child’s illness</td>
<td>-0.37</td>
<td>0.03</td>
<td>-10.74</td>
<td>&lt;.001</td>
<td>0.69</td>
</tr>
<tr>
<td>Vaccination availability</td>
<td>0.29</td>
<td>0.04</td>
<td>8.02</td>
<td>&lt;.001</td>
<td>1.34</td>
</tr>
<tr>
<td>Knowledge of vaccination</td>
<td>-0.25</td>
<td>0.04</td>
<td>-6.89</td>
<td>&lt;.001</td>
<td>0.78</td>
</tr>
<tr>
<td>Vaccination intention</td>
<td>0.19</td>
<td>0.21</td>
<td>0.92</td>
<td>.36</td>
<td>1.21</td>
</tr>
<tr>
<td>Vaccine- and vaccination-related organizations</td>
<td>-0.03</td>
<td>0.04</td>
<td>-0.61</td>
<td>.54</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Vaccination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccine administration time</td>
<td>0.87</td>
<td>0.13</td>
<td>6.88</td>
<td>&lt;.001</td>
<td>2.38</td>
</tr>
<tr>
<td>Vaccine dose number</td>
<td>0.38</td>
<td>0.04</td>
<td>9.23</td>
<td>&lt;.001</td>
<td>1.46</td>
</tr>
<tr>
<td>Vaccine administration site</td>
<td>0.17</td>
<td>0.06</td>
<td>2.98</td>
<td>&lt;.001</td>
<td>1.19</td>
</tr>
<tr>
<td><strong>After vaccination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience of vaccine adverse event</td>
<td>-0.16</td>
<td>0.03</td>
<td>-5.21</td>
<td>&lt;.001</td>
<td>0.85</td>
</tr>
<tr>
<td>Experience of vaccine administration place</td>
<td>0.14</td>
<td>0.03</td>
<td>4.65</td>
<td>&lt;.001</td>
<td>1.15</td>
</tr>
</tbody>
</table>
Table 3. Multivariate analysis of vaccination issues on sentiment.

<table>
<thead>
<tr>
<th>Vaccination issues</th>
<th>Estimate</th>
<th>SE</th>
<th>z value</th>
<th>P value</th>
<th>Odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccinated administration time</td>
<td>0.72</td>
<td>0.13</td>
<td>5.62</td>
<td>&lt;.001</td>
<td>2.06</td>
</tr>
<tr>
<td>Vaccination policy</td>
<td>0.72</td>
<td>0.05</td>
<td>13.41</td>
<td>&lt;.001</td>
<td>2.04</td>
</tr>
<tr>
<td>Parents’ health belief</td>
<td>0.70</td>
<td>0.03</td>
<td>20.31</td>
<td>&lt;.001</td>
<td>2.01</td>
</tr>
<tr>
<td>Experience of vaccine adverse event</td>
<td>-0.33</td>
<td>0.04</td>
<td>-8.53</td>
<td>&lt;.001</td>
<td>0.72</td>
</tr>
<tr>
<td>Vaccination availability</td>
<td>0.30</td>
<td>0.04</td>
<td>7.89</td>
<td>&lt;.001</td>
<td>1.35</td>
</tr>
<tr>
<td>Vaccine dose number</td>
<td>0.29</td>
<td>0.04</td>
<td>6.84</td>
<td>&lt;.001</td>
<td>1.34</td>
</tr>
<tr>
<td>Child’s illness</td>
<td>-0.27</td>
<td>0.04</td>
<td>-6.81</td>
<td>&lt;.001</td>
<td>0.76</td>
</tr>
<tr>
<td>Vaccine administration site</td>
<td>0.24</td>
<td>0.06</td>
<td>3.93</td>
<td>&lt;.001</td>
<td>1.27</td>
</tr>
<tr>
<td>Knowledge of vaccination</td>
<td>-0.23</td>
<td>0.04</td>
<td>-6.25</td>
<td>&lt;.001</td>
<td>0.79</td>
</tr>
<tr>
<td>Experience of vaccine administration place</td>
<td>-0.04</td>
<td>0.03</td>
<td>-1.33</td>
<td>.18</td>
<td>0.96</td>
</tr>
<tr>
<td>Vaccination intention</td>
<td>0.03</td>
<td>0.21</td>
<td>0.16</td>
<td>.88</td>
<td>1.03</td>
</tr>
<tr>
<td>Vaccine- and vaccination-related organizations</td>
<td>0.00</td>
<td>0.04</td>
<td>-0.02</td>
<td>.99</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 4. Association rules with top 5 lift and bottom 5 lift.

<table>
<thead>
<tr>
<th>Rules</th>
<th>Support</th>
<th>Confidence</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health belief(^a), availability(^b), policy(^c) ⇒ Positive sentiment</td>
<td>0.06</td>
<td>0.92</td>
<td>1.29</td>
</tr>
<tr>
<td>Availability, policy, place(^d) ⇒ Positive sentiment</td>
<td>0.05</td>
<td>0.90</td>
<td>1.27</td>
</tr>
<tr>
<td>Availability, policy ⇒ Positive sentiment</td>
<td>0.07</td>
<td>0.89</td>
<td>1.25</td>
</tr>
<tr>
<td>Availability, place, organizations(^e) ⇒ Positive sentiment</td>
<td>0.06</td>
<td>0.89</td>
<td>1.25</td>
</tr>
<tr>
<td>Health belief, policy ⇒ Positive sentiment</td>
<td>0.09</td>
<td>0.89</td>
<td>1.25</td>
</tr>
<tr>
<td>Health belief, knowledge(^f), place, AE(^g) ⇒ Positive sentiment</td>
<td>0.05</td>
<td>0.57</td>
<td>0.80</td>
</tr>
<tr>
<td>Knowledge, place, AE ⇒ Positive sentiment</td>
<td>0.06</td>
<td>0.57</td>
<td>0.81</td>
</tr>
<tr>
<td>Health belief, illness(^h), AE ⇒ Positive sentiment</td>
<td>0.06</td>
<td>0.59</td>
<td>0.83</td>
</tr>
<tr>
<td>Health belief, knowledge, AE ⇒ Positive sentiment</td>
<td>0.07</td>
<td>0.59</td>
<td>0.83</td>
</tr>
<tr>
<td>Knowledge, AE ⇒ Positive sentiment</td>
<td>0.07</td>
<td>0.60</td>
<td>0.84</td>
</tr>
</tbody>
</table>

\(^a\)Parents’ health belief.  
\(^b\)Vaccination availability.  
\(^c\)Vaccination policy.  
\(^d\)Experience of vaccine administration place.  
\(^e\)Vaccine- and vaccination-related organizations.  
\(^f\)Knowledge of vaccination.  
\(^g\)AE: experience of vaccine adverse event.  
\(^h\)Child’s illness.

The results of analysis of sets of vaccination issues associated with sentiments are shown in Table 4. Of the 80 rules, Table 4 shows the 5 rules with the highest lift and the 5 rules with the lowest lift. For example, the sets of parents’ health belief, vaccination availability, and vaccination policy were associated with positive sentiments with support of 0.06, confidence of 0.92, and lift of 1.29. A support level of 0.06 indicates that 6% of posts have parents’ health belief, vaccination availability, and vaccination policy along with positive sentiments. A confidence level of 0.92 indicates that 92% of posts with parents’ health belief, vaccination availability, and vaccination policy have positive sentiments. A lift level of 1.29 indicates that the ratio of appearance of positive sentiments in posts with parents’ health belief, vaccination availability, and vaccination policy to the appearance of positive sentiments in total posts is 1.29. The set of parents’ health belief, knowledge of vaccination, experience of vaccine administration place, and experience of vaccine adverse event was associated with positive sentiments with a lift of 0.80. This indicates that the ratio of appearance of positive sentiments in posts with parents’ health belief, knowledge of vaccination, experience of vaccine administration place, and experience of vaccine adverse event to the appearance of positive sentiments in total posts is 0.80. In other words, the ratio of
appearance of negative sentiments in posts with these vaccination issues to the appearance of negative sentiments in total posts is 1.25.

Discussion

Principal Findings

We developed a childhood vaccination ontology as a framework for systematically collecting and analyzing social data on childhood vaccination and used this ontology to identify public concerns about and sentiments toward childhood vaccination from social data.

The childhood vaccination ontology developed in this study had the following characteristics. First, this ontology was the first ontology describing childhood vaccination, including factors affecting vaccination, as well as vaccination intention, behavior, and experience. Although there was a preexisting Vaccine Ontology [29] available, it was not suitable for identifying public concerns about and sentiments toward childhood vaccination from social data. Second, this ontology included various factors affecting vaccination, such as child, parent, family and friend, organization and institution, society and community, and policy, by modifying the Social Ecological Framework [32]. This ontology was not limited to factors affecting vaccination but also included intention before vaccination, vaccination behavior, and experience after vaccination. Third, this ontology included Is-A and attribute relationships among concepts. Classes were modeled as EAVs and thus included attributes of each class and values of the attributes. Finally, this ontology included terminology with synonyms for classes, attributes, and values of attributes so that we can collect and analyze the social media posts on childhood vaccination.

According to frequency analysis, the most common vaccination issue was parent’s health belief (53.2%). This was also one of the important topics in other surveys on vaccination decision making and hesitancy [5,7,8,12,30,31,39]. Positive sentiments appeared 2.5 times more than negative sentiments. Positive sentiments toward vaccination were also identified more often than negative sentiments in other studies based on social data [14,18,40]. Members of the public who consider vaccination to be a useful measure to prevent infectious diseases might post narratives with positive sentiments.

According to a trend analysis of sentiments, public sentiments toward vaccination fluctuated with news about vaccination. Positive sentiments increased when news encouraging vaccination, such as vaccination campaigns, was announced, whereas negative sentiments increased when news about epidemic outbreaks, such as the measles outbreak in the United States, was announced. Other studies have also identified increases in vaccine-related posts, including positive or negative sentiments, to news stories about vaccination [41,42].

According to logistic regression analysis, the public who are aware of aspects of vaccination policy, such as promotion of free vaccinations and the increasing number of medical institutions offering free vaccinations, and public with health belief that vaccination is preventing infectious disease and such diseases are serious if not prevented, posted positive sentiments whereas the public who experienced unwanted adverse events after vaccination posted negative sentiments. Therefore, it is important to inform the public of vaccination policy, the benefits of vaccination, and how to deal with adverse events to lower negative sentiments, which can affect vaccination intention or behavior.

According to association analysis of vaccination issues with sentiment, the public who posted vaccination policy and vaccination availability in terms of cost and distance to appropriate medical institutions posted more positive sentiments whereas the public who posted adverse event experienced after vaccination and knowledge of vaccination posted more negative sentiments. This was also found in logistic regression analysis. Parents’ health belief and experience of vaccine administration place were associated with both positive and negative sentiments. These were posted in more than half of analyzed posts in which both positive and negative sentiments appeared.

Limitations

We classified the sentiments of the posts by comparing the numbers of words expressing positive and negative emotions. We did not reflect weight and degree of emotion, such as severe and mild, and did not distinguish double negatives or tense of words when classifying sentiments. There are other studies used machine learning algorithms [17,42] to classify the emotions in social data or a sentiment score [19] that expresses sentiments as a numerical value. We suggest developing and using new emotion classification algorithm reflecting weight and degree of emotion or sentiment score as further research.

We were not able to identify yearly trends in sentiments and vaccination issues because of the short duration of data collection period. We suggest studying yearly sentiments trends using data collected from more than 1 year in future research.

We were not able to study vaccination intention or behavior because of a lack of posts discussing these topics. Vaccination intention and behavior can be studied by combining various data sources, such as survey data and existing vaccination statistics from the immunization registry in the future.

We used only those vaccination issues classified in terms of the second-level class concepts of the ontology developed in this study. We suggest applying lower-level class concepts and their relationships, for example, different types of vaccination and types of adverse events, in future research.

Use of social data for research is justified because of public accessibility of social media data. However, there exist ethical concerns around privacy and the protection of sensitive information, because it involves collecting data involving human subjects [43]. The public might stop posting their concerns or opinions on vaccination-related issues on social media if they realize that their posts are being analyzed by data scientists. To solve these issues, we anonymized social data by removing identifying information and did not use any social media quotes that might identify a social media user.
Conclusions

In this study, we developed a childhood vaccination ontology comprising 9 superclasses and 124 subclasses with 4 levels of depth and a terminology containing 882 synonyms for class, attribute, and value concepts. We used this ontology as a framework to identify the public concerns about and sentiments toward childhood vaccination from social data. This is the first study to analyze public concerns about and sentiments toward childhood vaccination using social media posts by developing an ontology.

Parent’s health belief, vaccination availability, and vaccination policy were the 3 most significant factors associated with positive sentiment. Health belief may be influenced by antivaccine arguments such as the view that natural immunity is better than vaccine-acquired immunity or baseless rumors claiming that vaccines cause autism. Thus, it is important to monitor antivaccine arguments and rumors posted on the social media that might increase negative sentiment toward vaccination. Vaccination availability including cost and the travel distance to vaccine administration place is related to vaccination policy, such as the increasing number of free vaccines and number of health care institutions offering free vaccinations. Thus, it is important to publicize policies on free vaccinations to improve positive sentiments toward vaccination. As negative sentiments toward vaccination affect people’s intention to vaccinate and thus lead to a reduction in vaccination rates [5-9], it is important to introduce ways to improve positive sentiments toward vaccination.

We expect that practitioners and researchers in the field of childhood vaccination may use this ontology to identify public concerns about and sentiments toward childhood vaccination from social data.
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Abstract

Background: Mental disorders have become a major concern in public health, and they are one of the main causes of the overall disease burden worldwide. Social media platforms allow us to observe the activities, thoughts, and feelings of people’s daily lives, including those of patients suffering from mental disorders. There are studies that have analyzed the influence of mental disorders, including depression, in the behavior of social media users, but they have been usually focused on messages written in English.

Objective: The study aimed to identify the linguistic features of tweets in Spanish and the behavioral patterns of Twitter users who generate them, which could suggest signs of depression.

Methods: This study was developed in 2 steps. In the first step, the selection of users and the compilation of tweets were performed. A total of 3 datasets of tweets were created, a depressive users dataset (made up of the timeline of 90 users who explicitly mentioned that they suffer from depression), a depressive tweets dataset (a manual selection of tweets from the previous users, which included expressions indicative of depression), and a control dataset (made up of the timeline of 450 randomly selected users). In the second step, the comparison and analysis of the 3 datasets of tweets were carried out.

Results: In comparison with the control dataset, the depressive users are less active in posting tweets, doing it more frequently between 23:00 and 6:00 ($P<.001$). The percentage of nouns used by the control dataset almost doubles that of the depressive users ($P<.001$). By contrast, the use of verbs is more common in the depressive users dataset ($P<.001$). The first-person singular pronoun was by far the most used in the depressive users dataset (80%), and the first- and the second-person plural pronouns were the least frequent (0.4% in both cases), this distribution being different from that of the control dataset ($P<.001$). Emotions related to sadness, anger, and disgust were more common in the depressive users and depressive tweets datasets, with significant differences when comparing these datasets with the control dataset ($P<.001$). As for negation words, they were detected in 34% and 46% of tweets in among depressive users and in depressive tweets, respectively, which are significantly different from the control dataset ($P<.001$). Negative polarity was more frequent in the depressive users (54%) and depressive tweets (65%) datasets than in the control dataset (43.5%; $P<.001$).

Conclusions: Twitter users who are potentially suffering from depression modify the general characteristics of their language and the way they interact on social media. On the basis of these changes, these users can be monitored and supported, thus introducing new opportunities for studying depression and providing additional health care services to people with this disorder.

(J Med Internet Res 2019;21(6):e14199) doi:10.2196/14199
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Introduction

Background

Mental health is an essential component of our health. The World Health Organization (WHO) defines mental health as a “state of well-being in which people realize their potential, cope with the normal stresses of life, work productively, and contribute to their communities” [1]. Good mental health is about being cognitive, emotionally and socially healthy and it helps to determine the way we think and feel, in relation with others and how we make choices. Several factors, such as genetic, sociocultural, economic, political and environmental aspects, shape and influence our mental health. In the last few years, mental disorders have become a major concern in public health, and they are one of the main causes of the overall disease burden worldwide. They have devastating consequences for both patients and their families [2-7]. According to the WHO, depressive disorders are the most common among the mental illnesses [8]. Such disorders conditions are characterized by sadness, loss of interest and pleasure, feelings of guilt or low self-worth, disturbed sleep or appetite, feelings of tiredness, and poor concentration [8]. In 2018, at the global level, more than 300 million people were suffering from depression, and it is the main contributor to global disability. Depression has several consequences, both personal and social costs [9,10]. In some cases, depression can lead to suicide ideation and attempts [2,11]. The prevalence of this disorder changes depending on age, but it affects the whole population, from children and adolescents to elderly people. From 2005 to 2015, the number of people with depression increased by around 18% [12]. In this context, social media platforms allow to observe the activities, thoughts, and feelings of people’s daily lives and thereby investigate their emotional well-being. This domain has become a new growing area of interest in public health and health care research [13-16]. People with depression often use social media to talk about their illness and treatment, share information and experiences, seek social support and advice, reduce social isolation, and manage their mental illness [15-21]. In addition, access to mobile devices facilitates the use of social media platforms, such as Twitter and Facebook, at any time and at any place. Social media, such as Twitter, is by nature social, and we can consequently find social patterns in Twitter feeds, thereby revealing key aspects of mental and affective disorders [22]. Social media has become an important source of health-related information, which allows us to detect and predict affective disorders and which can be used as an additional tool for mental health monitoring and infoveillance [23-26]. Furthermore, the application of different methodologies based on natural language processing and machine learning technologies has proved to be effective in supporting and automating the identification of early signs of mental illness by analyzing the content shared on the Web by individuals [13-15,27]. This human interaction with social media contributes to build the so-called digital phenotype, reshaping disease expression in terms of the lived experience of individuals and detecting early manifestations of several conditions [28]. Twitter is an internet microblogging social media service that allows users to post short messages about facts, feelings and opinions, and, as shown in previous studies, users’ health conditions [15]. Twitter is one of the most important social media platforms in terms of number of users, with more than 330 million active users worldwide [29]. Since November 2017, the maximum number of characters of a tweet has been increased from 140 to 280. By analyzing huge amounts of text, researchers can link everyday language use with social behavior and personality [30,31]. Language, as a means of communication, constitutes an essential element for providing valuable insights about people’s interests, feelings and concerns [32]. For this reason, the analysis of the messages posted on social media platforms may provide information about many personality traits, lifestyles, and psychological disorders [13,33,34]. The potential anonymity of social media encourages its users to be more willing to report health information, such as details of their mental disorders and treatments received. In addition, it is seen as a way to communicate and receive support from others with similar experiences, avoiding the isolation and fighting the social stigma of these conditions [12,15,17,19,32,35]. Nevertheless, users suffering from depression may also feel uncomfortable socializing and consuming information on social media platforms [36]. Several features of the messages, such as number and frequency of tweets, distribution throughout the day or during the night hours, and their seasonal character, can be used for the detection and monitoring of mental disorders, such as depression [20]. This knowledge can help health care professionals and health institutions and services in the decision-making processes to ensure better management of patients suffering from depression.

Objectives

There are many studies that have used data mining and machine learning techniques on social media platforms to automatically identify people with mental health problems, such as depression, posttraumatic stress disorder, schizophrenia, or eating disorders, usually focusing the studies on messages written in English [20,37-39]. As far as we know, on social media, there are no studies about mental disorders that analyze messages written in Spanish. Taking into account that Spanish speaking countries, such as Spain and Mexico, are among the 10 most active Twitter users in the world, with more than 6 million and 7 million users, respectively [40], we focused our research on the expression of depression in Spanish language tweets. The aim of this study was to identify the linguistic features of tweets written in Spanish and the behavioral patterns of the corresponding Twitter users that could suggest signs of depression.

Methods

Study Steps

This study was designed and developed in 2 steps, with the aim of analyzing the linguistic patterns and behavioral features of Twitter users suffering from depression in comparison with the general population of Twitter users. The study was focused on tweets written in Spanish. In the first step, the selection of users and the compilation of tweets were performed. Given the design and purpose of the study, we decided to use the Twitter Application Programming Interface (API) [41]. Using this API, 3 datasets of tweets were created:
1. The depressive users dataset was made up of the timeline of 90 users who publicly mentioned on their Twitter profile that they suffer from depression.

2. The control dataset was made up of the timeline of 450 randomly selected Twitter users.

3. The depressive tweets dataset was constituted by a manual selection of tweets from the depressive users dataset, which specifically included expressions indicative of depression.

In the second step, comparison and analysis of the 3 datasets of tweets (control, depressive users, and depressive tweets datasets) were carried out to spot their distinguishing features. In the rest of this section, we will describe the methodology in detail. The flow diagram of the study is depicted in Figure 1.

**Data Collection and User Selection**

The selection of the tweets and their users was based on the filtered real-time streaming support provided by the Twitter API. In the first step, we selected the users who showed potential signs of depression on Twitter on the basis of the 20 most frequent words in Spanish expressed by patients suffering from depression in clinical settings. These words were jointly identified and selected by a psychologist and a family physician with clinical experience and were based on the definition and general features of depression according to the Diagnostic and Statistical Manual of Mental Disorders [42]. The list of words used and their English translations are shown in Textbox 1.

**Figure 1.** Flow diagram of the study process.

---

**Textbox 1**

<table>
<thead>
<tr>
<th>Spanish Words</th>
<th>English Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ansia</td>
<td>anxiety</td>
</tr>
<tr>
<td>triste</td>
<td>sad</td>
</tr>
<tr>
<td>depresión</td>
<td>depression</td>
</tr>
<tr>
<td>llanto</td>
<td>cry</td>
</tr>
<tr>
<td>dolor</td>
<td>pain</td>
</tr>
<tr>
<td>ira</td>
<td>anger</td>
</tr>
<tr>
<td>vergüenza</td>
<td>shame</td>
</tr>
<tr>
<td>desesperación</td>
<td>despair</td>
</tr>
<tr>
<td>frustración</td>
<td>frustration</td>
</tr>
<tr>
<td>insomnio</td>
<td>insomnia</td>
</tr>
<tr>
<td>ansiedad</td>
<td>anxiety</td>
</tr>
<tr>
<td>deseo</td>
<td>desire</td>
</tr>
<tr>
<td>soledad</td>
<td>loneliness</td>
</tr>
<tr>
<td>miedo</td>
<td>fear</td>
</tr>
<tr>
<td>soledad</td>
<td>loneliness</td>
</tr>
<tr>
<td>fantasía</td>
<td>fantasy</td>
</tr>
</tbody>
</table>

---

[Image of the flow diagram]
Textbox 1. List of Spanish words related to depression and their English translations.

- agobiado/a (overwhelmed)
- agotado/a (exhausted)
- angustiado/a (distressed)
- ansiedad (anxiety)
- ansioso/a (anxious)
- cansado/a (tired)
- decaído (low)
- depresión (depression)
- depresivo/a (depressed as a condition)
- deprimido/a (depressed as state)
- desanimado/a (discouraged)
- desesperado/a (desperate)
- desmotivado/a (demotivated)
- insomnio (insomnia)
- llorar (cry)
- nervioso (nervous)
- preocupado/a (worried)
- solo/a (lonely)
- triste (sad)
- vacío/a (empty)

During June 2018, 1,470,000 tweets, including 1 or more occurrences of the words listed in Textbox 1, were collected. From this collection of tweets and to select the users who publicly stated in the textual description associated to their profile that they suffered from depression, all the profile descriptions, including 1 or more occurrences of the word “depr” and all the possible derivations related to the word depression in Spanish, such as “depre,” “depresión,” “depresivo,” “depresiva,” “deprimido,” and “deprimida,” were considered. From the 720 users who included 1 or more of these words in their description profile, 90 users who stated they suffered from depression or were receiving treatment for depression were selected for the analysis. This selection was performed by a psychologist, verifying that the statements were related to real expressions of depression, excluding quotes, jokes, or fake ones. For each of these depressed Twitter users, we collected all the most recent tweets from their timeline, up to a maximum of about 3200 tweets. Thus, a total of 189,966 tweets were collected, a figure that was reduced to 140,946 after discarding the retweets. These 140,946 tweets constituted the depressive users dataset. Examples of sentences appearing in the user profiles that were used for selecting the depressive users are:

- “Paciente psiquiátrico con depresión crónica” (Psychiatric patient with chronic depression; example of a profile sentence that indicates depression).
- “Colecciono errores traducidos a tweets depresivos y a uno que otro impulso de amor” (I gather errors translated into depressing tweets and into one or another love impulse; example of a profile sentence that does not indicate depression).

Once the users with profile sentences indicating depression had been retrieved, their Twitter timelines were collected. Only those users having in their timeline at least 10 tweets that suggested signs of depression were retained for further analyses. For each user, the selection of these tweets was performed by manually inspecting the tweets of the user’s complete timeline in reverse temporal order, starting from the most recent one to the oldest tweet of the timeline retrieved by means of the Twitter API. Finally, a total number of 1000 tweets issued by the 90 depressive users, suggesting signs of depression, were detected and used for the analysis. This set of tweets provided us with the depressive tweets dataset, which was used to analyze linguistic features of tweets showing signs of depression. It has to be mentioned that these 1000 tweets were not to be included in the depressive users dataset (see Figure 1). At the same time, more than 97,500,000 tweets were also collected in June 2018: such tweets were gathered by listening to the public Twitter stream during this time span by only considering tweets with Spanish textual contents (as detected by Twitter language identification support).

Given that Twitter requires more restrictive filters than just the language of the tweets, we used a list of the most frequently used Spanish words (stopwords) to retrieve all tweets that included 1 or more of these words. The vast majority of Spanish tweets should match this criterion. A sample of 450 users who did not mention in their profile the word depression and its
derivations were selected randomly from the 97,500,000 tweets. The complete timelines of these users were compiled (1,141,021 tweets), which were reduced to 712,589 once retweets were removed. These 712,589 tweets constituted the control dataset. To identify the language of a tweet, we relied on the language automatically identified by Twitter for each tweet, selecting tweets in Spanish. It has to be noted that these data can contain some tweets from unidentified depressive users.

Data Analysis
A comparison of the 3 datasets was performed to determine the existence of differential linguistic and behavioral features. The different features that were analyzed are shown in Table 1.

The textual content of each tweet was analyzed by means of the following sequence of steps:

- Tokenization performed by means of a custom Twitter tokenizer included in the Natural Language Toolkit [43].
- Part-of-Speech (POS) tagging performed by means of the Freeling Natural Language Processing tool in order to analyse the usage patterns of grammatical categories (e.g., adjectives, nouns, or pronouns) in the text of tweets [44].
- Identification of negations performed by relying on a custom list of Spanish negation expressions, such as nada (nothing), nadie (nobody), no (no), nunca (never), and alike.
- Identification of occurrences of positive and negative words inside the text of each tweet by means of 2 Spanish polarity lexicons: the Spanish Sentiment Lexicon and the Spanish SentiCon Lexicon [45,46]. We exploited 2 lexicons to consider and compare 2 approaches of modeling polarity in Spanish texts, thus reducing any language modeling bias that the use of a single language resource could introduce.
- Identification of words and expressions associated to the basic emotions [47] by using the Spanish Emotion Lexicon [48]. Such emotions are alegría (happiness), enojo (anger), miedo (fear), repulsión (disgust), sorpresa (surprise), and tristeza (sadness).

All the tools and aforementioned resources are publicly available. The statistical analyses were carried out with the R version 3.4.3 (R Development Core Team) and SPSS Statistics version 23.0 (IBM), applying the relevant test for each type of comparison to be carried out.

Table 1. Characteristics of the tweets analyzed.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Analyses performed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distributions over time</td>
<td>Tweets throughout the day (per hour)</td>
</tr>
<tr>
<td></td>
<td>Tweets throughout the week</td>
</tr>
<tr>
<td>Part-of-Speech</td>
<td>Number of words by grammatical categories (part-of-speech tags)</td>
</tr>
<tr>
<td></td>
<td>Number of personal pronouns</td>
</tr>
<tr>
<td>Counts</td>
<td>Number of characters</td>
</tr>
<tr>
<td></td>
<td>200 most frequent words (word cloud)</td>
</tr>
<tr>
<td></td>
<td>Number of hashtags, links, mentions, and emojis</td>
</tr>
<tr>
<td>Emotion analysis</td>
<td>Emotion types and frequencies</td>
</tr>
<tr>
<td>Negations</td>
<td>Negation words types and frequencies</td>
</tr>
<tr>
<td>Polarity analyses</td>
<td>Polarity of tweets on the basis of Spanish Sentiment Lexicon and Spanish SentiCon Polarity</td>
</tr>
</tbody>
</table>

Ethical Approval
The protocol used in this study was approved by the Ethics Committee of Parc Salut Mar (approval number 2017/7234/1).

Results

Distribution Over Time
Regarding the distribution of tweets over time, the number of tweets per hour and throughout the week of control and depressive users datasets were compared. The tweet hours were adjusted by the user’s time zone. As shown in Figure 2, the depressive users are less active in generating tweets than the control ones, reaching both groups the same activity level between 23:00 and 6:00. The comparison of the temporal distributions of tweets between both datasets was carried out by means of a repeated measures analysis of variance (Greenhouse-Geisser F=6.605; P<.001). As shown in Figure 3, the activity throughout the week of the depressive users dataset presented more regular activity than the control dataset, whose users’ activity showed a sharp drop during the weekend. The differences between these datasets were statistically significant (Greenhouse-Geisser F=4.153; P=.008).
**Figure 2.** Number of tweets and retweets per hour of the control and depressive users datasets (mean±standard error of mean). SEM: standard error of mean.

**Figure 3.** Number of tweets and retweets throughout the week of the control and depressive users datasets (mean±standard error of mean). SEM: standard error of mean.
Part-of-Speech

As for the analysis of POS corresponding to the number of words by grammatical categories in each tweet, we compared the 3 datasets of tweets: the control, depressive users, and depressive tweets datasets. As previously stated, the tweets of the depressive tweets dataset were removed from the depressive users dataset. The frequencies of words in each group are shown in Table 2. The number of n-grams used in the control group almost doubles that of the depressive users dataset. By contrast, verbs are more frequently used in the depressive users dataset than in the control dataset. There were statistically significant differences between the control and the depressive users datasets ($\chi^2 = 1,242.600; P < .001$), between the control and the depressive tweets datasets ($\chi^2 = 2,105.7; P < .001$), and between the depressive users and the depressive tweets datasets ($\chi^2 = 15,888; P < .001$).

In relation to the different types of pronouns in the control dataset, we detected 396,181 personal pronouns (51.38%; 396,181/770,955), the first-person singular (38.37%; 152,013/396,181) being the most used. A similar profile was observed in the depressive users dataset, where 124,614 pronouns were found (55.16%; 124,614/225,913), the first-person singular remaining the most used (57.59%; 71,768/124,614). In the depressive tweets dataset, 865 personal pronouns (53.16%; 865/1,627) were identified, and the first-person singular remaining the most used (57.59%; 44.00% (313,574/712,577) and 9.27% (8069/140,946), respectively. The number of tweets, including emojis, were 13.13% (93,575/712,588), and 44.00% (313,574/712,588), and 18.07% (25,475/140,946), 1.44% (2030/140,946), and 9.27% (351,728/3,727,584), respectively. The number of tweets, including emojis, were 13.61% (97,038/712,589), and 44.00% (313,574/712,588), and 18.07% (25,475/140,946), 1.44% (2030/140,946), and 9.27% (351,728/3,727,584), respectively. The number of tweets, including emojis, were 13.61% (97,038/712,589), and 44.00% (313,574/712,588), and 18.07% (25,475/140,946), 1.44% (2030/140,946), and 9.27% (351,728/3,727,584), respectively. The number of tweets, including emojis, were 13.61% (97,038/712,589), and 44.00% (313,574/712,588), and 18.07% (25,475/140,946), 1.44% (2030/140,946), and 9.27% (351,728/3,727,584), respectively.

In relation to the number of characters per tweet, the mean of characters per tweet in the control and depressive users datasets was 83.48 (SD 40.57) and 65.76 (SD 36.99) characters, respectively, with statistically significant differences between them ($t_{21370}=161.6; P < .001$). On the other hand, the mean in the depressive tweets dataset was 67.51 (SD 38.28), which was not statistically significant and different in comparison with the depressive dataset ($t_{1012.3}=1.45; P=.15$). The 200 most frequent words that appeared in the control and depressive users datasets are depicted in the 2 word clouds shown in Multimedia Appendix 1. The 10 most frequent words that appeared in the control dataset were the following: hoy (today), dia (day), ver (to see), quiero (I want), gracias (thank you), mejor (better), siempre (always), vida (life), ahora (now), and YouTube. In the depressive users dataset, the 10 most frequent words were the following: quiero (I want), vida (life), siempre (always), siento (I feel), nadie (nobody), mierda (shit), never (nunca), and dia (day). It should be noted that in the depressive tweets dataset, although there are several words in common with the depressive users dataset, we can find additional words that are not present in the other datasets, such as vacía (empty), matar (to kill), desaparecer (to disappear), suicidar (commit suicide), muerta (dead), desastre (disaster), mún (useless), depresiva (depressed as state in women), depresiva (depressed as a condition in women), and insomnio (insomnia).

The word cloud of the depressive tweets dataset is shown in Multimedia Appendix 2. In relation to the use of links, hashtags, and mentions in tweets, the frequency of them in the control and depressive users datasets were 35.32% (251,728/712,584), 13.13% (93,575/712,588), and 44.00% (313,574/712,577) and 18.07% (25,475/140,946), 1.44% (2030/140,946), and 18.07% (313,574/712,588), respectively. The number of tweets, including emojis, were 13.61% (97,038/712,589) in the control dataset and 5.72% (8069/140,947) in the depressive users dataset.

Table 2. Part-of-Speech (POS) frequencies in tweets of control, depressive users, and depressive tweets datasets.

<table>
<thead>
<tr>
<th>Type of POS</th>
<th>POS in the control dataset, n (%)</th>
<th>POS in the depressive users dataset, n (%)</th>
<th>POS in the depressive tweets dataset, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noun</td>
<td>2,298,544 (28.48)</td>
<td>270,104 (17.77)</td>
<td>1776 (15.07)</td>
</tr>
<tr>
<td>Verb</td>
<td>1,660,700 (20.58)</td>
<td>400,755 (26.36)</td>
<td>3391 (28.77)</td>
</tr>
<tr>
<td>Pronouns</td>
<td>770,955 (9.55)</td>
<td>225,913 (14.86)</td>
<td>1627 (13.80)</td>
</tr>
<tr>
<td>Adjectives</td>
<td>593,327 (7.35)</td>
<td>83,089 (5.47)</td>
<td>588 (4.99)</td>
</tr>
<tr>
<td>Determiner</td>
<td>1,068,130 (13.23)</td>
<td>177,795 (11.70)</td>
<td>1342 (11.39)</td>
</tr>
<tr>
<td>Adverbs</td>
<td>496,988 (6.16)</td>
<td>140,963 (9.27)</td>
<td>1351 (11.46)</td>
</tr>
<tr>
<td>Adpositions</td>
<td>854,573 (10.59)</td>
<td>123,867 (8.15)</td>
<td>1052 (8.93)</td>
</tr>
<tr>
<td>Conjunctions</td>
<td>327,852 (4.06)</td>
<td>97,541 (6.42)</td>
<td>659 (5.59)</td>
</tr>
</tbody>
</table>
**Figure 4.** Frequency of the different types of personal pronouns in the control, depressive users, and depressive tweets datasets. 1S: first-person singular; 1P: first-person plural; 2S: second-person singular; 2P: second-person plural; 3S: third-person singular; 3P: third-person plural.

**Emotion Analysis**

Regarding the distribution of emotions, in the control dataset and in the depressive users dataset, the most frequent emotion was happiness (53.30%; 203,029/380,874 and 41.60%; 40,535/97,425) followed by sadness, which was more frequent in the depressive users dataset (17.59%; 67,033/380,874 and 25.49%; 24,834/97,425). In the depressive tweets dataset, the most frequent emotion was sadness (34.00%; 303/891). There were statistically significant differences between the control and the depressive users datasets ($\chi^2 = 6838.2; P < .001$), between the control and the depressive tweets datasets ($\chi^2 = 296.8; P < .001$), and between the depressive users and the depressive tweets datasets ($\chi^2 = 65.6; P < .001$). The frequencies of the different emotions are shown in Figure 5.
Figure 5. Frequency distributions of emotion categories in the tweets of the 3 datasets.

Negation Words

Regarding the use of negation words, they were detected in 21.74% (154,953/712,588) of the tweets in the control dataset, in 34.15% (48,137/140,946) of the depressive users dataset, and in 45.50% (455/1000) of the depressive tweets dataset. The mean of negation words was 0.28 (SD 0.59) in the control dataset, it was 0.49 (SD 0.82) in the depressive users dataset, and it was 0.67 (SD 0.91) in the depressive tweets dataset. There were statistically significant differences between the control and the depressive users datasets (Mann-Whitney $U=4.3657e+10$; $P<.001$), between the control and the depressive tweets datasets (Mann-Whitney $U=266,990,000$; $P<.001$), and between the depressive users and the depressive tweets datasets (Mann-Whitney $U=62,002,000$; $P<.001$).

Polarity Analysis

In relation to the polarity of tweets, 2 analyses were performed using 2 Spanish sentiment lexicons: the Senti Lexicon (including positive and negative categories) and the SentiCo Polarity (including positive, moderate positive, moderate negative, and negative categories). According to the Senti Lexicon, the analysis of tweets showed that the control dataset shows polarity in 33.47% (245,367/733,029) of the tweets, being positive in 56.54% (138,726/245,367) of them. In contrast, the depressive users dataset shows polarity in 41.31% (61,132/147,996) of the tweets, being positive in 46.14% (28,205/61,132) of them. Finally, the depressive tweets dataset shows polarity in 58.90% (589/1000) of the tweets, with positive polarity in 34.97% (206/589) of them. There were statistically significant differences between the control and the depressive users datasets ($\chi^2=110.3; P<.001$), between the control and the depressive tweets datasets ($\chi^2=308.8; P<.001$), and between the depressive users and the depressive tweets datasets ($\chi^2=52.4; P<.001$).
Discussion

Principal Findings

The diagnosis of depression is complex because of the heterogeneous nature of this disease and the diverse manifestation of the symptoms among individuals, which result in a great number of depressive disorder cases that are undetected and untreated, making the prevention, diagnosis, and treatment of the depressive disorders a complicated task [15,49,50]. For these reasons and taking into account that people diagnosed with depression are increasing worldwide, new strategies for detecting and monitoring this disease would be very useful. In this study, we analyzed the behavioral and linguistic patterns of tweets in Spanish that suggest signs of depression. The results contribute to the growing body of scientific literature that analyzes the messages posted on social media using languages other than English. We have introduced a new approach that comprises analyzing the timelines of self-qualified depressed users, as well as their tweets related to depression, which are manually selected. Our results show that the tweets of depressive users have different features in comparison with those of a control dataset, even when their tweets that are not related to depression are considered (depressive users dataset). In addition, the differences with the control dataset become more evident when we consider the manual selection of tweets related to depression (depressive tweets dataset).

Different Distributions of Tweets Over Time

As for the distribution of tweets over time, the users of the depressive dataset, although being less active in using Twitter, used to be more active during the night than the users of the control dataset. This can be explained as a result of insomnia, one of the most frequent symptoms of depression. This finding is consistent with previous studies carried out with English speakers, which demonstrated that individuals with depression are more active during the night [20]. Moreover, the daily mood changes, such as the morning and evening worsening that are typical in several forms of depression, could explain the lower activity of the depressive users [51]. In relation to the distribution of tweets throughout the week, the users of the depressive dataset showed a more regular activity throughout the week, tending to be more active on Saturdays, Sundays, and Mondays than those of the control dataset, whose activity showed a drop during the weekend. This trend may be related to the lowered social activity of the people suffering from depressive disorders, having a reduced participation in social leisure activities during the weekend and spending more time at home, sharing their feelings and thoughts on social media platforms [16].

Different Style of Writing

The analysis of POS and the number of words by grammatical categories show that, generally, the users of the depressive dataset used more verbs, adverbs, and pronouns but less nouns than the control dataset. The same features are also present in the depressive tweets dataset. These findings suggest that the
language of people suffering from depression is characterized by a different style of writing that some authors describe as poorly structured, indicating less interest in what surrounds them, people, objects, or things [52]. They focus on talking about actions, and this is correlated with sensitive disclosure. Consistent with many previous studies [20,30,35,53-55], the use of first-person singular pronoun is more frequent among the users of the depressive dataset, with respect to those of the control dataset, and this difference increases in the depressive tweets dataset. The increased use of this pronoun demonstrates the attention to self-focus that is associated with the negative emotional states of depression and the reduced attentional resources, highlighting the psychological distancing to connect with others [56]. This social isolation may also explain that the first- and second-person plural pronouns are the least used. Language can be used as a measure of different individual features, on the basis of the fact that people’s word choice is stable over time and consistent across topics or context. For this reason, the language style appears to be a useful predictor of some mental health conditions, such as depression [20,35]. In addition, the number of characters written in the depressive users and depressive tweets datasets was smaller than the number of characters written in the control dataset, and this might be related to reduced interest and poorer language. According to the most frequent words that appeared in the depressive users and depressive tweets datasets, there are specific words that are linked to clinical symptoms and the way that depressive patients word their mood, such as words that may be related to suicide ideation. Consequently, they can be used as a signal to detect potentially depressed users on Twitter [36]. Similarly, we observed the frequent use of adjectives in feminine form in the depressive tweets dataset, which would suggest that a high proportion of the depressive users are women, a fact that is in agreement with clinical and epidemiological evidences [8,11,12,42].

Predominant Emotions

Emotions are one of the key aspects that characterize many mental health conditions and, particularly, when people are suffering from depression. An analysis of the 6 emotions that are commonly considered (happiness, sadness, surprise, anger, fear, and disgust) [47] was performed to determine the existence of differences among the datasets. Happiness is the most frequent emotion in the control and depressive users datasets, although an important reduction was observed in the depressive tweets dataset. The surprise emotion is less frequent in depressive users and, specially, in the depressive tweets datasets than the control dataset, and this fact can be related to the depressive mood, in which there is a decrease in interest in almost everything. Fear does not seem to be a differential emotion in the groups of tweets analyzed in this study.

Regarding negative emotions, we observed an increase in the frequency of words related to the sadness emotion in the depressive tweets dataset, doubling that of the control dataset. This feature had also been observed in other studies [14,35,57]. Moreover, anger is more frequent in the depressive user and depressive tweets datasets than in the control dataset. Although Twitter is used many times for expressing anger about personal or political aspects, this emotion is particularly frequent in patients suffering from depression, who tend to feel irritable, wronged, or angry at the world [14,16,35,58]. At the same time, disgust, an emotion that is known to be associated with the depressive disorders [59], was found to be more frequent in the depressive users and depressive tweets datasets.

Negative Focused Emotion Language

In our analysis, the presence of negation words is more frequent in the depressed users (34.15%; 48,137/140,946) and depressive tweets (45.50%; 455/1000) datasets than in the control dataset (21.74%; 154,953/712,588), indicating that there is an increased use of negatively focused emotion language, which is typical in depressive patients and feelings [31,54,55,60].

Negative Polarity

The classification of tweets, on the basis of the emotional positivity or negativity of their words, is another analysis that has been carried out. In this study, we used 2 types of polarity lexicons, the Senti Lexicon (SentiLex) and the Sentico Polarity (SentiCo). In both cases, the negative polarity was higher in the depressive users and depressive tweets datasets, even tripling the negativeness of the control dataset when using the Sentico Polarity lexicon. These findings are consistent with other studies, indicating that people suffering from depression tend to focus more on negative aspects of their life [20,35], and thus their tweets contain much more negative emotional words compared with the control dataset [14]. In addition, the self-focus state that characterizes depression is associated with negative emotions [32,56,57].

Limitations and Future Directions

This study presents some limitations that have to be pointed out. On the one hand, the tweets of the depressive datasets come only from Twitter users who speak publicly about feelings and emotions that can be related with depression. This is an indirect and inaccurate way of detecting users suffering from depressive disorders. Without clinically assessing these people, there is no way to verify if the diagnosis is genuine or if they suffer from another mental disorder. On the other hand, it is possible that Twitter users self-disclose their mental health using words or expressions not included in the list of keywords used in this study for streaming tweets about depression [22,61-63]. In this respect, it is possible that a wider list could have yielded a greater coverage [21,36]. Privacy policies of social media restrict the access to users who did not grant access to their profile, and this may have generated biases in the composition of the depressive users and the depressive tweets datasets. In addition, tweets may incorporate biases because of the self-management and anonymity of the Web-based identities [61]. Moreover, Twitter users may not be representative of the general population, and some studies have shown that they are often urban people with high levels of education [64-66]. More information about the socioeconomic and demographic details of Twitter users is needed [67]. The control dataset was a randomly selected sample of Twitter users, and it is consequently representative of the users of this social media. However, there is a possibility that users in this group may also have depression or other mental illness even though they did not mention this in their profile description. There is also the
possibility that the users included in the control group are fake accounts. Only original tweets were analyzed, and perhaps retweets, which are not included in our linguistic study, reflect users’ emotions that can be related to depression status [68]. Finally, depression is a very complex mental disorder, and our study only provides a general observation of this disorder. Additional research might be carried out to examine specific depression types and determine if there are social media features that can contribute to classifying users or tweets to the different diagnosis of depression [69]. Similarly, in future works, we plan to study the linguistic features and the behavioral patterns of depression in different linguistic contexts. The possible relationship between depression and seasonality could be of interest for future studies in the context of monitoring Twitter activity [70].

Conclusions

The prevalence of common mental disorders worldwide, such as depression, requires the ability of health care systems to provide adequate diagnosis, monitoring, and treatment. The wide popularity of social media platforms introduces new opportunities for the screening of depression. The introduction of new methods of analysis for the automatic detection of signals of depression on social media platforms, such as Twitter or Facebook, has the potential of being used as a complementary tool for the assessment of these patients, assisting health care professionals in the detection and monitoring of mental health disorders. Although the analysis of tweets as a way to determine the existence of depression cannot be used as a replacement for diagnosis, it has the potential as a screening tool for depressive disorders, with a lower cost than other traditional procedures. In addition, it can be helpful to health professionals for managing and monitoring patients more efficiently. Similarly, it can be useful for particular patients, as they feel more comfortable disclosing their symptoms on Twitter than in clinical settings. In this study, we have shown that several behavioral and linguistic features of the tweets in Spanish can be used as a complementary tool to detect signals of depression of their authors, corroborating and extending the findings obtained by studies carried out on English tweets. As we described in this study, signs of depression of Twitter users are not exclusively spotted by identifying and analyzing tweets that explicitly mention expressions related to depression. Moreover, Twitter users who are potentially suffering from depression globally modify the core traits of their language, independently from the fact that the tweets are related or not related to the expression of depression. On the basis of these changes, these users can be monitored and supported. The results of this paper, jointly with other studies on the matter, support the potential of social media as an important instrument for extending and enhancing mental health services available to people with mental disorders. By means of interdisciplinary collaborations, it is possible to develop digital apps and services providing personalized alerts and psychosocial support in the mental health domain.
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Multimedia Appendix 1

Word clouds showing the 200 most frequent words in the control (left) and depressive users (right) datasets.
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Multimedia Appendix 2

Word cloud showing the 200 most frequent words in the depressive tweets dataset.
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Abstract

Background: Web-based medical consultation, which has been adopted by patients in many countries, requires a large number of doctors to provide services. However, no study has provided an overall picture of the doctors who provide online services.

Objective: This study sought to examine doctors’ participation in medical consultation practice in an online consultation platform. This paper aimed to address the following questions: (1) which doctors provide Web-based consultation services, (2) how many patients do the doctors get online, and (3) what price do they charge. We further explored the development of market segments in various departments and various provinces.

Methods: This study explored the dataset including all doctors providing consultation services in their spare time on a Chinese Web-based consultation platform. We also brought in statistics for doctors providing offline consultations in China. We made use of Bonferroni multiple comparison procedures and z test to compare doctors in each group.

Results: There are 88,308 doctors providing Web-based consultation in their spare time on Haodf, accounting for 5.25% (88,308/1,680,062) of all doctors in China as of September 23, 2017. Of these online doctors, 49.9% (44,066/88,308) are high-quality doctors having a title of chief physician or associate chief physician, and 84.8% (74,899/88,308) come from the top, level 3, hospitals. Online doctors had an average workload of 0.38 patients per doctor per day, with an online and offline ratio of 1:14. The average price of online consultation is ¥32.3. The online ratios for the cancer, internal medicine, ophthalmology-otorhinolaryngology, psychiatry, gynecology-obstetrics-pediatrics, dermatology, surgery, and traditional Chinese medicine departments are 16.1% (2,983/18,481), 4.4% (16,231/372,974), 6.3% (8,389/132,725), 9.5% (1,600/16,801), 5.8% (12,955/225,128), 18.0% (3,334/18,481), 10.8% (24,030/223,448), and 3.8% (8,393/22,3448), respectively. Most provinces located in eastern China have more than 4000 doctors online. The online workloads for doctors from most provinces range from 0.3 to 0.4 patients per doctor per day. In most provinces, doctors’ charges range from ¥20 to ¥30.

Conclusions: Quality doctors are more likely to provide Web-based consultation services, get more patients, and charge higher service fees in an online consultation platform. Policies and promotions could attract more doctors to provide Web-based consultation. The online submarket for the departments of dermatology, psychiatry, and gynecology-obstetrics-pediatrics developed better than other departments such as internal medicine and traditional Chinese medicine. The result could be a reference for policy making to improve the medical system both online and offline. As all the data used for analysis were from a single website, the data might be biased and might not be a representative national sample of China.
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Introduction

Background

Web-based consultation services were first provided to the public by University Hospital of Zurich in 1999 [1]. They have been adopted in many countries to provide better service for patients. An Web-based consultation can serve as an effective complement to traditional health care [2] and conventional physician-patient relationships [3]. Offering Web-based medical services also could make economic sense [4]. Some researchers suggest that 25% to 70% of all patients seeking care do not need a face-to-face appointment with a doctor [5], and there is a great demand for online consultation services.

However, the doctor has been found to be less likely to accept Web-based consultation services than the patient [6]. Consultations, as essentially private information goods, are produced only for a specific consumer [4], and Web-based consultation platforms require a number of doctors to keep patients to attain adequate services. Many of the Web-based consultation platforms are not yet mature and suffer from online doctor scarcity [7]. Furthermore, the Web-based service market was more concentrated on highly skilled doctors’ service than the offline service market [8], which makes things worse. Attention needs to be focused on attracting doctors to promote development of Web-based consultation services. Guo et al found that doctors could gain economic and social returns from providing Web-based medical services [9]. Akcura and Ozdemir took an economic perspective to explain doctors adopting Web-based consultation services [4,7,10]. Ozdemir explored doctors’ optimal channel strategies via online and offline consultation to get maximum economic profit [4]. Akcura et al examined the conditions under which a quality traditional expert will augment its offline channel by offering an online version of its services [10]. Akcura and Ozdemir investigate when and how expert service providers should offer their services online and what price strategy they should adopt [11]. Akcura and Ozdemir’s works are based on game theoretic models and a series of assumptions. However, there is a shortage of description and understanding about doctors who provide Web-based consultation services [7]. In conjunction with the expectation of high-quality internet information, more and more patients are willing to pay for high-quality information provided by specialists online [12]. China is becoming the fastest growing market for Web-based doctor consultation [13]. The market characteristics are also needed to be understood for future development of Web-based consultation services.

Objectives

We tried to fill this gap by investigating doctors’ consultation services on Haodf—a Web-based consultation platform in China. The doctors, as the sellers in the Web-based consultation service market, are the key participators we need to focus on. To know more about the doctors, we seek to answer these questions in this paper: (1) which doctors provide Web-based consultation services, (2) how many patients do they serve, and (3) how much do they charge for the Web-based service? We discuss the development of Web-based consultation across departments and provinces. We considered doctors’ technical levels, hospitals, departments, and locations to answer the questions. We also compared the condition of doctors’ online service with the average level of offline service to understand the online data more exactly.

Methods

Data

As mentioned in the previous section, we obtained the data of doctors who provided Web-based consultation service from Haodf—a Web-based medical service platform. The platform is the Yelp for doctor information in China, which lists information of doctors from all over the country and was first built in 2006. Haodf promoted the online review system and the online doctor-patient communication system. Currently, it covers more than half a million doctors for patients to review, according to their own report. Nearly 200,000 doctors have registered and connected with patients through it. Doctors provide Web-based consultation on the website through phones, messages, and graphs in their spare time at a price set by themselves. The rich information about the doctor makes Haodf a perfect platform for doctors to improve reputation. The adoption rate of Haodf as a Web-based consultation platform by doctors is higher than other Web-based consultation platforms [14].

The data of more than 170,000 doctors registered on the platform were collected on March 23, 2017, and September 23, 2017 (we just included doctors in Mainland China, excluding doctors from Hong Kong, Macao, and Taiwan). We removed the data of doctors (1) who did not provide Web-based consultation service when we collected the data; (2) who had not been marked as chief physician, associate chief physician, attending physician, or resident physician; and (3) whose records had missing or abnormal values. We finally got 88,308 doctors who provided Web-based consultation services on the website. The data included a doctor’s title, hospital, department, location, services provided, fee for the consultation service, and number of patients served in the past half year. These variables are described in Table 1.
Table 1. Description of the variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>Doctor’s technical title, values could be chief physician, associate chief</td>
</tr>
<tr>
<td></td>
<td>physician, attending physician, resident physician (from senior to junior</td>
</tr>
<tr>
<td></td>
<td>levels). The title could indicate the doctor’s work experience and technical</td>
</tr>
<tr>
<td></td>
<td>level [15].</td>
</tr>
<tr>
<td>Hospital</td>
<td>The hospitals in China are divided into 3 levels by the government according</td>
</tr>
<tr>
<td></td>
<td>to hospital functions, facilities, and technical strength. Hospitals where</td>
</tr>
<tr>
<td></td>
<td>the doctor works, values could be level 1 hospital, level 2 hospital, or</td>
</tr>
<tr>
<td></td>
<td>level 3 hospital (level 3 is the best).</td>
</tr>
<tr>
<td>Department</td>
<td>Department, values could be cancer, internal medicine, ophthalmology and</td>
</tr>
<tr>
<td></td>
<td>otorhinolaryngology, psychiatric, gynecology-obstetrics-pediatrics,</td>
</tr>
<tr>
<td></td>
<td>dermatology, surgery, traditional Chinese medicine, and others.</td>
</tr>
<tr>
<td>Location</td>
<td>The 31 provinces and municipalities in Mainland China, excluding Hong Kong,</td>
</tr>
<tr>
<td></td>
<td>Macao, and Taiwan.</td>
</tr>
<tr>
<td>Online ratio</td>
<td>Number of online doctors/numbers of offline doctors.</td>
</tr>
<tr>
<td>Workload</td>
<td>Number of patients a doctor serves per day on Haodf. (We took a doctor’s</td>
</tr>
<tr>
<td></td>
<td>total patient number on March 23, 2017, and September 23, 2017, then, we</td>
</tr>
<tr>
<td></td>
<td>subtract the previous number from the last one to get the total number of</td>
</tr>
<tr>
<td></td>
<td>patients in the half year. Finally, we get doctor’s total patient number</td>
</tr>
<tr>
<td></td>
<td>divided by 183.)</td>
</tr>
<tr>
<td>Fee</td>
<td>Consulting fee.</td>
</tr>
</tbody>
</table>

Method

Swanson pointed out in 1971 that “Thinking without comparison is unthinkable. And, in the absence of comparison, so is all scientific thought and scientific research.” To understand the status of Web-based consultation services, we described the doctors’ providing Web-based service, patients number, and service price and showed the difference of that across doctors with different technical levels, hospitals, departments, and locations. We also compared consultation services of online doctors and offline doctors. We got the corresponding statistics of doctors providing offline service from the China Health and Family Planning Statistics Yearbook 2017 [16]. The data include the number of doctors in hospitals; departments and provinces at the end of 2016; as well as the number of patients in hospitals, departments, and provinces in 2016.

To answer “who provides Web-based consultation service,” we listed the number of online and offline doctors, and then calculated the online ratio of doctors with different titles, hospital levels, departments, and geographical locations. To answer “how many patients do the Web-based doctors serve,” we described the workload distribution on Haodf among doctors with different titles, hospitals, departments, and locations. Then, we made use of the Bonferroni multiple comparison procedures (BMCP) [17] to compare the patient’s number of doctors across the subgroups. To exclude the impact of offline doctor-patient distribution among subgroups, we further considered the offline patient number per doctor. With the z test, we compared the online patients’ number with adjusted online patients’ number per doctor (offline doctor number × average of online patients’ number per doctor). As there was no exact offline patient data from March 2017 to September 2017, we adopted the distribution data of patients in 2016.

To answer “what’s the price for the services,” we described the price distribution among doctors with various titles, different hospitals, different departments, and different geographical positions. Then, we made use of BMCP to compare the price of the service across the subgroups.

Results

Who Provides Web-Based Consultation Service?

We described the characteristic of doctors who provide Web-based consultation and then compare online and offline doctors based on technical level, hospital, department, and location. The results are listed in Table 2 and Figure 1. There are 1,680,062 doctors in China according to the China Health and Family Planning Statistical Yearbook 2017 [16]. Of these, 5.3% provided Web-based consultation on Haodf as of September 23, 2017.

Referring to doctors’ experience and skill level, 15.1% of chief physicians provide Web-based consultation, whereas the online ratio decreases as doctors’ experience decreases. The percentages of associate chief physicians, attending physicians, and resident physicians providing Web-based consultations are 8.4%, 5.3% and 2.2%, respectively. Chief physicians and associate chief physicians, who can be called experts, account for nearly 50% of all online doctors, whereas they only account for 25.5% of offline doctors. In the platform, attending physicians get the highest proportion (30,802/88,308, 34.9%) and resident physicians get the lowest proportion (13,440/88,308, 15.2%). In the offline environment, resident physicians get the highest proportion (601,462/1,680,062, 35.8%) and chief physicians get the lowest proportion (119,284/1,680,062, 7.1%).

In addition, 9.4% of level 3 hospital doctors provide Web-based consultations, which account for 84.8% of the total number of doctors who provide Web-based consultation. 1.8% of level 2 hospital doctors provide Web-based consultations, which account for 13.0% of the total number of doctors who provide Web-based consultation. However, doctors from level 1 hospitals and no-level hospitals account for just 2.2% of all online doctors.
### Table 2. Doctor distribution in the online platform and offline hospitals.

<table>
<thead>
<tr>
<th>Doctor numbers</th>
<th>Online, n (%)</th>
<th>Offline, n (%)</th>
<th>Online ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All doctors who provide consultation services</td>
<td>88,308 (100.0)</td>
<td>1,680,062 (100.0)</td>
<td>5.3</td>
</tr>
<tr>
<td><strong>Title</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chief physician</td>
<td>18,030 (20.4)</td>
<td>119,284 (7.1)</td>
<td>15.1</td>
</tr>
<tr>
<td>Associate chief physician</td>
<td>26,036 (29.5)</td>
<td>309,131 (18.4)</td>
<td>8.4</td>
</tr>
<tr>
<td>Attending physician</td>
<td>30,802 (34.9)</td>
<td>581,301 (34.6)</td>
<td>5.3</td>
</tr>
<tr>
<td>Resident physician</td>
<td>13,440 (15.2)</td>
<td>601,462 (35.8)</td>
<td>2.2</td>
</tr>
<tr>
<td>Unknown</td>
<td>0(0)</td>
<td>68,883 (4.1)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Hospital</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level 3</td>
<td>74,899 (84.8)</td>
<td>795,043 (47.3)</td>
<td>9.4</td>
</tr>
<tr>
<td>Level 2</td>
<td>11,454 (13.0)</td>
<td>643,167 (38.3)</td>
<td>1.8</td>
</tr>
<tr>
<td>Level 1</td>
<td>718 (0.8)</td>
<td>115,114 (6.9)</td>
<td>0.6</td>
</tr>
<tr>
<td>No level</td>
<td>1237 (1.4)</td>
<td>126,738 (7.5)</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Department</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>2983 (3.4)</td>
<td>18,481 (1.1)</td>
<td>16.1</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>16,231 (18.4)</td>
<td>372,974 (22.2)</td>
<td>4.4</td>
</tr>
<tr>
<td>Ophthalmology-otorhinolaryngology</td>
<td>8389 (9.5)</td>
<td>132,725 (7.9)</td>
<td>6.3</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>1600 (1.8)</td>
<td>16,801 (1.0)</td>
<td>9.5</td>
</tr>
<tr>
<td>Gynecology-obstetrics-pediatrics</td>
<td>12,955 (14.7)</td>
<td>225,128 (13.4)</td>
<td>5.8</td>
</tr>
<tr>
<td>Dermatology</td>
<td>3334 (3.8)</td>
<td>18,481 (1.1)</td>
<td>18.0</td>
</tr>
<tr>
<td>Surgery</td>
<td>24,030 (27.2)</td>
<td>223,448 (13.3)</td>
<td>10.8</td>
</tr>
<tr>
<td>Traditional Chinese medicine</td>
<td>8393 (9.5)</td>
<td>223,448 (13.3)</td>
<td>3.8</td>
</tr>
<tr>
<td>Others</td>
<td>10,393 (11.8)</td>
<td>448,577 (26.7)</td>
<td>2.3</td>
</tr>
</tbody>
</table>

**Figure 1.** The doctors’ distribution in Mainland China.

Surgery (24,030) and internal medicine (16,231) had the largest number of online doctors. The online ratio of doctors in the dermatology (3,334/18,481, 18.0%), cancer (2,983/18,481, 16.1%), surgery (24,030/223,448, 10.8%), and psychiatry (1,600/16,801, 9.5%) departments providing Web-based consultation are higher than those in other departments. In these 4 departments, doctors in each department account for just 1% of all nationwide doctors, except for surgery (223,448/1,680,062, 13.3%). In the ophthalmology-otorhinolaryngology (8,389/132,725, 6.3%), gynecology-obstetrics-pediatrics (12,955/225,128, 5.8%), internal medicine (16,231/372,974, 4.4%), and traditional Chinese medicine (8,393/223,448, 3.8%) departments, doctors are less likely to provide Web-based services. **Figure 1** shows the number of online doctors and online ratio of doctors in Chinese provinces and cities.
mainly come from provinces and cities located in eastern China; in particular, the coastal provinces have more than 4000 online doctors. In most northern and western provinces of China, there are no more than 2000 online doctors. Most provinces and cities in east and midland China have more than 4% of online doctors, which is higher than other regions. Specifically, more than 16% of doctors are online in Beijing and Shanghai. Ningxia Autonomous Region, located in northwest China, also has more than 12% of doctors online.

**How Many Patients Does the Online Doctor Serve?**

We describe the average patient number a doctor serves in 1 day as the workload for the doctor. Overall, 33.04% of doctors who provided Web-based consultation service got no patients in the past half year. The average online workload of doctors is higher than 75%, which means very few doctors got most of the patients.

We compared the workload of online doctors with that of offline doctors. The average workload of online doctors is 0.38 patients per doctor per day, whereas the average workload of offline doctors is 5.32 patients per doctor per day. The ratio of online doctors’ workload to offline doctors is 1:14.

**Figure 2** shows the workload distribution of online doctors with different titles, the average workload of chief physicians (0.64), associate chief physicians (0.43), attending physicians (0.28), and resident physicians (0.15) decreased with the decline of doctors’ experience and skill level. With BMCP, the online workload for chief physicians is significantly higher than that of associate chief physicians ($P<.01$), the associate chief physicians are significantly higher than attending physicians ($P<.01$), the Attending Physicians are significantly higher than Resident Physicians ($P<.01$).

The workload distribution for online doctors from hospitals is shown in **Figure 3**. The workloads for doctors from level 3 hospitals are significantly higher than those from level 2 hospitals ($P<.01$) and level 1 hospitals ($P<.01$). Thus, high-level hospitals are more attractive to online patients.

**Figure 2.** Distribution of online and offline patients per doctor across various titles.
Figure 3. Distribution of online and offline patients per doctor across hospitals.

Figure 4 shows the distribution of online workload across departments. With BMCP, dermatology, ophthalmology-otorhinolaryngology, and gynecology-obstetrics-pediatrics are significantly higher than other departments. The workload in psychiatry department is not significantly different from that of most other departments. The online workloads of doctors in the departments of cancer, internal medicine, surgery, and traditional Chinese medicine are lower than the above departments. With z test, the online workload of doctors is compared with the adjusted online workload, ophthalmology-otorhinolaryngology and surgery are significantly higher than the adjusted value, whereas cancer, internal medicine, psychiatry, gynecology-obstetrics-pediatrics, dermatology, and traditional Chinese medicine are significantly lower than the adjusted value.

Figure 5 shows the workload of online and offline doctors in the provinces of China. The offline workloads in Beijing, Shanghai, and most coastal provinces and cities are above 6, whereas the offline workloads in other provinces range from 2 to 6, with no big difference across these provinces. There are 6 provinces with online workloads lower than 0.3 located in the north and west of China. However, the online workloads for most provinces range from 0.3 to 0.4. Beside Beijing and Shanghai, there are also several provinces located in the west of China with online workloads higher than 0.4. In summary, the online workloads are more evenly distributed in cyberspace than offline.

What Is the Price for the Services?

We show the price distribution in Figures 6-8. The average price of a Web-based consultation is ¥32.3. More than 75% of doctors charge no more than ¥32.3—the average fee. The average fee for chief physicians (CFee, ¥56), associate chief physicians (ACFee, ¥37), attending physicians (AFee, ¥23), and resident physicians (R Fee, ¥15) decrease with the decline in experience and skill level. With BMCP, the descending order (CFee > ACFee, ACFee > AFee, AFee > RFee) are significant at .05. The average price for Web-based consultation by doctors from level 3 hospitals is ¥35, twice that of doctors from level 2 and level 1 hospitals.

The price distribution of Web-based medical consultation service varies greatly among different departments. According to the result of BMCP, doctors from psychiatry, gynecology-obstetrics-pediatrics, and dermatology charge more than doctors in other departments. Doctors from traditional Chinese medicine charge an average fee of ¥23, which is lower than any other department.

As shown in Figure 9, doctors from Beijing, Tianjin, and Shanghai charge the highest prices for Web-based consultation services, more than ¥40. In most provinces of eastern and central China, consultation fees range from ¥20 to ¥30. Doctors from western and northern China charge an average fee of no more than ¥20.
Figure 4. Distribution of online and offline patients per doctor across departments.

Figure 5. Workload for online and offline doctors in Mainland China.
Figure 6. Distribution of price of Web-based consultations across various doctors’ titles.

Figure 7. Distribution of price of Web-based consultations across hospitals.
Figure 8. Distribution of price of Web-based consultations across departments.
Discussion

Principal Findings

We described the status of doctors’ Web-based consultation service on Haodf in September 2017. The platform has become a market for doctors and patients to exchange Web-based consultation service. In China, 6.1% of doctors visit the Web-based consultation platform frequently [14]. There are 88,308 doctors providing Web-based consultation on Haodf in their spare time, accounting for 5.3% of all doctors in China. The adoption rate of Haodf by doctors is higher than of other Web-based consultation platforms [14]. The platform covered doctors from nearly all medical departments all over the country. Therefore, the dataset will assist us to understand the current status of doctors’ Web-based consultation in China.

Doctors with senior titles or from top-level hospitals, which are the mark of quality service in both the online and offline environment, are more likely to provide Web-based consultation services on Haodf. Doctors with junior titles or from low-level hospitals are less competitive compared with quality doctors in the Web-based consultation platform, which decreases their positivity toward participation. Furthermore, the quality doctors have higher demand on the internet [8], and the high demand attracts more quality service providers to enter the Web-based consultation market.

Quality doctors are more appealing to patients in the online environment than offline. At the same time, the fees for Web-based consultation service are highest for quality doctors with senior titles or from top-level hospitals. This shows the existence of the Matthew Effect: quality doctors who get more patients and wealth offline than other doctors could get even more resources from an online environment [8]. With patients’ increased demand for quality doctors, the platform could help quality doctors to make good use of their spare time to serve more patients. Web-based platforms reduce the cost of searching and accessing quality health care. A large number of quality doctors from all over the country serve on Web-based consultation platforms, providing patients with more options than offline environments. The platform also collects a large amount of information about doctors to provide references for patients, including reputation and experience. With this information, patients can easily find quality doctors from all over the country. Without time and space limitations, patients can communicate with any doctor on the platform through the internet.

Price of the Web-Based Consultation Service

The average price for Web-based consultation service is ¥32, which is higher than the price of offline consultation. The doctor’s service is priced mostly by the government and the hospital, especially in the public hospitals, which account for the majority of hospitals in China. For example, the offline consultation price in Anhui is from ¥1 to ¥20 [18] and in Hubei is no more than ¥25 [19,20]. However, the price of Web-based consultation is lower than that of offline consultation in some developed countries. A traditional office visit typically costs US $150 in the United States [21,22] and £100 to £250 in the United Kingdom [23]. Teladoc (from the Unites States) charges US $49 for each consultation, whereas Mdlive (from the United States) charges US $45 per consultation and PushDoctor (from the United Kingdom) charges £20 for 1 consultation. The cost of time could be a reason for the difference. In China, an offline
consultation usually takes about 2 min [24]. Offline consultation usually takes 21 min in the United States and 15 min in the United Kingdom [25]. Web-based consultation could be an unlimited asynchronous message communication or 10 to 20 min through cell phones or videos, which will cost more of the doctor’s time than serving an offline patient. In China, the price for offline service is set by the government based on the doctor’s title, hospital’s level, and location. However, the price of Web-based consultation on the platform ranges from ¥1 to ¥1000. The price of Web-based consultation is set by doctors themselves, which reflects the value of doctors’ self-evaluation.

**Web-Based Consultation Service in Each Department**

There are wide variations in the status of Web-based consultation among doctors in different departments. Table 3 compares the providing of Web-based consultation in each department. In dermatology, ophthalmology-otorhinolaryngology, and gynecology-obstetrics-pediatrics, the online doctor ratio, the online doctor workload, and the price are higher than their average levels, respectively. Doctors in these departments like to provide Web-based services and sell their service at a higher price. This shows good development of a submarket in these departments. In dermatology, the visual examination of the skin is often the key part of the consultant’s physical examination [26]. The visual nature makes dermatology an obvious candidate for telemedicine techniques, and the feasibility and reliability of teledermatology is already well established [27]. The well-developed online market for gynecology-obstetrics-pediatrics should result from the high demand for quality service in this department. There is a shortage of doctors for this department in China [28], which leads to overcrowding in hospitals. The less crowded online consultation platform could be an alternative choice. Although children are always the focus of a family and the extended family in Chinese culture, an Web-based consulting service that is not limited by time or space is ideal if an urgent need arises. Web-based consultation in psychiatry has occurred since the mid-1990s [29]. There are no known absolute exclusion criteria or contraindications for any specific psychiatric diagnoses, treatments, or populations [30]. Psychiatry is an ideal fit for Web-based consultation [30]. In traditional Chinese medicine, compared with the high offline patient number per doctor, the low online doctor ratio, online workload, and price show this is a poorly developed online submarket. Traditional Chinese medicine practitioners prefer the 4 ways of diagnosis—“look, listen, question and feel the pulse” [31], which are difficult to do in the online environment. In cancer and surgery, the high online ratio and the low online workload show the excess supply of doctors and low demand in these 2 departments. High remuneration in these 2 departments leads medical students to choose these specialties [32], which decreases the patient numbers for each doctor. Providing Web-based consultations could give doctors an optimal opportunity to access more patients. Furthermore, Web-based consultations are a good opportunity to give or get a second opinion. In internal medicine, online doctor ratio, online patient number per doctor, and the price are lower than the average values. To cope with the aging population and increase in chronic diseases, the government has increased the allocation of medical resources in internal medicine, which temporarily leads to more doctors and fewer patients per doctor. The low online ratio may be because some physical examination, which is the basis for diagnosis, is not possible on the platform.

**Table 3. Comparison of Web-based consultation provision in each department.**

<table>
<thead>
<tr>
<th>Department</th>
<th>Online ratio</th>
<th>Price</th>
<th>Online workload</th>
<th>Adjusted online workload</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>++</td>
<td>+</td>
<td>b</td>
<td>–</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Ophthalmology-otorhinolaryngology</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>+</td>
<td>+</td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>Gynecology-obstetrics-pediatrics</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Dermatology</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Surgery</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Traditional Chinese medicine</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Others</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

aThe value is significantly higher than the average value of all online doctors.
bThe value is significantly lower than the average value of all online doctors.
cThe value has no significant difference from the average value of all online doctors.

**Web-Based Consultation Service in Provinces**

Beijing and Shanghai have higher online ratio, workload, and fees for Web-based consultations than other provinces. As the economic centers of China, Beijing and Shanghai have more top hospitals [33] and more famous doctors [34]. The quality medical resources attract patients from all over the country.

Without transportation cost, Web-based consultations become an excellent way to access the quality medical service in Beijing and Shanghai. Quality doctors and easy access lead to the high demand for Web-based service of doctors in these places. The quality and large demand result in higher fees for the Web-based service of these doctors. The high demand and high remuneration encourage the doctors’ participation, which shows...
as the high online ratio. Furthermore, having centralized quality doctors leads to fierce competition among doctors in Beijing and Shanghai. Reputation is a good way to stand out from the crowd, and Web-based service is a good way to build reputation. The Web-based platform can be an optional channel for doctors to communicate with offline patients as well.

The workloads are more evenly distributed across provinces in the online environment. This may be because of the platform’s triage and market power. The platform has a large number of online doctors from all over the country and shares their detailed information. The platform helps patients find the right doctor nearby rather than contending for quality doctors who are overbooked. The platform could balance the workload among all its doctors with appropriate professional competence. Compared with the offline market, which is affected by the government’s macroplan, the online market is easier to enter and leave. Doctors could become an online doctor by connecting to the internet. The internet covers 55.8% of people in China, more in cities [35], and doctors are more likely to adopt the internet. Nearly all offline doctors are potential online market entrants. Doctors could simply choose to enter or leave the market according to the market size.

It is well to remember that Ningxia Autonomous Region, located in west China where the economy is less developed and medical resources are scarce, has a higher percentage of doctors online than all other provinces except Beijing and Shanghai. This could be caused by the policies and the government’s intervention. The local government of Ningxia Autonomous Region published Yinchuan Internet Hospital Management Working System (trial) and Yinchuan Internet Medical Institution Supervision and Management System (trial) in August 2016. They are the first internet hospital regulations in China. The promotion policies are directly related with the doctor’s income and attract doctors to provide online consultation. At the same time, the online workload and service fee are very low compared with other provinces. This shows that policies could guide doctor participation although they may not attract patients.

Conclusions
There are 88,308 doctors providing Web-based consultation in their spare time on Haodf as of September 23, 2017, accounting for 5.3% of all doctors in China. There are 0.38 patients per online doctor per day on average. The average price of Web-based consultation is ¥32.3, which is higher than the price for offline consultation. The online submarkets for dermatology, psychiatry, and gynecology-obstetrics-pediatrics are better developed than for other departments such as internal medicine and traditional Chinese medicine. Government policy could promote doctors’ participation in Web-based consultation.

The first contribution of this paper is that it is the first study, or one of the first, to examine the status of the provision of Web-based consultation in China. This study explores the status of doctors in each department and location providing Web-based consultation services. This paper could be a reference for Web-based medical service providers to establish Web-based consultation services, for doctors to make decisions about Web-based consultation, and for government policy making.

Limitations
This research has some limitations. First, we included just one of the Web-based consultation platforms, although it is the most acceptable one. Second, we only have the aggregate data of all offline doctors in China instead of each doctor’s detailed information.
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Abstract

Background: Inflammatory bowel disease (IBD), comprising Crohn disease and ulcerative colitis, affects 1 to 3 million people in the United States. Telemedicine has shown promise in IBD. The objective of this study, telemedicine for patients with IBD (TELE-IBD), was to compare disease activity and quality of life (QoL) in a 1-year randomized clinical trial of IBD patients receiving telemedicine versus standard care. Treatment groups experienced improvements in disease activity and QoL, but there were no significant differences between groups. Study adherence to the text-based intervention was less than 80%, the targeted goal.

Objective: To understand adherence to remote monitoring, the goal of this qualitative assessment was to obtain TELE-IBD trial participants’ perceptions, including their recommendations for future monitoring.

Methods: In this study, patients attending 3 tertiary referral centers with worsening IBD symptoms in the previous 2 years were eligible for randomization to remote monitoring via SMS text messages (short message service, SMS) every other week, weekly, or standard care. Participants (n=348) were evenly enrolled in the treatment groups, and 259 (74.4%) completed the study. For this study, a purposive sample of adherent (N=15) and nonadherent (N=14) patients was drawn from the TELE-IBD trial population. Adherence was defined as the completion of 80% (278/348) or more of the weekly or every other week self-assessments. Semistructured interviews conducted by phone surveyed (1) the strengths and benefits of TELE-IBD, (2) challenges associated with using TELE-IBD, and (3) how to improve the TELE-IBD intervention. Interviews were recorded, professionally transcribed, and coded based on a priori concepts and emergent themes with the aid of ATLAS.ti, version.7 qualitative data analysis software.

Results: Participants’ discussions centered on 3 elements of the intervention: (1) self-assessment questions, (2) action plans, and (3) educational messages. Participants also commented on text-based platform, depression and adherence, TELE-IBD system in place of office visit, and their recommendations for future TELE-IBD systems. Adherent and nonadherent participants prefer a flexible system that is personalized, including targeted education messages, and they perceive the intervention as effective in facilitating IBD self-management.

Conclusions: Participants identified clear benefits to the TELE-IBD system, including obtaining a better understanding of the disease process, monitoring their symptoms, and feeling connected to their health care provider. Participants’ perceptions obtained in this qualitative study will assist in improving the TELE-IBD system to be more responsive to patients with IBD.
KEYWORDS
inflammatory bowel diseases; Crohn disease; ulcerative colitis; qualitative research; telemedicine

Introduction
Inflammatory bowel disease (IBD), comprising Crohn disease (CD) and ulcerative colitis (UC) affects nearly 1 to 3 million people in the United States [1,2]. IBD are chronic diseases characterized by abdominal pain, diarrhea, bloody stools, fatigue, and extraintestinal manifestations [2]. The symptoms have a negative impact on quality of life (QoL) [3] and result in increased health care utilization [4-6]. Effective treatments exist for patients with IBD. However, a significant number of patients have suboptimal outcomes with standard care. Reasons for suboptimal outcomes include nonadherence [5,7], delays initiating treatment, inadequate monitoring, side effects [8,9], poor education [10,11], and lack of access to IBD care [12]. Telemedicine is increasingly being evaluated by health care systems and payers as an alternative service to address deficiencies in health care delivery [13,14].

The objective of this study, telemedicine for patients with IBD (TELE-IBD), was to compare disease activity and QoL in a 1-year randomized clinical trial of IBD patients receiving telemedicine versus standard care. Treatment groups experienced improvements in disease activity and QoL, but there were no significant differences between groups. Study adherence to the text-based intervention was less than 80%, the targeted goal [13]. To understand treatment adherence, the goal of the qualitative assessment reported here was to obtain TELE-IBD trial participants’ perceptions of the system, including their recommendations for future TELE-IBD monitoring.

Methods
Study Design, Setting, and Recruitment
Parent Randomized Controlled Trial
Study trial protocol and results of the parent randomized clinical study have been previously published [13,15]. Briefly, the TELE-IBD study was a multicenter, randomised, controlled, clinical trial conducted over 12 months. Participants were adults (mean 38.9, SD 12.3 years; 56.6% women) recruited from 3 academic medical center IBD specialty clinics. Participants in the intervention arms completed self-testing with TELE-IBD on either a weekly or every other week basis using a mobile phone–based platform. The system worked on both iPhone and Android operating systems. All but 3 patients used their own phone. A total of 3 patients received a mobile phone from the study for study trial use only.

Participants randomized to the control group received standard care. TELE-IBD was designed using a mobile phone for participants and a decision support server with website for staff and providers. The website provided an interface for staff and providers for participant profiles and collected data from each self-testing session. The provider could individualize alerts and action plans for each participant, if needed. A standard set of baseline action plans based on the criteria were available to providers. If predetermined criteria were not met after testing, simultaneous action plans and email alerts were sent to the participant and study team, respectively. The study team reviewed the information and if necessary, consulted the prescribing provider for management changes. Medication changes were updated in the participant profile and communicated to the participant.

Participants in the 2 intervention groups were prompted to respond to a series of SMS text messages (short message service, SMS) grading their IBD symptoms. To assess bowel symptoms and extraintestinal manifestations, abbreviated disease activity forms were used. CD participants completed a modified Harvey Bradshaw Index [16,17]. Overall well-being, abdominal pain, and diarrhea were core questions. UC and indeterminate colitis (IC) participants completed the Simple Clinical Colitis Activity Index [18,19]. Overall well-being, number of bowel movements during the day, and presence of blood in the stool were core questions.

After answering SMS text message questions about their symptoms, participants received a list of medication(s), dose(s), and direction(s). Participants were asked if they experienced any drug side effects. Participants were asked to describe and grade the severity (mild, moderate, or severe) of side effect; moderate to severe side effects generated an alert.

Alerts and action plans were customized for participants and generated based on responses to the core questions in the activity indices for CD, UC, and IC. Depending on the response, participants were assigned to a disease activity zone: the green zone represented patient remission or mild disease activity, the yellow zone represented moderate disease activity, and the red zone represented severe disease activity. Depending on the severity zone, the provider could select an action for the participant to begin.

TELE-IBD intervention participants received an educational tip twice weekly (W group) or every week (EOW group) and at the discretion of the provider. For example, the provider could send an SMS text message during flu season asking participants to obtain a flu vaccination.

Qualitative Assessment of the Telemedicine for Patients With Inflammatory Bowel Disease Intervention
Participants, Design, and Methods
For the descriptive qualitative assessment reported here, the purposive sample of adherent (N=15) and nonadherent (N=14) patients was drawn from the TELE-IBD trial population. To achieve this sample, 50 patients were contacted from each group of adherent and nonadherent patient participants. No patients refused out of disinterest; 1 patient was out of the country, and the remaining patients could not be contacted after multiple attempts. The final sample was not different from those who participated in this qualitative study. Adherence was defined as...
the completion of 80% or more of the weekly or every other week self-assessments; 3 core questions described above for each IBD condition had to be answered for the self-assessment to be considered adherent. Participants were contacted via telephone; interviewers described the qualitative study and determined participant willingness to participate in this follow-up study. Phone interviews were scheduled at the convenience of participants; the study was described again, and verbal informed consent was obtained. The study Interview Guide is included in the supplementary file as a Multimedia Appendix 1.

Data Analysis

Qualitative analysis was used to identify themes of participants’ interviews. A codebook of 24 codes was developed based on *a priori* concepts of interest, including symptoms, TELE-IBD core questions, action plans, education messages, and medications and themes that emerged from the SMS text message. Braun and Clarke’s 6 phases of thematic analysis was applied to organize and identify core themes and subthemes [20]. This approach included several steps by the research team including familiarization, professional transcription, generating initial codes, searching for themes, reviewing themes, and finally defining and deciding on meaningful themes. An iterative approach was adopted with the initial coding performed by ER and SC following the completion of the first set of 10 interviews (5 adherent, 5 nonadherent). Subsequent interviews were then conducted and transcribed incrementally with data analysis occurring simultaneously, and new codes were added from the dataset to ATLAS.ti, version 7. ER, SC, and KE reviewed the transcripts and codes during this process until consensus was reached by all members of the research team. Pattern saturation was achieved (and data collection ceased) when no new themes emerged, determined by the point in analysis where no new codes would provide additional value to the identified themes. A qualitative research team member coded each interview in ATLAS.ti, version 7. A second team member independently reviewed the coding for missed codes or alternative interpretations. Discrepancies were discussed between coders.

The process involved sorting and sifting through the narratives to confirm coding and resolve discrepancies in interpretation and meaning. Coded narrative was then compared across the adherent and nonadherent participants. On the basis of comparative analysis, coded narratives were used to develop higher order themes related to their meanings. Team members then reviewed individual transcripts to identify how themes were embedded within the complete interviews. This served to reach consensus on the narrative meaning. Finally, codes were analyzed to determine patterns within and across the adherent and nonadherent participants. Team members also reviewed individual transcripts to identify how themes were embedded within the complete interview. This review served as an important qualitative validity check.

Interviews lasted between 18 to 54 min and examined perceptions of (1) the strengths and benefits of the text-based intervention (TELE-IBD system), (2) challenges associated with using the TELE-IBD, and (3) how to improve the system. The study protocol was reviewed and approved by the Human Research Protection Office at the University of Maryland, Baltimore.

Measures

Interview guide questions created by study team members were based on (1) the strengths and benefits of TELE-IBD, (2) challenges associated with using TELE-IBD, and (3) how to improve the TELE-IBD intervention (see supplementary materials).

Results

Participant Characteristics

Adherent (n=15) and nonadherent (n=14) participants completed interviews (see Table 1). Participants represented patients with both CD (n=16) and UC (n=12) and 1 patient with IC. Both intervention groups were represented, although the majority were participants receiving every other week SMS text messages (69%).

https://www.jmir.org/2019/6/e14165/
Table 1. Demographic characteristics of participants from the telemedicine for patients with inflammatory bowel disease trial participating in qualitative analysis (N=29).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Adherent (n=15), n (%)</th>
<th>Nonadherent (n=14), n (%)</th>
<th>Total (N=29), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disease diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crohn</td>
<td>7 (47)</td>
<td>9 (64)</td>
<td>16 (55)</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>7 (47)</td>
<td>5 (36)</td>
<td>12 (41)</td>
</tr>
<tr>
<td>Indeterminate colitis</td>
<td>1 (7)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (47)</td>
<td>6 (43)</td>
<td>13 (45)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>14 (93)</td>
<td>14 (100)</td>
<td>28 (97)</td>
</tr>
<tr>
<td>African American</td>
<td>1 (7)</td>
<td>__a</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Protocol</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly SMS(^b) text messages</td>
<td>2 (13)</td>
<td>7 (50)</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Every other week SMS text messages</td>
<td>13 (87)</td>
<td>7 (50)</td>
<td>20 (69)</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.  
\(^b\)SMS: short message service.

Patterns/Themes

The findings include participants’ perceptions of the 3 main components of the TELE-IBD system: (1) self-assessment questions, (2) action plans, and (3) educational messages. The main themes identified by participants are summarized in Table 2. We also addressed specific questions posed by the University of Maryland School of Medicine TELE-IBD team (RC, KR, CQ) regarding text-based platform, depression and adherence, TELE-IBD system in place of office visit, TELE-IBD perceptions, and participants’ recommendations for future TELE-IBD systems.

Table 2. Summary of themes from qualitative interview of patients from the telemedicine for patients with inflammatory bowel disease trial.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
</table>
| TELE-IBD\(^a\) self-assessment questions | • Improved awareness of symptoms and health status  
• Two-way connection with the treatment team  
• Creates digital log of symptoms and weight  
• Easy to respond | • Repetitive when asymptomatic  
• Unwanted or ill-timed reminder of disease  
• Relevance when experiencing atypical symptoms  
• Source of alarm regarding potential symptoms  
• Risk of fixating on weight |
| TELE-IBD action plans          | • Reminder to maintain routine, take medications  
• Prompted calls from the treatment team | • Accuracy of zone rating—unable to provide context for responses or correct data entry errors  
• Unable to indicate call back is not needed |
| TELE-IBD educational messages | • Improved health literacy: (1) understanding of the disease process and treatment and (2) vocabulary for communicating with treatment team  
• Provides information to share across social network  
• Similar to a trivia game | • Repetitive over time  
• Not tailored to specific disease type  
• Not helpful for those already well-informed |
| Text platform                  | • Convenient  
• Ease of connection with provider | • Response window/timed lockouts  
• Cell phone provider problems  
• Inconvenient timing of messages  
• No opportunities to elaborate or correct responses |

\(^a\)TELE-IBD: telemedicine for patients with inflammatory bowel disease.

Self-Assessment Questions

Both adherent and nonadherent participants had positive and negative perceptions of the core assessment questions. In terms of the benefits of the core assessment questions, participants suggest the assessments improved their awareness of their symptoms and health status. Numerous examples of this perception are found across adherent and nonadherent participants:

*It was a beneficial kind of reminder to, you know, like “hey, let me think about this - Ah, I’m feeling good.”*  
[Nonadherent participant]
I actually kind of liked having to do it because it was kind of like, you know, bam another good week, bam another good week. It was almost like setting personal records or something. [Nonadherent participant]

All the questions that they asked seemed like they actually pertained to things that all I had, I could possibly have going on, and I might actually say “yes” to a lot of them...it would kind of give me a little heads up I guess if I should definitely go ahead and schedule an appointment to get in there to see them. [Adherent participant]

It inspired me to...keep an eye on my weight and so really pay attention to what was going on and not wait until I was in fold over pain. [Adherent participant]

Participants also reported that the assessment questions created and sustained an important 2-way connection with their health care provider. Through remote monitoring, the patient had an efficient, ongoing means for alerting the provider to problems. Simultaneously, the provider could alert the patient if the symptoms were cause for concern. Knowing that the provider’s office was receiving and reviewing participants’ responses was reassuring. A total of 1 participant described there was peace of mind in “monitoration.” Participants also appreciated that their responses formed a log that the provider could then review and discuss. Flare-ups and weight changes that occurred between scheduled office visits were documented, providing a more comprehensive portrait of the participant’s disease experience.

Participants across the sample viewed the assessment questions as straightforward and easy to answer. Participants did not report embarrassment in recording their responses. The general consensus across the sample was that weekly assessments worked well, but as is discussed next, entering regular assessments when one is feeling well can be tedious.

Critiques of the assessment questions often revolved around perceptions that the questions were (1) repetitive, particularly when not in a flare or (2) “generic” that is, did not address symptoms that the participant experienced. Both adherent and nonadherent participants raised these concerns. For example, regarding the tedious nature of the assessments, adherent and nonadherent participants described:

> When you’re not in a flare and these messages keep coming and it’s the same thing, and you’re like, ’oh, God, I’m answering the exact same questions over and over and over again. That’s when, you know, like after like tenth time, you’re just like, ‘gee.’ [Adherent participant]

> Sometimes I felt like I got too many texts, I was like, “I’m okay!” you know. But I would reply. [Nonadherent participant]

The assessment questions also at times could be “scary” if the participant had not encountered a specific symptom (eg, questions about fistulas) or served as unwanted reminders of one’s disease during a period of remission.

Many believed the content of questions were appropriate. However, for participants who had unusual symptoms or other autoimmune disorders, the questions did not seem relevant. These participants indicated they would have preferred more individualized assessment questions.

Participants’ conflicting attitudes toward tracking their weight also should be recognized. Although many participants perceived regular weigh-ins as a helpful, independent indication of their disease status, others were concerned about fixating on the scale:

> It’s one of those things where I think it was helpful and I think it’s a really good thing for the doctor to see but sometimes I don’t like weighing myself. Right now I don’t keep a scale in my house because I don’t really necessarily want to know the number. I can tell when I’m losing weight and I don’t really like obsessing about that number. I know for medical purposes you’re going to want to track things that have a numerical value but I mean I can tell by the way I feel and how my clothes are fitting and how I look if I’ve been losing weight or anything... [Adherent participant]

Finally, even if participants critiqued the core assessment questions, they perceived that the assessment process could be helpful for others:

> I’m going to be on top of it whether I have this text messaging or not. [...] It’s not going to help all. Some of them, it’s not going to matter, but I believe it will help some of them. It will push some of them along, you know, to go and get the proper treatment and not delay, and to be honest with your doctor about your symptoms and everything. [Adherent participant]

**Action Plans**

Participants had difficulty recollecting the action plans, often needing reminders from interviewers that the system provided a green, yellow, or red zone indicator at the end of the assessment. Although appreciative of the reminder to take their medication or to continue with their routines, participants who were mainly in the green zone did not remember receiving an action plan.

Those who did recollect receiving yellow or red indicators when they were not feeling well, which resulted in a call-back from the providers’ nurse staff, were often appreciative of the ease and immediacy of the contact with the provider’s office. As 1 adherent participant described, knowing symptoms would produce a TELE-IBD action plan was helpful:

> I knew, OK if it was Wednesday, I know I’m getting the call Thursday so I would just wait and do that instead of calling the nurse and saying, “Hey this is what’s going on.” If I knew it was something that would put me in the yellow zone, I would just wait... [Adherent participant]

> I really liked it believe it or not because I was able to provide feedback on a weekly basis and I was often, depending on my answers, getting calls immediately practically from the doctor or nurse. She’s like, “what’s going on?”...OK, I’ll talk to the doctor and...
we’ll do whatever if need be. I thought that was awesome. [Nonadherent participant]

The primary critique of the action plans was that the zone ratings were not perceived as accurate, and participants felt they had no means to provide explanatory information. Participants indicated, for example, that at times their assessments and subsequent zone ratings reflected other illnesses, life events, or even data entry errors. Rather than receiving the call from the provider’s office, participants would have liked to have been able to indicate why no follow-up was needed.

Educational Messages

Participants described mixed perceptions of the educational messages. Enthusiasm for the educational messages did not vary by adherence status or whether the participant was in remission at baseline.

Participants who liked the educational messages appreciated learning more about the disease, the intestinal system, diet strategies, and terminology that could then be used when talking with their health care provider. Participants who liked the messages described them as “enlightening,” “kinda fun,” and helpful “trivia.” To these participants, the educational messages reinforced their health literacy; as one described:

*I got all these things in the back of my mind that hey, this could be something, you know, it just makes it easier to, you know, catch that in the future.* [Adherent participant]

Another indicated the messages served as important refreshers, or “a ha” moments that helped her more quickly identify symptoms:

*I was getting a lot of little snippets of information, parts of information I already knew but maybe forgot about so when I got the information it was like oh yeah, oh that’s right. So it was helpful in that sense and it helped me, I feel like I’m in more control of my body. I know when I’m getting the symptoms. I know when something starts to irritate me a lot quicker than I did in the past.* [Adherent participant]

Disease information then traveled along participants’ social networks, as participants indicated they would share messages with spouses or other family members with similar conditions.

The most common negative comment on educational messages was that over time the messages became repetitive. Participants recommended reducing the repetition and adding more information on vitamins, probiotics, or diet. Others commented that the messages were not relevant to their disease. For participants who had a long history with their illness or a strong understanding of its triggers, the education messages did not provide new insights, such as this nonadherent participant:

*I felt that they were kind of generic, but I also had been diagnosed and had been dealing with the UC for you know, probably over five years at that point.*

Participants who worked in an allied health field also felt the messages were not informative. It is important to note that participants who critiqued the educational messages commonly indicated that they believed the messages could be of great value to others. As a nonadherent participant with a clinical background suggested, “I can understand how it would be helpful for someone who was coming at it from a different perspective.”

Platform: Text-Based System

Participants generally approved of the mobile phone platform for the text-based telemedicine system. Among the participants for whom texting is a part of daily life, the system was a “short” and “convenient” way to monitor their symptoms and stay connected to their provider. Participants who did not like the mobile system objected to specific design features or noted problems attributed to their carrier.

Regarding design features, the chief design criticism was that data entry errors could not be corrected, and there was no means to communicate errors to prevent a call-back from their provider. Participants also perceived that the numerical response system did not fully capture their health status and were frustrated that there was not space in the system to elaborate on their current situation. Participants further noted that the timing of the SMS text messages became inconvenient over the course of the study if their work or family responsibilities changed.

Technical issues such as delayed responses from the TELE-IBD system were described as “extremely irritating,” significantly extending the amount of time required to complete the assessment. Participants perceived the response window as too short to accommodate the vagaries of life and issues caused by their cell phone providers. As 1 adherent participant described:

*It wasn’t necessarily inconvenient, but there were times that I would see that I got the messages and it was like a time sensitive, if you didn’t respond, you know, it wouldn’t prompt the next questions. So there were times that I missed like that particular like set of questions just because it, you know, it like timed out or I wasn’t able to finish answering because I was in class or busy or doing whatever.*

Participants who were not satisfied with the delivery mechanism noted that having an option for email delivery or some other type of survey delivery would be helpful. However, this should not be interpreted as a recommendation to switch entirely to an email system as others felt strongly that current delivery method was effective.

Depression or Mood Effect

The UM-SOM TELE-IBD team (RC, KR, CQ) found that depression correlates with adherence, especially among younger participants [21]. One 20-year-old participant (nonadherent) is a good example of this finding. He perceived the messages as a lifeline. He said he struggled to find people to talk to who would understand what he was going through:

*When I would get these messages, it made me feel better because it made me realize that I’m not actually the only one that had these kinds of problems. So, when I would get them, I would get a bit excited, a good bit excited and I would feel relieved. Like a ten-pound weight had been lifted off my shoulders or off my chest.*
In this study, emotions were tied closely to one’s health status. When in a flare, participants reported feeling stressed, depressed, or anxious. These participants were more likely than those who were not in a flare to be adherent to the TELE-IBD system core self-assessment questions. An adherent participant described what it was like to be in a flare, addressing indirectly how responding to the TELE-IBD system may have been part of the internal focus on one’s disease:

Well when I was in the flare-up, it was, I’m more, what’s the word, introverted, you don’t talk as much, you’re very concerned about what’s going on in your body, so you don’t focus on much more than that.

A nonadherent participant likewise eventually reasoned that feeling ill might lead one toward being more responsive:

I do suppose if, if someone were really feeling down about it, it could feel like one more burden of oh goodness why am I doing this. But on the other hand, if they’re having issues like that then that’s all the more reason to be in communication with their physician.

We also asked participants to reflect on the finding regarding depression. Several expressed surprise that being depressed is associated with adherence. A nonadherent participant responded by saying, “Ah!” and then, “Yeah, well it’s, it does feel like, you know, someone’s asking you how you’re doing and it’s a way to engage you for this from afar so I can definitely see that.” Another nonadherent participant could see how this might be: “I think when people feel poorly, they’re probably happy to answer as many questions as it’s going to take for them to get helpful information.” At the same time, an adherent participant cautioned that receiving TELE-IBD SMS text messages while being depressed might make someone more depressed:

If somebody was more depressed, I definitely think it would have affected them differently but I’m not sure if would be positive or negative. Maybe more negative because it’s a constant reminder that you kind of have the disease.

Finally, participants also indicated that the emotional impact of the disease was not well-incorporated into the system, for example, the core self-assessment questions. One participant explained:

I would say, and this isn’t just for the study but in general, I think a bigger focus on emotional impact of the disease and also the fatigue. I think a lot times you focus on, you know, weight and, and pain levels and other things but a lot of it is just, it’s very fatiguing and, you know, there’s a lot of malnutrition, malabsorption that goes on. So I think fatigue is just one, is, you know, it’s one of the more debilitating aspects and it’s surprisingly so, I think people focus on, it must have hurt, you know, stomach pain all the time but you kind of build a tolerance to that but it’s hard to build a tolerance to being tired all the time.

[Adherent participant]

Impact on Face-to-Face Office Visits or Other Forms of Clinical Care

Participants had mixed perceptions on how participating in a TELE-IBD system would impact their routine health care. Some indicated that if they were not having any IBD-related issues, checking in through the TELE-IBD system could substitute for a face-to-face visit. This was an especially attractive concept for participants who travel a long distance for provider office visits. However, others expressed concern that they would still want to meet with their provider twice a year or in the event of a flare. For example, 1 adherent participant who lived an hour from her provider expressed the system could help monitor, but:

I would still want to go in and make sure my medication is OK...Over the six months a lot of times I might develop like a question that I might want to ask and through that, you know, the text message you’re not able to necessarily do that. So, it’s nice to be able to go in and have that dialogue about certain things that I might be experiencing.

Adherence, Health Status, and Telemedicine for Patients With Inflammatory Bowel Disease Perceptions

A few patterns emerged regarding adherence, participants’ perceptions of the relevance of the system, and experiences with design and technical glitches.

First, regarding the relevance of the system, nonadherent participants were much more assertive in indicating they actively managed their disease and/or had a strong understanding of the disease (whether because of their own research, the length of time diagnosed, or their professional background), such that the system was less helpful to them than it may be to others.

Second, although both adherent and nonadherent participants experienced technical difficulties, discussions of the technical problems were much more salient among the nonadherent participants. The system became “extremely irritating” when the SMS text message questions timed out too quickly, extending the time required to complete the questions to 15 min or more.

Regarding the role of health status, both the adherent and nonadherent participants noted the value of the TELE-IBD system during a flare or when changing medications. The TELE-IBD system was clearly recognized as allowing for a more immediate and effortless way to communicate with the doctor’s office. It also is very reassuring to receive the doctor’s call back when experiencing symptoms. Although both groups reported the system was “repetitive,” the nonadherent tended to voice more strongly that the regular pings from the system were “annoying” when they were feeling well.

Discussion

Principal Findings

To our knowledge, this is the first telemedicine for IBD post-RCT qualitative study of adherent and nonadherent intervention participants. The main finding was that patients
prefer a flexible follow-up system that is personalized, including education messages that can be targeted to individual patients and decreased repetition. A telemedicine system that is 2-way communication, easily connecting patients with providers and provides “actionable” responses to patient self-assessment is preferred. Telemedicine implemented as an adjunct to patient-initiated consultations and self-management and regular office visits was identified as optimal approaches to meet the patients’ needs. The TELE-IBD system was reported by participants as effective in facilitating IBD self-management. Participants also considered the TELE-IBD useful in treatment decisions made with providers in-between office visits. New models of IBD telemedicine care could improve the patients’ experience of care and reduce or delay unnecessary health care utilization.

The TELE-IBD intervention in this study followed a participatory care framework by testing pilot feasibility [22,23] and acceptability, followed by a randomized clinical trial [13,15] and follow-up qualitative evaluation of adherence and nonadherence to the text-based intervention [24]. Evaluating performance at each of these phases is critical to the overall success of the intervention and to ensure that the system is safe and beneficial to patients. Although adherence in this study was targeted to 80% (actual=60%), this qualitative assessment demonstrates ongoing patient engagement to help mitigate problems associated with risk of attrition when evaluating new models of care such as telemedicine.

Limitations
We recognize the reported study has limitations. The qualitative assessments were from patients willing to be interviewed and may not be representative of all patients in the TELE-IBD clinical trial or other IBD patients considering a telemedicine system of care. We attempted to address this by recruiting adherent and nonadherent persons to be interviewed. Interviews occurred after use of the system. Memory or recall may have affected participants’ responses. Finally, it’s important to note that although clinicians and scientists have expectations for adherence, not all patients want to be “engaged” all the time. Patient engagement is a continuous behavior, and our assessment of adherence may have captured patient perceptions at a single point in time.

Conclusions
Participants, both adherent and nonadherent, identified clear benefits to the TELE-IBD system, including obtaining a better understanding of the disease process, monitoring their symptoms, and feeling connected to their health care provider. In this sense, TELE-IBD facilitates access to care, particularly for those who live a long distance from the provider and/or are reluctant to or have difficulty contacting the provider between scheduled office visits. Both educational messages and core assessment questions contribute to these perceptions of the TELE-IBD system. Such a connection is particularly welcome during an IBD flare and not as necessary when asymptomatic. Participants experienced considerable recall issues around the action plans, although could remember the color zones once prompted and appreciated knowing that they would receive a provider call if experiencing critical symptoms. Reminders regarding medication were appreciated by some, but others said the reminders were not necessary. The study reported here demonstrates the importance of qualitative assessment of participants’ views in technology-based interventions. On the basis of our results, future studies of revised remote monitoring systems in patients with IBD are needed. To promote patient engagement, future systems should include flexible options for testing (mode of testing and frequency of testing), reduce “irritant” factors such as timed lock outs and set testing schedules, and allow for corrections in responses. Furthermore, assessment of symptoms and receipt of action plans and educational messages should be as personalized as possible. Finally, remote monitoring should remain an adjunct to in-person monitoring.
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Abstract

Background: Depression and anxiety during the postpartum period are common, with psychotherapy often being the preferred method of treatment. However, psychological, physical, and social barriers prevent women from receiving appropriate and timely psychotherapy. The option of receiving psychotherapy through videoconferencing (VC) during the postpartum period presents an opportunity for more accessible and flexible care.

Objective: The aim of this study was to assess the feasibility, acceptability, and preliminary effectiveness of optional VC added to usual office-based psychotherapy, with a psychotherapist during the postpartum period.

Methods: We conducted a pilot randomized controlled trial with 1:1 randomization to office-based care (treatment as usual; TAU) or office-based care with the option of VC (treatment as usual plus videoconferencing; TAU-VC) for psychotherapy during the postpartum period. We assessed the ability to recruit and retain postpartum women into the study from an urban perinatal mental health program offering postpartum psychotherapy, and we evaluated the uptake, acceptability, and satisfaction with VC as an addition to in-person psychotherapy. We also compared therapy attendance using therapist logs and symptoms between treatment groups. Symptoms were assessed at baseline and 3 months postrandomization with the Edinburgh Postnatal Depression Scale, Generalized Anxiety Disorder 7-item, and Parental Stress Scale. Furthermore, 3-month scores were compared between groups with intention-to-treat linear mixed-effects models controlling for baseline score.

Results: We enrolled 38 participants into the study, with 19 participants in each treatment group. Attendance data were available for all participants, with follow-up symptom measures available for 25 out of 38 participants (66%). Among the 19 TAU-VC participants, 14 participants (74%) utilized VC at least once. Most participants were highly satisfied with the VC option, and they reported average savings of Can $26 and 2.5 hours in travel and childcare expenses and time per appointment. There were no significant differences between the 2 groups for psychotherapy attendance or symptoms.

Conclusions: The option of VC appears to be an acceptable method of receiving psychotherapy for postpartum women, with benefits described in costs and time savings. On the basis of this small pilot sample, there were no significant differences in outcomes between office-based care with or without the option of VC. This study has demonstrated the feasibility of such a program in an urban center, which suggests that a larger study would be beneficial to provide evidence that is more conclusive.

(J Med Internet Res 2019;21(6):e13172) doi:10.2196/13172
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Introduction

The need for high-quality, accessible mental health care is significant, with important individual and societal implications. However, the lack of services, underawareness of services, and stigma and attitudes associated with mental health are large barriers to help seeking [1], with at least 50% of those affected not receiving adequate care [2]. The postpartum period can be a particularly vulnerable time for women requiring mental health support. Up to 15% of women experience postpartum mood disorders [3,4], with most preferring psychotherapy over medication for the treatment of their mental illnesses [5]. However, childcare responsibilities and physical recovery, particularly after a surgical birth, create barriers for regular therapy attendance [6-8]. Barriers to care often lead to delayed care, treatment discontinuation, and the lack of follow-up on recommendations. Untreated symptoms of perinatal mental illness can last for months or years, leading to persistent mental health problems and decreased quality of life for both the woman and child [9,10].

Virtual care tools, which facilitate remote interactions between patients and health care providers through information technology [11], have gained traction as potential solutions to deliver effective treatment for most mental health needs [12-14]. They can address many barriers associated with in-person care, such as travel distance and time, travel costs, and stigma [5,15]. In addition, patients may be more motivated to seek and continue treatment if they are in a familiar environment and can avoid potentially stressful situations, such as driving in urban cities and navigating a hospital [16]. More women are increasingly accessing the internet for support and information during the postpartum period [17]. A study by Maloni and colleagues [6] found that among postpartum women with depression and women who experienced pregnancy complications, over 90% of the women demonstrated an interest in internet-based interventions, with 40% indicating a specific interest in chatting virtually with a provider with expertise in postpartum depression. Similarly, Sawyer et al found that access to a nurse and peers through an internet-based chat forum yielded improved parental stress scores compared with standard treatment alone [18]. A survey conducted in our own ambulatory outpatient mental health program, which has a special focus on perinatal mental health, found that pregnancy factors and/or childcare were cited as a common barrier to office-based care [19]. Among all survey respondents with an identified barrier, 93% of these patients were interested in internet-based treatment tools, and 76% of these patients were specifically interested in videoconferencing (VC) to receive their care from home, using a personal device [19]. Studies on VC-based psychotherapy have demonstrated similar treatment outcomes when directly compared with the face-to-face option [16,20].

To our knowledge, no studies have specifically assessed the option of VC in addition to office-based care to determine if it added any benefits. By overcoming the barriers to care that can be present in varying ways across a course of treatment, the addition of VC to an office-based treatment program could provide a very patient-centered option to receive care. This could lead to improved therapy adherence and completion rates and possibly better outcomes as a result. In this study, we assessed the acceptability, uptake, and preliminary effectiveness of adding the option to receive psychotherapy delivered by VC to standard office-based psychotherapy for women experiencing mood and anxiety problems during their first year postpartum.

Methods

Study Design

This study was a pilot randomized controlled trial, comparing usual office-based care (treatment as usual; TAU) with office-based care with the option of VC on a personal device (treatment as usual plus videoconferencing; TAU-VC) for psychotherapy for mood or anxiety problems in the postpartum period. Participants were randomized 1:1 into 1 of the 2 treatment arms, and outcomes were measured at baseline and 3 months postrandomization. This study had 3 objectives: (1) assess the ability to recruit and retain postpartum women into the study, (2) evaluate the uptake and satisfaction with VC as an addition to in-person psychotherapy, and (3) compare therapy attendance and symptoms after 3 months between those receiving the option of VC with those receiving usual care. Research ethics approval was obtained from the Women's College Hospital Research Ethics Board.

Study Setting

Participants were recruited from a specialized mental health program in an ambulatory hospital within an urban city in Ontario, Canada, which provides publicly funded individual psychotherapy for mood, anxiety, obsessive-compulsive, or trauma or stress-related disorders in pregnancy and up to 1 year postpartum delivered by highly trained psychotherapists with a master's degree in social work. The program accepts referrals from primary care, midwifery, obstetricians, and psychiatrists from across Ontario, although the vast majority of women who receive care reside in the greater Toronto region (population ~6.4 million). The program receives approximately 1200 referrals annually, and it will provide assessment and treatment to women within the first year postpartum. The clinic does provide prebooked childcare during daytime hours. Individuals referred to the program are assessed by a psychiatrist, and if deemed suitable for psychotherapy, they may be referred to group or individual services. A psychotherapist contacts referred individuals to schedule an initial appointment, usually within 1 month of their psychiatric assessment. Therapists receive about 10 referrals for individual treatment a month, of which, approximately 70% convert into a course of treatment.

Recruitment

Study recruitment took place from June 2016 to July 2017. We aimed to recruit 40 participants, as has been recommended for pilot studies of an intervention where the goal is to have...
sufficient variability to examine processes in the implementation of the protocol [21]. Participation was initially just offered to only new referrals to the clinic, but it was expanded to include patients already in treatment after trial commencement to increase recruitment rate. Psychotherapists introduced the study to newly referred patients during the initial call about treatment and to existing patients during a therapy session. The inclusion criteria for this study were patients in the program, aged 18 years or older, referred to psychotherapy for mood and/or anxiety symptoms, who had access to and ability to use a Web-enabled personal device or computer with the required audiovisual communication capability, and had a functioning email address (a requirement for the VC platform). Patients could be approached when pregnant if they intended to continue or start psychotherapy postpartum, but the study protocol was not initiated until after the woman returned for therapy postpartum. For postpartum patients, only women less than 9 months postpartum were included, to allow a minimum of 3 months of treatment before they reached 1 year postpartum and were discharged from the program. Patients with acute mania or psychosis or severe suicidal ideation with planning and intent were excluded. Therapists provided the contact information of interested patients to a research assistant. The research assistant contacted interested patients to introduce and explain the study. If the patient was still interested, the research assistant obtained and documented informed verbal consent over the phone and emailed a copy of the completed consent form to the patient.

**Intervention Groups**

**Treatment as Usual**

In the TAU group, participants received the standard form of psychotherapy available in the clinic. In the program, psychotherapists provide first-line evidence-based treatments for depression and anxiety, including cognitive behavior therapy and interpersonal therapy, adapted for the postpartum context. This treatment is mostly provided in person, although sessions are sometimes delivered by telephone on an ad hoc basis if a patient is unable to attend in person because of medical or last-minute childcare problems. Patients may also receive psychiatric care, including medication management, from the program psychiatrist until approximately 1 year postpartum. At this point, patients are referred back to their primary care provider for ongoing management.

**Treatment as Usual Plus Videoconferencing**

In the TAU-VC group, participants had access to TAU with the added option of having any of their treatment sessions over VC. The VC platform was hosted by the Ontario Telemedicine Network, a government-funded organization that supplies telemedicine services free of charge to health care organizations in Ontario. The secure platform is available across the province and can be used for communication among health professionals, between patients and health professionals, or as a webcast platform. To access the Web-based VC platform, participants had to download a plug-in for their computer, which required a webcam and microphone or an app for their mobile phone or tablet. All the therapists had unique accounts to log into the portal on their office computers. Therapists were able to schedule a therapy session and invite the participants by emailing them a personal link that included the date and time. Participants could attend sessions from their desired location, but they were encouraged to ensure the location was private enough so that they could fully participate in the session. When the appointment time arrived, participants and therapists could enter the virtual session. In addition to video and audio sharing, therapists had the ability to share their screens, which allowed them to show worksheets or other visual materials during the session. All participants who received access to VC received an instruction pamphlet by email and had a brief test call with the research assistant to ensure their device met the required technical specifications, to give a demonstration of the platform, and to troubleshoot any initial technical issues. During the study, participants in the TAU-VC group were encouraged, but not required, to use VC for their therapy sessions, and they were still able to access in-person therapy sessions and phone support as per standard care. Participants were also informed that therapists could, at their discretion, recommend an in-person visit if they felt it was warranted for clinical reasons. Technical support could be obtained from the research assistant or from the Ontario Telemedicine Network. All program psychotherapists (3 individuals) provided VC sessions during the study.

**Randomization and Blinding**

Participants were allocated 1:1 to the intervention and control groups using simple randomization. For randomization, 20 slips of paper labeled with TAU and 20 with TAU-VC were placed in opaque envelopes by a research staff member who was not involved with this study. Upon documentation of informed consent, the research assistant opened 1 of the envelopes, revealed the group allocation, and communicated it to the participant and psychotherapist. If a participant withdrew before being informed of the participant’s allocation, the paper was returned to an envelope and put back in the pile. Participants and therapists were unblinded; data analyses were blinded to group allocation.

**Data Collection**

Baseline data were collected for all participants by the research assistant. If the participant was postpartum, data were collected at the time of recruitment, and if the participant was pregnant when recruited, data were collected following delivery of the child and upon reengaging in therapy. Baseline data included participant age, age of child or children, childcare support, and exposure to previous therapy, which referred to whether the participant had any previous therapy experience in her lifetime. Additional data, including address (to calculate travel distance from the clinic) and whether the participant was a newly referred or existing patient at the time of recruitment, were provided by therapists or extracted from individual clinical charts.

Baseline symptom and function measures were administered by a Web-based survey. Participants provided an email address, and they were sent a link to a survey hosted on FluidSurveys, which was later transitioned to SurveyMonkey after an institutional change in survey host. All participants received another survey link by email as a reminder to complete follow-up measures 2 weeks before reaching 3 months, and they received the link again at 3 months if the survey had not been
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**Measures**

**Edinburgh Postnatal Depression Scale**

The Edinburgh Postnatal Depression Scale (EPDS) is a self-report depression screening measure that has been validated for use in pregnancy [22]. EPDS scores >12 are predictive of a diagnosis of major depressive disorder. The EPDS is able to detect women with depression in the perinatal period better than traditional depression measures because of the increased weight given to anxiety symptoms that appear to be more common in perinatal than in nonperinatal depression [22].

**Generalized Anxiety Disorder 7-Item**

The Generalized Anxiety Disorder 7-item (GAD-7) assesses symptoms of general anxiety. It has 7 items rated on a 4-point scale from “never” to “nearly every day,” as well as 1 perceived impairment rating. A score of ≥10 is highly suggestive of a problem with anxiety. A reduction of 5 points corresponds to a clinically meaningful improvement, with a reduction in score of 50% representing response [23].

**Parental Stress Scale**

The Parental Stress Scale (PSS) is an 18-item questionnaire that was developed to measure the level of stress associated with raising children. All items are scored on a 5-point Likert scale from “strongly disagree” to “strongly agree.” The questionnaire has shown good reliability and internal consistency [24]. It has been used to study parenting stress in a variety of parent-child circumstances, and it is correlated with measures of depression [25]. A total score is obtained by summing all items.

**Telemedicine Satisfaction Questionnaire**

The Telemedicine Satisfaction Questionnaire (TSQ) was originally developed and studied by Yip et al [26] to assess satisfaction with telemedicine. It has 15 items rated on a 5-point Likert scale from “strongly disagree” to “strongly agree.” The authors reported good internal validity and consistency. A factor analysis yielded 3 components: quality of care provided [8 items], similarity to in-person face-to-face interaction (5 items), and perception of the interaction (1 item). This study used the original TSQ with the term “telemedicine” substituted with “video visits.” An overall score can be created by summing all items, or subscale scores can be calculated for the component domains. Individual items may also be examined to assess the positive and negative aspects of the intervention [26]. In this study, 2 additional items were added: “I am going to miss the equipment when the project ends,” and “I would be willing to pay for video visits privately.” These latter questions were added to gather additional data regarding interest in the intervention.

**Patient Reported Costs Questionnaire**

The Patient Reported Costs Questionnaire (PRCQ) was developed by the research team to assess the participant costs and cost savings associated with access to VC. Respondents were asked to estimate the amount and source of time and money they saved when they attended a session of therapy with VC compared with in person.

**Data Analysis**

**Objective 1: Recruitment and Retention**

We documented the number and rate of referrals, baseline demographics and symptoms scores, and the proportion of participants who provided follow-up data at the outcome time points.

**Objective 2: Uptake and Satisfaction With Videoconferencing**

Descriptive statistics were generated to examine uptake of the intervention as defined as number and percentage of sessions attended by VC. TSQ and PRCQ items were analyzed descriptively.

**Objective 3: Comparison of Therapy Attendance and Symptoms**

Session attendance variables were summarized as group means or medians and compared between groups with unpaired 2-tailed *t* tests or nonparametric tests where medians were reported. Endpoint EPDS, GAD-7, and PSS total scores at 3 months were separately compared between groups with intention-to-treat linear mixed-effects models, including the relevant baseline score as a covariate. We conducted the same analyses in the subgroup of participants with baseline EPDS scores greater than 12 to examine the participants with baseline symptoms suggestive of a major depressive disorder [22].

**Results**

**Objective 1: Recruitment and Retention**

Participant flow through the study is outlined in Figure 1. Between June 2016 and July 2017, a total of 43 individuals were referred to the study. Although all the participants provided consent to participate, 5 did not complete baseline measures; therefore, they were not allocated to a treatment condition. A total of 38 participants were therefore included in the study, 19 in each group. At 3 months postrandomization, therapy attendance data were available for all participants (n=38/38, 100%), and 25 out of 38 (66%) participants completed symptom scale scores, with a slightly higher completion rate in the TAU-VC (n=14/38, 78%) than the TAU (n=11/38, 61%) condition.

**Table 1** summarizes the baseline data for individuals randomized by treatment group. The average baseline EPDS, GAD-7, and PSS scores in both groups indicate moderate postnatal depression, generalized anxiety, and parental stress, respectively.
**Figure 1.** Participant flow for the pilot randomized controlled trial. Refer to Study Design for the study objectives. TAU: treatment as usual; TAU-VC: treatment as usual plus videoconferencing.

**Table 1.** Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>TAU-VCᵃ (n=19)</th>
<th>TAUᵇ (n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.8 (3)</td>
<td>33.8 (3)</td>
</tr>
<tr>
<td>Distance from clinic (in km), mean (SD)</td>
<td>7.8 (6)</td>
<td>7.7 (4)</td>
</tr>
<tr>
<td>Married or common-law, n (%)</td>
<td>18 (95)</td>
<td>16 (84)</td>
</tr>
<tr>
<td>Single, n (%)</td>
<td>1 (5)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Family or formal childcare support, n (%)</td>
<td>10 (53)</td>
<td>15 (79)</td>
</tr>
<tr>
<td>Index child age at start of study in weeks, median (IQRᶜ)</td>
<td>8.0 (14)</td>
<td>9.0 (21)</td>
</tr>
<tr>
<td>Any other children, n (%)</td>
<td>10 (49)</td>
<td>10 (51)</td>
</tr>
<tr>
<td>Previous therapy experience, n (%)</td>
<td>16 (89)</td>
<td>15 (79)</td>
</tr>
<tr>
<td>New patient, n (%)</td>
<td>9 (47)</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Existing patient, n (%)</td>
<td>10 (53)</td>
<td>13 (68)</td>
</tr>
<tr>
<td>Baseline Edinburgh Postnatal Depression Scale, mean (SD)</td>
<td>13.3 (6)</td>
<td>13.6 (5)</td>
</tr>
<tr>
<td>Baseline Generalized Anxiety Disorder 7-item, mean (SD)</td>
<td>10.5 (5)</td>
<td>9.0 (5)</td>
</tr>
<tr>
<td>Baseline Parental Stress Scale, mean (SD)</td>
<td>45.3 (12)</td>
<td>49.5 (12)</td>
</tr>
</tbody>
</table>

ᵃTAU-VC: treatment as usual plus videoconferencing.
ᵇTAU: treatment as usual.
ᶜIQR: interquartile range.
Objective 2: Uptake and Satisfaction With Videoconferencing

VC was used at least once by 14 (74%) of the participants in the TAU-VC group. The median number of VC sessions was 2 (range: 0-8). On average, users attended 50% of their sessions with VC, with 4 participants using VC for 100% of their therapy sessions and 4 participants using it for none of their sessions. Figure 2 displays the proportion of sessions completed by VC, phone, and in person among participants in the TAU-VC group. Although 19 participants were allocated to the TAU-VC condition, 1 participant did not attend any sessions of any kind and is not shown in the figure.

A total of 11 of the 14 VC users completed the TSQ. Of them, 9 VC users (82%) agreed or strongly agreed that they felt VC allowed them to attend therapy sessions more frequently. In a subgroup comparison between TAU-VC participants who were TSQ responders and TAU participants, TSQ responders attended more sessions face to face (4.6 vs 2.9, P=.06), with total therapist contacts being more similar (5.1 vs 4.8, P=.80), indicating that the TAU groups had a higher number of phone contacts. The average TSQ item score was 4.7 out of 5, with average scores of 4.7 (SD 0.43), 4.7 (SD 0.31), and 4.6 (SD 0.67) in the domains of quality of care provided, similarity to in-person face-to-face interaction, and perception of the interaction, respectively. All participants said they would miss having access to VC when the project ended, but only 1 participant expressed a high willingness to pay out of pocket to have it as an available option.

All participants who used VC at least once reported saving money and time when attending therapy sessions with VC compared with in person. Specifically, the average cost savings was Can $26 (SD 19.7, range: Can $7-$70) in travel, childcare, and other expenses per session, and the average time savings was 2.5 hours (SD 1.6, range: 1-7 hours) in preparation and transportation per session. There was a small start-up cost to purchase the webcams for the therapist computers (approximately Can $200 per therapist). There were no operating costs for the VC platform, as it was provided courtesy of a government-funded organization in Ontario.

Objective 3: Comparison of Therapy Attendance and Symptoms

There were no significant differences between the 2 groups for the total number of sessions attended, the average length of time per session, the number of no-shows or cancellations, and the number of sessions with a child in attendance (Table 2). Participants in the TAU-VC group tended to attend more face-to-face sessions (in person or by VC) and fewer phone sessions than the TAU participants, but the differences did not reach statistical significance.

Figure 2. Proportion of sessions completed by videoconferencing among participants who were randomized to treatment as usual plus videoconferencing group. TAU-VC: treatment as usual plus videoconferencing; VC: videoconferencing.
Table 2. Summary of therapy attendance variables between groups.

<table>
<thead>
<tr>
<th>Variablea</th>
<th>TAU-VCb (n=19)</th>
<th>TAUc (n=19)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of sessions (all types), mean (SD)</td>
<td>4.5 (2.1)</td>
<td>4.8 (2.9)</td>
<td>.71</td>
</tr>
<tr>
<td>Total time (min)/session, median (IQRd)</td>
<td>55.7 (10.0)</td>
<td>60.0 (12.5)</td>
<td>.58</td>
</tr>
<tr>
<td>Cancellations/no-shows, median (IQR)</td>
<td>1.0 (2.0)</td>
<td>1.0 (2.0)</td>
<td>.86</td>
</tr>
<tr>
<td>Total number of face-to-face sessions (at clinic or VC), mean (SD)</td>
<td>3.8 (2.2)</td>
<td>2.9 (2.4)</td>
<td>.24</td>
</tr>
<tr>
<td>Total phone sessions, median (IQR)</td>
<td>0.0 (1.0)</td>
<td>1.0 (2.0)</td>
<td>.18</td>
</tr>
<tr>
<td>Sessions with child attending, median (IQR)</td>
<td>0.0 (3.0)</td>
<td>0.0 (2.0)</td>
<td>.71</td>
</tr>
</tbody>
</table>

aContinuous variables presented as mean (SD) are compared with 2-tailed unpaired t tests; variables presented as median (IQR) are compared with Mann-Whitney U tests.
bTAU-VC: treatment as usual plus videoconferencing.
cTAU: treatment as usual.
dIQR: interquartile range.

Table 3. Estimated marginal means and treatment effect size for all outcomes based on linear mixed models, adjusted for baseline scores.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Estimated marginal 3-month total score, mean (SD)</th>
<th>F test (df)</th>
<th>Treatment effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TAU-VCa</td>
<td>TAUlb</td>
<td></td>
</tr>
<tr>
<td>Edinburgh Postnatal Depression Scale</td>
<td>11.7 (4.5)</td>
<td>12.1 (4.5)</td>
<td>.053 (22)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder 7-item</td>
<td>8.7 (4.5)</td>
<td>9.1 (4.6)</td>
<td>.050 (21)</td>
</tr>
<tr>
<td>Parental Stress Scale</td>
<td>47.6 (6.2)</td>
<td>44.2 (6.2)</td>
<td>1.89 (22)</td>
</tr>
</tbody>
</table>

aTAU-VC: treatment as usual plus videoconferencing.
bTAU: treatment as usual.

Similarly, there were no significant differences in 3-month EPDS, GAD-7, or PSS between groups (see Table 3). When analyses were restricted to those with baseline EPDS >12 (n=10 in the TAU-VC group and n=9 in the TAU group), there were again no significant differences between groups for 3-month EPDS (F1,9=0.058, P=.81), GAD-7 (F1,9=0.004, P=.95), or PSS (F1,9=0.003, P=.96).

Discussion

Principal Findings

In this pilot study, we demonstrated feasibility of recruitment and retention of participants from a program providing psychotherapy to postpartum women with mood and/or anxiety symptoms into a study offering VC as an adjunct to office-based care. We also showed that participants used the intervention, and they reported high satisfaction and substantial savings in time and money. We found no statistically significant differences in total number of sessions attended, and although the number of participants was small, there was no evidence that symptom outcomes differed between those with the option of VC compared with those attending office-based appointments only. Uptake of VC in the intervention group was quite variable. In this study, we offered VC as an option to attending in-person sessions at the clinic, and 74% of the participants used it at least once. Participants used VC for 50% of the sessions on average, with some participants using it often and others choosing not to use it at all. Variability in the uptake of virtual care tools is commonly observed, and it may be attributed to differences in patient-perceived barriers or preferences [27,28]. Among those who used VC, overall, participants were satisfied with the technology. High scores were provided across all the domains of the TSQ, including quality of care provided, similarity to in-person face-to-face interaction, and perception of the interaction. This finding is consistent with other studies that demonstrate high levels of patient acceptance and satisfaction with virtual mental health care [29,30], even when they experience frustration because of technical difficulties [16]. Participants’ satisfaction may be associated with their ability to choose the format to receive psychotherapy week to week, increasing their perception of autonomy [31]. Participants subjectively felt that access to optional VC allowed them to attend therapy sessions more frequently. We would hypothesize that by overcoming barriers to care, VC would increase attendance. However, this finding was not statistically observed between groups. A larger study would be better able to determine if access to optional VC affects overall therapy attendance or if access to optional VC affects therapy attendance for certain subgroups.

There appeared to be other advantages of VC as perceived by our participants. Those who used VC reported an average cost savings of Can $26 and time savings of 2.5 hours per session. Over numerous sessions, characteristic of a course of psychotherapy, this amount would add up to significant savings in time and money. To our knowledge, this is the first study to explore patient-rated costs for the use of VC in psychotherapy. Although participants were satisfied with VC, only 1 participant indicated a willingness to pay for VC access out of pocket if it
were not funded by the hospital. This may not be surprising, given that our program exists in a government-funded health care system where patients do not normally have to pay out of pocket for any ambulatory care programs situated in a hospital. Although the sample size was small, it was reassuring that participants who used VC had similar outcomes to those who received TAU. Sometimes, when technology is leveraged, the increased convenience and ease of access have to be weighed against a possible reduction in treatment efficacy [32]. Although a larger study would be required to generate more certainty about the outcomes, it is promising that it does not appear to be the case for a mental health treatment model, where in-person care is supplemented by virtual care for postpartum women.

Limitations
This pilot study used a sample of 38 participants recruited from an academic ambulatory hospital in an urban city; therefore, its patients may have access to more resources than other parts of the province where access barriers are more pronounced. Our program is unique in that it offers specialized care in an ambulatory hospital that provides access to free childcare during appointments, which eliminates some of the barriers to care in the postpartum population. In addition, we have access to a secure government-funded VC platform. In this setting, we evaluated the option of VC for treatment, which in some areas may not be feasible when there is no access to office-based treatment and VC is the only option. Over 80% of the participants in the study had had some therapy experience before being referred to our program; therefore, the results may not be as generalizable to a therapy-naïve cohort. That said, we demonstrated the feasibility of recruiting and retaining postpartum women receiving psychotherapy for mood and anxiety difficulties to receive the option of VC in addition to office-based care. In addition, acceptability of the intervention was high, and there were no indications of significant differences in outcomes, supporting that a larger study is warranted.

Conclusions
This novel research protocol explored the acceptability and preliminary effectiveness of VC in combination with a treatment-as-usual protocol of in-person and telephone-based care for psychotherapy during the postpartum period within an urban center. VC was perceived as an acceptable format in which to receive psychotherapy, with patient-reported cost and time savings. Virtually available options to help patients overcome barriers to care can enhance the patient-centeredness of ambulatory care, most likely without any compromise to patient outcomes in this population. The results herein support proceeding to a larger study to definitively evaluate this protocol for its efficacy in this vulnerable population. Future work should also evaluate the use of VC in other urban settings and patient populations.
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Abstract

Background: As the year 2020 approaches, there is a need to evaluate progress toward the United States government’s Healthy People 2020 (HP2020) health information technology and communication objectives to establish baselines upon which Healthy People 2030 objectives can be based.

Objective: The aim of this study was to use the National Cancer Institute’s (NCI) Health Information National Trends Survey (HINTS) to benchmark progress toward HP2020 goals related to increasing internet access using broadband, and to assess the state of the digital divide for various sociodemographic groups.

Methods: We merged and analyzed data from 8 administrations of HINTS (2003-2017). Descriptive statistics were generated, and predicted marginals were calculated using interaction terms between survey year and selected sociodemographic variables of interest, including age, sex, race and ethnicity, income, education, and geography (rural versus urban), to test for differential change over time.

Results: The number of users having access to the internet increased between 2003 and 2014 (63.15% [3982/6358] to 83.41% [2802/3629]); it remained relatively steady from 2014 to 2017 (81.15% [2533/3283]). Broadband access increased between 2003 and 2011 (from 32.83% [1031/3352] to 77.87% [3375/4405]), but has been declining since (55.93% [1364/2487] in 2017). Access via cellular network increased between 2008 and 2017 (from 6.86% [240/4405] to 65.43% [1436/2489]). Statistically significant disparities in overall internet access were noted in the predicted marginals for age, sex, race and ethnicity, income, education, and geography; for age, sex, income, and geography for broadband access; and for age and sex for cellular network.

Conclusions: The targets set forth in HP2020 were met for overall internet access and for internet access via cellular network; however, the target was not met for internet access via broadband. Furthermore, although the digital divide persisted by sociodemographic characteristics, the magnitude of many disparities in access decreased over time.

(J Med Internet Res 2019;21(6):e13300) doi:10.2196/13300
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Introduction

The Healthy People initiative sets 10-year objectives for improving the health of Americans nationwide based on the latest scientific evidence [1]. Some Healthy People objectives focus on communication-related objectives including access to information and communication resources such as the internet and mobile devices. These objectives related to technology access speak to their increasing importance in managing health and health care in the United States.
The Office of Disease Prevention and Health Promotion (ODPHP) selects relevant and scientifically rigorous data sources to benchmark progress toward objectives outlined in Healthy People programs. For the Health Communication and Health Information Technology (HC/HIT) objectives related to internet access, ODPHP chose items regularly included in the National Cancer Institute (NCI)’s Health Information National Trends Survey (HINTS), a nationally representative, probability-based survey whose primary aims are to track health behaviors, communication, and technology use [2].

In Healthy People 2020 (HP2020), one of the HC/HIT objectives is to increase the proportion of individuals with access to the internet to 75.4%, a 10% improvement over the percentage observed in 2007 (68.5%) [3]. There are 2 additional subobjectives within this broader objective of increasing overall internet access: (1) to increase internet access via broadband by 10% (from 75.6% of those with internet access in 2007 [HP2020 Target: 83.2%]) and (2) to increase internet access via mobile by 10% (from 6.7% of those with internet access in 2007 [HP2020 Target: 7.4%]).

As the Healthy People initiative enters its fourth decade and fourth iteration with the upcoming Healthy People 2030 (HP2030) objectives, it is necessary to reflect upon the HP2020 objectives and assess whether these targets were met and whether these objectives remain relevant in the context of a rapidly evolving communication technology landscape [4]. We analyzed recent HINTS data (2017) to update our previous report on progress toward these HC/HIT objectives and to examine current disparities in access to the internet via broadband and cellular network [5]. In addition, we examine the impact of geography (urban vs rural residence) on internet access via these different connections.

**Methods**

**Survey Population and Data Collection**

Data from 8 administrations of the NCI’s HINTS were merged for these analyses (N=37,415; Table 1; expanded from Serrano et al [5]). Briefly, HINTS is a national cross-sectional survey of US adults that collects data from the public on a broad range of health and cancer information, communication, attitudes and behaviors, and use of health information technologies. HINTS uses a probability-based sampling frame with a 2-level design in which residential addresses in the United States are sampled, and then 1 adult from each address is randomly selected for participation. In later administrations of HINTS (HINTS 4 and later), efforts were made specifically to oversample for those residing in central Appalachia as well as minority populations. For additional details, please see the corresponding methodology reports for each administration [2,6-8].

**Table 1. Details of the 8 survey administrations of Health Information National Trends Survey, during 2003-2018 (N=37,415).**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondents (n)</td>
<td>6369</td>
<td>5586</td>
<td>Mail: 3582; RDD²: 4092</td>
<td>3959</td>
<td>3630</td>
<td>3185</td>
<td>3677</td>
<td>3335</td>
</tr>
<tr>
<td>Survey mode</td>
<td>RDD</td>
<td>RDD</td>
<td>Mail and RDD</td>
<td>Mail</td>
<td>Mail</td>
<td>Mail</td>
<td>Mail</td>
<td>Mail</td>
</tr>
<tr>
<td>Response rate (%)</td>
<td>33.1</td>
<td>20.8</td>
<td>Mail: 40.0; RDD: 24.2</td>
<td>36.7</td>
<td>40.0</td>
<td>35.2</td>
<td>34.4</td>
<td>32.4</td>
</tr>
</tbody>
</table>

aData: Health Information National Trends Survey.

bRDD: random digit dialing.

**Dependent Variables**

Our primary outcome variable of interest was internet access; the specific survey item used was Do you ever go on-line to access the Internet or the World Wide Web, or to send and receive e-mail? Wording of this item was consistent across survey administrations.

The second survey item of interest was aimed at assessing progress on the HP2020 goals for broadband access. This item was asked in each of the 8 survey administrations; however, wording of this item changed throughout the survey administrations as technology advanced. The wording for HINTS 1-3 was as follows: “When you use the internet at home, do you mainly access it through…cable or satellite modem?” and “…a DSL modem?” These 2 items were combined into 1 variable, to better align with the wording in HINTS 4 [all cycles] and HINTS 5 Cycle 1: “…broadband such as DSL [digital subscriber line], cable, or FiOS [fiber optic service]?"

Finally, the third HP2020 goal examined was for cellular internet access. To examine cellular internet access, the following item was examined: “When you use the Internet do you access it through…a cellular network?” [Yes/No; HINTS 3, HINTS 4 Cycles 1-4, HINTS 5 Cycle 1].

**Independent Variables**

Included in the analyses were sociodemographic variables shown to be related to the digital divide (age, sex, race and ethnicity, education, income, and geography) [9-11]. Age was analyzed categorically rather than continuously, as was income. Sex responses were either male or female. Education was categorized as less than high school, high school, some college, and college graduate or higher. Geography was dichotomized into rural and urban using the US Department of Agriculture’s Rural-Urban
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Continuum Codes (RUCCs). Urban categorization included RUCCs 1-3, which represent metro area counties with greater than 20,000 residents; rural categorization included RUCCs 4-9, which represent nonmetro counties with populations ranging from 2500 to 20,000 [12].

Statistical Analyses
Analyses were conducted using SAS 9.4 survey procedures to accommodate the complex sampling procedure used and incorporate the jackknife replicate weights. All analyses were weighted to produce population-level point estimates. Descriptive statistics were calculated for all items. In addition, sociodemographic factors were analyzed using logistic regression analyses with predicted marginals to determine whether there existed significant differences in groups for each of the outcome variables. Interaction terms were included between each independent variable and survey year to investigate differential change over survey years.

Results
Overview
Although respondent characteristics varied slightly across survey administrations, the weighted respondent characteristics closely reflected those of the US Census for each respective iteration. As expected in most mailed survey studies, most respondents were female, aged 18 to 34, non-Hispanic white, had at least some college education, and had a household income of US $75,000 or more annually (data not shown; available on the website [13]).

Internet Access
Internet access increased overall between 2003 and 2014 (20.3 percentage points, from 63.15% [3982/6358] to 83.41% [2802/3629]), with some variation along the way; however, the percentage of those with internet access remained relatively steady from 2014 to 2017 (Figure 1).

In the multivariable regression model, all of the sociodemographic variables examined showed statistical significance between groups after adjusting for survey year; however, the magnitude of differences was not significant across all groups within each variable (Multimedia Appendix 1). Briefly, men had a 0.74-fold decreased odds of having internet access as compared with women (95% CI 0.67-0.83). All age categories 35 years and above had significantly lower odds of having internet access compared with those in the 18 to 34 years old referent group; these odds ranged from 0.42 in the 35 to 49 year old age group (95% CI 0.35-0.51) to 0.04 in the 75+ age group (95% CI 0.03-0.05). Every race and ethnicity group was significantly less likely to have internet access compared with the non-Hispanic white referent group; Hispanic respondents had a 0.37 odds (95% CI 0.31-0.43), non-Hispanic Black had 0.51 odds (95% CI 0.44-0.59), and non-Hispanic Other had 0.45 (95% CI 0.34-0.61).

Those with higher levels of education had significantly higher odds of having internet access versus those with less than a high school education; for example, college graduates had an increased odds of having internet access compared with those who did not graduate from high school (odds ratio [OR] 9.44; 95% CI 7.65-11.65). Similarly, those with higher annual incomes had increased odds compared with those with lower annual incomes (ie, those with US $75,000 or higher annual income had 6.67-fold increased odds of having internet access compared with those with less than US $20,000 per year income [95% CI 5.54, 8.04]). Finally, those living in rural areas had reduced odds of having internet access compared with those residing in urban areas (OR 0.75; 95% CI 0.67-0.84).

Figure 1. Percentage of US adult population with access to internet (out of all respondents), access to internet via broadband (out of respondents with internet access), and access to internet via cell phone (out of respondents with internet access), Health Information National Trends Survey (HINTS) 2003-2017. Survey question on accessing the internet through a cellular network not included in HINTS 1 (2003) or HINTS 2 (2005) survey administrations.
Although all sociodemographic variables examined were statistically significant in our multivariable logistic regression, age category, sex, education, income, and race and ethnicity had significant interactions with survey year (Figure 2). The interaction between survey year and geography had borderline statistical significance ($P=0.07$). For most groups examined within each of these variables, the overall trend was toward increasing internet access over time.

**Internet Access via Broadband**

Broadband access increased overall by 42.8 percentage points from 2003 to 2011 (from 32.83% [1031/3352] to 77.87% [3375/4405]); however, it has continually decreased since then (to 55.93% [1364/2487] in 2017, 21.9 percentage points; Figure 1). It should be noted that broadband access from the perspective of the HINTS survey emphasizes wired access to the home (eg, through FiOS, cable, and DSL). It will be distinguished for the purposes of this paper from cellular access to the internet as provided through mobile phone technologies and mobile data plans.

In the multivariable logistic regression model of having broadband access among those with internet access, all sociodemographic variables were again statistically significant after adjusting for survey year; however, the magnitude of some of these differences was greatly reduced (Multimedia Appendix 2). Although most trends within variables remained the same, there were a few notable changes. First, males who reported having internet access had a 1.67-fold increased odds of having broadband access as compared with their female counterparts (95% CI 1.51-1.85). The only significant difference among race and ethnicity groups was the reduced odds of having broadband among Hispanic respondents as compared with non-Hispanic white respondents (OR 0.77; 95% CI 0.63-0.94); there was no significant difference for non-Hispanic blacks and non-Hispanic other compared with non-Hispanic whites, suggesting they are no more or less likely to have broadband internet access. Within education categories, there was no significant difference between high school graduates as compared with nonhigh school graduates (OR 1.33; 95% CI 0.93-1.91); differences remained significant for those who had some college or who were college graduates, compared
with those with less than a high school diploma (OR 1.84; 95% CI 1.32-2.55 for those with some college and OR 1.97; 95% CI 1.42-2.74 for those with college graduates). Similarly, differences were no longer statistically significant between those with annual incomes of US $20,000-50,000 compared with those of less than US $20,000 per year; they remained significantly different for higher income levels (OR 1.45, 95% CI 1.14-1.84 for US $50,000 to < US $75,000; OR 1.85, 95% CI 1.55-2.17 for > US $75,000; Multimedia Appendix 2).

Although all sociodemographic variables examined were statistically significant in our multivariable logistic regression, only age category, sex, income, and geography showed statistically significant interactions with survey year (Figure 3), suggesting that access changed over time for these groups. For most groups examined within each of the sociodemographic variables, the overall trend was toward increasing internet access via broadband until 2011, with a subsequent decrease after that year.

Figure 3. Trends of having internet access via broadband based on responses from the National Cancer Institute’s Health Information National Trends Survey administrations between 2003 and 2017. (a) Predicted marginals by sex. (b) Predicted marginals by age. (c) Predicted marginals by race and ethnicity. (d) Predicted marginals by education. (e) Predicted marginals by income. (f) Predicted marginal by geography. All models adjusted for sex, age, race and ethnicity, education, income, and geography. NH: non-Hispanic.
Differences were not significant between those with annual incomes of US $20,000 to 50,000 compared with those of less than US $20,000 per year, but again remained significantly different for higher income levels (Table 2).

Table 2. Weighted multivariate logistic regression model of predictors of having internet access via mobile phone among those who reported having internet access. Data from the National Cancer Institute’s Health Information National Trends Survey (HINTS) administrations between 2008 and 2017 (n=14,794).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Predictors of internet access via cell phone</th>
<th>Odds ratio (95% CI)</th>
<th>Beta coefficient</th>
<th>SE beta</th>
<th>Adjusted Wald F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Refa</td>
<td>Refa</td>
<td></td>
<td>Ref</td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Male</td>
<td>1.09 (0.96-1.24)</td>
<td>0.08</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>951.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-34</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-49</td>
<td>0.45 (0.38-0.53)</td>
<td>−0.81</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>0.21 (0.18-0.25)</td>
<td>−1.57</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>0.08 (0.07-0.10)</td>
<td>−2.49</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;75</td>
<td>0.04 (0.03-0.06)</td>
<td>−3.19</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.90</td>
<td>.02</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.28 (1.02-1.61)</td>
<td>0.25</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.36 (1.06-1.75)</td>
<td>0.31</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Other</td>
<td>0.84 (0.62-1.12)</td>
<td>−0.17</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.91</td>
<td>.012</td>
</tr>
<tr>
<td>Less than high school</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>1.03 (0.61-1.75)</td>
<td>0.03</td>
<td>0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>1.41 (0.81-2.46)</td>
<td>0.35</td>
<td>0.28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>1.43 (0.84-2.42)</td>
<td>0.36</td>
<td>0.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>102.94</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;$20,000</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20,000 to &lt;$35,000</td>
<td>0.98 (0.70-1.37)</td>
<td>−0.02</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$35,000 to &lt;$50,000</td>
<td>1.07 (0.82-1.41)</td>
<td>0.07</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$50,000 to &lt;$75,000</td>
<td>1.34 (1.06-1.71)</td>
<td>0.30</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$75,000 +</td>
<td>1.93 (1.56-2.38)</td>
<td>0.66</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.17</td>
<td>.08</td>
</tr>
<tr>
<td>Urban</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>0.82 (0.66-1.03)</td>
<td>−0.19</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINTSb Survey Year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>648.91</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HINTS 3 (2008)</td>
<td>Ref</td>
<td>Ref</td>
<td></td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINTS 4 Cycle 1 (2011)</td>
<td>17.71 (13.16-23.84)</td>
<td>2.87</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINTS 4 Cycle 2 (2012)</td>
<td>21.39 (15.22-30.07)</td>
<td>3.06</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINTS 4 Cycle 3 (2013)</td>
<td>29.01 (21.17-39.75)</td>
<td>3.37</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINTS 4 Cycle 4 (2014)</td>
<td>31.73 (22.02-45.72)</td>
<td>3.46</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINTS 5 Cycle 1 (2017)</td>
<td>50.48 (36.53-69.74)</td>
<td>3.92</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aRef: reference group.
bHINTS: Health Information National Trends Survey.
Figure 4. Trends of having internet access via cell phone/mobile based on responses from the National Cancer Institute’s Health Information National Trends Survey administrations between 2008 and 2017. (a) Predicted marginals by sex. (b) Predicted marginals by age. (c) Predicted marginals by race and ethnicity. (d) Predicted marginals by education. (e) Predicted marginals by income. (f) Predicted marginal by geography. All models adjusted for sex, age, race and ethnicity, education, income, and geography. NH: non-Hispanic.

Although most sociodemographic variables examined were statistically significant, only age category and sex had significant interactions with survey year (Figure 4), suggesting that mobile technology may have helped or be helping bridge the digital divide across income, race and ethnicity, education, and geography over time [14,15].

Discussion

Principal Findings

The results presented in this study provide a timely update on progress toward the HP2020 goals related to access to the internet during a time of rapid changes in communication and information technology. The HP2020 objective to increase internet access overall for Americans by 10% from the 2007 baseline percentage of 68.5% (HP2020 Target: 75.4%) [3] was surpassed in 2011 (78.1%), as noted in our 2016 report; it has continued to remain relatively steady since the previous report (81.2% in 2017) [5]. The HP2020 objective to increase internet access via broadband by 10% from the baseline of 75.6% in 2007 (HP2020 Target: 83.2%) was never reached, as it peaked at 77.8% in 2011 and then steadily declined. As stated earlier, we believe that this may be due to the increasing shift toward internet access via cellular network, as the data presented here demonstrate. The HP2020 objective to increase internet access via cellular network by 10% from the baseline of 6.7% in 2007 (HP2020 Target: 7.4%) was greatly surpassed, with 65.4% of individuals in 2017 reporting internet access via cellular network.

Overall, internet access has remained relatively stable over the last 5 years; however, contrasting trends in traditional wired access versus cellular access illustrate an important nuance over the ways in which populations access the internet that was not yet obvious in the previous publications [4,5]. Broadband access to the home offers always-on, high-speed capacity to search for health information, review or download data from a personal health record, to order medications, and so on. The rise of cellular access provides patients with an always-on, always present capacity. It should be noted, then, that the steady state of internet access reflects divergence across channels, with some capabilities common to both (eg, internet-based searching) and with some capabilities ideally suited for one over the other. For
example, some websites that contain detailed information may not be easily viewed on a mobile phone; however, the use of a tablet via cellular network may allow such information to be accessed fully. Of the variables examined, only age has statistically significant interactions over time across internet access overall, internet access via broadband, and internet access via cellular network. This suggests that the digital divide by age persists, wherein older adults are less likely to report overall internet access than those aged 18 to 34.

That disparities in overall internet access and via broadband exist independent of survey administration indicates that a digital divide persists for many; however, our predicted marginals reported here indicate that the magnitude of these divides may be narrowing for some groups [16]. These findings are consistent with studies that show that the introduction of the smartphone in 2007 has helped to narrow gaps in internet access for many over the past ten years [17-19]. That, coupled with the decreasing cost of such technology and data plans, means that internet access via cellular network is within reach for a broader proportion of Americans. Specific groups may benefit from targeted interventions to increase access to and acceptance of the internet, such as members of older age groups who face greater health challenges and may therefore benefit from access to health information and communication technologies [14,20].

Although a significant difference was observed between rural and urban residents in overall internet access and in accessing the internet via broadband among those who reported having internet access, no difference was seen in internet access via cellular network among those reporting having internet access. We hypothesize that this may be explained in part due to the fact that there are fewer infrastructural barriers for expanding internet access via cellular network to rural areas than there are for expanding internet access via broadband, as well as due to the reduction in broadband expansion after 2014 reported by the Federal Communications Commission [21]. Such information can be used to help public health planners to provide more effective mobile health and telehealth interventions in rural areas, especially given that rural residents are equally likely to report that their providers utilize electronic health records [22].

Strengths of this study include the use of HINTS, which uses a scientifically rigorous probability-based sample and is nationally representative of the US adult population and oversamples for underrepresented populations. HINTS is meant to assess trends over time, with many core items having been collected repeatedly over the past 15 years; this allows for tracking of key metrics related to the HP2020 objectives. In addition, the weighting paradigm allows for weighted percent estimates reflective of the US population. Limitations include those associated with cross-sectional surveys, such as the inability to determine cause and effect. A second lies in the limitations of self-reported measures; that is, individuals may complete the survey with satisficing answers, not correctly recall information needed to answer the items, or leave items blank due to their sensitive nature. A final limitation is that response rates are lower than one would find in a prospective study of those actively engaged with the health care system.

Conclusions
The objectives and targets set forth by the HP2020 initiative for overall internet access and internet access via cellular network were met and, in the case of cellular network access, greatly surpassed. In addition, this study found that the digital divide still exists for many; however, the magnitude of these gaps is narrowing for several groups. However, internet access via traditional broadband delivery to the home began to decline before meeting the HP2020 target value. We believe that this is reflective of the rapidly changing technology landscape; that is, the objectives included in HP2020 were very specific to the means of accessing the internet available at the time the objectives were initially written, and the adoption of technology—and technology itself—evolved far more quickly than could have been anticipated. In creating objectives for HP2030, it could be beneficial to use wording broad enough to accommodate changes in modality for accessing the internet.
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Multimedia Appendix 1
Weighted multivariate logistic regression model of predictors of having internet access. Data from the National Cancer Institute’s Health Information National Trends Survey administrations between 2003 and 2017 (n=30,150).
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Multimedia Appendix 2
Weighted multivariate logistic regression model of predictors of having broadband internet access among those who reported having internet access. Data from the National Cancer Institute’s Health Information National Trends Survey administrations between 2003 and 2017 (n=20,150).
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSL</td>
<td>digital subscriber line</td>
</tr>
<tr>
<td>FiOS</td>
<td>fiber optic service</td>
</tr>
</tbody>
</table>
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Abstract

Background: Analyzing process and outcome measures for all patients diagnosed with an infection in a hospital, including those suspected of having an infection, requires not only processing of large datasets but also accounting for numerous patient parameters and guidelines. Substantial technical expertise is required to conduct such rapid, reproducible, and adaptable analyses; however, such analyses can yield valuable insights for infection management and antimicrobial stewardship (AMS) teams.

Objective: The aim of this study was to present the design, development, and testing of RadaR (Rapid analysis of diagnostic and antimicrobial patterns in R), a software app for infection management, and to ascertain whether RadaR can facilitate user-friendly, intuitive, and interactive analyses of large datasets in the absence of prior in-depth software or programming knowledge.

Methods: RadaR was built in the open-source programming language R, using Shiny, an additional package to implement Web-app frameworks in R. It was developed in the context of a 1339-bed academic tertiary referral hospital to handle data of more than 180,000 admissions.

Results: RadaR enabled visualization of analytical graphs and statistical summaries in a rapid and interactive manner. It allowed users to filter patient groups by 17 different criteria and investigate antimicrobial use, microbiological diagnostic use and results including antimicrobial resistance, and outcome in length of stay. Furthermore, with RadaR, results can be stratified and grouped to compare defined patient groups on the basis of individual patient features.

Conclusions: AMS teams can use RadaR to identify areas within their institutions that might benefit from increased support and targeted interventions. It can be used for the assessment of diagnostic and therapeutic procedures and for visualizing and communicating analyses. RadaR demonstrated the feasibility of developing software tools for use in infection management and for AMS teams in an open-source approach, thus making it free to use and adaptable to different settings.

(J Med Internet Res 2019;21(6):e12843) doi:10.2196/12843
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Introduction

Background
With antimicrobial resistance (AMR) on the rise, efforts are being made worldwide to focus on the preservation of antimicrobials as a precious nonrenewable resource. Infection management in the form of antimicrobial stewardship (AMS) programs has emerged as an effective solution to address this global health problem in hospitals. AMS programs are defined as "a coherent set of actions which promote using antimicrobials responsibly" [1]. Stewardship interventions and activities focus on individual patients (personalized medicine and consulting) as well as patient groups or clinical syndromes (guidelines, protocols, information technology infrastructure, and clinical decision support systems) while prioritizing improvement in quality of care and patient safety for any intervention. The appropriate use of antimicrobials based on accurate and timely diagnostics is integral for the successful management of infections. In doing so, the diagnostics contribute to efforts in minimizing AMR by optimizing the use of antimicrobials.

AMS setups in hospitals are often heterogeneous, but audit and feedback to assess the goals are essential parts of most programs, and they are included in international guidelines and reviews [2-7]. Important data for AMS programs include, for example, days of therapy (DOT), daily defined doses (DDD), admission dates, length of stay (LOS), and adherence to local or national diagnostic, therapeutic, or infection management guidelines [1]. Clinical outcomes, quality of care, or consumption of hospital resources can be measured, for example, using mortality data or surrogate parameters such as LOS. The collection of these data is facilitated by electronic health records (EHRs) and administrative local databases. Notably, administrative data have also been shown to be a reliable source for assessing clinical outcomes [8].

EHRs usually offer quick insights into useful infection management data on the individual patient level. However, easy access to analyze patient groups (eg, stratified by departments or wards, specific antimicrobials, or diagnostic procedures used) is difficult to implement in daily practice. It is even more challenging to rapidly analyze larger patient populations (eg, spread over multiple specialties) even though this information might be available. Nevertheless, this is vital for meaningful analysis, including possible confounders and pattern recognition across different populations. Moreover, when aggregated data are available, it is often not possible to trace individual patients, and analyses lack the ability to be further adjusted or stratified.

AMS teams are multidisciplinary, and they act beyond the borders of single specialties [9]. They are usually understaffed, with limited data analysis support [10,11]. Therefore, they need user-friendly and time-saving data analysis resources, without the need for profound technical expertise once the system is set up. Aggregating and linking data of antimicrobial use, guideline adherence, and clinical outcomes at the institutional level can build the basis for important insights for these teams. These could be used to identify areas within hospitals that might benefit most from supportive AMS interventions (eg, subspecialties with lower guideline adherence or unusual patterns of antimicrobial use). Moreover, feedback from these data could help physicians better understand their patient population as a whole; in addition, hospital administration could allocate resources in a more targeted fashion.

Furthermore, aggregated data and simultaneous analysis of multiple areas (eg, use of diagnostics and antimicrobials) present an extensive insight into large patient populations. This also enables the development of comprehensive and multidisciplinary approaches of infection management, combining diagnostic and therapeutic perspectives [1,9,12]. Unfortunately, these kinds of analyses still require substantial statistical knowledge and software skills, and it is time consuming when performed.

Technology, data science, and software app development can bring solutions to complex data handling problems such as those described above. Software app development for medical and epidemiological (research) questions has found many important answers during recent years. For example, software apps at hospital emergency departments (EDs) in the form of a dashboard have been shown to improve efficiency and quality of care for patients requiring emergency admission to hospital [13]. These software apps are used to communicate clearly defined clinical problems, such as mortality ratio, number of cardiac arrests, or readmission rate to the EDs. This has led to a decreased LOS and mortality at the EDs. Others used similar approaches to rapidly and interactively display geographical locations of tuberculosis cases without the need of technical expertise improving the understanding of transmission and detection [14]. Furthermore, data-driven fields such as genomics are front runners in developing new, innovative software apps to handle large datasets, in close collaboration with bioinformatics [15].

It is important to note that all of these abovementioned software apps have been created in an open-source approach. This means that the underlying source code can be easily shared, easily modified, and freely distributed through open repositories, such as GitHub [16], taking open-source software license obligations into account. This facilitates collaboration, quality control through code review, and easy adaptation to many different settings and information technology systems, and this supports the use of advanced data visualization for users with minimal experience in programming and little or no budget for professional database engineers [15].

In the field of medical microbiology, different approaches have been described to interactively work with microbiological diagnostics data and EHRs: electronic antibiograms, centralized resistance analysis, EHR data mining, and clinical decision support systems for AMS are great examples for innovation in the field [17-19]. However, a full open-source approach for software apps working with combined antimicrobials use and diagnostic data of individual patients on the hospital level in the field of infection management is still lacking.

Objectives
We followed principles of open knowledge [20] to address the need for an interactive, easy-to-use software app that allows users to investigate antimicrobial use, microbiological diagnostic use, and patient outcomes at an institutional (hospital) level.
We developed an open-source, Web-based software app—Rapid analysis of diagnostic and antimicrobial patterns in R (RadaR) that can be used for AMS and infection management. This free software app can be run on regular computers or implemented on local or Web-based servers to be accessed through standard Web browsers. The focus user group of this software app is health care professionals involved in AMS (eg, infectious disease specialists, clinical microbiologists, and pharmacists). Although some technical expertise (basic R knowledge) is needed for installation and implementation, the use of RadaR follows usual Web browser user experiences. RadaR enables rapid and reproducible data analysis without extensive previous analysis expertise in a graphically appealing way while being adaptable to different settings. RadaR’s analyses are based on datasets of individual patients. Therefore, aggregated results can also be stripped down, and additional patient features can be investigated. With this software app, we aim at supporting data-driven hospital insights and decision making for actors in the field of AMS in a free, transparent, and reproducible way.

**Methods**

For the development of software in an open-source environment, we used the open-source programming language R in conjunction with RStudio version 1.1.463 (RStudio, Inc) [21], an open-source integrated desktop environment for R [22]. Both R and RStudio are free of charge, and they need to be installed for the development and implementation of RadaR. To build RadaR as a Web-based software app, we used the Shiny package for R [23]. Shiny allows R users to build interactive Web apps without extensive knowledge in Web design and its programming languages. The Web apps can be run and hosted on the Web for free [24], as well as on local or cloud-based servers or on personal computers.

The functionality of R can be easily extended by installing additional packages. All packages used for the development of RadaR are listed in Table 1. RadaR is developed in an open-source environment and licensed under GNU General Public License v2.0 [25], giving options to change, modify, and adapt RadaR to both personal and commercial users’ needs while requiring the need to document code changes [25]. RadaR’s calculations and data aggregation are done reactively on the basis of the selection of the user. Single observations on the patient level build the basis for any calculation. RadaR uses common CSV files as input. A total of 3 different data sources are read in RadaR for admission, antimicrobial, and microbiological data, which are merged and transformed upon start. A patient number or study number is used as a unique identifier. All antimicrobial and microbiological data are checked to ascertain whether they fall in the interval of admission dates.

<table>
<thead>
<tr>
<th>R package</th>
<th>Minimal version</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMR</td>
<td>0.5.0</td>
</tr>
<tr>
<td>data.table</td>
<td>1.11.6</td>
</tr>
<tr>
<td>DT</td>
<td>0.4.0</td>
</tr>
<tr>
<td>ggrrides</td>
<td>0.5.0</td>
</tr>
<tr>
<td>lubridate</td>
<td>1.7.4</td>
</tr>
<tr>
<td>plotly</td>
<td>4.8.0</td>
</tr>
<tr>
<td>qicharts2</td>
<td>0.5.1</td>
</tr>
<tr>
<td>rintrojs</td>
<td>0.2.0</td>
</tr>
<tr>
<td>shiny</td>
<td>1.1.0</td>
</tr>
<tr>
<td>shinyBS</td>
<td>0.61</td>
</tr>
<tr>
<td>shinyCSSloaders</td>
<td>0.2.0</td>
</tr>
<tr>
<td>shinydashboard</td>
<td>0.7.0</td>
</tr>
<tr>
<td>shinyjs</td>
<td>1.0.0</td>
</tr>
<tr>
<td>shinyWidgets</td>
<td>0.4.3</td>
</tr>
<tr>
<td>survival</td>
<td>2.42-6</td>
</tr>
<tr>
<td>survminer</td>
<td>0.4.3</td>
</tr>
<tr>
<td>tidyverse</td>
<td>1.2.1</td>
</tr>
<tr>
<td>viridis</td>
<td>0.5.1</td>
</tr>
<tr>
<td>zoo</td>
<td>1.8-3</td>
</tr>
</tbody>
</table>
Table 2. Input variables for RadaR.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Admission data</strong></td>
<td></td>
</tr>
<tr>
<td>adm_end_date</td>
<td>Discharge date&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>adm_id</td>
<td>Admission ID</td>
</tr>
<tr>
<td>adm_route</td>
<td>Origin</td>
</tr>
<tr>
<td>adm_start_date</td>
<td>Admission date&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>birth_date</td>
<td>Birth date&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>death_during_adm</td>
<td>In-hospital death (TRUE/FALSE)</td>
</tr>
<tr>
<td>gender</td>
<td>Gender</td>
</tr>
<tr>
<td>id</td>
<td>Patient ID or study ID</td>
</tr>
<tr>
<td>specialty</td>
<td>General specialty (internal medicine, surgery, and other)</td>
</tr>
<tr>
<td>sub_specialty</td>
<td>Subspecialty</td>
</tr>
<tr>
<td><strong>Antimicrobial data</strong></td>
<td></td>
</tr>
<tr>
<td>ab_route</td>
<td>Administration route</td>
</tr>
<tr>
<td>ab_start_date</td>
<td>Start of antimicrobial&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>ab_stop_date</td>
<td>Stop of antimicrobial&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>atc_code</td>
<td>Fifth level of the World Health Organization Anatomical Therapeutic Chemical (WHO ATC) classification system&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>ddd_per_day</td>
<td>Defined daily dose of antimicrobial according to WHO ATC classification system per day&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>id</td>
<td>Patient ID or study ID</td>
</tr>
<tr>
<td><strong>Microbiological data</strong></td>
<td></td>
</tr>
<tr>
<td>antimicrobial susceptibility testing</td>
<td>Several columns of tested antimicrobial agents (eg, amoxicillin, ciprofloxacin) with resistance results (R/I/S)</td>
</tr>
<tr>
<td>id</td>
<td>Patient ID or study ID</td>
</tr>
<tr>
<td>material</td>
<td>Test material</td>
</tr>
<tr>
<td>mo</td>
<td>Microbial ID (if test=positive)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>specialty</td>
<td>Ordering specialty</td>
</tr>
<tr>
<td>test_date</td>
<td>Test date&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> YYYY-MM-DD.
<sup>b</sup> As available on the website [31].
<sup>c</sup> As defined by the AMR package for R [30].

The input data should be structured in a dataset format, where each variable is 1 column and each observation is 1 row. This follows the concept of “tidy data,” as defined by Hadley Wickham [26]. Table 2 displays the set of variables underlying RadaR’s functionality. In our setting for the development of RadaR, these variables originated from 3 different data sources: administrative data from the hospital data warehouse, microbiological data from the laboratory information system, and antimicrobial prescription data from the computerized prescriber order entry system. The data preparation and cleaning process are very specific for each data source, dependent on local data standards, and difficult to generalize. Therefore, Table 2 represents the final variables and formats for the analysis and use with RadaR, referring to the “tidy data” concept above and to the tidyverse R package collection for the preparation process [26,27]. Additional variables are calculated and transformed using the packages lubridate and zoo for time points and intervals, and AMR for antimicrobial (group) names, microbial isolate names, first isolate identification, and resistance analysis [28-30]. Microbiological resistance is calculated per antimicrobial substance or as coreistance if more than 1 substance is selected.

RadaR can be used for graphical exploratory data analysis. Differences in LOS are displayed by a Kaplan-Meier curve in conjunction with a log-rank test, using the survminer package [32]. Time trends for number of admissions, antimicrobial consumption, and resistance counts per year, quarter, or month, are visualized in run charts using the qicharts2 package [33].
Nonrandom variation in these run charts is tested using Anhøj’s rules [34].

RadaR has been developed in macOS High Sierra (1.4 GHz, 4 GB RAM), and it was successfully tested in Windows 7 (3.2 GHz, 8 GB RAM) and Linux (Ubuntu 16.04.4 LTS, 3.4 GHz, 12 GB RAM). A running example version has been deployed to shinyapps.io, a publicly available Web hosting service for R Shiny apps [35]. The entire source code of RadaR is freely accessible on GitHub [36]. We intend to integrate suggestions and feedback coming from its users and the R community. RadaR was developed using data of patients admitted to the University Medical Center Groningen, Groningen, the Netherlands. Data were collected retrospectively, and permission was granted by the ethical committee (METc 2014/530). RadaR can be used locally in protected environments or hosted on the Web, provided appropriate measures have been taken to guarantee data protection, depending on national regulations.

Results

Overview

We have developed RadaR, a Web-based software app providing an intuitive platform for rapid analysis of large datasets containing information about patients’ admission, antimicrobial use, and results of microbiological diagnostic tests. This software app can help users (ie, AMS team members) find answers to questions, such as “What are the most commonly used antimicrobials at an institution/specialty/department and have they changed over time?,” “Were adequate microbiological diagnostics performed at the start of antimicrobial treatments?,” “What are the most frequent microorganisms found and their resistance patterns in different departments?,” and “Can we identify priority areas within a hospital where antimicrobial or microbiological diagnostic use has the largest room for improvement?”

Application Design

RadaR is designed in the form of a Web browser–based dashboard that most users are familiar with from typical websites and Web-based tools (see Figure 1). The basis of RadaR’s functionality is filtering datasets and producing analytical graphs according to selection criteria defined by the user. Any calculations and data aggregation are based on single observations of individual patients. To identify and analyze groups of patients, 17 different selection criteria can be found in the sidebar (Table 3). The output of RadaR is grouped into 4 panels (patient, antimicrobials, diagnostics, and outcome) that each comprise 3 to 4 output boxes displaying the results (see Multimedia Appendix 1).

All output is based on the selection criteria defined by the user in the sidebar. Each new selection and any change need to be confirmed by clicking the confirm selection button (see Figure 1). Users can navigate among the different analysis panels by clicking the respective button.

Figure 1. Application design.
Table 3. Selection criteria in sidebar.

<table>
<thead>
<tr>
<th>Tab name and criteria</th>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antimicrobials</strong></td>
<td></td>
</tr>
<tr>
<td>Start of antimicrobials (in relation to start of admission)</td>
<td>Select patients starting treatment in a defined time period</td>
</tr>
<tr>
<td>Minimum duration of treatment (days)—all antimicrobials</td>
<td>Select patients with a minimum treatment duration</td>
</tr>
<tr>
<td>Minimum duration of prescription (days)—single antimicrobial</td>
<td>Define the minimum duration of a prescription for any selected antimicrobial</td>
</tr>
<tr>
<td>Administration route</td>
<td>Intravenous or oral</td>
</tr>
<tr>
<td>First antimicrobial only</td>
<td>Filter patients for first prescribed antimicrobial only or any (on the basis of all other selection criteria)</td>
</tr>
<tr>
<td>Groups of antimicrobials</td>
<td>Fourth level of the World Health Organization Anatomical Therapeutic Chemical (WHO ATC) classification system&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Antimicrobials</td>
<td>Fifth level of the WHO ATC classification system&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Patients</strong></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Female or male</td>
</tr>
<tr>
<td>Age</td>
<td>As available in the data</td>
</tr>
<tr>
<td><strong>Year</strong></td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Years available in the data</td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Specialty</td>
<td>Internal medicine, surgery, or other</td>
</tr>
<tr>
<td>Minimum number of patients per subspecialty</td>
<td>0, 10, 100, 1000, or 10,000</td>
</tr>
<tr>
<td>Include only this subspecialty</td>
<td>All other subspecialties will be excluded</td>
</tr>
<tr>
<td>Exclude subspecialty</td>
<td>Define single subspecialties to be excluded</td>
</tr>
<tr>
<td><strong>Origin</strong></td>
<td></td>
</tr>
<tr>
<td>Origin at admission</td>
<td>As available in the data</td>
</tr>
<tr>
<td><strong>Diagnostics</strong></td>
<td></td>
</tr>
<tr>
<td>Type of diagnostics</td>
<td>Blood culture or urine culture test</td>
</tr>
<tr>
<td>Days to first test (in relation to start of antimicrobials)</td>
<td>Define time period for tests to be performed in</td>
</tr>
</tbody>
</table>

<sup>a</sup>As available on the website [31].

Results are shown in bar charts, density plots, run charts, a bubble plot, and a Kaplan-Meier curve for LOS in hospital. Each panel further displays a table summarizing the respective data analyses. All output boxes and their content are described in Table 4. Most output boxes include modification options that can be identified by small gear icons (see Figure 1). These clickable icons allow for further specification of the generated plots and tables. Users can compare different groups (eg, antimicrobial use by antimicrobial agent, resistance patterns per isolate, or LOS by specialty) or modify the plots (eg, switch from count to proportion, change the chart type, or show or hide the legend). Plots and tables can be downloaded through download buttons as PNG files for plots and CSV, Excel, or PDF files for tables.

Finally, 2 datasets (antimicrobial/admission data and microbiological data) of the user-defined selection can be downloaded from the sidebar menu in a CSV-file format for further analysis (eg, retrieving a list of patient numbers of the selected patient group).
<table>
<thead>
<tr>
<th>Output panel and output box</th>
<th>Output type</th>
<th>Content</th>
<th>Modification options</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subspecialties in selection</td>
<td>Bubble chart</td>
<td>Patients per subspecialty</td>
<td>Show top 10 by number of patients</td>
</tr>
<tr>
<td>Subspecialties—table</td>
<td>Table</td>
<td>Total number of patients and per subspecialty</td>
<td>_b</td>
</tr>
<tr>
<td>Patient age</td>
<td>Density plot (distribution)</td>
<td>Age distribution in selection</td>
<td>Group by gender</td>
</tr>
<tr>
<td>Number of admissions</td>
<td>Run chart</td>
<td>Count of admissions per time period</td>
<td>Per year, per quarter, or per month</td>
</tr>
<tr>
<td><strong>Antimicrobials</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antimicrobials</td>
<td>Bar chart</td>
<td>(Group of) antimicrobials sorted by prescription, DDD(^c), or DOT(^d)</td>
<td>Single antimicrobials or groups; select prescription count, DDD, or DOT per 100 bed days</td>
</tr>
<tr>
<td>DDD</td>
<td>Run chart</td>
<td>DDD per 100 bed days per group and per time period</td>
<td>Group by none, specialty, subspecialty, and origin; per year, per quarter, and per month</td>
</tr>
<tr>
<td>DOT</td>
<td>Run chart</td>
<td>DOT per 100 bed days per group and per time period</td>
<td>Group by none, specialty, subspecialty, and origin; per year, per quarter, and per month</td>
</tr>
<tr>
<td>DDD/DOT table</td>
<td>Table</td>
<td>Summary of DDD/DOT per 100 bed days per group</td>
<td>DDD or DOT per 100 bed days; group by antimicrobial (group), year, specialty, subspecialty, and origin</td>
</tr>
<tr>
<td><strong>Diagnostics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnostics in selected patients</td>
<td>Bar chart</td>
<td>Diagnostics taken versus not taken in specified timespan</td>
<td>Count or proportion; per year, quarter, or month</td>
</tr>
<tr>
<td>Timing of selected diagnostics</td>
<td>Bar chart</td>
<td>Time of diagnostics performed in days after start of treatment</td>
<td>_b</td>
</tr>
<tr>
<td>Diagnostics in relation</td>
<td>Bar chart</td>
<td>Absolute difference from average proportion of selected diagnostics performed</td>
<td>Group by antimicrobial (group), year, specialty, subspecialty, and origin</td>
</tr>
<tr>
<td>Table—proportion performed</td>
<td>Table</td>
<td>Summary of proportion of diagnostics performed</td>
<td>Group by antimicrobial (group), year, specialty, subspecialty, and origin</td>
</tr>
<tr>
<td>First isolates in selected diagnostics</td>
<td>Bar chart</td>
<td>First isolates of microorganisms sorted by frequency</td>
<td>Group by antimicrobial (group), year, specialty, subspecialty, and origin; zoom to select more or less isolates shown in graph</td>
</tr>
<tr>
<td>First isolates—table</td>
<td>Table</td>
<td>Frequency table of first isolates</td>
<td>Group by year, specialty, subspecialty, and origin</td>
</tr>
<tr>
<td>Resistance analysis</td>
<td>Bar chart</td>
<td>Count or proportion of resistance or co-resistance to selected antimicrobials in selected isolates in “R,” “S,” and “I” categories</td>
<td>Select isolates; select antimicrobials; group by year, specialty, subspecialty, and origin; select count or proportion</td>
</tr>
<tr>
<td>Resistance—over time</td>
<td>Run chart</td>
<td>Count of resistance or co-resistance to selected antimicrobials in selected isolates in “R,” “S,” and “I” categories over time</td>
<td>Select isolates; select antimicrobials; per year, per quarter, or per month</td>
</tr>
<tr>
<td><strong>Outcome</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of stay</td>
<td>Density plot or histogram</td>
<td>Distribution of length of stay per group</td>
<td>Group by all, gender, year, antimicrobial (group), diagnostics performed, specialty, subspecialty, and origin; show histogram; show legend; spread out to remove overlaps</td>
</tr>
<tr>
<td>Length of stay—Kaplan-Meier</td>
<td>Kaplan-Meier curve</td>
<td>Kaplan-Meier curve per group</td>
<td>Groups shown as selected in the length-of-stay box</td>
</tr>
<tr>
<td>Length of stay—table</td>
<td>Table</td>
<td>Summary of length of stay per group</td>
<td>Group by gender, year, antimicrobial (group), diagnostics performed, specialty, subspecialty, and origin</td>
</tr>
</tbody>
</table>
Development Process
RadaR has been developed in close contact with the AMS team and senior consulting specialists at the University Medical Center Groningen, Groningen, the Netherlands, to meet the needs and requirements of this user group. Subsequently, all members of the European Society of Clinical Microbiology and Infectious Diseases Study Group for Antimicrobial Stewardship (ESGAP) were asked to evaluate and test the software app through a running Web-based example of RadaR and by filling out a Web-based survey. The ESGAP comprises around 200 members from more than 30 countries worldwide. A total of 12 members from 9 different countries took part in the evaluation. This yielded important information on user experiences with the software app, which in turn led to further improvements that are reflected in the version we presented in this report. In a next phase, RadaR will be tested in different settings of ESGAP members and other interested partners using locally available data (eg, an 837-bed tertiary care hospital in the Netherlands and a 750-bed tertiary care hospital in Greece).

Workflow
RadaR was developed and tested with a dataset of all patients admitted to our institution, a 1339-bed academic tertiary referral hospital, within the years of 2009 to 2016, comprising over 180,000 admissions. For simulation purposes and Web-based user testing, we have created a test dataset of 60,000 simulated patients. This sample dataset allows testing of RadaR’s functionality, but it does not produce meaningful results.

A typical example workflow with RadaR comprises 6 steps (with examples from the test dataset). They are listed below:

1. Define the selection: For example, patients receiving intravenous second- or third-generation cephalosporins as first treatment for at least 2 days, starting within the first 2 days of hospital admission from any specialty in all years in the dataset.

2. Patients’ panel: Identify the total number of patients and the subspecialties with the highest number of included patients (eg, 537 patients selected in total, with 97 patients from internal medicine). Investigate patients’ gender and age distribution.

3. Antimicrobials panel: Identify the total use of the initial cefuroxime treatment in DDD and DOT per 100 bed days (eg, 4.51 and 1.5, respectively). Stratify the results by subspecialty and identify the highest number of DDD and DOT per 100 bed days (eg, highest use by DDD and DOT in internal medicine).

4. Diagnostics panel: Check if the selected microbiological diagnostic test (eg, blood culture test) has been performed on the same day as the start of the treatment (defined in the sidebar). Investigate the proportion of tests performed over the years and investigate which subspecialty performs best compared with others (eg, Pediatrics). Check which microorganisms (as first isolates) were found in the selected diagnostic specimens (the most common isolate: *Escherichia coli*). Investigate the proportion of isolates resistant to cefuroxime (8.9%) and analyze the trend over time.

5. Outcome panel: Check for patterns of differences in LOS in the defined patient group by subspecialties or performed diagnostics (eg, highest mean LOS of 7.8 days in Surgery).

6. Refine the selection: Investigate a subgroup of the original selection. For example, select only the top 3 subspecialties by number of patients and repeat step 2 to 5.

Customization
For setting up RadaR in a new environment after data preparation, users only need to perform the following 4 steps:

1. Downloading R and RStudio [21,22], which are free to use and open-source software.


3. In global.R, manually edit the paths for the prepared datasets to be imported into RadaR

4. Run the app in RStudio with the calling the function runApp() in the console or by clicking the green run app button. This will download and install the required R packages needed for the app if they have not been installed previously, and this will create the final dataset for analysis. The RadaR interface will open in the RStudio viewer pane or in a new window of the standard browser of the user’s operating system.

RadaR’s appearance has been customized using a cascading style sheets (CSS) script [37] that is loaded into the app upon its start. This script needs to be saved into a subdirectory of the directory of the 3 main files (global.R, server.R, and ui.R) called “www.” We recommend RStudio’s project function to create a single project for RadaR and to store all information in this project directory. Users with experience in using CSS can fully alter RadaR’s design by changing the underlying CSS script.

Discussion
Principal Findings
We have developed a Web-based software app for rapid analysis of diagnostic and antimicrobial patterns that can support AMS teams to tailor their interventions. It has been designed to enhance communication of relevant findings while being easy to use. This also applies to users without extensive prior software skills, as it follows usual Web browser user experiences. Moreover, it has been developed using open-source software. It is therefore free to use and accessible for download. In our experience, this system can be adapted to new settings within 1 day, when the required data (Table 2) are available.

Commercial software for infection management is available (eg, Epic Antimicrobial Stewardship Module, TREAT Steward).

Refine the selection: Investigate a subgroup of the original selection. For example, select only the top 3 subspecialties by number of patients and repeat step 2 to 5.
These offer extensive options for filtering, analyzing, and visualizing EHRs with real-time connections to hospital data infrastructures and have been shown to be useful in clinical practice [38]. However, it is difficult to compare functionalities of these tools because of their non–open-source nature. This fact, along with the required budget to purchase the software, drastically limits their use. We are convinced that transparent software development can support the adoption of data-driven developments while enhancing optimal quality of care and patient safety, which is crucial in the light of new data-driven developments of using EHRs [39,40].

The global nature of infections further calls to develop software tools applicable in resource-limited settings [41]. Open-source approaches for data analysis, such as RadaR, have advantages over traditional methods, such as Excel or SPSS. Hughes et al described those in their report of a software app for RNA-sequencing data analysis [15]. They highlight aspects that were also fundamental for the development of RadaR. First, R allows transparent, reproducible, and sustainable data analysis through scripts that can easily be shared and changed. This can build the basis for collaboration, and this enforces the spirit of open science (also through the strong collaborative R community on the Web). Second, R is open source and free to use; therefore, it also enables use in resource-limited settings. Finally, Shiny empowers users to interact with the data, making even very large datasets quickly interpretable.

Innovative approaches used in supporting infection management by leveraging EHRs are being investigated [17-19]. Reporting on AMR, antimicrobial use, and hospital infections (eg, for quality assurance) is well established, but it is important to integrate these data sources in an approach that allows detailed filtering options on all input. Merely looking at antimicrobial use alone or comparing aggregated results (eg, total amount of a specific antimicrobial substance per hospital correlated with the total count of a resistant isolate) will result in loss of information or even misleading interpretation. Detailed data and calculations on the basis of each individual patient are crucial to draw informed conclusions. Unfortunately, the abovementioned infection management approaches [17-19] either depend on additional commercial software for data visualization or the source code is not openly available. We want to encourage others to turn toward available open-source software solutions, such as R, for an increased potential of collaboration and transparency. However, their strength is the connection to real-time data flows. This enables the prospective use and increases their usability for daily clinical practice. RadaR is currently still limited to retrospective data analysis because of a changing hospital data infrastructure in our setting. Technically, it is feasible to connect R-based software apps such as RadaR to real-time hospital data infrastructures running with clinical data standards [42]. For a start, access to static data extraction is often easier and faster to achieve. RadaR can be used to advocate the use of data visualization tools and improved accessibility of hospital data sources. Until connection to real-time hospital data is established, RadaR can support users as a stand-alone option for retrospective data analysis in infection management. Next steps will involve testing in multiple settings and forming a user and research group to continue and expand the use of open-source technology and open science principles in infection management.

Conclusions
RadaR demonstrates the feasibility of developing software tools for infection management and AMS teams in an open-source approach, making it free to use, share, or modify according to various needs in different settings. RadaR has the potential to be a highly useful tool for infection management and AMS in daily practice.
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Abstract

Background: Chronotype is the propensity for a person to sleep at a particular time during 24 hours. It is largely regulated by the circadian clock but constrained by work obligations to a specific sleep schedule. The discrepancy between biological and social time can be described as social jetlag (SJL), which is highly prevalent in modern society and associated with health problems. SJL and chronotypes have been widely studied in Western countries but have never been described in China.

Objective: We characterized the chronotypes and SJL in mainland China objectively by analyzing a database of Chinese sleep-wake pattern recorded by up-to-date wearable devices.

Methods: We analyzed 71,176 anonymous Chinese people who were continuously recorded by wearable devices for at least one week between April and July in 2017. Chronotypes were assessed (N=49,573) by the adjusted mid-point of sleep on free days (MSFsc). Early, intermediate, and late chronotypes were defined by arbitrary cut-offs of MSFsc <3 hours, between 3-5 hours, and >5 hours. In all subjects, SJL was calculated as the difference between mid-points of sleep on free days and work days. The correlations between SJL and age/body mass index/MSFsc were assessed by Pearson correlation. Random forest was used to characterize which factors (ie, age, body mass index, sex, nocturnal and daytime sleep durations, and exercise) mostly contribute to SJL and MSFsc.

Results: The mean total sleep duration of this Chinese sample is about 7 hours, with females sleeping on average 17 minutes longer than males. People taking longer naps sleep less during the night, but they have longer total 24-hour sleep durations. MSFsc follows a normal distribution, and the percentages of early, intermediate, and late chronotypes are approximately 26.76% (13,266/49,573), 58.59% (29,045/49,573), and 14.64% (7257/49,573). Adolescents are later types compared to adults. Age is the most important predictor of MSFsc suggested by our random forest model (relative feature importance: 0.772). No gender differences are found in chronotypes. We found that SJL follows a normal distribution and 17.07% (12,151/71,176) of Chinese have SJL longer than 1 hour. Nearly a third (22,442/71,176, 31.53%) of Chinese have SJL<0. The results showed that 53.72% (7127/13,266), 25.46% (7396/29,045), and 12.71% (922/7257) of the early, intermediate, and late chronotypes have SJL<0, respectively. SJL correlates with MSFsc (r=0.54, P<.001) but not with body mass index (r=0.004, P=.30). Random forest model suggests that age, nocturnal sleep, and daytime nap durations are the features contributing to SJL (their relative feature importance is 0.441, 0.349, and 0.204, respectively).

Conclusions: Our data suggest a higher proportion of early compared to late chronotypes in Chinese. Chinese have less SJL than the results reported in European populations, and more than half of the early chronotypes have negative SJL. In the Chinese population, SJL is not associated with body mass index. People of later chronotypes and long sleepers suffer more from SJL.

(J Med Internet Res 2019;21(6):e13482) doi:10.2196/13482
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Introduction

Many human biological processes and behavioral functions exhibit 24-hour rhythms driven by endogenous circadian clocks, ranging from metabolism, hormone secretion, and body temperature to sleep-wake patterns and socialization. These endogenous daily variations among humans can be determined by “chronotype”, which is controlled by circadian clocks but can be influenced by external environmental factors. Social jetlag (SJL) is the misalignment between biological and social time [1]. It is highly prevalent in modern society because of different factors such as increased workload and work stress in daily life, shift work, environmental changes [2] (eg, climate changes [3]), increasing exposure to artificial light sources, as well as excessive tablet/smartphone use [4]. SJL is reported to be associated with many health problems like obesity [5], increased daytime sleepiness and fatigue [6,7], bad mood and depression [8], and metabolic and cardiovascular disorders [9]. Reducing SJL is an important issue in public health.

One cause of SJL is insufficient sleep during work days, when people need to wake up earlier than their normal biological time and subsequently oversleep on free days to compensate for the accumulated sleep debt during the week [1,5]. Therefore, it is reasonable to assume that regular daytime naps to counteract accumulating sleep debt would alleviate SJL symptoms. Currently, most studies on SJL have been performed in Western countries [10,11]. It is difficult to investigate the relationship between daytime naps and SJL in these countries, since typically the general public rarely takes naps. Although “siesta” is historically common in Mediterranean countries such as Spain and Italy, Spaniards and Italians are abandoning this tradition and the majority of people no longer take naps [12]. In contrast, the noon nap is a Chinese tradition and is well protected in modern China despite the country’s rapid industrialization and economic boom. Chinese people consider napping at noon as important for their health, and the noon nap is usually mandatory for kids at school. Chinese adults commonly take daily noon naps to refresh their energy for the activities in the afternoon and continue with this habit even after retirement [13]. Typically, Chinese people have a 2-hour break at noon that allows them to eat lunch and then take a nap.

To the best of our knowledge, the current states of SJL, chronotypes, and sleep in the Chinese population have never been quantified. Among several reasons for the lack of Chinese data is the absence of a Chinese translation and validation of questionnaires used for studying SJL and chronotypes, such as the Munich ChronoType Questionnaire (MCTQ) [14]. Some questionnaires evaluating chronotypes such as Morningness-Eveningness Questionnaire (MEQ) and its short form, the reduced MEQ, have been translated into Chinese [15,16] but lack sufficient validation. China is a huge country with 56 different ethnic groups, and for these groups, a countrywide validation has not yet been done. Certain studies [15,16] show inconsistent validation results of chronotypes in the Beijing region, which limits them from application in large population studies.

Wearable devices are becoming increasingly popular. Some have been validated for human sleep measurements in daily life situations, making it possible to assess sleep, chronotype, and SJL in the general population during daily life in an objective and longitudinal way. However, wearable devices measuring sleep based only on accelerometers overestimate sleep duration as they cannot really distinguish sleeping from lying quietly [17-21]. Recently, new wearables devices have been improved by adding the function of monitoring autonomic activities such as heart rate and pulse wave using photoplethysmography [22] or electrocardiogram sensors [23]. With the help of novel algorithms like machine learning [22,24] and cardiorespiratory sleep staging techniques (eg, cardiopulmonary coupling [CPC] [23,25] and heart rate variability analysis [26]), movement tracking (ie, accelerometer) and autonomic activities have improved the detection and determination of sleep and wakefulness [22,24,26]. Therefore, these new wearable devices are becoming more attractive in sleep and chronobiology research [23,27,28].

In this study, we characterize sleep, chronotypes, and SJL in mainland China by analyzing a large database of Chinese sleep-wake pattern recorded by up-to-date smartwatches. The device used in this study assesses the sleep-wake state by measuring movements and CPC with accelerometers and photoplethysmography. We hypothesize that the Chinese population has a smaller SJL compared to the data published in European countries, since napping at noon is very common in China. Given that insufficient sleep during the work day is one of the potential contributors to SJL [1,5], we reason that the Chinese “noon nap” culture is helpful for reducing daily sleep debt and counteracting SJL.

Methods

We analyzed 71,176 anonymous Chinese customers (male: 45,582 [64.04%], female: 9714 [13.65%], unknown: 15,880 [22.31%]) who use a wearable device from a major Chinese technology and telecommunications brand. For privacy reasons, we cannot reveal the name of the company. All customers were continuously recorded by their smartwatches for at least one week between April and July in 2017. Their nocturnal sleep durations were between 3 hours and 13 hours, that is, people who slept less than 3 hours or more than 13 hours were excluded. The age of these subjects was between 10 and 90 years old. We excluded customers with extremely high (>50 kg/m^2) or low (<10 kg/m^2) body mass indices (BMI). All subjects provided an electronic informed consent for their data to be used for research purposes when they first registered and initialized their devices. Hence, the data were collected naturally and safely during the customers’ daily life. The wearable devices are able to distinguish sleep and wakefulness with high accuracy by combining movement tracking and CPC assessment. The accuracy of the wearable devices assessing sleep has been confirmed by combining movement tracking and CPC assessment.

We analyzed 71,176 anonymous Chinese customers (male: 45,582 [64.04%], female: 9714 [13.65%], unknown: 15,880 [22.31%]) who use a wearable device from a major Chinese technology and telecommunications brand. For privacy reasons, we cannot reveal the name of the company. All customers were continuously recorded by their smartwatches for at least one week between April and July in 2017. Their nocturnal sleep durations were between 3 hours and 13 hours, that is, people who slept less than 3 hours or more than 13 hours were excluded. The age of these subjects was between 10 and 90 years old. We excluded customers with extremely high (>50 kg/m^2) or low (<10 kg/m^2) body mass indices (BMI). All subjects provided an electronic informed consent for their data to be used for research purposes when they first registered and initialized their devices. Hence, the data were collected naturally and safely during the customers’ daily life. The wearable devices are able to distinguish sleep and wakefulness with high accuracy by combining movement tracking and CPC assessment. The accuracy of the wearable devices assessing sleep has been confirmed by combining movement tracking and CPC assessment.
Mid-sleep point is the middle time between sleep onset and waking; for example, mid-sleep point is 4:00 am if sleep onset is at 00:00 and wake up time is 8:00 am in the morning. In each subject, we first calculated the mid-sleep points of all nights and then averaged the values on work days (from Sunday night to Thursday night) and on free days (Friday and Saturday nights), respectively. SJL is calculated as the averaged mid-sleep points on free days minus the averaged mid-sleep points on work days.

Changes of the adjusted mid-point of sleep on free days (ie, mid-sleep on free days corrected for sleep debt on work days) (MSFsc) were also characterized in 49,573 subjects (male: 30,651 [61.83%], female: 6394 [12.90%], unknown: 12,528 [25.27%]) whose data included at least 2 weeks of whole weeks with no missing data for age. In this way, we could test if the relationship between MSFsc and age as reported in a previous study [30] can be reproduced in the Chinese population. In addition, MSFsc measures human chronotype. Assessing chronotype is relevant for SJL because people of later chronotypes (ie, more evening type) are more likely to have higher sleep debt on work days and consequently a higher SJL [5]. The MSFsc was calculated according to the literature [30] as follows:

$$MSFsc = MSF - 0.5 \times \left( SD_f - (5 \times SD_e + 2 \times SD_o)/7 \right)$$

where $SD_f$ was the mean sleep duration of Friday and Saturday nights, and $SD_e$ was the mean sleep duration from Sunday to Thursday nights. As these 49,573 subjects had recordings of whole weeks, MSFsc of each subject was the mean value of the MSFsc of recording weeks. For example, if a subject was recorded for 3 weeks, we calculated the MSFsc of each week and then the average of the MSFsc of these 3 weeks was the final MSFsc of this subject. Then we classified the chronotypes into early, intermediate, and late types with the arbitrary cut-offs (ie, early: <3:00 am intermediate: 3:00-5:00 am, late: >5:00 am) as suggested by Roenneber et al [31].

Three subgroups of subjects were defined according to the average durations of their daytime nap: (1) group with long naps, that is, average nap duration longer than 30 minutes (n=29,917), (2) group without daytime nap whose average nap duration was 0 (n=4223), and (3) group with short naps, that is, the rest of the subjects (n=37,036) taking daytime naps shorter than 30 minutes. A two-sample $t$ test was used to check if SJL showed gender differences in all subjects and in the long naps and zero naps groups, respectively. The correlations between SJL and age/BMI/MSFsc were assessed by Pearson correlation in all subjects and in the long naps and zero naps groups, respectively. The short naps group was excluded from the aforementioned analysis because their mean nap duration was short and the nap effect may be minor in some subjects. Linear regression was used to quantify the relationship between SJL and daytime nap/nocturnal sleep durations. The data were expressed as mean ± standard deviation (SD), unless otherwise stated. The statistically significant level was $P<.001$, considering the large sample size.

We used random forest [32], a supervised machine learning approach that can be used for both classification and nonlinear regression analysis, to characterize which factors influence SJL and MSFsc. Random forest can handle highly nonlinear interactions between variables and does not require distributional assumptions (ie, normality) for the variables. The predictors included sex, age, BMI, the count of daily walking steps (an indicator of exercise), nocturnal sleep duration, and daytime nap duration. Although classical linear regression analysis was frequently used to estimate the relationships among variables, it was not suitable for our dataset due to the multicollinearity (ie, the covariates were highly correlated to each other). To eliminate the influences of missing data on the weights of the predictors, we fitted only the random forest model with complete dataset of all the predictors (n=32,020). The number of trees was set from 10 to 50 with a stepwise increment of 10, and the maximal depth of the tree was set from 2 to 5 with a stepwise increment of 1. We used a 5-folder cross-validation to select the optimal model, which gave the highest score (ie, the score was the coefficient of determination R-squared of the random forest regression). All the statistical analyses and random forest regression were done using Python.

Results

Sleep Duration

The distributions of age and BMI of our subjects are shown in Figure 1. The majority of our subjects were between 20 and 50 years old, with a BMI typically between 17 and 30 kg/m². On average, subjects (n=71,176) fell asleep at 00:15 am (SD 70.5 minutes) and woke up at 7:00 am (SD 66.3 minutes) on work days, while they fell asleep at 00:28 am (SD 82 minutes) and woke up at 7:22 am (SD 81.3 minutes) on free days. Thus, their mean nocturnal sleep durations were 387 minutes (SD 49.5) on work days and 396.6 minutes (SD 65.8) on free days. Their nocturnal sleep was 10 minutes longer on free days compared to work days (Welch’s $t$ test gives $P<.001$). The vast majority of our subjects took a daytime nap (66,953 out of 71,176 people, which was approximately 94.07% of our subjects). The distribution of the durations (>0 minutes) of the daytime naps is shown in Figure 2. Most of our subjects took naps shorter than 60 minutes. The total 24-hour sleep durations were 419 minutes (SD 47) (ie, nocturnal durations plus daytime nap durations), which were longer in females (433 minutes, SD 47) than males (416 minutes, SD 47) (two-sample $t$ test, $P<.001$). We found a correlation between total sleep durations on work days and on free days in all subjects ($r=0.41$, $P<.001$), as well in the subgroups with zero naps ($r=0.43$, $P<.001$), with short naps ($r=0.42$, $P<.001$), and with long naps ($r=0.37$, $P<.001$), indicating that people who slept longer during work days also slept longer on weekends.
The nocturnal sleep duration negatively correlated with BMI ($r=-0.216$, $P<0.001$) and with age ($r=-0.14$, $P<0.001$). But no correlation was found between nap durations and BMI ($r=0.003$, $P=0.54$). Further, nap durations did not correlate with age ($r=0.05$, $P<0.001$), since the correlation coefficient was very small in spite of a small $P$ value. It was thus not surprising to find negative
correlations between total sleep durations and BMI ($r=-0.21$, $P<.001$) as well as between total sleep durations and age ($r=-0.12$, $P<.001$), since nocturnal sleep duration was much longer than nap duration.

Figure 3 summarizes the sleep schedules of the three subgroups (ie, zero naps, short naps, and long naps). People taking longer daytime naps fell asleep later on both work and free days, but people in the three subgroups woke up at a similar time in the morning. The sleep schedules slightly shifted later on free days compared to work days in all the subgroups. After removing the durations of wake after sleep onset from sleep recordings, the average sleep durations of the three subgroups are illustrated in Figure 3. The group of zero naps had longer nocturnal sleep duration on both work and free days than the other two groups, but people taking longer daytime naps had significantly longer total sleep durations across the 24-hour day. This was confirmed by correlation analysis as nocturnal sleep duration was negatively correlated with nap duration ($r=-0.22$, $P<.001$).

Figure 3. The sleep schedules and sleep durations on work and free days in the 3 subgroups with zero naps, short naps ($\leq$30 minutes), and long naps ($>30$ minutes). The error bars are standard deviation. The group of zero naps has longer nocturnal sleep duration on both work ($P<.001$) and free days ($P<.001$) than the other two groups, and the group of short naps has longer nocturnal sleep on both work ($P<.001$) and free days ($P<.001$) than the long naps group. However, people taking longer daytime naps have significantly longer total sleep durations across the 24-hour day on both work ($P<.001$) and free days ($P<.001$) than the other two groups.

Mid-Sleep on Free Days Corrected for Sleep Debt on Work Days
The distribution of MSFsc is shown in Figure 4. We found a near-normal distribution of chronotypes, with the most frequent MSFsc between 3:00 am and 4:00 am. The percentages of early (red color in Figure 4), intermediate (green color in Figure 4), and late (blue color in Figure 4) types were approximately 26.76% (13,266/49,573), 58.59% (29,045/49,573), and 14.64% (7257/49,573) in our subjects. The trajectory of age-dependent changes in MSFsc (Figure 5) showed a biphasic pattern with the peak value of 4:00 am at the age of 22 years. The MSFsc at 22 years was significantly later than the ones at ages younger than 16 years and older than 26 years (Welch’s $t$ test, $P<.001$). No gender differences were found (Welch’s $t$ test, $P>.05$) in all age groups except for the ones of 34 years ($P<.001$), 35 years ($P<.001$), 39 years ($P<.001$), and 40 years ($P<.001$).
Figure 4. The distribution of adjusted mid-point of sleep on free days (MSFsc) in our subjects (N=49,573). The red, green, and blue colors mark the early, intermediate, and late types using arbitrary cut-offs of <3 am, 3-5 am, and >5 am, respectively. h: hours.

Figure 5. Age-dependent changes in adjusted mid-point of sleep on free days (MSFsc), and age-dependent changes of MSFsc in males and females (orange line with filled circles=female). The error bar is standard deviation.
The optimal model of random forest regression was constructed with 50 trees with tree depth of 4. The relative feature importance for sex, age, BMI, exercise, nocturnal sleep duration, and daytime nap duration was 0.024, 0.772, 0.023, 0.036, 0.056, and 0.089, respectively, indicating that age was the predominant factor predicting MSFsc (ie, chronotype) in Chinese population. However, gender was not an important factor influencing MSFsc. The relative feature importance of nocturnal and daytime sleep durations suggested that they did not influence MSFsc in Chinese, as confirmed by correlation analyses. That is, nocturnal sleep ($r=0.0048, P=.39$) and nap durations ($r=-0.008, P=.15$) did not correlate to MSFsc.

**Social Jetlag**

Only 17.07% (12,151/71,176) of Chinese had SJL of more than 1 hour (see the distribution of SJL of our subjects in Figure 6).

The distributions of SJL in the zero naps and long naps subgroups were similar to that of all the subjects. Figure 6 also shows that quite a number (22,442/71,176, 31.53%) of people had SJL<0. We further analyzed the number of negative SJL in different chronotypes (the chronotypes of 49,573 subjects were calculated as introduced above). We found 31.16% (15,447/49,573) of Chinese had negative SJL, that is, their mid-sleep points on work days were later than the ones on free days. Results showed that 46.14% (7127/15,447) of these subjects were early types, 47.88% (7396/15,447) intermediate types, and only 5.97% (922/15,447) late types. In other words, just over half (7127/13,266, 53.72%) of all the early types Chinese showed negative SJL. This proportion was 25.46% (7396/29,045) in the intermediate and 12.71% (922/7257) in the late types.

*Figure 6.* Histogram of social jetlag of (a) all subjects, (b) people with zero naps, and (c) people with long naps. h: hours.
Social jetlag did not correlate with BMI (all subjects without missing values of BMI: n=58,370, r=0.004, P=.30; subgroup with zero naps: n=3324, r=0.017, P=.34; subgroup with long naps: n=24,891, r=-0.007, P=.30). When further dividing our subjects into two subgroups (ie, BMI≥25 and BMI<25), no correlation was found between SJJ and BMI in either group (BMI≥25: n=23,841, r=0.009, P=.36; BMI<25: n=34,529, r=0.002, P=.78). Taken together, these results indicate that SJJ may not be associated with increased BMI. No gender difference was found in SJJ in all subjects and the two subgroups of zero and long naps (male vs female in all subjects: 0.29 hours [SD 1.25] vs 0.31 hours [SD=1.02], P=.06; in the zero naps group: 0.26 hours [SD 1.19] vs 0.25 hours [SD 0.85], P=.86; in the long naps group: 0.3 hours [SD 1.42] vs 0.3 hours [SD 1.15], P=.77). Social jetlag significantly correlated to MSFsc in all subjects (r=0.54, P<.001) and in the two subgroups with zero daytime naps (r=0.56, P<.001) and with long daytime naps (r=0.58, P<.001). This result suggests that SJJ was related to chronotypes, that is, people of later chronotypes may suffer more from SJJ.

As MSFsc significantly correlated with SJJ, we excluded it from the predictors in our random forest regression as we were interested in finding other predictors of SJJ. Random forest regression showed that the best model was built with 40 trees with a depth of 2. The relative feature importance for sex, age, BMI, exercise, nocturnal sleep duration, and daytime nap duration was 0, 0.441, 0.006, 0, 0.349, and 0.204, respectively, suggesting that within the available predictors, age was the most important contributor to SJJ, followed by the durations of nocturnal sleep and daytime nap. These results also suggest that sex and BMI were not relevant to SJJ, confirming the classical correlation analysis and t test results mentioned above.

We next used classical statistics to explore the relationship between SJJ and age/nocturnal sleep/daytime naps. Although the P values suggested highly significant results (P<.001), the relatively small correlation coefficients suggested that SJJ did not correlate with age in all subjects (r=0.03, P<.001). Linear regression analysis was used to quantify the relationship between SJJ and daytime naps. The fitted slope of nap durations was 0.0066 and P<.001 (ie, if the daytime nap increased 1 minute, the SJJ approximately increased 0.0066*60=0.4 minutes). When adding nocturnal sleep duration into the regression model, the fitted slope of daytime nap was not significant any more (P=.16) but nocturnal sleep duration became significant (the fitted slope was 0.0007 and P<.001). These results suggested a positive relationship between SJJ and durations of daytime nap/nocturnal sleep, indicating that people who need more sleep seemed to have larger SJJ.

Discussion

Principal Considerations

This is the first study characterizing sleep duration, chronotype (ie, mid-sleep points on free days), and social jetlag in a large Chinese population with objective data assessed by wearable devices. Our results reveal that the majority of Chinese people take daytime naps (66,953/71,176, 94.07%), and most importantly only a minor proportion (12,151/71,176, 17.07%) of the Chinese population have SJJ longer than 1 hour, which is much smaller than the 69% reported in a European population [5]. Remarkably, in contrast to the results shown in previous studies that SJJ is associated with obesity [5,33,34], we report that SJJ does not associate with BMI in a Chinese population.

Surprisingly, a high proportion of Chinese people, that is, 31.53% (22,442/71,176) of all the subjects or 31.16% (15,447/49,573) of the subjects whose chronotypes are available, have negative SJJ. Among these people, the majorities are early (7127/15,447, 46.14%) and intermediate (7396/15,447, 47.88%) chronotypes. In fact, we found that more than half (7127/13,266, 53.72%) of the whole early types show negative SJJ, indicating that negative SJJ may be a common phenomenon in people of early chronotypes. In contrast to our original hypothesis that daytime naps reduce SJJ, we found that people sleeping longer during daytime naps also have a larger SJJ. We further showed that chronotype (ie, MSFsc), age, and total sleep duration (ie, the sum of nocturnal and daytime sleep durations) are the most important factors associating with SJJ. People of later chronotypes and long sleepers have a larger SJJ. In addition, we report a higher proportion of early chronotypes (13,266/49,573, 26.76%) than late chronotypes (7257/49,573, 14.64%) and show the age-MSFsc relationship in Chinese population as previously reported in the Western countries [30,35,36], confirming that MSFsc becomes later during adolescence. However, its peak is earlier than the one reported in the German-speaking countries in 2004 [30] (ie, 4:00 am vs 5:00 am), indicating that nowadays the shift of MSFsc towards later chronotypes during adolescence is smaller compared to 10 years ago. We did not find gender differences in MSFsc.

Sleep Duration

The average nocturnal sleep duration is less than 7 hours in our subjects, which is shorter than that reported in other countries like the United States [36] and European countries [37]. In fact, at least 7 hours of sleep is recommended by the US Centers for Disease Control and Prevention to promote optimal health [38]. However, the majority of the Chinese population taking daytime naps results in an average total sleep duration of 7 hours (ie, 419 minutes [SD 47 minutes]). Our results also show gender differences in total sleep duration, that is, females sleep on average 17 minutes longer than males, which is consistent with the results of previous studies [39,40].

Early Chronotypes in the Chinese Population

This is the first study that chronotyped the Chinese population with an objective assessment. Very few previous studies have evaluated the chronotypes of Chinese using subjective questionnaires, and their results have been inconsistent. For example, Li et al [15] and Carciofo et al [16] validated the MEQ questionnaire with a sample of 188 subjects from the Beijing district and a sample of 305 Beijing residents. They found inconsistent results of chronotypes classified with the Horne and Östberg cut-off criteria [41]. Carciofo et al reported that 48.9% of subjects were neutral type, 44.3% were definitely or moderately morning types, and 6.9% definitely or moderately evening types [16]. Li et al showed that 66% of subjects were definitely or moderately morning types, 31% were neutral type, and 3% definitely or moderately evening types [15]. However,
both studies indicated a prevalence of early type compared to late chronotypes in China. In our results, the objective MSFsc in the Chinese population follows a near normal distribution (Figure 4) similar to the ones shown in a recent study done in the US with a questionnaire [35]. With the same arbitrary cut-offs used in the German-speaking populations [31] and in the US population [35], we also found a higher proportion of early than late types. Therefore, our results of objective assessment of chronotypes agree with the findings of previous studies in Chinese using subjective questionnaires.

**Age Differences in Chronotypes**

Our results (Figure 5) show that Chinese adolescents tend to be later chronotypes than other age groups consistent with previous results reported in other countries such as German-speaking countries [30,36] and the United States [35]. The big advantage of our study is that the MSFsc was calculated from objective measurement of sleep schedules by wearable devices, whereas in previous studies only subjective MSFsc derived from questionnaires was available. Both objective and subjective assessments corroborate a later chronotype in adolescents. The objectively assessed peak of age related to the MSFsc curve is 4:00 am at the age of 22 years in Chinese and is 5:00 am at age 20 years in the German-speaking population assessed by the MCTQ in 2004 [30]. Thus, our results suggest that although currently the MSFsc still shifts towards later chronotypes in adolescents, the degree of the shift may be decreasing compared to 15 years ago or may be smaller when objectively assessed with wearable devices. This hypothesis is supported by data from the United States [35], as the authors compare the MSFsc of their survey years (2003-2014) and find a trend towards earlier chronotypes in the later survey years (2011-2014) compared to the early ones.

The peak value of MSFsc at age 22 years is not significantly different from the ones at the ages 16-26 years. This range of age is wider than the one shown in the German-speaking population (ie, 19-23 years) [30]. The 24-hour sleep-wake cycle is influenced by genetic, molecular, lifestyle, societal (eg, cultures, working hours, occupation), environmental (eg, pollution, climate), geographical, and other factors. Thus, these factors may also influence the calculation of the MSFsc (the chronotypes) [42]. As Roenneberg et al suggested that the peak of age-MSFsc curve is a marker for the end of adolescence [30], the genetic factors may account for the aforementioned differences among different countries. Other factors like societal, environmental, and geographical factors could also influence the age-MSFsc relationships. For example, China covers a larger range of latitude (ie, from the northern tropic to high latitudes) and longitude than the German-speaking countries (eg, Germany and Switzerland are at high latitudes). Higher latitudes are associated with higher eveningness [10]. Therefore, when we average the MSFsc of Chinese people across the whole country, it is plausible that the Chinese have a smaller value but wider age ranges of the latest MSFsc compared to the German-speaking population.

**Gender Differences in Chronotypes**

In contrast to the results of previous studies, our objective data do not confirm gender differences in the Chinese population. In fact, to the best of our knowledge, the gender differences in chronotypes are reported inconsistently in the literature. Large sample and meta-analysis studies have found a slight tendency towards early chronotypes in females compared to males [30,35,36,43,44], but some studies report controversial findings [45,46] or no gender differences [43]. For example, a study [45] comparing the Morningness-Eveningness Stability Scale among Iranian, Spanish, and German populations found that the morning affect is higher in Spaniards and German females compared to Spaniards and German males. Iranian females, however, reported lower morning affect scores compared to Iranian males, indicating that gender differences in chronotypes are controversial between Iranian and Spaniard/German populations. In contrast to the results of most studies done in Europe showing gender differences [36,44], Duarte et al reported no significant gender differences in age groups between 30 and 44 years in Brazil using the MEQ questionnaire [47]. In Finland, conflicting results were also reported [46]. Evening type is more common among women than men in the Finnish population.

**Negative Social Jetlag**

MSFsc is positively correlated to SJL, corroborating the notion that people of later types may have higher SJL [5] because currently human society in industrialized countries favors early over later working hours. However, our results also report negative SJL in quite a number of Chinese, especially in early types. Negative SJL has been reported in previous studies [5], and Roenneberg et al suggested that this may be because people of early types sleep later than their circadian sleep window during work days, thus on free days they go to sleep earlier [5]. Other possible explanations of the negative SJL include shift workers who work on weekends, or accumulated sleep pressures forcing some people to go to sleep earlier on free days (ie, sleeping in is not the only way to compensate for insufficient sleep; some people also prefer to sleep earlier on free days). Nevertheless, our results report for the first time a relative high prevalence of negative SJL in a larger population (ie, Chinese) with a higher proportion of early chronotypes than later chronotypes. To the best of our knowledge, the health consequences of negative SJL have been rarely investigated in previous studies, probably due to the relative low proportion of early chronotypes/negative SJL in the studied populations (eg, the absolute values of SJL were calculated as very few subjects reported negative SJL in Roenneberg et al [5]). Only one recent study done in Japan shows that about 22.3% of Japanese children and adolescents report negative SJL and the students with negative SJL less than 1 hour have poorer academic performance [48]. Therefore, we suggest that more data are needed to explore the potential influences of negative SJL in human health, especially for early chronotypes whose sleep windows may be delayed during the work days. These data will help us better understand how the misalignments of biological and social time influence human health. Previous studies emphasized the influences of SJL on late chronotypes but ignored its influences on early chronotypes. For example, late chronotypes suffer from earlier waking in the morning, so later school/work start times have been recommended in some countries. But early chronotypes may equally suffer from later sleep onset during the night and their circadian clock prefers an early school/work.
start. So, reducing the negative SJL should be equally important for public health, especially for early chronotypes.

### Age and Social Jetlag

Age is suggested to be associated with SJL by our random forest model, but it is not confirmed by classical correlation analysis as the correlation coefficient is too small ($r=0.03$) in spite of small $P$ value ($P<0.001$). This result could be explained by the nonlinear relationship between age and SJL, similar to the one between age and MSFsc. As shown in our results (Figure 5), children are early chronotypes and become progressively later in adolescence. Chronotypes are positively correlated to SJL, so SJL is increasing with maturation in childhood. In adulthood, MSFsc is decreasing with increased age (ie, chronotypes become earlier again); thus, SJL is decreasing with age. This nonlinear pattern cannot be discovered by linear correlation analysis, but it can be recognized by random forest, a decision tree–based algorithm suitable to discovery of nonlinear relationships between predictors and dependent variable.

### Body Mass Index and Social Jetlag

In contrast to the results of previous studies [5,33,34], we could not find the association between SJL and BMI in the Chinese population. In fact, we are not the only study reporting no association between SJL and BMI. Similar results have been recently reported in Russia [49], Norway [50], and Czech Republic [51]. Thus, societal or geographical (eg, Russia and Norway are of higher latitudes compared to Germany) factors could account for the inconsistent results. Different data analysis methods may also influence the results. For example, both our analyses with machine learning (ie, random forest) and correlation analysis failed to reveal an association between SJL and BMI in our data. However, if we used ordinary least squares regression with BMI, gender, age, exercise, and sleep duration as predictors, we could find BMI as a positive predictor (coefficient is 0.0033, and $P=.017$) for SJL. However, this regression analysis is problematic due to the multicollinearity of covariates. In addition, energy expenditure and energy intake have not been considered in any of these studies including this one. Although we have taken into account the count of daily walking steps measured by wearable devices, which is an indicator of exercise, we have no indicator of energy intake. Therefore, the link between SJL and obesity needs further research.

### Daytime Naps and Social Jetlag

The unexpected positive rather than negative relationship between SJL and daytime naps is best explained by higher sleep need. First, our data show that the total sleep durations on work days and free days are correlated ($r=0.41$, $P<.001$), indicating that those people sleeping longer are long sleepers while the people without daytime naps have shorter total sleep durations and are likely to be short sleepers. Second, our result of an average of 7 hours total sleep duration already indicates that in general Chinese people suffer from insufficient sleep. People taking longer daytime naps sleep less during the night but have longer total sleep time (Figure 3), suggesting that they show a disposition to long sleep need (ie, long sleepers) but suffer from insufficient nocturnal sleep. Therefore, they sleep longer on free days, resulting in larger SJL (ie, longer daytime nap is associated with larger SJL). These results also indicate that long sleepers have larger SJL.

The positive association between daytime naps and SJL should not be considered to reflect a causal relationship and misinterpreted in that a longer daytime nap leads to larger SJL. In contrast, we think that daytime naps are still helpful to reduce SJL. However, they are not long enough to totally compensate for insufficient nocturnal sleep because the majority of Chinese people take daytime naps and have less than 1-hour SJL compared to European populations (ie, assuming that if Chinese people did not take daytime naps, they are likely to have higher sleep debts and thus larger SJL).

We also recognize that long daytime naps may also be associated with other health problems such as diabetes [52] or cardiovascular diseases [53]. Previous studies suggested that long daytime naps (ie, longer than 1 hour) can significantly increase the odds ratio of diabetes mellitus [52,54] and are associated with a higher risk of cardiovascular disease [53], but short naps (less than 30 minutes) are suitable to promote health. The influences/impacts of daytime napping duration on human health are less conclusive and definitely deserve more study. For example, long daytime naps may indicate sleep deprivation or disturbed nocturnal sleep (eg, people with sleep disorders such as sleep apnea, parasomnia, or insomnia). So, the increased risk of cardiovascular disease or diabetes in those people may be due to their poor nocturnal sleep or sleep disorders, rather than long daytime naps.

### Limitations

There are several limitations to our study. First, we are well aware that the cut-offs of MSFsc classifying chronotypes are sensitive to the study population [55] and other factors like latitude and longitude [10]; thus, they should be interpreted with caution. Our results that nearly half of negative SJL are intermediate chronotypes may indicate that the proportion of early chronotypes in this study is underestimated using the cut-offs.

Second, we have no data on the subjective estimations of sleep. To correlate the objective measures and subjective evaluations (eg, sleep schedule, daytime sleepiness) may be an interesting topic in the future. Third, in China the majority of employees can work only under the standard working hour system, which limits them to work 8 hours per day and 40 hours per week. Therefore, most Chinese people work from Monday to Friday. But working on Saturday or Sunday (not on both days as it is forbidden to work for the whole week according to Chinese law) with overtime payment is allowed in China. In this case, the definition of free days in our study needs to be adjusted in a small proportion of subjects. We suggest that future studies should take this into account. For example, the questionnaires used to assess chronotypes and SJL should include working hours/days per week of the subjects. The objective recordings with wearable devices or mobile phones should be able to classify work days and free days. In addition, we are aware that seasonal effects can influence chronotypes [36] and they should be controlled as suggested in previous studies [56]. Therefore, we recorded our subjects from April to July, when the
temperature is warm and the duration of daytime sunshine is increasing. It would be interesting in the future to compare our results with the data measured by wearable devices from winter when the temperature is cold and the night is longer. These objective data collected from large populations will help us better understand how daylight and temperature influence human circadian rhythm and health. For example, they can contribute to the ongoing debate of whether we should stop shifting to daylight saving time in summer in Europe and North America and instead use permanent summer time or winter time.

Finally, we have no information of the timing but only the durations of daytime naps in the database. It is reasonable to speculate that the majority of our subjects may regularly take naps after lunch between 12:00 to 14:00 (typical midday break time in China) because noon napping is an intrinsic part of Chinese culture. But we acknowledge that this speculation needs to be tested in future studies. It is an interesting topic to investigate whether the timing or regularity of naps may influence nocturnal sleep or the calculation of MSFsc and SJL.

Conclusions
Our study characterizes for the first time the chronotypes and social jetlag in a large Chinese population measured using wearable devices. We found a higher proportion of early compared to late chronotypes in Chinese. Chinese had less SJL than the results reported in European populations probably because of their noon napping culture. We also found that people of later chronotypes and long sleepers suffered more from SJL, but larger SJL was not associated with higher BMI. Surprisingly, more than half of the early chronotypes had negative SJL. We suggest that future studies are needed to further investigate the relationships between negative SJL and human health. Our study demonstrates that these days the modern wearable technologies tracking sleep-wake patterns are becoming powerful tools in the field of chronobiology.
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Abstract

Background: Social media use is now ubiquitous, but the growth in social media communications has also made it a convenient digital platform for drug dealers selling controlled substances, opioids, and other illicit drugs. Previous studies and news investigations have reported the use of popular social media platforms as conduits for opioid sales. This study uses deep learning to detect illicit drug dealing on the image and video sharing platform Instagram.

Objective: The aim of this study was to develop and evaluate a machine learning approach to detect Instagram posts related to illegal internet drug dealing.

Methods: In this paper, we describe an approach to detect drug dealers by using a deep learning model on Instagram. We collected Instagram posts using a Web scraper between July 2018 and October 2018 and then compared our deep learning model against 3 different machine learning models (eg, random forest, decision tree, and support vector machine) to assess the performance and accuracy of the model. For our deep learning model, we used the long short-term memory unit in the recurrent neural network to learn the pattern of the text of drug dealing posts. We also manually annotated all posts collected to evaluate our model performance and to characterize drug selling conversations.

Results: From the 12,857 posts we collected, we detected 1228 drug dealer posts comprising 267 unique users. We used cross-validation to evaluate the 4 models, with our deep learning model reaching 95% on F1 score and performing better than the other 3 models. We also found that by removing the hashtags in the text, the model had better performance. Detected posts contained hashtags related to several drugs, including the controlled substance Xanax (1078/1228, 87.78%), oxycodone/OxyContin (321/1228, 26.14%), and illicit drugs lysergic acid diethylamide (213/1228, 17.34%) and 3,4-methylenedioxy-methamphetamine (94/1228, 7.65%). We also observed the use of communication applications for suspected drug trading through user comments.

Conclusions: Our approach using a combination of Web scraping and deep learning was able to detect illegal online drug sellers on Instagram, with high accuracy. Despite increased scrutiny by regulators and policymakers, the Instagram platform continues to host posts from drug dealers, in violation of federal law. Further action needs to be taken to ensure the safety of social media communities and help put an end to this illicit digital channel of sourcing.
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Introduction

Background

In June 2018, the US Food and Drug Administration (FDA) held the Online Opioid Summit, a 1-day meeting seeking to generate momentum around the need to combat illicit internet sales of opioids [1]. In addition to federal agencies, several internet and social media companies were in attendance, including Google (which operates YouTube and Google+), Twitter, Facebook (which operates Instagram and WhatsApp), Pinterest, and other e-commerce, technology, and patient safety organizations [2]. The meeting was organized to facilitate cooperation among these stakeholders to address illicit internet opioid sourcing and diversion, a challenge that adds fuel to a national public health emergency that claims the lives of an average of 130 people daily from addiction-related overdose [3].

Importantly, federal law explicitly prohibits the internet sale of controlled substances as enforced by the 2008 Ryan Haight Online Pharmacy Consumer Protection Act (RHA) [4,5]. Named after a Californian adolescent who died in 2001 after overdosing on Vicodin purchased from an online drug seller without a prescription, the RHA was meant to curb the use of the internet as an alternative and convenient channel of sourcing [6]. However, since Mr Haight’s death, the internet ecosystem has rapidly proliferated and diversified, now populated by illegal internet pharmacies, social media posts from illegal sellers, and dark Web vendors, all who have been implicated in illegal online opioid sales [6-12].

Though illegal prescription drug sales are often found by users through search engine results and internet pharmacy advertisements (including spam email), popular social media platforms have emerged as a direct-to-consumer marketing tool for illegal sellers [2,12-15]. Previous research and investigative reporting have detected illegal opioid sales and drug dealing on several social media platforms, including Twitter, Facebook, and Instagram [7,12,16-21]. As Twitter provides a convenient way of accessing data through its application programming interface (API), many substance abuse infoveillance studies have focused on this microblogging platform [22-25]. Our own prior studies used both supervised machine learning classifiers and an unsupervised topic model to detect internet pharmacies selling opioids (including fentanyl) [6,7,21,26]. Others have primarily focused on analyzing Twitter messages for opioid and substance abuse behavior with manually annotated data, examining social circles of users, measuring user sentiment, using natural language processing, and using deep learning [22,23,27,28]. Other studies have used deep learning models to detect and describe adverse drug reactions via Twitter [29,30].

However, there are far fewer studies that have conducted infoveillance research on the Instagram platform, likely because of the difficulty of collecting Instagram data and the different data features that require additional data cleaning and processing. Instagram is an image and video sharing social media platform (reaching 1 billion monthly users in 2018) and is particularly popular among young adults (ie, 71% of those aged between 18 and 24 years), a critical demographic for substance use initiation [17]. Prior studies by Zhou et al have analyzed Instagram data primarily for substance abuse behavior and did not use deep learning models but instead used other machine learning approaches [28]. One relevant study by Yang and Luo used a model based on multitask learning that analyzed both images and text to track and classify drug abuse–related posts, including differentiating for drug dealers [17]. The study analyzed the user timelines of identified posts to differentiate drug dealers from users who exhibited drug use behavior and achieved a high classification accuracy of 88% [17].

Objective

Building on these prior studies that have used different big data and machine learning approaches to detect substance abuse behavior and illegal drug selling on social media, this study describes the use and evaluation of a deep learning model to better automate the detection of illegal opioid and other illicit drug sales on Instagram. Our study focuses on detecting illegal drug selling posts (not accounts) from hashtag searches and using deep learning to analyze text from posts.

Methods

Overview

Our study comprised 3 phases: data collection, data processing, and model training. The goal of our study was to develop and evaluate a machine learning approach that has the best performance for identifying illicit opioid drug selling via Instagram (Facebook, Inc.). To accomplish this, we first collected a set of posts that contained suspicious drug selling behavior by conducting automated searches for opioid-related hashtags and posts. We then used posts detected in these hashtag searches as a training set for our deep learning model and did not use deep learning models but instead used other machine learning approaches [28]. One relevant study by Yang and did not use deep learning models but instead used other
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Data Collection Phase

Since July 2018, Instagram has disabled many functions of its public API and has set limitations on data collection. To collect a more representative dataset than what is available from its limited public API, we developed a method to Web scrape results from the Instagram platform website based on opioid keyword hashtags (a word or phrase preceded by a hash character, #) search results. Our Web scraper was built in the computer programming language Python and converted source code from the Instagram website into JavaScript Object Notation (JSON) data files. Data scraped from the website included the text of the Instagram post, comments to the post by Instagram users, and associated metadata (eg, date, time, and user profile information).

As search on Instagram is conducted using hashtags (eg, #subject), we chose an initial list of hashtags related to controlled substances identified via manual searches and then...
populated these opioid-related hashtags into our automated search and Web scraping data collection process. This allowed us to discover a greater number of opioid and drug-related hashtags that are present in the Instagram community. Our initial set of hashtag keywords included xanaxangel, percocert (Percocet misspelled), adderrall (Adderall misspelled), and hydrocodoneacetaminophen (misspelled.) These keywords relate to hashtags associated with common controlled substance drug names that were used on Instagram at the time of the study. Many of these keywords are misspelled as Facebook and Instagram currently disables search results for certain explicit opioid keywords in search queries [2]. However, alternative opioid hashtag keywords are relatively easy to find, including some that are derived from the platform’s own suggested alternative hashtags when conducting searches [31]. Importantly, hashtags used by drug dealers are different depending on what type of drug(s) they are selling. Hence, it is important to expand the number and diversity of possible drug-related hashtags to collect a better sample of data to analyze. To increase the number of hashtags likely related to drug dealing, we examined search results for our initial set of hashtags using a 2-loop process during our automated search and Web scraping. In the first loop, we captured data from an individual post under a certain hashtag in the initial set of hashtags used. Our Web scraper continued to collect the JSON data from the source code for each of these posts until it reached a set limitation (in this study we ended our search loop when the post was older than 3 months). We then filtered out the hashtags from each post and chose other hashtags that contained keywords associated with controlled substances and illicit drugs by manually inspecting all hashtags collected in the loop. Hashtags that contained opioid and drug-related keywords or combinations thereof were then added to the hashtag list so they could be searched in a second loop that would go through all the hashtags identified. A full list of hashtags identified in this study is available in Multimedia Appendix 1.

Data collection occurred from July to October 2018, with hashtags limited to English language and with no set geographic or other filters for posts. In our data cleaning process, we also discarded duplicate posts that were replicated when collecting posts under different hashtags search loops, and then removed hashtags and stop words before textual analysis in the data processing phase described below.

**Data Processing Phase**

An Instagram post generally contains content with the user’s text (ie, message) and also hashtags to self-curate the content and associate it with other user posts and comments. Unlike normal text, hashtags can be placed randomly in the post, which could affect the accuracy of the machine learning model used in this study, as our deep learning model is based on learning the pattern of the text. To address this, we took the following additional steps to process our data:

1. We eliminated duplicate results of posts that appeared in multiple hashtag searches.
2. From each post, we extracted the text and removed any hyperlinks, special characters (eg, emoji, !, @), and stop words (eg, hers, between, yourself). We used the Natural Language Toolkit package in Python to remove stop words. We did not exclude # in this study, as # represents the hashtags of keywords that we specifically wanted to analyze.
3. We then built a dictionary based on the words in all texts; each word had a corresponding index. Then we transformed the word into an index in each text.
4. We kept text that had more than 1 index after step 2 as original data; then we removed all the hashtags from the original data and removed the texts that had no remaining words left. These data are referred to as no hashtag data.
5. We eliminated the duplicate texts in each dataset after step 3. Hence, all the texts remaining were unique with a different pattern.
6. We then manually annotated all the posts detected (including text and images) to identify and classify posts that involved illegal drug dealing or selling to establish ground truth for model evaluation. We accomplished this by using a binary coding scheme of yes or no based on assessing whether a post contained text or image information about a prescription opioid, controlled substance, or other suspected illicit drug product and that the post also included contact information on how to trade or purchase the drug from the dealer. The second and the third author coded posts independently and achieved a high intercoder reliability for results (kappa=0.98). For inconsistent results, both authors met and reviewed the posts together with the last author (a subject matter expert in internet substance abuse behavior) and all authors conferred on the correct classification of the post.
7. Using the manually annotated ground truth data in step 6, we then evaluated the performance of a deep learning model to identify illegal drug sellers by comparing it with other machine learning models.

**Model Training**

In this study, we used 4 supervised models to analyze our Instagram data: decision tree, random forest (RF), support vector machine (SVM), and a deep learning model we developed [32-34]. The first 3 models are traditional machine learning models, which perform well for classification tasks [35-37]. For this study’s deep learning model, we used a recurrent neural network with long short-term memory (LSTM) unit to study the pattern of text in a post. This model is well-suited for classifying, processing, and making predictions based on time series data and also exhibits high performance on speech text analysis [38-41].
Figure 2. Structure of deep learning model. Embedding layer: input_dim is 29,832, which is the size of the dictionary; the input_length for text is 50, input_length for hashtag is 15; the output_dim is 400. Long short-term memory layer: contains 800 units, with dropout=0.2, recurrent_dropout=0.2. Dense layer 1: unit=200, activation=sigmoid. Dense layer 2: unit=200, activation=sigmoid. Dense layer 3: unit=200, activation=sigmoid. Dense layer 4: unit=1, activation=sigmoid. Optimizer: Adam (learning rate set at 0.0001). Loss: Binary_crossentropy. LSTM: long short-term memory.

The structure of the model is shown in Figure 2. It contains 2 major parts, text block and hashtag block. The text block was used to store the information in the text only, the hashtag block was used to store the information from the hashtags only. When we input the data, we separated the original text into the text part and hashtags part, and for each part we generated a vector based on the dictionary we built in the data processing stage. The length of the text vector was 50 words, which is the average length of texts in our dataset (if the size of the vector is too large, it will increase the workload for the model; if it is too short, we may lose signal data). If the text was longer than 50 words, we only chose the first 50 words to maintain the efficiency of the model; if it was shorter, we filled the rest of the vector with 0. Then we used word embedding to generate the text into a word vector with dimensions (50, 400). The strategy for hashtags was the same, but the average length of hashtags was set to 15 characters.

The text block contains 1 layer of LSTM combined with 1 fully connected network (FCN) [42]. LSTM is a recurrent neural network that can be used to predict the next word based on the current word. Hence, it will learn the correlation between different words, which is the pattern of the text, during the training process. The FCN (dense layer) is used to learn features from the original data and to keep as much information as possible in another vector (in our study we kept the output from the former layer into a smaller dimension vector). The dense layers 1 and 2 in these 2 blocks will keep the signal from text to a much smaller vector. We then merged these 2 vectors together and used another 2 FCNs (dense layers 3 and 4) to generate the prediction.

Every time the model gives a prediction (possibility for 1=drug dealer and 0=not related; if the possibility is larger than 0.5, we consider it as drug dealer), the model will calculate the difference between the prediction and the label; the difference is referred to as the loss. If the loss is low, that means the model is performing well on prediction. There are many ways to calculate the loss; in our model, we used binary cross-entropy loss [43]:

\[
\text{Loss} = -(y \log(p) + (1-y) \log(1-p))
\]

This is the format for a binary class only; y represents the ground truth of each text (either 0=not drug dealer or 1=drug dealer), p represents the predicted probability that the text is of the class. The loss shows the difference between our prediction and ground truth.

After we get the loss, the model will run back propagation to update the parameters in LSTM and FCN to decrease the loss value [44]. The updating is based on the learning rate and optimizer we choose. The learning rate is used to keep the learning process in an acceptable range. If the learning rate is too small, it will take a longer time for the model to achieve the best parameters; if it is too large, it may never reach the local minimum for the loss. Therefore, an Adam optimizer algorithm was used for back propagation, which allows the learning rate to adapt based on the parameters which will make large updates for infrequent parameters and small updates for frequent parameters [45].

During the updating process, the model will learn how to distinguish what a drug dealer’s post looks like. On the basis of this pattern, the model can identify syntax patterns in posts to classify them as signal posts (patterns of text that correlate to language syntax associated with selling drugs) and can then separate posts that contain relevant hashtag keywords, whose syntax is not related to drug selling.
The data were separated into a training set and validation set; the training set was used to update the model and the validation set was used to evaluate the performance of our model, which we discuss further in the Model Evaluation section. In the training process, the deep learning model will keep looping on learning the training set to reach the minimum of the loss. However, this process could cause overfit, which will make the model too sensitive to the pattern of the texts in the training set. To prevent overfit, we need another dataset that is different from the training set (i.e., the validation set). If the loss of the validation set is increasing, it means that the model learned too much from the training set and the training needs to be stopped. In our model, we compare the most recent validation loss with all 4 previous validation losses; if it is larger (the loss is continually increasing), the model will stop training.

**Ethics Approval and Consent to Participate**

Ethics approval and consent to participate were not required for this study as data derived for this study were available from public sources and there were no interactions with social media users.

**Data Availability**

The pretrained model for this study is available on GitHub under the user account name Mathison under the file Instagram_drugdealer_detection.

**Results**

**Model Evaluation**

We collected a total of 12,857 Instagram posts over a 3-month period (July 19, 2018 to October 18, 2018) that we used for analysis. There were a total of 1228 drug dealer posts based on the manual annotation we conducted, which comprised 267 unique users. As of October 18, 2018, 206 of these posts were still active and viewable on the Instagram platform. As the volume of the target posts is low compared with the total dataset, we used 10-folder cross-validation to evaluate the performance of our model. This method is used to estimate how the model is expected to perform when facing limited samples. We shuffled each dataset (original data and no hashtag data) randomly and separated them into 10 folders—9 of them are the training set (in the deep learning model we used 70% as the training set and 30% as the validation set) and the rest are the test set used to assess the area under the curve (AUC), precision, recall, and the F1 score of the model. When calculating the AUC, we used the whole dataset rather than the cross-validation. There were a total of 10 iterations; for each iteration, we chose a different folder as the test set. Hence, this allowed us to ensure that each text could be used to make prediction. For each iteration, the model was reset. After we finished all iterations, we could calculate the average score for each model.

For the deep learning model, to prevent the problem of overfit, we separated the original training set into 2 parts, 70% of the set as the training set and 30% as the validation set. This allowed us to ensure that the model we generate from each iteration can have the best performance on the test set.

The results from our model evaluation are separated into 3 parts according to the data we preprocessed (Table 1): text with hashtags, hashtags only, and text without hashtags.

On the basis of this evaluation, the deep learning model has the best performance compared with the other 3 models based on the F1 score. However, the precision of the deep learning model does not show a better result than RF or SVM, suggesting that deep learning is not more effective at filtering for false positives.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Decision tree</th>
<th>Random forest</th>
<th>Support vector machine</th>
<th>Study model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Text with hashtags, %</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>95.05</td>
<td>96.00</td>
<td>96.86</td>
<td>94.81</td>
</tr>
<tr>
<td>Recall</td>
<td>82.15</td>
<td>86.08</td>
<td>81.21</td>
<td>91.42</td>
</tr>
<tr>
<td>F1 score</td>
<td>88.13</td>
<td>90.77</td>
<td>88.35</td>
<td>93.09</td>
</tr>
<tr>
<td>Area under the curve</td>
<td>96.67</td>
<td>96.85</td>
<td>97.18</td>
<td>98.12</td>
</tr>
<tr>
<td><strong>Hashtags only, %</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>86.22</td>
<td>94.14</td>
<td>95.39</td>
<td>89.60</td>
</tr>
<tr>
<td>Recall</td>
<td>86.50</td>
<td>87.13</td>
<td>84.24</td>
<td>88.89</td>
</tr>
<tr>
<td>F1 score</td>
<td>86.36</td>
<td>90.50</td>
<td>89.47</td>
<td>89.24</td>
</tr>
<tr>
<td>Area under the curve</td>
<td>95.95</td>
<td>95.23</td>
<td>95.43</td>
<td>94.32</td>
</tr>
<tr>
<td><strong>Text without hashtags, %</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>88.49</td>
<td>97.07</td>
<td>97.80</td>
<td>93.60</td>
</tr>
<tr>
<td>Recall</td>
<td>93.08</td>
<td>91.31</td>
<td>89.32</td>
<td>98.31</td>
</tr>
<tr>
<td>F1 score</td>
<td>90.73</td>
<td>94.11</td>
<td>93.37</td>
<td>95.90</td>
</tr>
<tr>
<td>Area under the curve</td>
<td>95.56</td>
<td>94.85</td>
<td>93.49</td>
<td>99.12</td>
</tr>
</tbody>
</table>
The possible reason is that drug dealers on Instagram usually have similar distinct text formats of selling drugs, which includes providing contact information with a phone number or email address. Therefore, once the pattern of the text is established, the deep learning model can identify these posts with greater ease. This is also shown in the results; the recall of the deep learning model is much higher than in other models. However, the text patterns of other nonrelated posts are not similar, so the deep learning model may be confused by random patterns which makes its precision, compared with other models, lower.

Table 1 shows that the model performance on hashtags only does not improve when compared with performance on texts with hashtags, especially for the deep learning model. However, when we use the text without the hashtags, all the scores increased except for the recall of the deep learning model compared with performance on texts with hashtags (Table 1). These performance results suggest that removing hashtags can increase the accuracy of the model, but may increase false positives for the deep learning model. This may occur when the user is engaging in nondrug related sales, but uses the same text pattern with different hashtags than drug dealers, as removal of hashtags makes these texts patterns appear more similar to posts from actual drug dealers.

**Text Analysis of Drug Dealer Posts**

When manually annotating the text contained in the 1228 drug selling posts, we identified 2 forms of communication by users: (1) the use of hashtags (#) in front of illicit drug-related keywords to self-curate content and (2) descriptive language of drug selling–related activity in combination with related images posted by users. Each post can contain a combination of types of text (eg, hashtags and/or descriptive text), images or videos, and other metadata associated with the Instagram user. The vast majority of posts (1196/1228, 97.39%) had hashtags, whereas 32 out of 1228 posts (2.61%) only had descriptive language with no hashtags, which we suspect were posts modified after data collection occurred and before manual annotation.

The majority of hashtags detected in signal posts were related to the controlled substance Xanax (Alprazolam, a nonopioid controlled substance; 1078/1228 posts, 87.78%), followed by oxycodone/OxyContin (321/1228, 26.14%) and illicit drugs lysergic acid diethylamide (LSD; 213/1228, 17.34%) and 3,4-methylenedioxymethamphetamine (MDMA; 94/1228, 7.65%; see Table 2 for summary).

### Table 2. Number of posts related to controlled substance hashtags (N=1228).

<table>
<thead>
<tr>
<th>Drug namea</th>
<th>Hashtagb</th>
<th>Posts, n (%)c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xanax</td>
<td>#xanax</td>
<td>802 (65.3)</td>
</tr>
<tr>
<td></td>
<td>#xanaxfamily</td>
<td>530 (43.1)</td>
</tr>
<tr>
<td></td>
<td>#2mgxanax</td>
<td>321 (26.1)</td>
</tr>
<tr>
<td></td>
<td>#zanax</td>
<td>112 (9.1)</td>
</tr>
<tr>
<td></td>
<td>#greenxanax</td>
<td>84 (6.8)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1078 (87.8)</td>
</tr>
<tr>
<td>Oxycodone/OxyContin</td>
<td>#oxycodone</td>
<td>30 (2.4)</td>
</tr>
<tr>
<td></td>
<td>#oxycodine</td>
<td>261 (21.3)</td>
</tr>
<tr>
<td></td>
<td>#oxy80s</td>
<td>213 (17.3)</td>
</tr>
<tr>
<td></td>
<td>#oxycontin</td>
<td>215 (17.5)</td>
</tr>
<tr>
<td></td>
<td>#xicotin</td>
<td>233 (18.9)</td>
</tr>
<tr>
<td></td>
<td>#xicodone</td>
<td>212 (17.2)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>321 (26.1)</td>
</tr>
<tr>
<td>Lysergic acid diethylamide</td>
<td>#LSD25</td>
<td>138 (11.2)</td>
</tr>
<tr>
<td></td>
<td>#LSDtabs</td>
<td>130 (10.5)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>213 (17.3)</td>
</tr>
<tr>
<td>3,4-Methylenedioxymethamphetamine</td>
<td>#mdmapills</td>
<td>50 (4.1)</td>
</tr>
<tr>
<td></td>
<td>#mdmfaorsale</td>
<td>21 (1.7)</td>
</tr>
<tr>
<td></td>
<td>#mdmazing</td>
<td>40 (3.3)</td>
</tr>
<tr>
<td></td>
<td>#mdmaonline</td>
<td>21 (1.7)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>94 (7.6)</td>
</tr>
</tbody>
</table>

aDrug name column relates to drug detected in the image and text of the post.

bHashtag refers to the presence of a hashtag in a post detected.

cPosts is the number of posts with the hashtag and the percentage of total posts that contained the hashtag.
When manually annotating posts that contained hashtags, we found that the use of hashtags can be categorized into 3 major groups: (1) hashtags with controlled substance drug names and other illicit drug names, (2) slang or other codewords used in the Instagram user community for specific controlled substances and substance use behavior, and (3) other keywords and codewords describing selling and other promotional behavior (e.g., shipping and selling). Examples for each of these categories are provided below:

- **Drug name**: Generic or brand name of a drug in a hashtag (e.g., #xanax, #oxycodone, #oxycontin, #LSD, #MDMA)
- **Codewords**: Codewords for controlled substances, including (1) misspelled drug name, for example, “#zanax”, (2) extended drug name, for example, “#mdmaforsale”, “#2mgxanax”, and (3) street name of drug, for example, “#whitebar”
- **Keywords related to sale or shipping**: For example, “#forsale”, “#shipping”, etc

When assessing posts with descriptive text describing actions or behaviors of drug dealers, we were able to classify posts into 2 additional categories: (1) drug sale promoting language, for example, “interested in placing order without prescription”, “order now for quick delivery” and (2) contact information of purported drug seller. On the basis of these 2 categories, Instagram drug dealers appear to clearly indicate in their descriptive text of their posts an offer for sale and also provide other users with information on how to contact the seller. Contact information generally included an email address, phone number, or user account information about a communication-based application or mobile app. Among posts containing communication applications or apps, Wickr (445/1228, 36.23%), Telegram (245/1228, 19.95%), Kik app (225/1228, 18.32%), and WhatsApp (188/1228, 15.30%) were utilized. In some cases, a drug seller might also include descriptive text in the post referring to their account profile to reference contact information instead of providing it in the text of the post.

From the 1228 detected posts we analyzed, 232 of these posts explicitly included an offer for sale and offer to buy by the users. In this case, there was an Instagram post or comments within a post from a user offering to sell drug(s) (with contact information) and a comment from another user that asked for more information or offered to buy the drug.

### Manual Image Annotation of Drug Dealer Posts

In addition to text analysis, we also collected a total of 260 pictures from the 1228 posts analyzed. These images were manually annotated to determine if they were related to controlled substances or illicit drugs (primarily coded for whether they included a picture of a controlled substance or suspected illicit drug product) or if they were unrelated images. A total of 252 images (252/260, 96.9%) included pictures or images of different types of drugs that can be categorized into 5 different categories.

In the first category which included prescription-controlled substances only, there were 175 posts (175/260, 67.3%) comprised of the following controlled substances: Xanax (41 posts), Alprazolam (34 posts), oxycodone/OxyContin (25 posts), Adderall (17 posts), and amphetamine and dextroamphetamine (14 posts). In the second category that contained images of illicit drugs only, there were 60 images comprising LSD (19 posts, including blotter paper soaked in LSD), ecstasy/MDMA (14 posts), cannabis (13 posts), and magic mushrooms (7 posts; see Figure 3).

In the third category, there were 15 images that contained both a prescription drug and illicit drug. In the fourth category, there were 5 images we could not classify, but which we suspected as either illicit drugs or other drug-related manufacturing materials (see Figure 4.)

Finally, in the fifth category, separate from images of drug products, we also detected images that included typed or written information on a physical medium communicating the drug dealers’ contact information (see Figure 5).
Figure 3. Examples of Instagram posts of illegal drug sale categories (user information and text from post have removed). (1) A post of prescription drugs; (2) a post of lysergic acid diethylamide (LSD); (3) a post with written contact information imbedded in the image; and (4) post with multiple drug types.

Figure 4. Examples of Instagram posts with suspected drug products (user information removed). The 5 unclassified pictures include (1) clear capsules with white crystalline granules, (2) cups with pink liquid, (3) blue and white capsules with no drug identification, (4) plastic bags of blue crystals, and (5) a bag of white crystals with a label “B”.
Discussion

Principal Findings

Over a 3-month period, we used a combination of hashtag keyword searches, Web scraping, deep learning, and manual annotation to detect and characterize 1228 posts from 267 unique users that we suspected were associated with illegal drug dealing on Instagram. Several prescription-controlled substances, illicit drugs, and other suspected drug products were detected as being offered for sale purportedly by drug sellers/dealers. In addition, we observed Instagram users having conversations via comments purporting to both offer a sale of a drug product and receiving an offer to buy from another user (ie, generally a comment from a seller to another user to contact them directly via a third-party communication application to enter into a drug-related transaction.)

These initial results are alarming and generally conform to existing nonscientific investigational news reports on the subject, in addition to published research on illegal drug sales on this and other social media platforms such as Twitter [6,7,17]. As a result of emerging evidence linking the risks of illicit drug access and diversion via social media technology there has been increased public attention and scrutiny. Congressional bodies, including the House Energy and Commerce Committee, have called on social media company executives to explain why their platforms facilitate this illegal activity [46,47]. This includes a question by Congressman David McKinley (West Virginia), whose state has been heavily impacted by the opioid epidemic. Mr McKinley questioned both Twitter co-founder and Chief Executive Officer Jack Dorsey and Facebook Chairman and Chief Executive Officer Mark Zuckerberg in 2018 congressional testimony on what steps their platforms were taking to remove illegal opioid sellers and how they will protect the public [47,48]. Mr Zuckerberg responded that the enormity of data makes it hard to monitor content and that artificial intelligence approaches to proactively find content were needed [47].

In April 2018, Facebook and Instagram took action by blocking opioid-related hashtag searches on their platform and reportedly suspending accounts [16,20]. However, our study indicates that drug sellers continue to populate Instagram despite these actions and that these communities have changed their use of hashtags possibly to avoid detection. Hence, to carry out the legislative intent of the RHA to promote patient safety and prevent substance abuse behavior, there is clear need for innovative technology solutions that have high accuracy and are scalable and can help all parties (including technology companies, regulators, and law enforcement) detect, classify, and take action against digital drug dealers.

Study Limitations

Our study has certain limitations. First, this study was limited to a short period of data collection and we did not purposely sample Instagram accounts or consider user characteristics such as age, gender, or other demographics. Hence, study results are not generalizable and are not necessarily representative of the Instagram user community. In addition, demographic data are not always readily available in the metadata or the user account information or the post, and if available, may not be accurate. Future studies should assess which specific user communities may be at higher risk for illegal drug sourcing online. We also did not engage with users or verify if drugs purportedly being sold were actually available or sold to other users. Given this limitation, we cannot say with certainty that these drugs were actually being sold. Conducting test purchases of controlled substances and other illicit drugs is prohibited by federal law. However, drug dealers often post pictures of drug products to demonstrate to users that they have availability and we did not observe comments reporting scams or failed drug buys. We also did not use multimodal or synchronous approaches to develop a classification model based on both text and images as used by Yang and Luo, an approach that could improve performance of the model and should be explored in future studies. In addition, though data were collected and analyzed within 3 months of collection, we relied on manual annotation to establish validity of results and evaluate the performance of our model. This time lag because of manual annotation may have resulted in some posts being removed or modified before analysis or manual annotation. Specifically, drug dealers may self-delete posts after they have completed a transaction. Future studies should continue the iterative process of establishing training datasets to inform machine learning models that can more quickly and accurately detect illicit drug dealing.

Figure 5. Examples of Instagram posts with written contact information. There were 60 images that included either typed or written contact information.
Conclusions
In this study, we evaluated a deep learning model to detect drug dealers on Instagram. The deep learning model based on LSTM performed the best compared with the other 3 models evaluated. Furthermore, we compared the deep learning model’s performance with hashtags against messages with only text in Instagram posts and demonstrated that the model yields better results from text without the hashtags, despite the risk of including false positives.

The results of our study further indicate that despite increased scrutiny by regulators and policymakers, the popular social media platform Instagram continues to act as a conduit for opioid, controlled substance, and illicit drug access, a direct violation of the RHA. Importantly, users have active conversations about selling and buying drugs, meaning that these social media posts act as digital marketplaces for drug dealing. Further action is needed to protect the public but needs to be carried out through meaningful collaboration and coordination involving partnership between technology companies, researchers, regulators, law enforcement, and impacted user communities to ensure that the opioid epidemic is not exacerbated by the digital risk environment.
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Abstract

Background: Major depressive disorder (MDD) or depression is among the most prevalent psychiatric disorders, affecting more than 300 million people globally. Early detection is critical for rapid intervention, which can potentially reduce the escalation of the disorder.

Objective: This study used data from social media networks to explore various methods of early detection of MDDs based on machine learning. We performed a thorough analysis of the dataset to characterize the subjects’ behavior based on different aspects of their writings: textual spreading, time gap, and time span.

Methods: We proposed 2 different approaches based on machine learning singleton and dual. The former uses 1 random forest (RF) classifier with 2 threshold functions, whereas the latter uses 2 independent RF classifiers, one to detect depressed subjects and another to identify nondepressed individuals. In both cases, features are defined from textual, semantic, and writing similarities.

Results: The evaluation follows a time-aware approach that rewards early detections and penalizes late detections. The results show how a dual model performs significantly better than the singleton model and is able to improve current state-of-the-art detection models by more than 10%.

Conclusions: Given the results, we consider that this study can help in the development of new solutions to deal with the early detection of depression on social networks.

(J Med Internet Res 2019;21(6):e12554) doi:10.2196/12554

KEYWORDS

depression; major depressive disorder; social media; artificial intelligence; machine learning

Introduction

Background

Major depressive disorder (MDD), also known simply as depression, is among the most prevalent psychiatric disorders globally [1,2]. As described in the World Health Organization’s Comprehensive Mental Health Action Plan 2013-2020 [3], depression alone affects more than 300 million people worldwide and is one of the largest single causes of disability worldwide, particularly for women. Depression currently accounts for 4.3% of the global burden of disease, and it is expected to be the leading cause of disease burden in high-income countries by 2030 [4].

The Institute of Medicine Committee on the Prevention of Mental Disorders identified depression as the most preventable disorder [5], and several studies have demonstrated that early recognition and treatment of depression can improve the negative impacts of the disorder [6-8]. Therefore, it is vital to provide an early identification of subjects suffering from depression to intervene as soon as possible and minimize the impact on public health by potentially reducing the escalation of the disease. However, provisions and services for the early
detection and treatment of depression and other mental health disorders remain limited. Although there are also some validated laboratory tests to diagnose depression, such as Beck Depression Inventory - II, Center for Epidemiologic Studies Depression Scale (CES - D), Geriatric Depression Scale, Hospital Anxiety and Depression Scale, Patient Health Questionnaire - 9 [9,10], and Hamilton Rating Scale for Depression [11] most diagnoses are formed on the basis of self- or family reports.

In this context, the relation between language and clinical disorders has been analyzed for years [12,13]. Taking this into account, new work has appeared to predict and study depression [14,15]. In particular, researchers are increasingly examining the potential of social media networks as tools to predict depression and detect its symptoms as manifested in user comments and related activities. Social networks such as Twitter, Inc, Facebook, Inc, and Reddit, Inc have become part of our daily lives as media through which to share our thoughts, feelings, and overall emotional status. As such, these platforms have become valuable data banks for marketers and researchers, who can analyze user metrics, shared content, and related information to identify preferences and tastes as well as other attitudes and behaviors [15,16]. In fact, social networks have proved to be used by patients to interact with peers because of their support and ability to understand someone’s experience, while maintaining a comfortable emotional distance [17]. For example, Reddit, Inc is an open-source platform where community members can submit content and vote on submissions. Content entries are organized by areas of interest (denoted as subreddits), with a large history of previous submissions covering several years. This social network is particularly interesting for our study, as it contains substantive content about different medical conditions, including MDD.

This study uses publicly available data from Reddit, Inc to examine the effectiveness of different methods that can provide an early detection of MDDs based on artificial intelligence. As detailed in the next sections, we mainly focus on 2 different methods, both of which are based on machine learning algorithms that use textual and semantic similarity features along with writing features (WFs) to predict a subject’s depression condition. The first technique follows a simpler proposal using a single machine learning algorithm, whereas the second model follows a dual approach that uses 2 machine learning algorithms: the first one is trained to predict depression cases, whereas the second one is trained to predict nondepression cases. We conducted a thorough evaluation of each model following a time-aware approach that rewards early detections and considers late detections as false negatives. Our results show that the dual model can improve state-of-the-art detection models up to 10%. Furthermore, our methods were implemented using freely available tools, thus facilitating the reproduction of our research work [18].

The aim of this study was to explore the use of machine learning for an early detection of MDD using WFs from social network content to improve state-of-the-art methods, which can lead to the development of early detection technologies that could help in the identification of subjects suffering from depression. The main contributions of our study can be summarized as follows:

- We provide a detailed analysis on publicly available data from social networks to characterize the subjects' behavior based on different aspects of their writings: textual spreading, time gap, and time span.
- We propose 2 different machine learning methods, named singleton and dual, that use textual, semantic, and WFs derived from subjects’ social networks behavior to predict his depression condition.
- We follow a time-aware evaluation that strictly penalizes late depression detections. Our results show that the dual model is able to improve upon state-of-the-art methods.

The structure of the paper is as follows. First, we examine related studies with regard to early detection of depression with a particular focus on techniques that use information extracted from social networks. Then, we provide a detailed data analysis of the social network content for MDD detection and we describe our proposed model for the early detection of depression. After the methods, we present the results and performance improvements obtained over the state-of-the-art baselines. Finally, we summarize our conclusions and future studies in this line of research.

Related Studies

Several previous studies have highlighted the importance of early detection in improving outcomes related to MDD [6-8]. Halfin’s study [6] demonstrated that the early detection, intervention, and appropriate treatment can promote remission and reduce the emotional and financial burdens of this disease, and Picardi et al [7] observed significant improvements in depressive symptoms and quality of life among subjects who had undergone early screening. Rost et al [8] found that early intervention for depression can improve employee productivity and reduce absenteeism.

Over the past decade, social networks have increasingly become a focus of research efforts to identify and characterize the incidence of various disorders. For example, Prieto et al [19] proposed a method to use Twitter, Inc to automatically measure the incidence of a set of health conditions. Chunara et al [20] analyzed cholera-related tweets published during the first 100 days of the 2010 Haitian cholera outbreak, and Chew and Eysenbach [21] used sentiment analysis on 2 million tweets to propose a complementary infoveillance approach. Aladağ et al [22] have studied posts looking for regular language patterns to prevent potential suicide attempts. Even Rice et al [23] have demonstrated that the development of cost-effective, acceptable, and population-focused interventions is critical in depression. A number of online interventions (both prevention and acute phase) have been tested in young people with promising results.

Diverse studies have explored the potential of social media networks to predict and detect mental health disorders [24-28]. For example, De Choudhury et al [27] developed a statistical methodology to derive distinct markers of shifts to suicidal ideation from Reddit, Inc user data for modeling in a prediction framework, and Birnbaum et al [25] proposed a method that used machine learning in combination with clinical appraisals as a means of identifying social media markers of schizophrenia.

http://www.jmir.org/2019/6/e12554/
Other studies have focused specifically on depression. Ziemer and Korkmaz’s [29] comparison of human versus automated text analyses of psychological and physical disorders found human ratings of depression to be more accurate than machine-based methods; however, other studies have yielded promising, albeit limited, results using sophisticated technological applications in detecting and measuring the disorder. Nadeem’s bag of words analysis of Twitter, Inc messages [30] examined the frequency of use of my and me as a marker for depression, whereas De Choudhury et al [15] leveraged social activity, emotion, and language signals manifested on Twitter, Inc to introduce a social media depression index. Similarly, a task organized at the Computational Linguistics and Clinical Psychology Workshop 2015 to detect depression and other mental health disorders among subjects using Twitter, Inc posts achieved promising results using topic modeling and rule-based methods [31-33]. Fewer studies have focused on early detection of depression. Ophir et al [34] examined signals of depression among adolescent Facebook, Inc users with the aim of ultimately applying their coding scheme to early detection methods, although no methods are proposed by the authors. De Choudhury et al [15] achieved 70% accuracy in an experiment that compared scores found on the Center for Epidemiologic Studies Depression Scale [35] and BDI [36] with Twitter, Inc users’ engagement patterns and linguistic markers preceding a recent episode of depression to devise a tool for predicting and measuring MDD in individuals. This study identified several distinctive features of posting activity associated with the onset of depression, such as diurnal cycles, more negative emotions, less social interaction, more self-focus, and more mentions of depression-related terms. However, as with most other research that attempts to predict depression, the analysis was dependent on self-reported cases, and to date, approaches aiming to identify individuals who are as yet unaware of their depression diagnosis remain rare [28]. Moreover, in this study, the authors did not perform an early detection evaluation.

Our study is directly related to the Conference and Labs for the Evaluation Forum workshop on early risk prediction on the internet (eRisk) 2017 [37], during which the authors proposed a task on the early detection of depression with a time-aware methodology and using effectiveness metrics. In general, participants based their approaches on lexical, linguistic, semantic, or statistical features, among others. We followed the workshop methodology [13,37] and used the best performing methods as baselines [38-39]. Trotzek et al [38] based their model on linguistic metainformation extracted from the subjects’ writings and developed a classifier using recurrent neural networks, whereas Villedas et al [39] explicitly modeled partial information from the semantic representation of documents using learning algorithms such as random forest (RF) or naive Bayes. Our study follows the same evaluation methodology as these studies, but it diverges from them in being a dual-model proposal, as well as in terms of the specific WFs analyzed.

Methods

Data Analysis

Our input comprised a set of posts and comments from a social network, specifically gathered for eRisk 2017 [13]. Data were extracted from Reddit, Inc using the Reddit, Inc’s application program interface (API), and the resulting dataset consists of a collection of tuples of the form (id, writing), such that id is a unique identifier for each social network user and writing represents a writing instance in the social network. At the same time, each writing was described as a tuple of the form (title, date, info, and text), whereby title indicates the title of the post or comment, date denotes the date and time when the writing was performed, info identifies the social network (in this case, only Reddit, Inc is considered), and text comprises the actual post or comment provided by the user. The title value of a comment is empty, as, in this case, the user is replying to a previous post (whose title is already defined).

Depressed users are identified by searching in the depression subreddit for posts with specific self-reports of diagnosed depression. These reports must include a more or less specific date of diagnosis. However, the errors committed in these dates are not going to interfere with the experiments because we aim at detecting if a user has been depressed or not, regardless of the concrete date of diagnosis. Moreover, a strict manual review was performed to verify that posts were genuine.

Then, a control group was created by randomly selecting a large set of redditors, including some individuals who were active on the depression subreddit but had no depression diagnosed [13]. It is important to remark that collaborating in the depression subreddit does not imply to be depressed. For instance, people trying to help others may participate in this subreddit.

The controls have not been checked for other diseases, and it is assumed that they are not depressed because they have not manifested their depression in their writings, the unique evidence used from Reddit, Inc. In fact, writings for control and depressed users are gathered from all the subreddits where the users had written, without paying attention to the concrete issues. Only users with at least 10 submissions have been considered.

The dataset has been formed starting from those writings where users claimed that they were depressed [13]. From there, a period of about a year has been considered for each user. The intervals can differ because the maximum amount of submissions that can be retrieved per redditor is 2000 (Reddit, Inc’s API limit).

As shown in Table 1, the dataset includes a total of 887 subjects, of which 135 have been diagnosed with depression, and encompasses more than 500,000 different posts and comments, with an average of nearly 600 posts per subject. In addition, other descriptive statistics are shown to demonstrate the differences between control and depressed users. On the basis of these data, we focused on estimating the likelihood that a particular subject could be considered depressed given his particular social network posts.
Table 1. Analysis of dataset statistics.

<table>
<thead>
<tr>
<th>Features</th>
<th>Depressed</th>
<th>Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects, n</td>
<td>135</td>
<td>752</td>
<td>887</td>
</tr>
<tr>
<td>Posts, n</td>
<td>49,557</td>
<td>481,837</td>
<td>531,394</td>
</tr>
</tbody>
</table>

**Number of submissions per subject**

| Average                         | 367.1     | 640.7   | 599.1  |
| Median (range)                  | 154 (10-1832) | 375 (10-2000) | 321 (10-2000) |
| Interquartile range             | 562       | 1039.5  | 1006   |

**Average words per submission**

| Average                         | 27.3      | 21.9    | 22.4   |

**Period of time per subject (days)**

| Average                         | 586.42    | 625.02  | 619.15 |
| Median (range)                  | 520.95 (0.60-2249.48) | 477.12 (0.26-3067.16) | 484.88 (0.26-3067.16) |
| Interquartile range             | 786.88    | 753.19  | 756.83 |

**Subject Behavior**

To characterize the subject’s behavior on the dataset, we performed a detailed analysis of the main characteristics that might have an impact on the early detection of depression. We concentrated on variables that could be easily measured directly from the writings and in which we expected to capture certain differences in behavior between both types of subjects.

**Textual Spreading**

We began our analysis by characterizing the textual spreading of the writings produced by the subjects by measuring the number of words used in each of the writings. Figure 1 shows the words used in the post titles, both for depressed and nondepressed individuals. In particular, the number of titles with zero words (that is, comments to previous posts) is significantly higher among depressed users. That can be explained by considering how Reddit, Inc users can publish new writings: they can either publish a new reddit, for which it is mandatory to add a title; or they can comment on an already existing reddit. Thus, these results led us to conclude that depressed users have a higher tendency to reply to existing issues rather than publish new ones.

Conversely, analyzing the second plot in Figure 1, we can observe how the nondepressed users tended to send many more writings with zero words in their content description, whereas depressed subjects tended to elaborate more on their writings. In fact, the percentage of posts using between 11 and 100 words is nearly 14 points higher for depressed subjects, and it nearly doubles the percentage for even larger posts (more than 100 words). To better understand this analysis, it is important to note that there are 2 kinds of new submissions in Reddit, Inc: text submissions, whereby a user can add a text description to his title; and link submissions, in which text descriptions cannot be added, thus producing zero words in the text field.

The third plot in Figure 1 demonstrates that the total textual spreading of writings is similar for both depressed and nondepressed subjects. Although there are clear differences between the ways that depressed and nondepressed users submitted their writings, the differences in the titles are compensated for by the differences in the text, which results in similar distributions taking into account the total number of words. In any case, it is noticeable that the depressed individuals tended to elaborate their writings more and use more overall words than those who were not depressed.

These results have been checked by conducting different hypothesis contrasts. First, we employed 3 F tests studying the equality of variances for the number of words in title, text, and writing, considering control and depressed users. The results indicate that variances are different for title ($P<.001$) and text ($P<.001$) but equal considering the whole writing ($P=0.62$). Regarding the means, the Student $t$ test computation resulted in accepting the alternative hypothesis, so the means are not equal. The $P$ value is $<.001$ for these 3 contrasts.
Figure 1. Relative percentage for number of words used on title (a), text (b), and both fields (c) for depressed and nondepressed individuals.

Time Gap

Next, we focused on the time gap between 2 consecutive writings. Figure 2 displays a density plot for the time gap between writings for depressed and nondepressed individuals. In Figure 1, we can observe a higher mean among the depressed subjects, taking more time between 2 consecutive writings. In fact, the average time spent for a depressed subject between 2 writings is 5 days (5.076), whereas nondepressed writers will post again 1 day faster (4.037). In addition, the differences in the SD are significant, which is about 8 days (8.330) for nondepressed subjects but rises to 11 days (11.048) for depressed subjects. This result suggests that depressed subjects exhibit higher variability in their publication routine on the social network.

Starting from the logarithmic values of the time gap, the equality of variances was tested using an F test contrast. The resultant P value was .52, so variances are equal. In addition, the means were tested for equality between both subject types using 2-sided t test with significance level alpha=.05, showing that means are different (P=.02), which confirmed significant differences between these values among depressed and nondepressed subjects.
Figure 2. Average time gaps distribution between writings for depressed and nondepressed subjects.

Time Span
We also explored the time span of the different writings in terms of the days and times of day when they were produced. The classification of writings according to the day of the week is described in the first plot in Figure 3. The main difference between both types is that nondepressed subjects tended to publish less during weekends than depressed individuals, whereas this tendency was inverted during weekdays, except on Mondays. In general terms, the publication rate is more homogeneous for depressed individuals, despite a small reduction at weekends. The nondepressed subjects exhibited a publication peak on Wednesdays, followed by a gradual reduction that reaches its lowest point during the weekend.

Finally, the second plot in Figure 3 shows how depressed subjects tended to send more posts and comments than nondepressed users over the hours from midnight to midday, whereas the latter published more in the afternoon. The main differences appear 6 hours before midday, when depressed subjects were most active, and 6 hours after, when nondepressed subjects were most active. The same behavior was observed by Choudhury et al [15], arguing that online activity at night is a known characteristic of these individuals, which may be the reason behind this increase.
Depression Prediction

The depression prediction problem presented in this study can be formalized as a binary classification problem using the presence or absence of depression diagnosis as a label. Accordingly, to address this machine learning problem, we resorted to a features-based approach and designed a collection of features that are expected to capture correlations between different aspects of the individual’s writings and depression. We represented each training example by a feature vector: $\phi_{(id, writing)} \in \mathbb{R}^F$, where $F$ denotes the number of features, and then, we used this vector as input for the prediction function $V$. Using this approach enabled us to develop a large number of features, and we employed techniques suited for learning on a large scale, such as tree-based algorithms, to estimate relationships between those features and depression. We proposed 3 types of features: textual similarity, semantic similarity, and WFs.

Textual Similarity Features

Positive subjects refer to those diagnosed with MDD and vice versa for negative subjects. The main goal of these features is to estimate the degree of alignment of a subject’s writings with those of positive or negative subjects, which enables the researcher to estimate the similarity between a given subject versus positive and negative subjects. We ignored word ordering and opted for a bag-of-words representation that considered 2 different measures extensively used in the literature: cosine similarity (an instantiation of a vector space model [VSM]) and Okapi Best Matching 25 (BM25, an instantiation of a probabilistic model). The former calculates the angle formed by 2 term-frequency vectors, whereas the latter tries to estimate the probability of relevance between a query and a document.

Each subject was represented as a document that included all his writings and was modeled as a collection of words: $d=[w_1, \ldots, w_l(d)]$, where $l(d)$ represents the number of terms in the text. The cosine similarity between 2 subjects $q$ and $d$ is calculated as in equation a in Figure 4 following the study by Singhal [40], where $cnt(q_i, q)$ is the number of times that the term $q_i$ appears in the document $q$ and $IDF(q_i)$ is the inverse document frequency for term $q_i$ that is computed over a corpus $C$ as specified in equation b in Figure 4. In this equation, $n_{,docs,s}(C)$ represents the overall number of documents in $C$ (equivalent to the number of subjects), whereas $n(w; C)$ is the number of documents that contain the term $w$. 
The Okapi BM25 similarity between 2 subjects $q$ and $d$ was scored as equation $c$ in Figure 4, following the study by Robertson and Zaragoza [41], where $k_1$ is a scaling factor for the term frequency, $b$ is a scale factor on the document length, and $l$ is the average number of terms in a document. In our setting, each subject was represented by the concatenation of all the textual information available for each writing (title, info, and text), and the inverse document frequency dictionary was computed over the overall collection of these documents. The textual similarity between two subjects might have different degrees of importance, and to address this effect, we also used the aggregation of cosine and BM25 scores, with each computed between the different parts of the textual information available.

We aggregated the scores obtained for each individual’s writings by calculating the average value, SD, minimum, maximum, and median. This process was repeated for both positive and negative samples and, in all cases, the active subject was removed from the samples.

**Semantic Similarity Features**

We applied latent semantic analysis (LSA) as one of the best known VSMs to capture semantic relationships among documents. LSA explicitly learns semantic word vectors by applying singular value decomposition, which in turn projects the input word representation into a lower-dimensional space of dimensionality $k << V$, where semantically related words are closer than unrelated words.

In LSA, a document-term matrix $M$ was constructed from a given text base of $n$ documents containing $m$ terms. This matrix of size $m \times n$ was then decomposed via a singular value decomposition into 3 matrices: the term vector matrix $T$, the document vector matrix $D$, and the diagonal matrix $S$:

$$M = TSD^T \quad (1)$$

These matrices were then reduced to the given number of dimensions $k$ to result into truncated matrices $T_k$, $S_k$, and $D_k$, creating the latent semantic space [42], as specified in Figure 5.

Different dimensionality methods have been tested in the literature. To compute the $k$ dimensionality, this study typically used the Kaiser criterion [43], which will take values higher than 1.0 and return the number of singular values accordingly. We also tested the share dimensionality, which finds the first position in descending order of the singular values where their proportional sum meets or exceeds a specific share, and the fraction dimensionality, which takes a specific fraction of the number of singular values [44]; however, no relevant differences were identified among the different methods.

Semantic similarity features between 2 subjects were computed as the Euclidean distance between the respective projections into the embedding space. As described in previous section (Textual Similarity Features), each subject was represented as a document that aggregated all of his writings. In this case, all the available textual information was used to compute the singular values. LSA was applied both following a full-text approach and removing stop words and using Porter stemming [45]. Finally, we applied feature scaling to normalize the LSA scores computed following minimum-to-maximum normalization [46]:

$$x' = (x - \text{min}(x)) / (\text{max}(x) - \text{min}(x)) \quad (2)$$

In this equation, $x$ is the original value and $x'$ is the normalized value.

**Writing Features**

The collection of features was used to profile the characteristics of the subjects’ writings on the basis of the findings from Data Analysis. As reviewed above, we defined 3 signals: textual spreading, time gap, and time span. Textual spreading measures the amount of textual information provided by the subject in his writings, and to address this feature, we introduced the following features:

- **NWritings**: The number of writings produced by the subject.
- **AvgWords**: The average number of words per writing. For each writing all the textual information available is considered.
- **DevWords**: SD for the number of words per writing.
- **MinWords**: Minimum number of words in the subject’s writings.
- **MaxWords**: Maximum number of words in the subject’s writings.
- **MedWords**: Median for the number of words in the subject’s writing.
To measure the time elapsed between 2 consecutive writings, we aggregated the writings’ time gap information for each subject. In this way, if a subject only had one writing in the time period considered, the time gap would be zero. Otherwise, the time gap would measure the number of seconds between 2 consecutive writings. A logarithmic transformation of the raw time gap values was also considered, resulting in the following 2 sets of features:

- TimeGap: The aggregated information for the time lapse between 2 consecutive writings. These values are represented as the average, SD, minimum, maximum, and median.
- LogTimeGap: For the logarithmic transformation of the time gap values. The same aggregation values are computed for each subject.

Another group of features was used to profile the moment when the writings were created by the subject. This information was expected to model differences in behavior among subjects diagnosed with depression versus those who had not been so diagnosed. The following time features were proposed:

- Day: Percentage of writings provided by the subject, for each day of the week.
- Weekday: Accumulative percentage for all writings created in a weekday.
- Weekend: Accumulative percentage for all writings posted during the weekend.
- Hour: The hours of the day are divided into 4 homogeneous classes (0:00-5:59, 6:00-11:59, 12:00-17:59, and 18:00-23:59) and the percentage of writings that fall into each class is calculated.

As a summary, textual and semantic features are computed and aggregated for each user in comparison with all other users (grouped as positive and negative), meanwhile WFs are aggregated for each user in comparison with all other users.

Models

We employed a readily available machine learning toolkit [47] to develop a learning model incorporating the features that were identified. We analyzed some standard machine learning algorithms (ie, C4.5, random tree, and RF) on this classification problem and selected RF [48] as the best performing model. An independent subsampling set was used to estimate the number of trees, and BM25’s b and k1 metaparameters.

The evaluation followed a time-aware methodology in which the writings were chronologically sorted and grouped into subsets. Each subset was evaluated independently, and the model was required to emit 1 of 3 possible decisions:

- Depression: The subject is considered to suffer from depression. This decision is final.
- Nondepression: The subject is considered not to suffer from depression. This decision is final.
- No decision: There is not enough evidence to produce a definitive decision and it is delayed.

As this is not a traditional binary classification problem because of the delay option available when processing the different subjects’ writings, we proposed 2 different approaches: singleton and dual. The singleton model uses only 1 RF model, which is trained using the corresponding features, and a decision function is integrated to determine if enough evidence is available to proceed with a firm diagnosis or the decision must be delayed. The decision function was defined as \( \delta(m, th_m, th_d) \), where \( m \) denotes the machine learning model used in the binary classification problem and \( th_m, th_d \) is a threshold function that sets a limit for a positive decision depending on the information chunk being processed (\( i \)), whereas \( th_m, th_d \) is a threshold function that sets a limit for a negative decision. Both threshold functions are not required to be the same, although they could be.

Different threshold functions were considered; however, the best performance was obtained with a decreasing step function. The steps of these threshold functions were tuned with a grid search over \{0.95, 0.9, 0.85, 0.8, 0.75, 0.7, 0.65, 0.6, 0.55, 0.5\} on the training set, and selected the best performing steps for experimentation. Finally, both threshold functions (positive and negative) are the same and follow the equation:

\[
\delta(i) = 0.9 \times X_A[0.9,0.8] + 0.8 \times X_A[0.8,0.7] + 0.7 \times X_A[0.7,0.6] + 0.6 \times X_A[0.6,0.5] + 0.5 \times X_A[0.5,0.4] \tag{3}
\]

In previous equation, \( X_A(x) \) is the indicator function defined as 1 if \( x \) belongs to \( A \), or 0 if \( x \) does not belong to \( A \).

The main problem of the singleton approach is that it uses a binary classifier and to provide a final decision, both options (depressed or nondepressed) compete against each other and, therefore, require important support from the data features to surpass the threshold, thus causing a delay. Note that for 1 option (eg, depressed) to reach a probability of 0.9, the other option (eg, nondepressed) must be 0.1.

To overcome this matter, and inspired by the multiclass classifiers one-versus-all that train different binary models and select the most positive value [49], we propose the dual model that uses 2 RF models, each one trained with an independent set of features and, this way, both options do not compete but can be predicted independently. The first model (\( m_+ \)) is trained to predict depression cases, whereas the second model (\( m_- \)) is trained to predict nondepression cases. For the dual model, a decision function of the form \( \delta(m_+, m_-, th_+, th_-) \) was defined, where \( m_+ \) and \( m_- \) are the 2 learning models considered, \( th_+ \) denotes the number of threshold writings and \( th_- \) and \( th_- \) are the threshold functions applied to \( m_+ \) and \( m_- \), respectively. Both threshold functions are defined as constant functions of the form, where the value for \( th_+ \) is 0.9, and the value for \( th_- \) is 0.5.

The positive threshold function takes the upper step (0.9) from the positive threshold function of the singleton model, whereas the negative threshold function takes the lower step (0.5) of the negative threshold function of the singleton model. These thresholds were achieved following a grid search over the same values as the singleton model.

In the dual model, if the number of writings is below \( th_- \), the first model is applied with decision threshold function \( th_+ \), so that if a positive probability is above the threshold, a depression
decision is emitted, otherwise the decision is delayed. If the number of writings is above the writings threshold, the second model is applied with decision threshold function \( t_\theta \). In this case, if the nondepression probability is above the threshold the final decision is emitted and if otherwise, the decision is delayed. In this way, each classifier \((m_s \text{ and } m_r)\) operates with independent features and each one can, independently, reach the threshold and provide an earlier final decision.

**Results**

**Dataset**

Table 2 presents the main statistics for the dataset. A total of 892 subjects were considered, of whom approximately 15% had been diagnosed with MDD. All submissions were collected from Reddit, Inc for a period covering more than 1 year [13]. Subjects with less than 10 submissions were removed.

The following evaluation is based on a subject-based train-test split, as reported in Table 2, with an approximate percentage of 55% on the training set and 45% for testing.

The sequence of writings in the test set was chronologically sorted and the set was further divided into 10 subsets (or chunks), each of which contained 10% of the messages. These subsets were considered sequentially in such a manner that the first subset contained the oldest 10% messages, the second subset the second oldest 10%, and so forth. This test subset division was a particularly important element in the evaluation, as its main objective was to detect, as soon as possible, a depression case, which would represent an improvement over traditional evaluation, which identifies cases without regard for speed. This becomes patent in the performance measure described in the next section.

**Performance Measure**

Standard classification metrics such as precision, recall, or \( F \) measure do not take into account time, and therefore, we opted for early risk detection error (ERDE) [13]. This measure will consider both the correctness of the decision and the delay taken by the model to make the decision, where the delay is measured by the number of writings (posts or comments) seen before providing an answer.

Given a decision \((d)\) taken by the system with a delay \((k)\) and a ground truth \((gt)\) for each subject, the ERDE measure is defined as equation a in Figure 6.

In that equation \(c_{tp}\) and \(c_{tn}\) are the costs associated with a false positive and false negative, respectively. In this study, following Losada and Crestani [13], \(c_{tp}\) was set to 1 and \(c_{tn}\) was set to the proportion of positive cases in the test dataset (ie, 0.1296). The correct detection of a negative does not have any repercussion (negative nor positive) in the performance of the system, independently of the moment when it is detected, as this is considered a nonrisk case that would not require an early intervention. In the case of a correct positive decision, the factor \(lc_{o}(k)\) introduces a cost associated to the delay in detecting a true positive. As suggested by Losada and Crestani [13], \(c_{tn}=c_{tn}\), as a late detection can have the same negative consequences as a false negative. For the \(lc_{o}(k)\) factor, we use a monotonically increasing function of \(k\) as specified in equation b in Figure 6.

For each subject, the ERDE metric was computed, and a final score was obtained averaging all the ERDE values. As all cost weights are between 0 and 1, both included, then ERDE is also in the same range, and the quality of system performance increases as values approach 0. Following the evaluation procedure by Losada and Crestani [13], ERDE\(_5\) and ERDE\(_{50}\) measures were used for a comparison with the baselines, where 5 and 50 represent the subscript \(o\) for \(lc_{o}\) factor, that is, the number of writings processed from where ERDE increases more rapidly.

**Baselines**

Table 3 presents the main metrics for the baselines considered. The first 3 rows contain some naïve baseline methods, the middle rows show results for some Oracle methods, and the last 2 rows expose the best performing methods from eRisk 2017 [13]. For all methods, we present the ERDE\(_5\) and ERDE\(_{50}\) metrics as the performance measures used in the eRisk 2017 competition, as well as \(F\) measure, Precision, and Recall.

Three different naïve methods that do not require any specific features (textual, semantic, or writing) were considered. The random strategy emits a random decision for each subject. As the evaluation is divided into 10 chunks, this method produces a random and equally probable verdict (depression, nondepression, or no decision) for each subject at the end of each chunk. As soon as the system produces a diagnosis (depression or nondepression), later decisions are not taken into account. The naïve all-depressed method will emit a depression decision for all subjects for all chunks. As the first chunk provides a decision for all subjects, the actions in the following chunks do not have any repercussion in the system performance. In this case, the recall reached its maximum, as expected, although both ERDE metrics obtained modest results.

**Table 2. Dataset statistics.**

<table>
<thead>
<tr>
<th>Features</th>
<th>Training</th>
<th></th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depressed</td>
<td>Control</td>
<td>Depressed</td>
</tr>
<tr>
<td>Subjects, n</td>
<td>83</td>
<td>403</td>
<td>52</td>
</tr>
<tr>
<td>Posts, n</td>
<td>30,851</td>
<td>264,172</td>
<td>18,706</td>
</tr>
<tr>
<td>Average submissions per subject</td>
<td>371.7</td>
<td>655.5</td>
<td>359.7</td>
</tr>
<tr>
<td>Average words per submission</td>
<td>27.6</td>
<td>21.3</td>
<td>26.9</td>
</tr>
</tbody>
</table>
Figure 6. Early risk detection error metric. ERDE: early risk detection error.

\[
(a) \ ERDE_0(d, k) = \begin{cases} 
 c_{fp} & \text{if } d = \text{positive AND } gt = \text{negative} \\
 c_{fn} & \text{if } d = \text{negative AND } gt = \text{positive} \\
lc_o(k) \cdot c_{tp} & \text{if } d = \text{positive AND } gt = \text{positive} \\
0 & \text{if } d = \text{negative AND } gt = \text{negative}
\end{cases}
\]

\[
(b) \ lc_o(k) = 1 - \frac{1}{1 + \exp(k - o)}
\]

Table 3. Baselines used for comparison with our proposed methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>ERDE$^a_5$</th>
<th>ERDE$^{50}_5$</th>
<th>F measure</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>18.51</td>
<td>15.20</td>
<td>0.20</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td>All depressed</td>
<td>21.67</td>
<td>15.03</td>
<td>0.23</td>
<td>0.13</td>
<td>1.00</td>
</tr>
<tr>
<td>Nondepressed</td>
<td>12.97</td>
<td>12.97</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Oracle1</td>
<td>10.38</td>
<td>3.74</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Oracle2</td>
<td>11.83</td>
<td>5.30</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Oracle3</td>
<td>12.23</td>
<td>6.73</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Oracle5</td>
<td>12.59</td>
<td>7.86</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Oracle10</td>
<td>12.97</td>
<td>12.97</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>FHDOB$^b$</td>
<td>12.70</td>
<td>10.39</td>
<td>0.55</td>
<td>0.69</td>
<td>0.46</td>
</tr>
<tr>
<td>UNSLA$^c$</td>
<td>13.66</td>
<td>9.68</td>
<td>0.59</td>
<td>0.48</td>
<td>0.79</td>
</tr>
</tbody>
</table>

$^a$ERDE: early risk detection error.

$^b$Model B presented by the University of Applied Sciences and Arts Dortmund, Germany (FHDO).

$^c$Model A presented by the National University of San Luis, Argentina (UNSL).

We also present the nondepressed method that emits a nondepression decision for all subjects. As observed in Table 3, this method scored zero in all effectiveness metrics. The Oracle methods present the results for an oracle that perfectly diagnoses all subjects at the specified chunk (only results for chunks 1, 2, 3, 5, and 10 are displayed). These results prove the difficulty of this task, as the effectiveness metrics (precision, recall, and $F$ measure) obtained perfect values, whereas the ERDE metrics showed error values. Oracle10 obtained the same results for nondepression because of the strict penalization of late detection of depression cases (being equivalent to a wrong diagnosis of nondepression).

Finally, the best methods from eRisk 2017 were considered for both ERDE$^a_5$ and ERDE$^{50}_5$. The FHDOB method was presented by the Biomedical Computer Science Group from the University of Applied Sciences and Arts Dortmund (Germany). This model employed linguistic metainformation extracted from the subjects’ texts and considered classifiers based on bag of words, paragraph vector, LSA, and recurrent neural networks using long short-term memory [38]. The UNSLA method was presented by the Laboratory of Research and Development in Computational Intelligence Research Group from the National University of San Luis (Argentina). This method is based on a semantic representation of documents that explicitly considers the partial information available in different chunks of data, complemented with standard categorization technology. In this case, predictions are based on their own temporal models and other sources of opinion. The LIDIC group considered multiple document representations and different learning algorithms, including RF [39].

An important difference between ERDE$^a_5$ and ERDE$^{50}_5$ is that the former promotes methods that emit few yet rapid depression decisions, whereas the latter gives smoother penalties to delays. ERDE$^a_5$ from FHDOB and ERDE$^{50}_5$ from UNSLA were used as main baselines for the comparison of our proposed methods.

Evaluation

In this section, we present our main findings for the classification task described, and we discuss the effects of features and the performance for the different proposed models. The first set of experiments were focused on the singleton model (Table 4).
Table 4. Evaluation results for the singleton model on different feature sets. Writing feature (WF) groups all WFs presented. The values for the best early risk detection error with $\alpha=5$ and $\alpha=50$ are in italics.

<table>
<thead>
<tr>
<th>Features</th>
<th>ERDE$^a$</th>
<th>ERDE$^b$</th>
<th>$F$ measure</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cos$^b$ Text$^c$</td>
<td>15.83</td>
<td>13.22</td>
<td>0.31</td>
<td>0.23</td>
<td>0.46</td>
</tr>
<tr>
<td>Cos All$^d$</td>
<td>16.48</td>
<td>13.62</td>
<td>0.36</td>
<td>0.24</td>
<td>0.67</td>
</tr>
<tr>
<td>BM25$^e$ Text</td>
<td>18.11</td>
<td>16.61</td>
<td>0.26</td>
<td>0.16</td>
<td>0.60</td>
</tr>
<tr>
<td>BM25 All</td>
<td>14.36</td>
<td>12.43</td>
<td>0.36</td>
<td>0.32</td>
<td>0.40</td>
</tr>
<tr>
<td>LSA$^f$</td>
<td>21.60</td>
<td>14.96</td>
<td>0.23</td>
<td>0.13</td>
<td>1.00</td>
</tr>
<tr>
<td>Norm$^g$ LSA</td>
<td>21.34</td>
<td>18.02</td>
<td>0.23</td>
<td>0.13</td>
<td>1.00</td>
</tr>
<tr>
<td>LSA stem$^h$</td>
<td>23.51</td>
<td>14.70</td>
<td>0.23</td>
<td>0.13</td>
<td>1.00</td>
</tr>
<tr>
<td>Norm LSA stem$^i$</td>
<td>12.97</td>
<td>12.97</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Cos Text + WF</td>
<td>14.09</td>
<td>13.60</td>
<td>0.07</td>
<td>0.33</td>
<td>0.04</td>
</tr>
<tr>
<td>Cos All + WF</td>
<td>13.31</td>
<td>12.31</td>
<td>0.20</td>
<td>0.67</td>
<td>0.12</td>
</tr>
<tr>
<td>BM25 Text + WF</td>
<td>15.59</td>
<td>14.62</td>
<td>0.29</td>
<td>0.24</td>
<td>0.37</td>
</tr>
<tr>
<td>BM25 All + WF</td>
<td>20.49</td>
<td>18.05</td>
<td>0.30</td>
<td>0.18</td>
<td>0.83</td>
</tr>
<tr>
<td>Cos BM25 Text + WF</td>
<td>14.15</td>
<td>12.97</td>
<td>0.30</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>Cos BM25 All + WF</td>
<td>13.29</td>
<td>12.97</td>
<td>0.12</td>
<td>0.29</td>
<td>0.08</td>
</tr>
<tr>
<td>LSA Cos Text + WF</td>
<td>17.86</td>
<td>12.92</td>
<td>0.29</td>
<td>0.18</td>
<td>0.73</td>
</tr>
<tr>
<td>LSA BM25 Text + WF</td>
<td>16.61</td>
<td>12.09</td>
<td>0.27</td>
<td>0.18</td>
<td>0.56</td>
</tr>
<tr>
<td>LSA Cos All + WF</td>
<td>19.51</td>
<td>13.46</td>
<td>0.26</td>
<td>0.15</td>
<td>0.90</td>
</tr>
<tr>
<td>LSA BM25 All + WF</td>
<td>20.47</td>
<td>14.08</td>
<td>0.24</td>
<td>0.14</td>
<td>0.94</td>
</tr>
<tr>
<td>LSA Cos BM25 Text + WF</td>
<td>18.34</td>
<td>12.85</td>
<td>0.28</td>
<td>0.17</td>
<td>0.85</td>
</tr>
<tr>
<td>LSA Cos BM25 All + WF</td>
<td>12.89</td>
<td>11.27</td>
<td>0.34</td>
<td>0.45</td>
<td>0.27</td>
</tr>
<tr>
<td>Norm LSA Cos Text + WF</td>
<td>13.35</td>
<td>13.35</td>
<td>0.04</td>
<td>0.20</td>
<td>0.02</td>
</tr>
<tr>
<td>Norm LSA BM25 Text + WF</td>
<td>13.58</td>
<td>13.33</td>
<td>0.11</td>
<td>0.17</td>
<td>0.08</td>
</tr>
<tr>
<td>Norm LSA Cos All + WF</td>
<td>14.70</td>
<td>14.45</td>
<td>0.11</td>
<td>0.21</td>
<td>0.08</td>
</tr>
<tr>
<td>Norm LSA BM25 All + WF</td>
<td>14.55</td>
<td>14.30</td>
<td>0.13</td>
<td>0.22</td>
<td>0.10</td>
</tr>
<tr>
<td>Norm LSA Cos BM25 Text + WF</td>
<td>14.60</td>
<td>14.60</td>
<td>0.25</td>
<td>0.25</td>
<td>0.08</td>
</tr>
<tr>
<td>Norm LSA Cos BM25 All + WF</td>
<td>13.73</td>
<td>13.48</td>
<td>0.20</td>
<td>0.20</td>
<td>0.08</td>
</tr>
</tbody>
</table>

$^a$ERDE: early risk detection error.
$^b$Cos: cosine.
$^c$Only the text part of the writing is considered.
$^d$The whole writing is considered.
$^e$BM25: Okapi Best Matching 25.
$^f$LSA: latent semantic analysis.
$^g$Normalized LSA.
$^h$LSA with stemming.
$^i$Normalized LSA with stemming.

Initially, we tested the performance of textual and standalone LSA features, finding very low performance on the semantic features, compared with textual features, probably because of the difficulty to capture small textual details relevant to the detection of depression. The normalization of the LSA scores slightly improved the results, and the use of stemming and stop words removal had a negative impact on performance, as shown by the zero values on precision, recall, and $F$ measure for normalized LSA with stemming. The best performance among textual features was obtained by BM25 using all textual writing fields (title, info, and text).

Next, we analyzed the performance of textual features combined with the WFs, as defined in Data Analysis. Curiously, BM25 performance worsened as the WFs were included, whereas cosine performance improved. However, the best results were...
obtained combining both textual features (cosine and BM25 similarity) with WFs using all textual writing fields.

Subsequently, the 3 feature types were combined (textual, semantic, and writings), and the best results were obtained when the textual similarity metrics (cosine and BM25) used all textual fields, altogether with LSA and WFs. The same set of experiments were executed with normalized LSA and WFs. The results generally improved, they did not outperform the best value for nonnormalized LSA. Focusing on the best performing singleton model from Table 4, we individually analyzed the results for the different WFs described in Data Analysis to determine these features’ behavior. Table 5 shows the results, highlighting the best ERDE_{5} and ERDE_{50} values. Best singleton model refers to LSA Cos BM25 All and the WFs are grouped in the following manner:

- Writing: NWritings, AvgWords, DevWords, MinWords, MaxWords, MedWords.
- TimeGap
- LogTimeGap
- Day
- Week: Weekday, Weekend
- Hour

Regarding a fast early detection (measured through ERDE_{5}), the best performance was obtained just considering the text features, the time gap between writings and the publication days, which closely reflected the conclusions extracted from our data analysis on Section 3 in that a higher tendency to publish during the weekends could be observed in the depressed group. Relatively good results were also obtained combining textual features with the log time gap and writing hours (second best performance). Curiously, the combination of both week group and hour with textual features and time gap led to the worst results of the group. However, the best ERDE_{5} value from Table 4 was not outperformed by any combination, as each of these features is expected to capture different variables in the writings’ behavior.

The best value from the ERDE_{50} metric was obtained by combining text features, both time gap variants and the publication days. Three of these features obtained the best ERDE_{5} performance in Table 5. In this case, ERDE_{50} outperformed the best value from Table 4, although values are extremely close (11.26 and 11.27, respectively).

The performance values obtained in Tables 4 and 5 do not outperform our baselines, although the results are closer in the case of ERDE_{5}.

Tables 6 and 7 show the performance results in terms of ERDE_{5} and ERDE_{50} for different dual model configurations. In the case of the dual model, 2 models were trained in parallel: one to detect depression cases (positive) and another to detect nondepression cases (negative). Both tables show a matrix in which the first column indicates the different features considered for the positive model, and the first row provides the features for the negative model (in the same order as the positive features).

Table 5. Evaluation results for classification on different writing features for the best singleton model from Table 4, which combines cosine and Okapi Best Matching 25 textual features for all text fields and latent semantic analysis features. The values for the best early risk detection error with 0=5 and 0=50 are in italics.

<table>
<thead>
<tr>
<th>WF^a combinations</th>
<th>ERDE_{b}^{5}</th>
<th>ERDE_{b}^{50}</th>
<th>F measure</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSM^c + Writing, TimeGap, Hour</td>
<td>17.35</td>
<td>11.39</td>
<td>0.30</td>
<td>0.18</td>
<td>0.85</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, Day</td>
<td>13.59</td>
<td>12.12</td>
<td>0.22</td>
<td>0.31</td>
<td>0.17</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, Week</td>
<td>14.77</td>
<td>11.44</td>
<td>0.33</td>
<td>0.25</td>
<td>0.48</td>
</tr>
<tr>
<td>BSM + Writing, LogTimeGap, Hour</td>
<td>14.03</td>
<td>13.54</td>
<td>0.12</td>
<td>0.29</td>
<td>0.08</td>
</tr>
<tr>
<td>BSM + Writing, LogTimeGap, Day</td>
<td>18.95</td>
<td>12.53</td>
<td>0.27</td>
<td>0.16</td>
<td>0.96</td>
</tr>
<tr>
<td>BSM + Writing, LogTimeGap, Week</td>
<td>17.80</td>
<td>12.72</td>
<td>0.28</td>
<td>0.17</td>
<td>0.85</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, Day, Hour</td>
<td>16.14</td>
<td>11.55</td>
<td>0.31</td>
<td>0.21</td>
<td>0.63</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, Week, Hour</td>
<td>19.28</td>
<td>12.85</td>
<td>0.26</td>
<td>0.15</td>
<td>0.94</td>
</tr>
<tr>
<td>BSM + Writing, LogTimeGap, Day, Hour</td>
<td>16.86</td>
<td>12.28</td>
<td>0.29</td>
<td>0.18</td>
<td>0.77</td>
</tr>
<tr>
<td>BSM + Writing, LogTimeGap, Week, Hour</td>
<td>16.91</td>
<td>12.13</td>
<td>0.29</td>
<td>0.19</td>
<td>0.63</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, LogTimeGap, Day</td>
<td>17.00</td>
<td>11.26</td>
<td>0.31</td>
<td>0.19</td>
<td>0.87</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, LogTimeGap, Week</td>
<td>17.85</td>
<td>12.62</td>
<td>0.30</td>
<td>0.18</td>
<td>0.87</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, LogTimeGap, Hour</td>
<td>17.71</td>
<td>12.65</td>
<td>0.28</td>
<td>0.17</td>
<td>0.83</td>
</tr>
<tr>
<td>BSM + Writing, TimeGap, LogTimeGap, Hour, Week</td>
<td>16.53</td>
<td>13.47</td>
<td>0.29</td>
<td>0.20</td>
<td>0.52</td>
</tr>
</tbody>
</table>

^aWF: writing feature.
^bERDE: early risk detection error.
^cBSM: best singleton model.
Table 6. Evaluation results for classification of different feature sets for the dual model (th₀=6). The first column shows features for the positive model, and the first row shows features for the negative model. Positive feature sets are numbered and negative features follow the same numbering. The values for the best early risk detection error are in italics. Labels for the algorithms (Roman numerals) are shared for rows and columns.

<table>
<thead>
<tr>
<th>Features</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
<th>XI</th>
<th>XII</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA Cos BM25 All + WF (XII)</td>
<td>12.73</td>
<td>12.49</td>
<td>12.49</td>
<td>12.49</td>
<td>12.73</td>
<td>12.49</td>
<td>12.98</td>
<td>12.73</td>
<td>12.98</td>
<td>12.73</td>
<td>28.94</td>
<td>12.73</td>
</tr>
</tbody>
</table>

^aLSA: latent semantic analysis.
^bNormalized LSA.
^cLSA with stemming.
^dNormalized LSA with stemming.
^eCos: cosine.
^fBM25: Okapi Best Matching 25.
^gWF: writing features.
^hThe whole text part of the writing is considered.
^iStatistically significant performance improvements over the best singleton model in Table 4.

Experiments were performed with an extensive number of feature combinations, but we have limited the results displayed on the tables to the most relevant performing features. Focusing on ERDE₅₀ (Table 6), the best results were obtained when using textual features (both cosine and BM25 similarity metrics) only for the text field, LSA and WFs on the positive model, combined with LSA variants or textual features for the negative model. Among the LSA variants, except for plain LSA, normalized LSA, LSA with stemming, and normalized LSA with stemming provide the best performance. The sole use of textual similarity features (feature sets 5 and 6) with any LSA features leads to a best performing model.

We also report on statistical significance using a standard 2-sided t test with significance level alpha=.05 when improving performance of the best singleton model on Table 4. Significant improvements (all the P values obtained are smaller than 1.21e-14) over the best singleton model were obtained with positive models using both textual features (cosine and BM25) in all fields or just in the text field in combination with semantic and WFs, as well as negative models based on LSA (normalized, stemming, and both). Significant improvement was also achieved using both textual features together with WFs but skipping LSA. This suggests that all the proposed features are required to provide an early risk detection for the identification of depressed subjects, whereas a less complex model achieves better results in identifying nondepressed subjects.

Results for ERDE₅₀ (Table 7) are consistent with ERDE₅₀ performance (all the P values are smaller than .003), but the optimal value is limited to the positive model with textual features on the text field, LSA and WFs, whereas the negative model only applies LSA with stemming and removing stop words. Other best-performing models from Table 6 obtained the third best performance for ERDE₅₀, whereas the second best uses cosine similarity for all text fields, LSA, and writings features for the positive model. It is remarkable that the negative model for both first and second best performance is based only on LSA with stemming and removing stop words. The dual model is able to clearly outperform the best baseline values for ERDE₅₀ and ERDE₅₀ from Table 3, with an improvement of 6.5% on ERDE₅₀ and more than 10% improvement on ERDE₅₀ over the best-performing state-of-the-art models. Thus, we were able to improve on 2 different and independent best-performing models by employing a single model with two different configurations.
Table 7. Evaluation results for classification of different feature sets for the dual model ($\theta_{w} = 53$). The first column shows features for the positive model, and the first row shows features for the negative model. Positive feature sets are numbered and negative features follow the same numbering. The values for the best early risk detection error ($\text{ERDE}_{50}$) are in italics. Labels for the algorithms (Roman numerals) are shared for rows and columns.

<table>
<thead>
<tr>
<th>Features</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
<th>XI</th>
<th>XII</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSA$^a$ (I)</td>
<td>10.20</td>
<td>9.95</td>
<td>9.95</td>
<td>9.95</td>
<td>9.95</td>
<td>10.45</td>
<td>10.20</td>
<td>10.45</td>
<td>9.95</td>
<td>16.18</td>
<td>10.20</td>
<td></td>
</tr>
<tr>
<td>Norm LSA$^b$ (II)</td>
<td>15.46</td>
<td>15.21</td>
<td>12.97</td>
<td>15.21</td>
<td>15.21</td>
<td>15.71</td>
<td>15.46</td>
<td>15.71</td>
<td>15.46</td>
<td>31.42</td>
<td>5.46</td>
<td></td>
</tr>
<tr>
<td>LSA stem$^c$ (III)</td>
<td>11.19</td>
<td>10.94</td>
<td>10.94</td>
<td>10.94</td>
<td>10.94</td>
<td>11.44</td>
<td>11.19</td>
<td>11.44</td>
<td>11.19</td>
<td>25.15</td>
<td>11.19</td>
<td></td>
</tr>
<tr>
<td>Norm LSA stem$^d$ (IV)</td>
<td>15.46</td>
<td>15.21</td>
<td>12.97</td>
<td>15.21</td>
<td>15.21</td>
<td>15.71</td>
<td>15.46</td>
<td>15.71</td>
<td>15.46</td>
<td>31.42</td>
<td>15.46</td>
<td></td>
</tr>
<tr>
<td>Cos$^e$ BM25 Text$^f$ + WF$^g$ (V)</td>
<td>15.46</td>
<td>15.21</td>
<td>12.97</td>
<td>15.21</td>
<td>15.21</td>
<td>15.71</td>
<td>15.46</td>
<td>15.71</td>
<td>15.46</td>
<td>31.42</td>
<td>15.46</td>
<td></td>
</tr>
<tr>
<td>Cos BM25 All$^i$ + WF (VI)</td>
<td>15.46</td>
<td>15.21</td>
<td>12.97</td>
<td>15.21</td>
<td>15.21</td>
<td>15.71</td>
<td>15.46</td>
<td>15.71</td>
<td>15.46</td>
<td>31.42</td>
<td>15.46</td>
<td></td>
</tr>
<tr>
<td>LSA Cos Text + WF (VII)</td>
<td>10.20</td>
<td>9.95$^i$</td>
<td>9.95$^i$</td>
<td>9.95$^i$</td>
<td>9.95$^i$</td>
<td>10.45</td>
<td>10.20</td>
<td>10.45</td>
<td>9.95$^j$</td>
<td>16.18</td>
<td>10.20$^j$</td>
<td></td>
</tr>
<tr>
<td>LSA BM25 Text + WF (VIII)</td>
<td>10.20</td>
<td>9.95$^i$</td>
<td>9.95$^i$</td>
<td>9.95$^i$</td>
<td>9.95$^i$</td>
<td>10.45</td>
<td>10.20</td>
<td>10.45</td>
<td>9.95$^j$</td>
<td>16.18</td>
<td>10.20$^j$</td>
<td></td>
</tr>
<tr>
<td>LSA Cos All + WF (IX)</td>
<td>10.41</td>
<td>10.16</td>
<td>9.16</td>
<td>10.16</td>
<td>10.16</td>
<td>10.16</td>
<td>10.41</td>
<td>10.66</td>
<td>10.41</td>
<td>10.66</td>
<td>10.16</td>
<td>16.65</td>
</tr>
<tr>
<td>LSA BM25 All + WF (X)</td>
<td>10.32</td>
<td>10.07</td>
<td>10.07</td>
<td>10.07</td>
<td>10.07</td>
<td>10.07</td>
<td>10.32</td>
<td>10.57</td>
<td>10.32</td>
<td>10.57</td>
<td>10.07</td>
<td>16.30</td>
</tr>
</tbody>
</table>

$^a$LSA: latent semantic analysis.
$^b$Normalized LSA.
$^c$LSA with stemming.
$^d$Normalized LSA with stemming.
$^e$Cos: cosine.
$^f$BM25: Okapi Best Matching 25.
$^g$Only the text part of the writing is considered.
$^h$WF: writing features.
$^i$The whole writing is considered.
$^j$Statistically significant performance improvements over the best singleton model in Table 4.

Discussion

Principal Findings

The main findings of this study are the following: the importance of using WFs in the early detection of MDD, the comparison of the singleton and dual approaches to predict the depression condition, and the improvement of state-of-the-art algorithms, following a time-aware evaluation, obtained by the dual model.

In this paper, we presented 2 methods based on machine learning that exclusively used data from social media networks to provide an early detection of depression cases. The problem was formalized as a classification problem and was addressed using machine learning. We resorted to a features-based approach and designed a collection of features (textual, semantic, and writing) that captured correlations between different aspects of the individuals’ writings and depression. The evaluation follows a time-aware approach that rewards early detections and penalizes late detections.

Initially, we present a singleton model based on a single binary classifier and 2 threshold functions (one positive and another negative). However, the results achieved were modest because, to make a final decision, the classifier requires enough evidence to discard one option versus the other, thus causing a delay. The best results for the singleton model were obtained by combining textual and semantic similarity with all the WFs proposed. Note that an individual combination of WFs did not lead to improved results.

Our best-performing method was based on a dual approach, using a machine learning model to detect depressed subjects and another one to identify nondepressed ones. Interestingly, WFs become crucial for the positive model (in charge of detecting depression cases), along with semantic similarity and textual similarity, although limited to the post text field. On the contrary, the negative model (predicting nondepression cases) can follow a much simpler approach based on semantic or textual similarity.

In fact, focusing on ERDE$_{50}$, the optimal value is obtained with the negative model based only on LSA with stemming and removing stop words, without considering any textual similarity or WFs. This may be related with the less strict evaluation of false negatives using this metric.

In comparison with the state-of-the-art detection models, our results showed how the dual model is able to improve performance up to more than 10%. We consider that these results can help in the development of new tools to identify at-risk...
individuals, enabling those people suffering from depression to be detected and receive treatment as soon as possible.

**Future Work**

This study can be extended in several ways. First, we would like to extend the set of features with other document representations. Second, we plan to study different model combinations for our dual approach, with an intense focus on new machine learning algorithms and feature sets. Finally, we plan to evaluate the effectiveness of our models in different environments, such as information technologies or economics.
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Abstract

Background: Frequent home blood pressure (BP) measurements result in a better estimation of the true BP. However, traditional cuff-based BP measurements are troublesome for patients.

Objective: This study aimed to evaluate the feasibility of a cuffless device for ambulatory systolic blood pressure (SBP) measurement.

Methods: This was a mixed method feasibility study in patients with hypertension. Performance of ambulatory SBPs with the device was analyzed quantitatively by intrauser reproducibility and comparability to a classic home BP monitor. Correct use by the patients was checked with video, and user-friendliness was assessed using a validated questionnaire, the System Usability Scale (SUS). Patient experiences were assessed using qualitative interviews.

Results: A total of 1020 SBP measurements were performed using the Checkme monitor in 11 patients with hypertension. Duplicate SBPs showed a high intrauser correlation ($R=0.86$, $P<.001$). SBPs measured by the Checkme monitor did not correlate well with those of the different home monitors ($R=0.47$, $P=.007$). However, the mean SBPs measured by the Checkme and home monitors over the 3-week follow-up were strongly correlated ($R=0.75$, $P=.008$). In addition, 36.4% ($n=4$) of the participants performed the Checkme measurements without any mistakes. The mean SUS score was 86.4 (SD 8.3). The most important facilitator was the ease of using the Checkme monitor. Most important barriers included the absence of diastolic BP and the incidental difficulties in obtaining an SBP result.

Conclusions: Given the good intrauser reproducibility, user-friendliness, and patient experience, all of which facilitate patients to perform frequent measurements, cuffless BP monitoring may change the way patients measure their BP at home in the context of ambulant hypertension management.

(J Med Internet Res 2019;21(6):e11164) doi:10.2196/11164
KEYWORDS
ambulatory blood pressure monitoring; home blood pressure monitoring; cuffless blood pressure device; hypertension

Introduction

An elevated blood pressure (BP) is a major risk factor for cardiovascular morbidity and mortality [1]. BP is, however, a highly variable vital parameter, and circumstances under which measuring takes place may influence the result extensively [2-4]. Compared to office BP measurement, home BP measurement predicts cardiovascular risk better [5-8]. The predictive value increases progressively with the number of home measurements [9]. Thus, to improve assessment of BP for diagnosis and management of high BP, the BP needs to be monitored frequently, preferably at home.

For patients with hypertension, home blood pressure monitoring (HBPM) is easy to perform, reliable, and reproducible [10]. Therefore, it is recommended as a routine component of BP monitoring in the American Society of Hypertension and the American Heart Association guidelines [5]. The use of HBPM improves hypertension control and the associated outcomes [11-14]. At home, BP is predominantly measured with an oscillometric BP monitor, which uses an arm cuff. In daily practice, patients use different types of BP monitors, which, in most cases, have been validated according to the international standard and have been checked by their provider [15]. However, in a cross-sectional study by Ruzicza et al, 30% of home BP monitors were found to be inaccurate with use of a stringent criterion of 5 mm Hg difference between measurements. Using a different threshold for accuracy (difference of more than 10 mm Hg), 16 of 210 (8%) HBPM monitors were inaccurate for systolic BP (SBP) and 18 (9%) were inaccurate for diastolic BP [16]. Although an automatic BP monitor is relatively easy to use and inexpensive [5], measuring BP is time-consuming and may be perceived as inconvenient. In addition, various factors may influence the accuracy of measuring BP, such as discomfort by inflation of the cuff [17] and inappropriate cuff size and cuff position at the arm in relation to the heart level [18].

A new technique has been developed to measure SBP fast and easy without the use of a cuff, which is applied in new devices such as the Checkme Pro Health Monitor (Shenzhen Viatom, China). An algorithm calculates the SBP based on the pulse transit time determined by the peripheral capillary oxygen saturation (SpO2) measurement (an estimate of the amount of oxygen in the blood and is the percentage of oxygenated hemoglobin compared to the total amount of hemoglobin in the blood), the electrical electrocardiogram (ECG) signal, and the individual’s arterial compliance [19]. For the latter, the cuffless device needs a calibration procedure, which is developed by entering a classically obtained SBP. Calibration needs to be repeated monthly. An SBP measurement with the Checkme monitor takes less than 30 seconds, which could increase the willingness of patients to measure their SBP more frequently. Cuffless BP measurement is an emerging technique, which may lead to an increased patient compliance in measuring BP at home and promoting a larger number of BP results for hypertension management. Moreover, the Checkme monitor captures a single-lead ECG and photoplethysmogram signal in the same 30 seconds.

Recently, we evaluated the validity of the Checkme monitor’s SBP results by using criteria of the European Society of Hypertension for validating new BP devices [20]. This validation protocol may be considered inadequate, as it lacks consensus about the quality of the BP measurement to be used for calibrating cuffless devices. However, results obtained with the Checkme monitor were promising over a wide range of BP levels [20]. A recent study showed promising results of vital parameter measurements in an inpatient setting [21]. Since the previous study by Schoot et al was performed under demanded controlled circumstances, there was a need to evaluate the performance of the Checkme monitor in an uncontrolled home setting.

To assess feasibility of the Checkme monitor in an outpatient setting, we studied the performance, user-friendliness, and patient experience of the Checkme me in participants’ home settings.

Methods

Research Design, Setting, and Participants

We conducted a pilot study using a mixed method approach. To determine performance of the SBP measurement, we systematically assessed the reproducibility of the Checkme monitor, its comparability to a home BP monitor, and the performance of daily vital measurements with the Checkme monitor using video analysis. A System Usability Scale (SUS) questionnaire was used to determine the user-friendliness. Patient experience was assessed using a semistructured interview following the Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) framework. Participants were recruited from the hypertension outpatient clinic of an academic hospital in The Netherlands from April 2017 to May 2017. The institutional review board approved the study (ID: 2017-3241). All participants provided signed informed consent after written and verbal information were obtained.

Inclusion and Exclusion Criteria

Patients were considered eligible if they were receiving medical treatment for high BP, accustomed to home BP measurements with their own blood pressure monitor, of age ≥ 18 years, and had the cognitive ability to understand instruction and perform measurements correctly after instruction. Patients with a pacemaker and pregnant women were excluded.

The Checkme Pro Health Monitor

We evaluated the Checkme Pro Health Monitor, which measures SBP without the use of a cuff. The device also measures a one-lead ECG, heart rate, and SpO2 in one measurement called “daily check.” The method of measurement of these vitals by the Checkme monitor is shown in Figure 1. The right thumb, right middle finger, and left palm are placed on the ECG sensors.
The right index finger is placed on the built-in SpO\textsubscript{2} sensor. To increase accuracy of the results, the device needs to be held steady at the heart level during the measurement. The latest version of the Checkme monitor, used in this study, is cleared by the US Food and Drug Administration (FDA) for measuring these vitals (FDA 510k release: K150869; Device Name: CheckMe Pro Health Monitor; Regulation Number: 21 CFR 870.2300; Regulation Name: Cardiac Monitor Including Cardiotachometer and Rate Alarm; Regulatory Class: Class II; Product Code: MWI on November 6, 2015) and complies with the Conformité Européene (CE) marking medical devices directive (CE certificate was issued on behalf of TüV Rheinland LGA Products GmbH notified body [CE 0197] on Viatom’s Health Monitor models “Checkme Pro, Plus, Pod, and Lite” [standard MDD 93/42/EEC, Annex II; Certificate HD60107767 0001; April 27, 2016]).

**Figure 1.** Demonstration of a systolic blood pressure measurement using the Checkme Pro Health Monitor. The right thumb, middle finger, and left palm are placed on the electrocardiogram sensors. The right index finger is placed on the built-in SpO\textsubscript{2} (peripheral capillary oxygen saturation) sensor. Systolic blood pressure measurement is performed in less than 30 seconds, holding the device steady at heart level.

**Study Procedures**

The study timeline and procedures are shown in **Figure 2.** Two trained researchers instructed the participants on the study procedures and how to perform the SBP measurement with the Checkme monitor, and checked the way they performed their regular home SBP measurement using their own home BP monitor. Before the start of the study, the Checkme monitor was calibrated for SBP measurement according to manufacturer’s instructions. To determine a reference SBP to calibrate the Checkme monitor, a standard duplicate BP measurement was performed using a validated automatic BP monitor at the outpatient clinic (Vital Signs Monitor 300 series, Welch Allyn, Skaneateles Falls, NY) after an initial 5 minutes of rest. The participants performed the measurements with the Checkme monitor in duplicate twice daily, in the morning and evening, for a period of 3 weeks. They were instructed to perform the second measurement immediately after the first measurement under the same circumstances.

In addition, the participants performed regular BP measurement once weekly with their own home BP device. Participants were asked to perform one duplicate SBP measurement with the Checkme monitor and one duplicate home BP measurement using their own conventional BP monitor, in a random order.

After 3 weeks, the correct use of the Checkme monitor by the patient was checked with a video recording of the SBP measurement. The user-friendliness was assessed using the SUS questionnaire, and the patient’s experience was determined with a semistructured interview.
Analysis of Reproducibility
To obtain the intruser reproducibility of a duplicate SBP measurement, two values of one duplicate measurement were correlated and the level of variation was categorized as <5 mm Hg, <10 mm Hg, and >15 mm Hg. Both the Checkme and home BP monitors were tested for reproducibility. The paired SBP measurements with the Checkme monitor and home BP monitor were correlated to obtain comparability. The mean difference and level of variation in SBP measurements between the Checkme and home BP monitors were calculated. In addition to the paired measurements, the means of all SBP measurements with the Checkme and home BP monitors were correlated. For each participant, all SBP values measured with the Checkme monitor, their home BP monitor, and the hospital monitor were plotted in a diagram to show the variation of SBP over time measured with different devices.

Analysis of the Correct Use of Checkme by the Patient
Two researchers independently assessed the use of Checkme by the patient, by checking the video-recorded measurements with a scoring sheet based on the principles of Gelbart et al [22] and Van Der Heide et al [23]. Thirteen steps were distinguished for the SBP measurement with the Checkme monitor. All items for the use of the Checkme monitor were categorized as “badly performed” or “not done” (0 points), “suboptimal” or “too late” (1 point), and “perfectly done” (2 points). Findings were compared and discussed until a consensus was reached.

Analysis of Patient Experience
The semistructured interviews following the UTAUT2 framework [24] (Figure 3) were conducted in Dutch with the participants. The UTAUT2 framework consists of four major themes: performance expectancy, effort expectancy, social influence, and facilitating conditions. Performance expectancy is defined as the degree to which an individual believes that using the Checkme monitor will help him/her. Effort expectancy is defined as the degree of ease associated with the use of the Checkme monitor. Social influence is defined as the degree to which an individual perceives that significant others believe he/she should use Checkme. Facilitating conditions are defined as the degree to which an individual believes that an organizational and technical infrastructure exists to support the use of the Checkme monitor [25].

Interviews were audio recorded and transcribed verbatim using qualitative data analysis software (ATLAS.ti 7.1, Scientific Software Development GmbH, Berlin, Germany). Transcripts were independently analyzed by two investigators to identify barriers, facilitators, and positive and negative effects of the use of the Checkme monitor. Findings were discussed until a consensus was achieved. The barriers and facilitators were rewritten into general statements and subdivided according to the themes of the UTAUT2 interview framework. The magnitude of each statement was determined by the number of interviews the statement was mentioned in. A validated Dutch translation [26] of the SUS questionnaire [27] on the usability of the Checkme monitor was used to determine the user-friendliness, scored between 0 and 100, as described by Brooke et al [27]. The interpretation of the SUS score was in accordance with that provided by Bangor et al [28]. A score above 90.9 was considered “best imaginable,” a score above 85.5 was considered “excellent,” a score above 71.4 was considered “good,” a score above 50.9 was considered “sufficient,” and a score below or equal to 50.9 was considered “poor.”
Figure 3. Interview framework of the Unified Theory of Acceptance and Use of Technology 2.

Statistical Analyses
All statistical analyses were performed using IBM SPSS, version 22.0 (IBM Corp, Armonk, NY). Normally distributed data were presented as mean and SD. Descriptive statistics were presented as median and quartiles in case of nonnormally distributed data. Differences were tested using a t test in case of normal distribution of the data and the nonparametric Wilcoxon test in case of nonnormally distributed data. Correlations were calculated with the Spearman rank correlation coefficient.

Results
User Statistics
One of 12 participants enrolled in the study was excluded from participation and analysis due to repeated failure of BP calibration. One participant did not own a BP monitor and visited the hospital for weekly BP measurements. Average instruction time was 20-40 minutes. The characteristics of the 11 participants who completed the study period are summarized in Table 1. The SBP readings of the participants’ home BP monitors strongly correlated with those of the automatic hospital BP monitor at baseline ($R=0.88$, $P<.001$). Eleven participants performed a total of 1020 measurements with the Checkme monitor. In 209 measurements (20.4%), the Checkme monitor was not able to measure the SBP. The success rate for SBP measurement varied among participants, with a mean success of 71%, ranging from 42% to 100%.
Table 1. Participant characteristics (N=11).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study population</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>4 (36)</td>
</tr>
<tr>
<td>Male</td>
<td>7 (64)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Black</td>
<td>1 (9)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>57 (11.5)</td>
</tr>
<tr>
<td><strong>Systolic BP (mm Hg), mean (SD)</strong></td>
<td>140.7 (13.7)</td>
</tr>
<tr>
<td><strong>Diastolic BP (mm Hg), mean (SD)</strong></td>
<td>86.3 (11.0)</td>
</tr>
<tr>
<td><strong>Use of BP-lowering medication, n (%)</strong></td>
<td>9 (82)</td>
</tr>
<tr>
<td><strong>Use of home monitor, n (%)</strong></td>
<td>10 (91)</td>
</tr>
<tr>
<td><strong>Brand, n</strong>d</td>
<td></td>
</tr>
<tr>
<td>Withings</td>
<td>3</td>
</tr>
<tr>
<td>Microlife</td>
<td>2</td>
</tr>
<tr>
<td>Omron</td>
<td>1</td>
</tr>
<tr>
<td>Beurer</td>
<td>1</td>
</tr>
<tr>
<td>A&amp;D Medical</td>
<td>1</td>
</tr>
<tr>
<td>Medion</td>
<td>1</td>
</tr>
<tr>
<td>Cresta</td>
<td>1</td>
</tr>
<tr>
<td><strong>Frequency per month, mean (SD)</strong></td>
<td>6.8 (6.2)</td>
</tr>
</tbody>
</table>

aBP: blood pressure.
bBP measured by trained investigator with a Welch Allyn Automatic BP monitor at day 0.
cData shown for only 10 patients, because of the lack of diastolic BP data in one patient.
dN=10.

Reproducibility

The paired results of duplicate SBP measurements of the Checkme monitor correlated well over the whole range of BP levels (R=0.86, P=.001). Of the 420 complete duplicate SBPs, paired results of 374 (89%) duplicates varied within 10 mm Hg, of which 286 (68% of total) varied within 5 mm Hg. Paired results of 22 (5%) duplicate SBPs varied more than 15 mm Hg.

Variations of the paired results of duplicates are shown in Figure 4. Of the 22 duplicates with a difference of more than 15 mm Hg, 11 were obtained from only two participants. The paired results of duplicate SBP measurements with the home BP monitors correlated strongly (R=0.91, P<.001). Of the 40 complete duplicate SBPs, 38 (95%) varied within 10 mm Hg, of which 27 (67% of total) varied within 5 mm Hg. No measurement exceeded a variation of 15 mm Hg. For each participant, all SBP values measured with the Checkme monitor (twice daily), the home BP monitor (once weekly), and the hospital monitor (once) are plotted in Figure 5.

The measurements of the Checkme and home BP monitors correlated weakly (R=0.47, P=.007). The mean results of the paired measurements with the Checkme monitor were 0.55 mm Hg (SD 12.32) higher than those of the home BP monitors. Of the 32 paired SBP values, there was a difference between the Checkme and home BP monitors of <5 mm Hg in 7 pairs (22%), <10 mm Hg in 18 pairs (56%), and <15 mm Hg in 26 pairs (81%).

The mean SBP of both devices over 3 weeks correlated strongly (R=0.75, P=.008). The Checkme monitor had a mean systematic difference of 0.26 mm Hg (SD 7.66) for mean SBP over 3 weeks compared to the home BP monitors. In addition, 36.3% of the mean SBP measurements with the Checkme and home BP monitors varied within 5 mm Hg and 90.9% varied within 10 mm Hg. No measurement exceeded a variation of 15 mm Hg.
Figure 4. Frequency of the difference within duplicate SBP measurements. SBP: systolic blood pressure.
Correct Use of the Checkme Monitor

In total, 36.4% (n=4) of the participants performed the measurement with the Checkme monitor correctly (“well done”) in all 13 items, 54.5% (n=6) performed the measurement with one mistake, and 9.1% (n=1) performed the measurement with two mistakes. No participants made more than two mistakes. The most frequent mistake was not keeping the Checkme monitor at heart level (5/11). During video recording, 1 of the 11 participants did not receive a valid SBP result. The hands of this participant were shaking due to the side effects of the medication, and he did not find support by resting his arms on the table. However, at home, this participant achieved a valid SBP in 80 of 104 measurements (77%).

Patient Experience

Interviews lasted for 15-35 minutes. All perceived barriers and facilitators could be subdivided into one of the five themes of the UTAUT2 interview framework. Most significant barriers and facilitators are described here, and all barriers and facilitators are summarized in Table 2.

Performance expectancy could be divided into two subsequent topics: the features and possibilities of the Checkme monitor and the measurement results produced by the Checkme monitor. For the possibilities of the Checkme monitor, six participants perceived the inability of Checkme to measure DBP as a barrier. They considered DBP to be as important as SBP. At times, the Checkme monitor did not report a result for SBP, which was a barrier for seven participants. This was sometimes perceived as bothersome, since the cause was unclear and the measurement had to be repeated. Another barrier mentioned by three participants was the occasional big difference in SBP measured with the Checkme monitor compared to the home or hospital BP monitor. This reduced their trust in Checkme’s performance. One participant, on the other hand, reported that the Checkme and home BP monitors correlated well, which increased her trust in the Checkme monitor.
Table 2. Barriers and facilitators for use of the Checkme monitor and the number of interviews these were mentioned in, according to the themes of the Unified Theory of Acceptance and Use of Technology 2 interview framework and subsequent topics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Barrier</th>
<th>Facilitator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Possibilities of Checkme</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The device measures only SBP&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>Outcomes of Checkme</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At times, the Checkme did not report a result for SBP and/or SpO&lt;sub&gt;2&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>The big/small difference between the home BP&lt;sup&gt;c&lt;/sup&gt; monitor and the Checkme leads to less/more trust in the Checkme</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performing measurements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Checkme is easy to use</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>With the Checkme, a measurement is quickly performed</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>BP can be measured with the Checkme without the use of an arm cuff</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Daily check cannot be performed with cold hands</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Design of Checkme</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The Checkme is small and can be taken everywhere</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>The Checkme does not have a backlight in the touch screen</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>The Checkme is not a standard BP monitor, which decreases trust in results</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>The font size of the results screen is very small</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Social influence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measuring BP with the Checkme can be done without any help</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>SBP: systolic blood pressure.
<sup>b</sup>SpO<sub>2</sub>: peripheral capillary oxygen saturation.
<sup>c</sup>BP: blood pressure.

Effort expectancy was defined through two topics: performing measurements and the design of the Checkme monitor. For performing measurements, all participants considered the Checkme monitor easy to use and four could quickly perform a measurement. Three participants perceived the Checkme monitor to be a facilitator that can measure SBP without the use of an arm cuff, mostly because the arm cuff on their home BP monitor was uncomfortable. Regarding the design of the Checkme monitor, the most significant facilitator perceived was the small size of the device (n=4).

In addition, three participants thought the Checkme monitor would be unsuitable for the elderly, because of their decreased fine motor skills. Automatic synchronization of results was preferred by eight participants, either to their medical record or an online app, to be able to monitor the results of medication, diet, and physical activities and discuss the results with their doctor. Two other suggestions were increasing the font size and addition of a backlight to the screen.

Five participants wanted to use the Checkme monitor in the future instead of their own home BP monitor. Three other participants wanted to use the Checkme monitor in the future only on certain conditions, for example, if the device reports reliable results. The remaining three participants did not want to use Checkme in the future. Eight participants would recommend the Checkme monitor to other patients. Participants gave the monitor a median score of 7.5 (interquartile range: 5.0-8.0) on a scale of 1 to 10, with individual scores ranging from 1.0 to 9.0. The mean SUS score was 86.4 (SD 8.3) with a range of 72.5-97.5, which indicates high user-friendliness.

**Discussion**

**Principal Findings**

This study provides new insights about the use, performance, and patient experience of an FDA-approved cuffless BP-measuring device in patients who are used to measuring their blood pressure at home. Adequate intrauser reproducibility of cuffless SBP measurement was observed in the majority of participants, and the Checkme monitor was well adopted in the home setting. Patients indicated an increased willingness to take their BP measurement because of its ease of use. Thus, the large variety of cuff-based BP monitors currently used by patients in home BP monitoring does not necessarily serve as a gold standard to compare new devices for home monitoring. In addition, the easily obtained large number of the Checkme SBP measurements may provide a better picture of the actual BP variation over time, which can be easily missed by taking only one home measurement every week.
The SBP measured by the Checkme monitor was comparable to that measured by an in-hospital reference monitor, with a mean difference of 2.6 (SD 12.1) mm Hg [20]. Other studies compared different cuffless SBP-measuring devices to a reference monitor. Poon et al [29] described a mean difference of 0.6 (SD 9.8) mm Hg, and Boubouchaıropoulou et al [30] found a mean difference of 3.2 (SD 6.7) mm Hg, which is, to a great extent, comparable to the results of this study. In addition, this study showed that currently, an unrestricted range of BP monitors from different manufacturers are being used for home BP monitoring. Both the variety of home BP monitors and the uncontrolled use in a home setting may contribute to the observed differences. Although home BP devices should ideally be on the list of validated monitors and the circumstances under which measurements are taken should be standardized, the added value of home BP monitoring is the increasing number of results, not the absolute value of each of them [31]. Robust hypertension management is based on the average of a large series of BP measurements rather than a single clinic measurement [31]. The majority of participants could produce a series of valid measurement results, and most of the unsuccessful SBP measurement attempts were observed in a small number of participants. Failure to produce valid SBP readings may be caused by several factors. Since the cuffless technique requires an ECG and SpO2 signal to produce an SBP result, factors influencing ECG and SpO2 accuracy may lead to unsuccessful measurements with no SBP results. These factors include poor perfusion (cold fingers) and skin color [32,33]. Performance-related factors such as moving during the measurement or applying too much pressure on the sensors [34] may disturb the SpO2 signal and thereby influence the SBP result, which suggests that proper user instructions are necessary. Technical factors such as system failure, incorrect calibration procedure, or imperfections in the algorithm may also influence the BP results.

Another issue of the cuffless BP measurement technique is the need of a classic reference BP measurement to calibrate the calculating algorithm for individual vascular compliance. An international standard for this calibration procedure is still lacking in existing protocols for new BP device validation [35]. Schoot et al [20] recently performed a pragmatic validation study with the Checkme monitor by using standardized measurement conditions, which revealed promising results.

Despite its easy-to-use concept, accurate self-measuring with the Checkme monitor was not completely adequate after a single instruction at the start of this study. This phenomenon was also observed in studies with conventional BP monitors, which reported that 52%-65% of patients missed at least one step of the BP measurement process [36,37]. Milot et al found that only 18% of patients performed the classic BP measurement with cuff with excellence [38], and Wagner et al found that none of the participants performed BP measurement correctly [39]. Compared with these observations in classical cuff-based BP measurement, the correct use of the Checkme monitor in our study was much better. The only observed mistake was not holding the device at the heart level, which has a minor effect on the SBP result [20]. Other mistakes concerning the use of the Checkme monitor were not observed. This is in contrast to the observation during classic BP measurement, in which various other errors, with respect to cuff usage and position, can occur. An important finding of the present study is that user instruction needs attention, both at the start and during long-term use, to increase the quality of BP readings. This may be achieved by optimizing the patient instruction by using the protocol described by Mengden et al as a guide [40] or using video instructions [41].

Performance expectancy and effort expectancy were most mentioned in the interviews, and only a few barriers and facilitators were mentioned on social influence and facilitating conditions. This can be explained by the short follow-up period and the fact that Checkme is a new unknown device. The two most prominent issues of performance expectancy for participants are that the Checkme monitor only measures SBP and not DBP, and the monitor sometimes fails to produce a valid SBP result. The cuffless BP measurement technique is currently unable to determine DBP accurately. However, it is internationally accepted that SBP is the primary target in managing cardiovascular risk in most patient groups, except in elderly people [42]. Some participants also suggested improving the design of the Checkme monitor. Although requirements for medical devices are dictated by appropriate legislative bodies such as the European directive (93/42/EEC, the Medical Devices Directive) for the European devices, five requirements for home monitoring with wearable sensors have been described by Korhonen et al: reliability and durability, looks and unobtrusiveness, user identification, communication, and zero maintenance and fault recovery [43]. Cuff-based home BP monitors meet the first and last requirement. The Checkme monitor formally meets the second, third, and fourth criteria with its size, personal user profiles, and ability to share readings, respectively. This study also provides new information about the reliability through its evaluation of intrauser reproducibility of the Checkme monitor in home monitoring. The memory capacity of the Checkme monitor and the ability to automatically share saved readings bypasses the imprecision of self-reported BP readings by patients, which appeared to range from 0% to 100% in a study on 30 patients with hypertension [44]. Further, it enables physicians to intervene and adjust medication, since patients are often not able to interpret the readings of SBP correctly [45,46].

**Strengths and Limitations**

The strength of this pilot study is that SBP was measured by the cuffless Checkme device in a home-based setting. This is the first study in which the feasibility, usability, and acceptability of a cuffless BP measuring device in a home monitoring setting were assessed using a mixed method study design. We obtained a large number of home measurements in the morning and evening, as recommended by the European Society of Hypertension/European Society of Cardiology [47] for well-instructed patients who were involved in self-management. Patient experience and performance were evaluated by a widely used and reliable questionnaire to determine the feasibility of different products, and all interviews followed an interview guide derived from a well-known interview framework [28,48]. A weakness of this study was the small study sample, which may not guarantee complete
saturation in all qualitative aspects. The relative short follow-up may also have led to an incomplete user experience. In addition, the fact that medication use may instantly influence measurements could induce device-independent differences. However, the blood pressure results that were compared were based on daily averages or were time-related (measurement with both devices at the same time). To confirm the current results, this study should be repeated on a larger scale. Some adjustments of the methods need to be taken into consideration, including more explicit user instructions and a restricted set of validated home BP monitors as a reference. Future studies should focus on the cause and mechanisms of failures to measure SBP with Checkme in some patients or settings. Furthermore, an international validation protocol for the calibration procedure of a cuffless device is needed. The Institute of Electrical and Electronics Engineers Standard for Wearable Cuffless Blood Pressure Measuring Devices [49] should incorporate a norm for such devices.

Implications for Practice
It is highly possible that the use of cuffless SBP devices will become part of common practice in hypertension and cardiovascular risk management in the near future. Therefore, health care professionals should be aware of this development and familiarize themselves with the specific characteristics of these devices. They could explore possibilities such as smart data analysis and connectivity with electronic health records. Patients and their relatives should not hesitate to discuss the possibilities in home monitoring with their health care professionals. If they start using these devices, it may provide them with better insight into their health status and recovery, with minimum effort.

Conclusions
As confidence in BP measurement results continues to increase, and if international consensus on the calibration process is reached, cuffless BP monitoring devices such as the Checkme monitor may change the way patients measure their BP at home, in the context of ambulant hypertension and cardiovascular risk management. A major advantage of the Checkme monitor in addition to the current use of cuff-based BP home monitors is that the former stimulates the patient in taking a larger number of BP readings because of its easy-to-use design.
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Abstract

Background: For many years, clinicians have been seeking for objective pain assessment solutions via neuroimaging techniques, focusing on the brain to detect human pain. Unfortunately, most of those techniques are not applicable in the clinical environment or lack accuracy.

Objective: This study aimed to test the feasibility of a mobile neuroimaging-based clinical augmented reality (AR) and artificial intelligence (AI) framework, CLARAi, for objective pain detection and also localization direct from the patient’s brain in real time.

Methods: Clinical dental pain was triggered in 21 patients by hypersensitive tooth stimulation with 20 consecutive descending cold stimulations (32°C-0°C). We used a portable optical neuroimaging technology, functional near-infrared spectroscopy, to gauge their cortical activity during evoked acute clinical pain. The data were decoded using a neural network (NN)–based AI algorithm to classify hemodynamic response data into pain and no-pain brain states in real time. We tested the performance of several networks (NN with 7 layers, 6 layers, 5 layers, 3 layers, recurrent NN, and long short-term memory network) upon reorganized data features on pain diction and localization in a simulated real-time environment. In addition, we also tested the feasibility of transmitting the neuroimaging data to an AR device, HoloLens, in the same simulated environment, allowing visualization of the ongoing cortical activity on a 3-dimensional brain template virtually plotted on the patients’ head during clinical consult.

Results: The artificial neural network (3-layer NN) achieved an optimal classification accuracy at 80.37% (126,000/156,680) for pain and no pain discrimination, with positive likelihood ratio (PLR) at 2.35. We further explored a 3-class localization task of left/right side pain and no-pain states, and convolutional NN-6 (6-layer NN) achieved highest classification accuracy at 74.23% (1040/1401) with PLR at 2.02.

Conclusions: Additional studies are needed to optimize and validate our prototype CLARAi framework for other pains and neurologic disorders. However, we presented an innovative and feasible neuroimaging-based AR/AI concept that can potentially...
transform the human brain into an objective target to visualize and precisely measure and localize pain in real time where it is most needed: in the doctor's office.

**International Registered Report Identifier (IRRID):** RR1-10.2196/13594

*(J Med Internet Res 2019;21(6):e13594) doi:10.2196/13594*
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**Introduction**

**Background**

Accurate pain assessment is crucial across a wide range of acute and chronic pain conditions to provide proper diagnosis and treatment, especially when patients have limitations to express their ongoing suffering. The estimated economic impact of pain, from direct medical costs to loss of productive time, is US $560 to $635 billion every year [1]. Despite this, we are still heavily relying on the following measure: “From 0 to 10—0 being no pain and 10 being the worst pain—what is your pain level?”

All of our clinical and research decisions on the efficacy of current or new potential pain therapies and, most importantly, our patients’ ongoing pain levels, are biased by the inaccuracy of that scale, independent of how rigorous, complex, and costly our protocols are.

The pain field has progressed by quantifying the patients’ suffering with more holistic pain questionnaires and measure scales (eg, McGill Pain Questionnaire and Face Rating Pain Scale), which are prevalent, useful, and convenient. However, the subjective reports still carry limitations: first, they are inconsistent among different patient groups regarding age and cultures. For instance, words used by patients nowadays to express the severity of their pain have also evolved with time and might be different from the ones articulated by past generations [2]. Second, those tools cannot be applied during procedures or surgeries that impair patients’ communication, including the minimally conscious or cognitively impaired. Finally, self-report provides limited value for understanding the neurophysiological processes underlying different types of pain, thereby, blurring the treatments to the underlying neuropathologic conditions [3].

To address these limitations, researchers have started to analyze the neurological signature of pain using neuroimaging [3,4]. Wager and colleagues developed a system using machine learning technology on data collected with functional magnetic resonance imaging (fMRI), showing the possibility of detecting a robust neurological signature of pain at the level of the individual person. Other researchers have demonstrated the possibility of detecting even temporomandibular disorder using multivoxel pattern analysis on fMRI signal. Such MRI-based gold rush to report new brain-pain biomarkers forced the field to recommend standards of evidence [5]. Indeed, fMRI objective assessments of pain have provided a great step ahead in the path of dissecting brain mechanism of pain, but the size and cost of the MRI scanner and other conventional neuroimaging tools (eg, positron emission tomography) prevent its application in the clinical office. This impediment has sparked the interest of portable neuroimaging devices with similar technical benefits as fMRI. Functional near-infrared spectroscopy (fNIRS) detects concentration variations of oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR), such as blood oxygen level dependent signal in fMRI. It measures the absorption of near-infrared light at wavelengths between 700 and 1000 nm, noninvasively through the skull [6,7]. Compared with the MRI scanner, the portability and compatibility to ferromagnetic/electrical components provide researchers an option to monitor, localize, and analyze functional brain activity in the surgical and clinical environment [8-12].

**Objectives**

In previous studies, our group studied the hemodynamic cortical responses detected by fNIRS in patients with hypersensitive teeth in the dental chair [13]. We found well-defined hemodynamic cortical activity in the primary sensory (S1) and prefrontal cortices (PFCs) elicited by thermal stimulation to the affected tooth from expectation to pain detection. Interestingly, the patients’ clinical pain experience was predicted concomitantly by their baseline functional connectivity between S1 and PFC, as well as a well-defined stepwise sequence of hemodynamic responses. This sensory-discriminative and cognitive-emotional cascade of brain responses initiated during the expectation of the clinical pain (prepain phase), with activations in the contralateral S1 orofacial homuncular region and also in the bilateral PFC. Such activations were followed by flat or PFC deactivation and further S1 responses when the cold stimuli crossed noxious levels (pain phase) [14]. Herein, following our earlier findings, we aimed to develop an in-house framework technology that can visualize, measure, and decode in real time the ongoing cascade of spread cortical activities into when and where there is clinical pain. This was successfully achieved through 3-step experiments integrating optical neuroimaging (fNIRS), augmented reality (AR), and a neural network (NN)–based artificial intelligence (AI).

**Methods**

**Data Acquisition**

The University of Michigan Institutional Review Board approval was obtained before study initiation. We recruited 21 participants (8 male; age: mean 27.6, SD 3.5 years) with hypersensitive teeth. We collected neuroimaging data from a thermal stimulation session [13,14]. In this session, the participants underwent 20 thermal stimulation trials, in which the thermal probe cycled from 32°C to 0°C at a rate of -2°C/second. Subjects controlled the cooling unit by clicking a computer mouse when clinical pain was achieved, causing the stimulation to stop.
The data were acquired with a TechEN-CW6 fNIRS (Milford, MA, United States) system at a 20 Hz sampling rate. The setup included 8 emitters of near-infrared light and 28 detectors spaced 3 cm apart, yielding 40 data channels deployed at bilateral PFC and SI. The probe set was designed based on the international 10-10 transcranial positioning system [15] and further validated with automatic anatomical labeling database [16]. The collected raw data were examined by a 2-step data quality control steps, filtered with a band-pass filter at 0.01-0.3 Hz and then converted to HbO and HbR concentration change data. Such preprocessing was completed using scripts from Homer2 software (Huppert et al) [17] and several custom MATLAB (MathWorks, MA, United States) scripts.

In this study, we employed 2 experiments for testing the feasibility of pain/no-pain prediction as well as left/right pain localization (Figure 1). In addition, we conducted a third experiment of designing an AR-based data visualization terminal. The entire study framework is presented in Figure 2. The NN design, training, and testing were completed in a Python-based toolbox, Keras (Chollet et al) [18], with Tensorflow backend (Google Brain Team) [19] and Scikit-learn (Cournapeau et al) [20] toolbox for cross-validation. The data displaying terminal on the AR device were designed through HoloBrain (Microsoft, WA, United States), an in-house developed software at University of Michigan.

**Figure 1.** Experiment flow chart. The green line indicates the convolutional neural network with 7 layers (CNN-7), the blue line indicates the CNN network with 6 layers, the orange line indicates the CNN network with 5 layers (CNN-5), the red line indicates the long short-term memory network, the dark blue line indicates the recurrent NN, and the yellow line indicates the artificial NN with 3 layers for experiment 1—pain/no-pain prediction and experiment 2—left/right pain localization task. Experiment 1 included the data collected from N=12 participants, 239 trials in total, whereas experiment 2 included the data collected from N=2 participants, 20 trials in total. CNN: convolutional neural network.
**Experiment 1: Pain Detection**

The aim of the experiment was to test the feasibility of pain/no-pain prediction at individual patient level. We tested convolutional NN (CNN) configurations at 3 different depths, respectively, 7 layers (CNN-7), 5 layers (CNN-5), and 3 layers (artificial NN, ANN) to evaluate their performance on same datasets (Figure 1). In addition, we also tested a recurrent NN and a long short-term memory network on our dataset considering the possible temporal connection within fNIRS time series. Prior studies suggested that including data history as feature can improve classification performance [9,21]. In our most recent research, we reported the cascade of brain events during clinical pain that demonstrated interactive pain expectation evoked responses at bilateral prefrontal cortices as well as a 2-peak response at contralateral sensory cortex [13]. Using that knowledge in this study, we assembled 2 types of feature for the input layer: (1) a $40 \times 40 \times 2$ data cube, by including 40 samples (2-second data history block sampled at 20 Hz) and 40 channels with 2 types of data (HbO/HbR) in the third dimension and (2) a $80 \times 40 \times 2$ data cube, by including 80 samples (2 × 2-second data history blocks before and after patients’ pain threshold). Given that there were more no-pain than pain samples in the dataset within the multiple clinical stimulation trials in each individual, we balanced the 2 sample sets by reweighting their loss functions during the training process [22]. Specifically, we defined a dictionary for the pain/no-pain labels with associated weights of 10:1 and assigned such weight during training in the Keras toolbox using a class_weight variable. In addition, we used 10-fold cross-validation to validate each model [23] and calculated the averaged classification accuracy, sensitivity, specificity, positive likelihood ratio (PLR), positive predictive value, negative predictive value, and kappa value to evaluate the classification performance.

**Experiment 2: Pain Localization**

The aim of the experiment was to further test the feasibility of left/right pain and no-pain states prediction (3-class classification) on merged and permuted patients’ data (data were collected from patient 3 and 19, separately, left/right tooth stimulated). We permuted the merged data by randomly including and excluding data cubes along time course. We tested all networks applied in experiment 1, and in addition a 6-layer CNN (CNN-6) on type I data cube, with time series preprocessed with a custom real-time normalization algorithm (Figure 1). Specifically, we used a divided by the mean [24] scheme to normalize the data in real time, where the mean was updated by a windowed data along the time course. To retain the uniformity in the data, we did not run cross-validation in this scenario.

**Experiment 3: Augmented Reality—Pain Visualization and Decoding Using Augmented Reality and Artificial Intelligence**

We developed a displaying terminal for the framework using an AR device, HoloLens (Microsoft, WA, United States). AR is a computer vision–based technology that expands our real world by adding a layer of virtual and digital information to it. It is becoming prevalent in different fields including, for example, construction, gaming, and medicine. The Hololens is a headset-shaped AR computer developed by Microsoft, which allows users to visualize 3-dimensional (3D) holographic images on top of the real physical world. In this study, the functional hemodynamic response data acquired from the patient’s brain at multiple cortical regions of interest were wirelessly transmitted to the HoloLens device. Afterwards, we used an in-house–developed software to display the ongoing patient’s cortical function updating in real time on the brain template modeled in the software (Multimedia Appendix 1; video section 1 and 2). This software is an application adapted from an in-house 3D rendering engine developed at the University of Michigan 3D Lab. In active development for over 10 years, this platform allows for the rapid development and displaying of
complex interactive 3D scenes including advanced materials, lighting, physical responses, and detailed meshes. In this study, we first registered the 40 data acquisition channels to an MNI 152 nonlinear brain template. Afterwards, we reconstructed this virtual brain with the registered functional regions using this software to display and adjust its appearance based on incoming data from the NIRS device. Furthermore, the software decoded and displayed the brain activity from experiments 1 and 2 in clinical pain/no-pain status and localization by mapping the ongoing results on a virtually reconstructed digital body within the field of AR view (Multimedia Appendix 1; video section 2). In addition, the CLARAi displaying of ongoing cortical activity in volunteers was also tested in real time using a NIRSport fNIRS system with 16 source-detector density (NIRx, NY, United States) to facilitate the use of our CLARAi concept in real clinical environment (Multimedia Appendix 1; video section 1).

**Results**

**Experiment 1 and 2**

Of the 21 participants, 12 were further preprocessed to enter the feasibility testing in experiment 1 (Table 1). Within these 12 participants, we had a total 180,580 data cubes; among these cubes, 23,900 (13.24%, 23,900/180,580) were labeled as pain and 156,680 (86.76%, 156,680/180,580) were labeled as no-pain. A total of 2 participants’ data were tested in experiment 2; there were 30,820 data cubes in total, with 2000 (6.49%, 2000/30,820) labeled as right-side pain, 2000 (6.49%, 2000/30,820) labeled as left side pain, and 26,820 (87.02%, 26,820/30,820) labeled as no pain. Figure 3 shows representative averaged HbO and HbR responses across all channels under pain and no-pain statues, respectively, collected from patient 3.

**Table 1.** Participant demographics with classification performance.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Pain (points)</th>
<th>No-pain (points)</th>
<th>Class accuracy</th>
<th>Reported NRSa</th>
<th>Stimulation side</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2000</td>
<td>14,980</td>
<td>84.58 (%)</td>
<td>5.5</td>
<td>Right</td>
</tr>
<tr>
<td>5</td>
<td>2000</td>
<td>13,080</td>
<td>76.83 (%)</td>
<td>3.9</td>
<td>Right</td>
</tr>
<tr>
<td>10</td>
<td>2000</td>
<td>12,140</td>
<td>78.84 (%)</td>
<td>5.8</td>
<td>Right</td>
</tr>
<tr>
<td>11</td>
<td>2000</td>
<td>11,520</td>
<td>80.98 (%)</td>
<td>1.9</td>
<td>Left</td>
</tr>
<tr>
<td>12</td>
<td>2000</td>
<td>13,320</td>
<td>81.53 (%)</td>
<td>3.4</td>
<td>Left</td>
</tr>
<tr>
<td>13</td>
<td>2000</td>
<td>13,700</td>
<td>76.25 (%)</td>
<td>8.5</td>
<td>Right</td>
</tr>
<tr>
<td>15</td>
<td>2000</td>
<td>11,480</td>
<td>76.12 (%)</td>
<td>5.8</td>
<td>Left</td>
</tr>
<tr>
<td>16</td>
<td>2000</td>
<td>12,600</td>
<td>79.55 (%)</td>
<td>6.6</td>
<td>Left</td>
</tr>
<tr>
<td>17</td>
<td>1900</td>
<td>14,360</td>
<td>80.74 (%)</td>
<td>2.6</td>
<td>Left</td>
</tr>
<tr>
<td>18</td>
<td>2000</td>
<td>13,020</td>
<td>82.29 (%)</td>
<td>3.8</td>
<td>Left</td>
</tr>
<tr>
<td>19</td>
<td>2000</td>
<td>11,840</td>
<td>81.00 (%)</td>
<td>5.1</td>
<td>Left</td>
</tr>
<tr>
<td>20</td>
<td>2000</td>
<td>14,640</td>
<td>85.78 (%)</td>
<td>3.3</td>
<td>Left</td>
</tr>
</tbody>
</table>

aNRS: numerical rating scale.

https://www.jmir.org/2019/6/e13594/
Figure 3. Representative averaged oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR) heat map from all data channels. The upper and lower panels, respectively, indicated the hemodynamic responses during pain and no-pain statues. The left and right panels, respectively, indicated the HbO and HbR responses. The red and blue circles, respectively, highlighted 2 regions of interest, sensory and prefrontal cortices. HbO: oxygenated hemoglobin; HbR: deoxygenated hemoglobin; PFC: prefrontal cortex.
Table 2. Performance of different network setups in experiment 1.

<table>
<thead>
<tr>
<th>Network setup</th>
<th>Overall accuracy (%)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV&lt;sup&gt;a&lt;/sup&gt;</th>
<th>NPV&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PLR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN&lt;sup&gt;d&lt;/sup&gt;-7</td>
<td>79.62</td>
<td>0.144</td>
<td>0.896</td>
<td>0.169</td>
<td>0.872</td>
<td>1.39</td>
<td>0.04</td>
</tr>
<tr>
<td>CNN-5</td>
<td>79.25</td>
<td>0.153</td>
<td>0.891</td>
<td>0.183</td>
<td>0.872</td>
<td>1.4</td>
<td>0.05</td>
</tr>
<tr>
<td>ANN&lt;sup&gt;e&lt;/sup&gt;</td>
<td>79.17</td>
<td>0.192</td>
<td>0.884</td>
<td>0.205</td>
<td>0.877</td>
<td>1.65</td>
<td>0.08</td>
</tr>
<tr>
<td>ANN+2 portion</td>
<td>80.37</td>
<td>0.326</td>
<td>0.861</td>
<td>0.266</td>
<td>0.893</td>
<td>2.35</td>
<td>0.17</td>
</tr>
<tr>
<td>ANN+2 portion + oversample (HbO&lt;sub&gt;f&lt;/sub&gt; only)</td>
<td>75.93</td>
<td>0.409</td>
<td>0.801</td>
<td>0.242</td>
<td>0.898</td>
<td>2.06</td>
<td>0.16</td>
</tr>
<tr>
<td>ANN+2 portion + oversample</td>
<td>77.19</td>
<td>0.379</td>
<td>0.819</td>
<td>0.245</td>
<td>0.895</td>
<td>2.10</td>
<td>0.16</td>
</tr>
<tr>
<td>RNN&lt;sup&gt;g&lt;/sup&gt;+2 portion + oversample</td>
<td>76.31</td>
<td>0.332</td>
<td>0.815</td>
<td>0.211</td>
<td>0.888</td>
<td>1.80</td>
<td>0.11</td>
</tr>
<tr>
<td>LSTM&lt;sup&gt;h&lt;/sup&gt;+2 portion + oversample</td>
<td>77.29</td>
<td>0.319</td>
<td>0.828</td>
<td>0.220</td>
<td>0.887</td>
<td>1.86</td>
<td>0.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPV: positive predictive value.  
<sup>b</sup>NPV: negative predictive value.  
<sup>c</sup>PLR: positive likelihood ratio.  
<sup>d</sup>CNN: convolutional neural network.  
<sup>e</sup>ANN: artificial neural network.  
<sup>f</sup>HbO: oxygenated hemoglobin.  
<sup>g</sup>RNN: recurrent neural network.  
<sup>h</sup>LSTM: long short-term memory.

Table 3. Performance of different network setups in experiment 2.

<table>
<thead>
<tr>
<th>Network</th>
<th>Accuracy (%)</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV&lt;sup&gt;a&lt;/sup&gt;</th>
<th>NPV&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PLR&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN&lt;sup&gt;d&lt;/sup&gt;</td>
<td>70.88</td>
<td>0.443</td>
<td>0.777</td>
<td>0.339</td>
<td>0.844</td>
<td>1.99</td>
<td>0.20</td>
</tr>
<tr>
<td>CNN&lt;sup&gt;e&lt;/sup&gt;-5</td>
<td>65.37</td>
<td>0.375</td>
<td>0.723</td>
<td>0.250</td>
<td>0.824</td>
<td>1.35</td>
<td>0.08</td>
</tr>
<tr>
<td>CNN-6</td>
<td>74.23</td>
<td>0.279</td>
<td>0.862</td>
<td>0.342</td>
<td>0.823</td>
<td>2.02</td>
<td>0.15</td>
</tr>
<tr>
<td>CNN-7</td>
<td>73.23</td>
<td>0.540</td>
<td>0.782</td>
<td>0.389</td>
<td>0.868</td>
<td>2.48</td>
<td>0.28</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPV: positive predictive value.  
<sup>b</sup>NPV: negative predictive value.  
<sup>c</sup>PLR: positive likelihood ratio.  
<sup>d</sup>ANN: artificial neural network.  
<sup>e</sup>CNN: convolutional neural network.

ANN performed on split data history segments achieved the best results, with a prediction accuracy at 80.37% (145,210/180,580), and a PLR at 2.35 (sensitivity=0.326, specificity=0.861). ANN performed on split data history blocks with reweighted loss function achieved the highest sensitivity at 0.409 and specificity of 0.801, with a PLR at 2.06. In addition, CNN-7 achieved the highest specificity at 0.896, however, with a PLR at 1.39 and a sensitivity of 0.144. A detailed performance summary of experiment 1 for different network setups can be found in Table 2. In addition, a patient-wise classification accuracy was listed in Table 1. The 3-class prediction achieved an optimal classification accuracy at 74.23% (1040/1401) with CNN-6, with a PLR at 2.02 in real time, whereas CNN-7 had a highest sensitivity at 0.540 with a PLR at 2.48. A detailed performance summary of experiment 2 can be found in Table 3.

**Experiment 3**

Figure 4 shows the developed data displaying interface “Holobrain.” The collected functional HbO and HbR data were displayed and updated on an MNI152 brain template in real time (Multimedia Appendix 1; video section 1). The 3D virtual brain activation image, through Hololens, was superimposed onto a participant’s head. Beside the 3D brain activation, an animated human body with modulated red areas were indicating pain regions prediction by side—either left or right cranio-orofacial regions (Multimedia Appendix 1; video section 2).
Discussion

In our previous study, we observed, respectively, clinical pain expectation and pain-related responses at PFC and S1 cortices [13]. Further in our successive report, we discovered the sequential connections among those cortical responses, meaning the cascade of cortical events in the brain before, during, and after the clinical pain experience [14]. In this feasibility study, we assembled that pattern for data signature for objective clinical pain prediction using fNIRS data collected directly from the bilateral PFC and S1 cortices. Previous studies achieved promising results in attempting to classify different level of thermal stimulation (potentially indicating pain vs no-pain) based on hemodynamic response data collected from sensory cortex [25,26]. These studies also examined the performance of several prevalent machine learning methods including support vector machine, linear discriminant analysis, and K-nearest neighbor. In our study, we chose to examine the performance of different NN setups, given our data were collected from multiple regions of interest bilaterally including PFCs and S1 cortices at a relatively high sampling rate. On the basis of our trilogy of experiments, our CLARAi model gained not only information from spatial pattern but also temporal sequence in the data by including up to 10-second data history to get the contrast between clinical pain expectation and pain experience per se in real time.

Herein, in experiment 1, we tested several NNs on different reorganized brain activation data to predict pain and no-pain conditions. We first tested 3 networks on data including 2-second data history block and found that CNN-7 achieved the highest general classification accuracy. In recent years, CNNs became deeper and deeper, with state-of-the-art networks going from 7 layers AlexNet [27] to a thousand layers Residual Nets [28] in a 4-year period. The reason behind the boost is that a deeper network can usually learn a more complex nonlinear function. Our results on type I data cube complied with such trend that CNN-7 achieved slightly higher accuracy. However, the CNN-7 results emphasized much more specificity than sensitivity, meaning we were likely to better define if the patient had no-pain than pain. Such results may be because of several potential reasons: (1) The collected data were unbalanced, meaning we had much more no-pain than pain samples in the training set from each patient; (2) We did not have enough data to train the large number of parameters for CNN; and (3) The pattern contained within the 2-second data history may not be informative enough for discriminating pain from no-pain condition. Therefore, to improve sensitivity, we employed a simpler ANN network, reweighted the loss function relevant to the pain condition samples, and assembled data feature with 2 split history blocks to include pain expectation evoked responses [29]. When the preceding pain expectation (prepain) phase is also taken into consideration in the algorithm [29], the results indicated that the real time sensitivity was significantly increased to detect pain, from 0.144 to 0.409, while not losing too much specificity, from 0.896 to 0.861. Such improvement in pain detection (sensitivity) suggested that the pain expectation phase was crucial to encode the magnitude of the immediate pain and...
is highly driven by the activation of the left dorsolateral PFC [14,30]. In addition, we tested the same NN setup on only HbO data. We found a slight increase in general classification accuracy and specificity (0.013 and 0.018), whereas a decrease in sensitivity (0.029). As sensitivity was generally lower than specificity in this study, we selected combined HbO and HbR data as features for classification. Finally, we examined whether there was a potential correlation between the individual level classification accuracy and the reported numerical rating scale of pain, but we did not find any statistical significance.

Considering the relatively high-spatial resolution of fNIRS imaging, in experiment 2, we further tested the feasibility of localizing pain. We introduced a 3-class pain localization problem by merging the data from 2 selected patients, one with left side tooth pain hypersensitivity and the other with same clinical condition on a right tooth during cold stimulation. To eliminate baseline and signal magnitude difference, we applied a simulated real-time normalization algorithm to the data. We then tested this dataset with several NNs with different depth and found that CNN-6 achieved the best general classification accuracy. Though there is need for further validation, the preliminary discrimination result demonstrated a strong potential of our framework in localizing pain at different body regions. Moreover, the results demonstrated the feasibility of training a universal model that can localize pain condition across patients based on the S1 homuncular activation by side and major body regions. This is biologically feasible because the somatotopic homuncular S1 representation for pain in the orofacial region is quite large, like other major functional body regions including the thumb/hand, trunk, and feet [31].

Combined with the pain prediction module, we developed a clinical AR-based data displaying interface for the framework. The data collected in this study with the predicted result were transferred to a HoloLens device. The magnitudes of hemodynamic response changes at multiple locations on a 3D brain template were superimposed on the participants’ head in reality via HoloLens (Multimedia Appendix 1; video 1). The predicted painful locations were indicated by the red flickering parts on the animated body beside the virtual brain. In a true clinical environment, with such framework, clinicians can better understand in an objective way to determine when/where the patients are suffering from pain, especially when they cannot express themselves. In addition, the potential idea is to even decide the level of pain, and further a “prepain” phase using PFC activation evoked by pain-associated anxiety or expectation. Such information will help clinicians decide when to intervene for addressing the pain or the immediate likelihood of it to occur (eg, anesthesia and brain stimulation). Afterwards, the entire framework becomes closed loop by including a pain intervention module, for instance pain neuromodulation.

Finally, all selected data preprocessing, classification, transmitting, and displaying methods in this study can be implemented in real time. However, the CLARAi framework is in its initial stages. Future improvements of this work include: (1) optimizing the framework sensitivity by potentially adding short-separation channels during data acquisition to model interfering physiological signals in a better way, (2) expansion of the current participant-specific model to a general model with learning ability that will only require individualization to precisely adapt to variations in each patient, and (3) further expansion of the model to fit other types of pain conditions and neurologic disorders including depression and anxiety. In summary, we tested the feasibility of a prototype of a mobile neuroimaging-based clinical AR and AI (CLARAi) framework for objective pain detection and localization in the clinical environment in real time. Such framework predicted when and where there was physical pain based on the brain statuses in our data study and displayed neuroimaging data interactively in real time. Although extensive validation work still needs to be done, the CLARAi framework might turn into reality the goal of precisely “seeing and believing” the biologic pain suffering of our patients in the doctor’s office.
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Video: section 1, the collected oxygenated hemoglobin and deoxygenated hemoglobin data were displayed on an MNI152 brain template in real time. Section 2, the 3-dimensional (3D) virtual brain activation image, through HoloLens, was superimposed onto a participant’s head. Beside the 3D brain activation, an animated human body with modulating red areas indicated pain regions prediction by side—either left or right cranio-orofacial regions.
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Abstract

Background: Nutrigenomics forms the basis of personalized nutrition by customizing an individual’s dietary plan based on the integration of life stage, current health status, and genome information. Some common genes that are included in nutrition-based multigene test panels include CYP1A2 (rate of caffeine break down), MTHFR (folate usage), NOS3 (risk of elevated triglyceride levels related to omega-3 fat intake), and ACE (blood pressure response in related to sodium intake). The complexity of gene test–based personalized nutrition presents barriers to its implementation.

Objective: This study aimed to compare a self-driven approach to gene test–based nutrition education versus an integrated practitioner-facilitated method to help develop improved interface tools for personalized nutrition practice.

Methods: A sequential, explanatory mixed methods investigation of 55 healthy adults (35 to 55 years) was conducted that included (1) a 9-week randomized controlled trial where participants were randomized to receive a standard nutrition-based gene test report (control; n=19) or a practitioner-facilitated personalized nutrition intervention (intervention; n=36) and (2) an interpretative thematic analysis of focus group interview data. Outcome measures included differences in the diet quality score (Healthy Eating Index–Canadian [HEI-C]; proportion [%] of calories from total fat, saturated fat, and sugar; omega 3 fatty acid intake [grams]; sodium intake [milligrams]); as well as health-related quality of life (HRQoL) scale score.

Results: Of the 55 (55/58 enrolled, 95%) participants who completed the study, most were aged between 40 and 51 years (n=37, 67%), were female (n=41, 75%), and earned a high household income (n=32, 58%). Compared with baseline measures, group differences were found for the percentage of calories from total fat (mean difference [MD]=−5.1%; Wilks lambda (λ)=0.817, F₁,₅₃=11.68; P=.001; eta-squared [η²]=0.183) and saturated fat (MD=−1.7%; λ=0.816; F₁,₅₃=11.71; P=.001; η²=0.18) as well as HRQoL scores (MD=8.1 points; λ=0.914; F₁,₅₃=4.92; P=.03; η²=0.086) compared with week 9 postintervention measures. Interactions of time-by-group assignment were found for sodium intakes (λ=0.884; F₁,₅₁=9.47; P=.003; η²=0.15) and HEI-C scores (λ=0.660; F₁,₅₁=27.43; P<.001; η²=0.35). An analysis of phenotypic and genotypic information by group assignment found improved total fat (MD=−5%; λ=0.815; F₁,₅₁=11.36; P=.001; η²=0.19) and saturated fat (MD=−1.3%; λ=0.822; F₁,₅₁=10.86;
P=.002; \eta^2=0.18) intakes. Time-by-group interactions were found for sodium (\lambda=0.844; F_{3,5}=3.09; P=.04; \eta^2=0.16); a post hoc analysis showed pre/post differences for those in the intervention group that did (preintervention mean 3611 mg, 95% CI 3039-4182; postintervention mean 2135 mg, 95% CI 1564-2705) and did not have the gene risk variant (preintervention mean 3722 mg, 95% CI 2949-4496; postintervention mean 2071 mg, 95% CI 1299-2843). Pre- and postdifferences related to the Dietary Reference Intakes showed increases in the proportion of intervention participants within the acceptable macronutrient distribution ranges for fat (pre/post mean difference=41.2%; P=.02). Analysis of textual data revealed 3 categories of feedback: (1) translation of nutrition-related gene test information to action; (2) facilitation of eating behavior change, particularly for the macronutrients and sodium; and (3) directives for future personalized nutrition practice.

Conclusions: Although improvements were observed in both groups, healthy adults appear to derive more health benefits from practitioner-led personalized nutrition interventions. Further work is needed to better facilitate positive changes in micronutrient intakes.

Trial Registration: ClinicalTrials.gov NCT03310814; http://clinicaltrials.gov/ct2/show/NCT03310814
International Registered Report Identifier (IRRID): RR2-10.2196/resprot.9846

(J Med Internet Res 2019;21(6):e12580) doi:10.2196/12580
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Introduction

Background

Since the success of the Human Genome project, scientific technology has advanced rapidly in several disciplines, including medicine and nutrition. Given that the interaction of nutrients with DNA can impact nutritional status and the development of complex diseases, nutritional genomics (nutrigenomics) has become increasingly important in nutrition practice. Nutrigenomics encompasses nutrigenetics, which investigates the effect of genetic variation on nutrient bioavailability and metabolism, and nutrigenomics, which examines how nutrients and bioactive food compounds affect human health through epigenetic modifications [1-5]. Furthermore, it forms the basis of personalized nutrition by customizing an individual’s dietary plan based on the integration of life stage, current health status, and genome information. Some common genes that are included in nutrition-based multigene test panels include CYP1A2 (rate of caffeine break down) [6,7], MTHFR (folate usage) [8-10], NOS3 (risk of elevated triglyceride levels related to omega-3 fat intake) [11], and ACE (blood pressure response in related to sodium intake) [12].

Although the advancement of nutrigenomics-based personalized nutrition shows significant promise in improving population health, it also presents challenges. These issues include concerns about the complexity in translating gene-based results into meaningful recommendations that will lead to positive health outcomes [13-15]. Despite these issues, studies have shown that those who receive personalized nutrition interventions based on gene test results show improvements in the quality of their diet [16-19]. However, differences in dietary intakes are not always observed between risk and nonrisk groups [20], and dietary changes have not been consistently observed across all identified risk gene variants (eg, MTHFR) where nutrition advice is provided [16-19]. For nutrigenomics and personalized nutrition to advance in health practice, better interface educational tools (eg, Web applications and targeted messaging after personalized nutrition advice provided) need to be developed that are easily implemented by practitioners, that are understood by consumers, and that foster positive eating behavior changes. Furthermore, they need to incorporate accepted nutrition guidelines, integrate phenotypic information about current health status, and align with behavior change theory principles [5,20]. This study proposes to compare standard and tailored personalized nutrition approaches based on gene testing and to elicit participant feedback about their experiences with the 2 types of interventions. The study results are intended to generate data that will improve nutrigenomics-based education tools for consumers and health professionals.

Objectives

The main study objectives were to compare a practitioner-facilitated personalized dietary approach that uses genotypic and phenotypic information with a self-driven approach and their impacts on changing participant’s knowledge, motivation, and behavior related to eating habits, the quality of their diet, and the quality of their life. It was hypothesized that significantly higher levels of knowledge, motivation, behavior, and quality of life would be reported and that there would be a higher level of diet quality changes in the group that receives personal DNA diet information plus customized dietary advice (practitioner led) compared with the group that is provided personal DNA diet information (direct-to-consumer, self-driven approach) only. In addition, self-efficacy was evaluated as a potential mediator/moderator of dietary changes and outcomes. Focus group interview data were also collected to facilitate interpretation of the intervention data.

Methods

Study Design

The sequential explanatory mixed methods investigation consisted of (1) a randomized controlled trial (2:1 allocation ratio) comparing standard self-driven versus practitioner-facilitated approaches that use DNA-based diet information and (2) qualitative investigation of participants’
participants provided initial Web-based consent to collect eligibility screening information and, if eligible, baseline information related to their health. At the participant’s first site visit, a second written consent form was reviewed, which participants signed to confirm their continued involvement in the study. The protocol was registered with the US National Library of Medicine (trial registration #NCT03310814) and is also detailed elsewhere [21].

Participants and Setting

The participants selected for the study included healthy medically stable adults (aged 35 to 55 years) residing in the greater Vancouver area of the province of British Columbia, Canada. The participants were recruited via social media, a newspaper article, and posters. The eligibility criteria included that they wanted to improve their health, could understand and provide informed consent, and were willing to provide a buccal swab for DNA testing. The exclusion criteria are specified in Multimedia Appendix 1.

Description of Study Groups

The participants were randomized using a random number generator by a statistician independent to the study into either the intervention or control (C) group. The intervention (I) group received their gene test result report (standard) plus a personalized nutrition plan that integrated information about their gene test results, health information, personal goals, and dietary intakes (based on nutrient analysis of 3-day food records collected at baseline). Their DNA report results and personalized nutrition plan were reviewed with a trained research registered dietitian (RD) who counseled them about the DNA-based diet recommendations derived from information about their gene markers and variants. For example, if a person possessed a dietary fat utilization–based genotype that was associated with increased risk of a health outcome (eg, dyslipidemia), they were provided targeted directives about types (eg, omega-3 fatty acids) and amounts of fat intake (eg, try to eat less than 80 g of fat per day). If a participant did not possess the specified dietary fat utilization–based risk variant, they received the standard Dietary Reference Intakes–based recommendations [22,23]. Where possible, recommendations based on the gene test results were clustered to provide manageable and meaningful dietary guidance to the participant (Table 1). As the final step in nutrition consultation, the RD worked collaboratively with the participant to define up to 3 targeted nutrition-related goals that were entered into the Web-based nutrition assessment questionnaire and written in the personalized nutrition report. Both groups received 3 follow-up emails (1 every 2 weeks post intervention) with information about gene-based personalized nutrition as well as tips and reminders (eg, information about food label reading) to help them reach their nutritional goals. After the study’s completion, participants in the C group had the option to have dietary counseling from the research RD.

Table 1. Description of gene test.

<table>
<thead>
<tr>
<th>Component measured</th>
<th>Nutrient or food subcomponent tested(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diet management</td>
<td>Carbohydrates(^b); cholesterol—high density lipoprotein and low density lipoprotein(^c); fat—dietary, stored, monounsaturated, and saturated(^d); insulin sensitivity; and protein(^d)</td>
</tr>
<tr>
<td>Weight response</td>
<td>Body mass index</td>
</tr>
<tr>
<td>Food tolerances</td>
<td>Alcohol; caffeine; gluten; lactose; salt(^e); and sugar craving(^f)</td>
</tr>
<tr>
<td>Food taste and preferences</td>
<td>Caffeine preference; carbohydrate(^b) preference; fat preference(^e); protein preference(^d); and taste: bitter, salt(^e), and sweet(^f)</td>
</tr>
<tr>
<td>Vitamins, minerals, and essential fats</td>
<td>Vitamins A, B(_6), B(_9) (folate), B(_12), C, D(_3), and E; calcium(^f); iodine; iron; and omega 3 and 6(^c)</td>
</tr>
</tbody>
</table>

\(^a\) Dietary advice was clustered by subcomponents labeled with the superscripted letters b to g.

\(^b\) Carbohydrate-related advice.

\(^c\) Fat-related advice.

\(^d\) Protein-related advice.

\(^e\) Salt-related advice.

\(^f\) Sugar-related advice.

\(^g\) Vitamin D and calcium-related advice.

Study Visits

The 4-month study consisted of 6 stages.

Recruiting/Screening

This included the initial eligibility screen and, where applicable, baseline assessment (Web based) that collected information about sociodemographics; current health status (eg, presence of health conditions and medication and supplement usage); quality of life; self-efficacy; questions about knowledge, motivation, and action related to DNA-based information; stage of change; physical and sedentary activities; food intakes (food frequency and food selection); anthropometrics; and sleep quality. In addition, participants were sent 3-day food records to complete within 7 (±3 days) of their first site visit.

http://www.jmir.org/2019/6/e12580/
Baseline Assessment
A site visit was conducted with the RD who reviewed the participant’s baseline health assessment information and food records; collected a buccal cheek swab sample; and measured the participant’s height, weight, and waist and hip circumference according to standardized protocols [24].

Bar-coded buccal DNA samples were collected using Oracollect-DNA OCR-100 swabs (DNA Genotek) and stored between 15° and 30°C. Participants did not eat or drink at least 30 minutes before buccal sample collection. The samples were analyzed using Agena MassArray at the Clinical Genomics Centre at Mount Sinai Hospital. The gene tests included 5 evidence-based components (Table 1) [25].

Personalized Nutrition Visit or Standard Report Distributed
I group participants came to the site to have their personalized nutrition report reviewed (see Figure 1 for samples from the interface tools); those in the C group received an email with the standard report.

Figure 1. Examples from educational tools.

a. Gene Test Results: Sample

<table>
<thead>
<tr>
<th>AREA TESTED</th>
<th>TELLS YOU (Risk Potential)</th>
<th>YOUR GENETIC COMPOSITION RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vitamin A</td>
<td>How well you convert vitamin A for healthy growth and immune response</td>
<td>100%</td>
</tr>
<tr>
<td>Vitamin B₇</td>
<td>How well you convert vitamin B₇ for macronutrient metabolism</td>
<td>100%</td>
</tr>
<tr>
<td>Vitamin B₉ (Folate)</td>
<td>How well you process folic acid for cell growth and healthy red blood cells</td>
<td>50% 50%</td>
</tr>
</tbody>
</table>

b. Sample Nutrient Analysis Information Provided With Test Result Details

Sources of Total Calories in Your Diet

- 10.00% Protein
- 30.00% Carbohydrates
- 20.40% Fat/D Cholesterol
- 32.60%

Follow-Up #1
A Web-based survey was sent to I and C participants at week 3 post intervention to collect data about any changes in income; social support; and knowledge, behavior, and action; stage of change; and adverse event information. For the I group, questions that asked about whether knowing one’s personal DNA helped with eating behavior change were also included.

Follow-Up #2
At 6 weeks after the intervention, the participants received the Web-based baseline health assessment questionnaire and food records to complete in preparation for the final onsite visit (week 8 post intervention). Additional questions were asked about whether having the diet-based DNA information led to action in areas such as label reading and making healthier food choices when eating out, at the grocery store, and at home.
Final Visit
The final site visit (I and C groups) included a review of the participant’s health assessment and food record information. Anthropometric measures were repeated. The C-group participants received their individualized gene test–based diet plans and had the option to book appointments with the RD to have them reviewed. Focus groups were then conducted to solicit feedback about participants’ responses to their gene test results and RD consultation as well as about barriers, facilitators, and targets for improvement related to nutrigenomics-related education.

Data Collection Tools and Outcome Measurements
FluidSurveys software [26] was used to construct the Web-based closed questionnaires. The Web-based questionnaires were developed using the Checklist for Reporting Results of Internet E-Surveys [27], standard measurements (detailed in measurements section), and protocols for nutrition assessment [25]. All questionnaires contained 12 or less screens (pages) and were pilot tested with study staff and student volunteers (n=11) to assess the usability and technical functionality. The participants were emailed instructions and the links to each Web-based questionnaire at the appropriate times during the study. Quality control data collection procedures included ensuring all questions in each questionnaire were completed, following up with participants about responses where required, and deleting any duplicate entries according to internet protocol addresses. All the data were collected and stored in accordance with Quorum institutional review board guidelines. Copies of the questionnaires may be obtained by emailing the corresponding author. The outcome measures are described in the following sections.

Outcomes
Nutrition-Related Outcomes
All dietary intake data collection was done according to standard procedures [24,28]. The 3-day food records measured pre/post caloric, macronutrient, micronutrient, and food group intakes, which were compared with nutrition standards (eg, Eating Well with Canada’s Food Guide and Dietary Reference Intakes). The Canadian version of the Healthy Eating Index (HEI-C) [29] was used to assess diet quality. The Web-based questionnaires also included food selection questions about the types of food consumed, dietary restraint, food insecurity, motivation to change diet, and eating behavior changes. These were based on validated measures [30,31] and current literature related to measuring motivation and eating behavior changes.

Health-Related Quality of Life Short Form 8
The Health-Related Quality of Life Short Form 8 is a validated measurement tool of quality of life, functional health, and well-being [32] based on a 4-week recall period. Each item has a 5- or 6-point response range. Higher summary physical and mental component scores indicate better health [33].

General Self-Efficacy
General Self-Efficacy (GSE) is a validated item measure of self-efficacy shown to correlate with emotion, optimism, and work satisfaction [34]. It contains 10 questions each with 4 categories of responses that include not at all true, hardly true, moderately true, and exactly true. The scores for each question range from 1 to 4 and the total score is calculated by finding the sum of all items. The scale score ranges between 10 and 40; higher scores indicate greater self-efficacy. The GSE has high reliability, stability, and construct validity that have been confirmed (Cronbach alpha ranges from .86 to .94) [35].

Measures of Change in Knowledge, Motivation, and Behavior
Overall, 3 questions to assess for changes in knowledge, motivation, and behavior related to DNA-based dietary advice were developed by the authors based on the Stages of Change Model [36] and current review of the evidence. They were pilot tested among 11 young adults (aged 20 to 40 years) to assess for comprehension and face validity.

Covariates
The covariates related to dietary intake and health behavior that were measured included the following.

Natural Health Products Usage
Data about natural health products (NHP; eg, micronutrients and botanicals) included type (natural product number), dose, and frequency of use. Participants who were taking NHPs were advised at baseline to keep the type, dose, and frequency the same throughout the study.

Physical and Sedentary Activities
The physical activity index [37] collected data about the frequency, duration, and intensity of participation in certain activities in the previous 3 months to derive a score that represented the average daily energy expended on leisure time physical activity. A composite measure of sedentary activities was based on total screen time in the previous 7 days [38].

Sleep Quality
The Patient-Reported Outcomes Measurement Information System Sleep Disturbance scale-short form [39] was used to assess sleep quality over the previous 7 days. Individual scale items are scored from 1 to 5 and the total scores range between 8 and 40. Lower scores represent a lesser degree of sleep-related impairments.

Stress
Measures of stress were based on 2 validated questions from the Canadian Community Health Survey [40].

Anthropometrics
Body mass index (kg/m²) and waist-to-hip ratio were calculated from standardized height, weight, waist circumference, and hip circumference measures [24].

Sociodemographics
Measures of sex/gender, age, relationship status, income, race/ethnicity, and perceived social support were included.
Adverse Events
At each study contact point, the participants were asked if they experienced any adverse events or change in and/or had started any new medications or NHPs.

Data Analysis

Quantitative Analysis

Food Intake and Nutrient Analysis
Nutrient analysis was conducted using ESHA—The Food Processor Nutrition Analysis and Fitness software and the Canadian Nutrient File [41,42]. Averages of the 3 days of nutrient values were used in the analysis. The food frequency questionnaire (FFQ) values were used to derive usual intakes of the nutrients of interest [24].

Descriptive and Inferential Analysis
Means (SDs) or medians (and interquartile range) were reported based on a given continuous variable’s distribution. Subject characteristics, group comparisons, and pre- and postintervention differences were analyzed using the Student t tests, binomial tests of 2 proportions, Fisher exact tests, and 2-way repeated-measures analysis of variance with Bonferroni post hoc tests, where appropriate. All analyses were done on an intent-to-treat basis using STATA software [43].

Qualitative Analysis
Textual data from the Web-based questionnaires (eg, participant’s personal dietary goals) were grouped into categories where feasible. Data from the focus groups were transcribed, entered into NVivo [44], and analyzed by research team members using interpretative thematic analysis to identify patterns, concepts, themes, and examples in relation to existing behavior change theories and the study objectives [45]. Interpretations were reviewed by research team members and participants to check for descriptive and interpretative validity. Qualitative data were reported based on thematic analysis derived from 3 independent reviews of the textual data.

Results

Sample
A total of 478 persons expressed interest in study participation. These individuals were invited sequentially from the recruitment list and balanced by sex/gender, where possible. However, the ratio of females to males who were interested in the study was approximately 8:1, and although all males on the recruitment list were contacted, there was an imbalance in the male/female participant ratio. Of the 478 individuals, a total of 180 (38%) were invited to complete the Web-based eligibility screening questionnaire (Figure 2); 73 of the invited individuals (73/180, 41%) were deemed eligible. Of the 73 eligible individuals, 58 enrolled and 55 (95%) completed the baseline health assessment questionnaire and food records (55/73, 75%). The final sample consisted of 55 adults aged between 37 and 57 years (mean 45.8 years, SD 5.8). Most participants were women (n=41, 74.6%), had graduated from a university or college (n=34, 62%), earned an income higher than Can $90,000 (n=32, 58.8%), and were in a relationship (n=47, 86%). Almost 51% (n=28) of the participants believed they were eating a healthy diet, about two-thirds indicated their health status was good (n=25, 46%) or very good (n=14, 26%), and 91% (n=50) reported they had favorable social support networks. There were no significant differences between the I and C groups based on various baseline characteristics (Table 2). In addition, the proportion of participants with the gene risk variants did not differ between the I and C groups (proportion range 6% to 69%; P values range from .27 to .77).
Changes in Knowledge, Attitudes, and Behavior

At baseline, more than 90% of respondents (minimum 51) indicated that the diet-related gene test information helped them to understand their health better as well as motivated them to take action related to healthy eating (Multimedia Appendix 2). The proportions of individuals who agreed to statements about taking action on reading nutrition labels more often, selecting healthier food choices at restaurants, purchasing healthier food, making healthier meals at home, taking supplements to support their DNA, and adjusting their eating according to their DNA information were high across both groups; consistently higher proportions were found in the I group. Responses to Stages of Change questions indicated that those in the I group were more likely to report the intention of making healthy changes to their diets within the next month (Multimedia Appendix 2). Responses to questions given to the I group about diet-related changes that were asked at 3 weeks postintervention indicated that 31% (n=11) starting to take supplements, 81% (n=29) took diet-specific actions, and 42% (n=15) indicated they adjusted their eating according to their DNA information.

Changes in Dietary Intake, Anthropometrics, Self-Efficacy and Quality of Life

Significant pre-/postintervention differences (Table 3) were found for the percentage of calories from total fat (mean difference \(MD=-5.1\%\); Wilks’ lambda \(\lambda=0.817\); \(F_{1,53}=11.68\); \(P=0.001\); eta-squared \(\eta^2=0.183\)) as well as from saturated fat (\(MD=-1.7\%\); \(\lambda=0.816\); \(F_{1,53}=11.71\); \(P=0.001\); \(\eta^2=0.18\)) and health-related quality of life (HRQoL) scores (\(MD=8.1\) points; \(\lambda=0.914\); \(F_{1,53}=4.92\); \(P=0.03\); \(\eta^2=0.086\)). There were significant differences between groups over time for sodium (\(\lambda=0.846\); \(F_{1,53}=9.47\); \(P=0.003\); \(\eta^2=0.15\)) and HEI-C scores (\(\lambda=0.660\); \(F_{1,53}=27.43\); \(P<0.001\); \(\eta^2=0.35\); Figure 3).

When group assignment was stratified by phenotypic plus genotypic information, improved total fat (\(MD=-5\%\); \(\lambda=0.815\); \(F_{1,51}=11.36\); \(P=0.001\); \(\eta^2=0.19\)) and saturated fat (\(MD=-1.3\%\); \(\lambda=0.822\); \(F_{1,51}=10.86\); \(P=0.002\); \(\eta^2=0.18\)) intakes were indicated. In addition, significant differences between groups over time for sodium (\(\lambda=0.844\); \(F_{3,51}=3.09\); \(P=0.04\); \(\eta^2=0.16\)) with post hoc analysis showing pre/post differences for those in the I group that did have the risk variant (premean 3611 g, 95% CI 3039-4182; postmean 2135 g, 95% CI 1564-2705) and did not have the risk variant (premean 3722 g, 95% CI 3294-4496; postmean 2071 g, 95% CI 1299-2843). Improvements in omega 3 fatty acid intakes were close to significant (\(MD=0.34\) g; \(\lambda=0.926\); \(F_{1,51}=3.99\); \(P=0.051\); \(\eta^2=0.07\)) Pre/post differences related to Dietary Reference Intakes showed increases in the proportion of intervention participants within the acceptable macronutrient distribution ranges for fat (pre/post difference=41.2%; \(P=0.02\)).

For self-efficacy and quality-of-life measures, there were significant group pre/post intervention differences for HRQoL scores only (\(MD=8.1\) points; \(\lambda=0.914\); \(F_{1,51}=4.92\); \(P=0.03\); \(\eta^2=0.086\)).
Table 3. Pre- and postintervention comparisons of nutrient intakes, overall diet quality, Health-related Quality of Life Scores, and General Self-Efficacy scores.

<table>
<thead>
<tr>
<th>Nutrient (units)</th>
<th>Mean difference</th>
<th>Wilks' lambda (λ)</th>
<th>F (df)</th>
<th>eta-squared (η²)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macronutrients and food components</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fat (% total calories)</td>
<td>-5.1</td>
<td>-2.9</td>
<td>0.817</td>
<td>11.68 (1,53)</td>
<td>0.183</td>
</tr>
<tr>
<td>Saturated fat (% total calories)</td>
<td>-1.3</td>
<td>1.6</td>
<td>0.816</td>
<td>11.71 (1,53)</td>
<td>0.184</td>
</tr>
<tr>
<td>Omega 3 (g&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>-0.4</td>
<td>0.4</td>
<td>1.000</td>
<td>0.02 (1,53)</td>
<td>0.000</td>
</tr>
<tr>
<td>Omega 3 (% total calories)</td>
<td>0.1</td>
<td>0.3</td>
<td>0.964</td>
<td>1.93 (1,53)</td>
<td>0.036</td>
</tr>
<tr>
<td>Omega 6 (g)</td>
<td>-2.2</td>
<td>-3.4</td>
<td>0.688</td>
<td>23.58 (1,53)</td>
<td>0.312</td>
</tr>
<tr>
<td>Omega 6 (% total calories)</td>
<td>0.8</td>
<td>0.6</td>
<td>0.908</td>
<td>5.26 (1,53)</td>
<td>0.092</td>
</tr>
<tr>
<td>Sodium (mg&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>-1537.9</td>
<td>-398.6</td>
<td>0.846</td>
<td>9.47 (1,53)</td>
<td>0.150</td>
</tr>
<tr>
<td>Sugar (g)</td>
<td>1.8</td>
<td>-0.1</td>
<td>0.979</td>
<td>1.11 (1,53)</td>
<td>0.021</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>-1.2</td>
<td>-1.2</td>
<td>0.000</td>
<td>9.47 (1,53)</td>
<td>0.000</td>
</tr>
<tr>
<td>Vitamins and minerals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vitamin B&lt;sub&gt;6&lt;/sub&gt; (mg)</td>
<td>-1.6</td>
<td>0.4</td>
<td>0.989</td>
<td>0.58 (1,53)</td>
<td>0.011</td>
</tr>
<tr>
<td>Vitamin B&lt;sub&gt;9&lt;/sub&gt; (mcg DFE&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>-89.1</td>
<td>-57.0</td>
<td>0.950</td>
<td>2.72 (1,53)</td>
<td>0.050</td>
</tr>
<tr>
<td>Vitamin B&lt;sub&gt;12&lt;/sub&gt; (mcg&lt;sup&gt;f&lt;/sup&gt;)</td>
<td>-0.4</td>
<td>-1.7</td>
<td>0.883</td>
<td>6.90 (1,53)</td>
<td>0.117</td>
</tr>
<tr>
<td>Vitamin D (IU&lt;sup&gt;g&lt;/sup&gt;)</td>
<td>1.2</td>
<td>2.2</td>
<td>1.000</td>
<td>0.01 (1,53)</td>
<td>0.000</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>-176.7</td>
<td>-121.9</td>
<td>0.899</td>
<td>5.81 (1,53)</td>
<td>0.101</td>
</tr>
<tr>
<td>Diet quality</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy Eating Index- Canadian</td>
<td>26.5</td>
<td>6.9</td>
<td>0.655</td>
<td>27.34 (1,53)</td>
<td>0.345</td>
</tr>
<tr>
<td>Other outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related quality of life short form-8</td>
<td>7.0</td>
<td>5.3</td>
<td>0.914</td>
<td>4.92 (1,53)</td>
<td>0.086</td>
</tr>
<tr>
<td>General Self-Efficacy</td>
<td>0.9</td>
<td>0.1</td>
<td>0.975</td>
<td>0.01 (1,53)</td>
<td>0.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Exact statistic.
<sup>b</sup>g: gram.
<sup>c</sup>mg: milligram.
<sup>d</sup>Significant interactions of time by groups.
<sup>e</sup>DFE: dietary folate equivalent.
<sup>f</sup>mcg: microgram.
<sup>g</sup>IU: international unit.
Qualitative Analysis

On the basis of analysis of textual data from the Web-based questionnaires, the personal goals that participants set for themselves tended to be related to weight loss; reducing sugar, fat, and processed food intakes; and increasing consumption of fruits and vegetables. In total, 5 focus groups (with a range of 5 to 9 participants) were conducted that generated more than 36,000 words of textual data. From the analysis, 3 categories of feedback emerged: (1) interpretation of nutrition-related gene test information, (2) facilitation of eating behavior change, and 3) directives for personalized nutrition practice.

Category 1: Interpretation of Nutrition-Related Gene Test Information

Participants from both groups thought richly detailed reports containing their nutrition-related gene test results were valuable:

...I think this is hugely valuable I really like this and I think you know inflammation seems to be a very big problem for a lot of people that could definitely help you find the right proteins the right fits whatever it is that it's going to assist your body in lowering that level and the next one hopefully having less disease or less arthritis or issues.

I think it was the detail. I was like “Wow” because I am scrolling down and I am like there is more and more. And you know, kind of did a cursory look and then I started to look more and I was like “Wow” because you know it really gets into specifics.

I loved it. It's well designed and well-structured so it's pretty good. Color coding was really great and you can easily get it just by a glance and see exactly what you are looking at.

Both groups shared insights about challenges with interpreting their results. Some C-group participants (n=4; received report only) tried to find a practitioner to review the results, which lead to variable responses:

I tried to hire a dietitian or nutritionist and I told them I had the DNA results and I said, “Are you willing to look at them and making a meal plan?” And they both said no.

Umm well my first impression was that some of the recommendations seemed to be non specific to but I just filtered through those and focused in on the ones that I thought were those clearly for me...

...there are ideas in there but I needed it to be spelled out and I was willing to pay someone but I just couldn't find anyone to do it who was willing. That's the only thing.

...they [results] also gave me an opportunity to sit down with my Dr and talked about what I've been feeling and what these results and let's play with this and so she thought this was awesome. She thought this was really good she said...She’s very innovative and forward thinking.

Category 2: Facilitation of Eating Behavior Change

The participants revealed different components of their diet they either felt motivated to act on or that they took action on, regardless of which group they were assigned to. They expressed
that the tailoring of information specific to their individual circumstances was motivating:

  I think it made me feel more empowered. You just have more information.

  In the past, I would be making all my selections and choices based on the general knowledge of a good lifestyle but now I know more about me and so I make personal choices. Knowing more about yourself and your body and what choices you make would be beneficial for you and what would be the most useful.

  ...I increased my protein and tried to make sure to incorporate some protein every meal and instead of just going for a quick grab of carb stuff I'd made sure that there was a balance, there was a protein...

  ...orange vegetables too so I’m more conscious about going after those as well and processing of the proteins I’m consuming too...

For those in the I group, the addition of the personalized nutrition report and dietitian consult that included review of nutrient analysis information from food records was reported to be helpful in selecting dietary intake targets to change:

  It's amazing that the information that [dietitian’s name] gave me just learned about different oils and how they interact...

  ...I think that having [dietitian’s name] discuss it hit home more and it makes me more conscious, more aware. Yeah it also helps your understanding level because sometimes you look at things and your brain doesn’t connect with it the same way as having [dietitian’s name] say “well if you did this or that” and then your brain goes “oh okay, I can get that” and then you commit to it better.

  I think it was fantastic especially if you are doing a collaboration with someone you could physically talk to and it would be more meaningful...having somebody to actually talk to and work through it together and say, “Okay, what does this all mean?” or “How does this all look?” really validates and reinforces the information that is contained in the book.

  I think it did some motivation for sure, but I am not going to say 100% because it's not like I changed my whole [lifestyle]. You know, I choose salad over my French fries most of the week...I wouldn’t say it was the genetic report that made me change this all, but it was the food record that made me realize it was out of whack.

  ...I think the benefits personally to me it was also being able to sit down and talk to [dietitian’s name] yes in relation to the report...

  I didn’t realize how many hidden fats I was eating with the curries and all that but writing it down on paper and then have to have a talk about it. And the recommendation try to replace the fats with proteins so I am more likely to reach for the nuts than anything else...

Category 3: Directives for Future Personalized Nutrition Practice

Consistent with previous literature [13-15], many participants stated factors such as cost and privacy concerns were potential barriers to having nutrition-related gene testing done. Others within the I group noted that ongoing reinforcement was particularly helpful to them when trying to take action on the results. Most participants in both the I and C groups discussed that the major nutrients and salt were their key targets as the advice was easy for them to remember and follow; food components that were frequently mentioned in the focus groups by both the I and C groups included fat, caffeine, and lactose. Many indicated that trying to translate gene-based micronutrient results and the associated food-based recommendations into their daily diet was much more difficult:

  But it didn’t kick in again when I got the reminder on the survey and because I felt lost when we were left on our own whether it was sticking to it or not...And then we got the reminder, oh yeah yeah yes I did oranges...So they kicked me back into action...

  I knew the vitamins one was probably the least influential on me and of least interest to me because I couldn’t wrap my head around how much all of these different types of vitamins that I am consuming and whether or not if I truly understand what each one what it’s purpose is and how it serves me. So I probably spent the least amount of time trying to, you know, contemplate and reflect on those results.

Discussion

Principal Findings

This study compared the effectiveness of standard and tailored gene-based personalized nutrition interventions in improving knowledge and motivation to change eating behavior, dietary intakes, and quality of life. A second objective was to elicit participant feedback from focus groups to better understand the quantitative findings. The results indicated that over a 9-week period, tailored interventions contributed to improved fat and sodium intakes, overall diet quality, and quality of life. In addition, the participants receiving these types of interventions typically indicated that they intended to make changes to their diet in the near future. When phenotypic plus genotypic information by group assignment was considered, improved total fat, saturated fat, and sodium intakes were found among those who possessed the risk genotype and received tailored dietary advice. Qualitative findings revealed that participants thought that the gene-based nutrition information motivated them to change eating behaviors. However, many indicated they found some of the information complicated, particularly the translation of micronutrient-based results and associated food-based recommended actions.

Results Compared With Existing Research Literature

This study’s findings were consistent with other investigations that showed greater improvements in diet quality after receiving personalized practitioner-facilitated nutrition interventions when compared with receiving a standard gene test report [16-19,44].
Our findings indicated that at 6 weeks postintervention, many participants indicated that the DNA information related to diet continued to motivate them and to take action on healthy eating. However, the proportion of individuals reporting this declined over the course of the study indicating that ongoing practitioner-led reinforcement may be more helpful in keeping participants focused on continued action to eat healthier. Similar to other studies, when genotypic and phenotypic information was considered by group assignment, significant positive differences in select nutrient intakes occurred [44]. These findings that demonstrate that the provision of nutrition-based genetic information improves dietary behaviors are practices that can facilitate eating behavior changes [45]; however, further research is needed to determine their generalizability to other populations and if the improvements are sustained long term.

The results that suggested receiving gene test results motivated participants to change their diet have also been reported in other studies [46]. In addition, the qualitative findings suggested that for many participants their main diet-related goal after receiving the results was weight management. Research suggests that motivation to positively change eating behaviors is also based on factors such as ethical concerns and mood. If a practitioner has previous knowledge of what people’s motives are, they can use this information combined with gene test results to develop appropriate goals and further inspire them to make positive dietary changes [19].

Based on the experience of other investigators [16-19], the direction in dietary changes in relation to the nutrition-based risk variant education provided was not always consistent, and in some instances, they were counterintuitive. An example of this included the significant declines in MDs of intake for calcium and vitamin B₁₂. It is thought these decreases may have been because of reductions in intake of sources of saturated fat (eg, meat and milk-based products). Alternatively, as found in the Food4Me Study [18], if people were informed that they had the nonrisk version of the genotype, they may not be motivated to focus on the associated dietary component. The findings that showed declines in folate intake MDs are consistent with other findings, which suggest that regardless of whether one is told they do or do not have the risk version of the MTHFR 677CT gene, the information does not seem to translate into meaningful differences in folate intake measures [47]. On the basis of insights from our qualitative data, the variable findings among intakes of vitamin and mineral intakes may be because of a lack of understanding by the participant of their functions and relevance. Clearly, future work is needed to better understand how the presentation of information for different genotypes can be better used to improve a targeted eating behavior.

To the best of our knowledge, the findings that showed time-by-group interactions for sodium and overall diet quality have not been reported elsewhere. In particular, the I group had more pronounced reductions in dietary sodium intake compared with the C group. These results have implications for the prevention and treatment of hypertension, a condition that can be exacerbated by high sodium intakes and can progress to coronary heart disease in some individuals. Hypertension is becoming increasingly prevalent, affecting an estimated 1.13 billion people worldwide [48,49]. Hypertension and coronary heart disease are related to both genetic predisposition and environmental exposures such as an unhealthy diet. This study’s findings imply that tailored nutritional advisement could help prevent epigenetic changes that contribute to the development and progression of these chronic conditions. As a result, substantial savings in health care costs could be realized.

The findings that indicated that significantly greater improvements in quality-of-life measures occurred in the I group were novel. Although previous studies have shown relationships between poorer quality diet and worse quality of life [50], to the best of our knowledge, this is the first time this has been reported related to gene-based personalized nutrition interventions. We thought that GSE might play a role in this relationship; however, when we separately analyzed dietary quality as a dependent variable and quality-of-life scores as the independent variable and controlled for GSE, the findings were nonsignificant.

It was surprising that dietary improvements were not observed across all results where nutrition-related risk variants were present in the participants. The focus group data helped to provide insights about these findings by suggesting that although participants found the information useful, it was also overwhelming. As a result, they would try to simplify the implementation of their results by adjusting intakes of the major nutrients and sodium and pay less attention to the micronutrients-based gene information. However, in doing this, they may not be substantially improving the overall quality of their diet or meeting all of their micronutrient requirements. For the future, improved nutrition education strategies are needed that will facilitate the uptake of all recommended dietary changes that are based on gene test results.

**Strengths and Limitations**

This study’s strengths include its high retention rate, focus on a defined adult population, assessment of dietary intakes using FFQ estimates and 3-day food records to reduce misreporting error, and the provision of quantitative and qualitative data. However, this investigation could have been strengthened by including objective measures such as biochemical indicators of nutrient status. The modest sample size prevented stratification of results based on individual genes. Furthermore, given the composition of the sample was mainly female and Caucasian, the generalizability of the results is limited.

**Implications and Conclusions**

Providing participants with DNA information related to diet improved knowledge, motivation, and action related to healthy eating. However, tailored practitioner-led, gene-based personalized nutrition interventions tend to be more effective in improving dietary intakes of key target nutrients such as fat and sodium. Further work is needed to produce more comprehensive changes in dietary intakes that are based on gene test results. The study results will be leveraged to generate new, tailored, and digitally based nutrigenomics education tools that may help to advance gene-based personalized nutrition practice.
Acknowledgments

This study is funded by a Natural Sciences and Engineering Research Council of Canada Engage Grant (Grant #500692 – 16). The authors would like to acknowledge assistance from Charvi Gulati, Sydney Gloanec, and Breshna Saidy during the focus group interviews and their assistance with nutrient analysis. KMD and VAA were partially supported by the Fulbright Program. RA was support by the Work Study Program.

Authors’ Contributions

VAA drafted the manuscript and all other authors reviewed and provided feedback with each draft.

Conflicts of Interest

PL provides Web-based nutrigenomics education. No other conflicts of interest are declared.

Multimedia Appendix 1

Participant exclusion criteria.

[DOC File, 30KB - jmir_v21i6e12580_app1.doc ]

Multimedia Appendix 2

Knowledge, attitudes, and behavior baseline to study completion. Stages of change: proportion who changed throughout the study.

[DOC File, 100KB - jmir_v21i6e12580_app2.doc ]

Multimedia Appendix 3

CONSORT - EHEALTH checklist (V 1.6.2).

[PDF File (Adobe PDF File), 110KB - jmir_v21i6e12580_app3.pdf ]

References


27. Eysenbach G. Improving the quality of Web surveys: the Checklist for Reporting Results of Internet E-Surveys (CHERRIES). J Med Internet Res 2004 Sep 29;6(3):e34 [FREE Full text] [doi: 10.2196/jmir.6.3.e34] [Medline: 15471760]


http://www.jmir.org/2019/6/e12580/
42. NVivo qualitative data analysis software, Version 11. Victoria, Australia: QSR International Pty Ltd; 2015. URL: https://www.qsrinternational.com/nvivo/nvivo-products

Abbreviations
- C: control group
- DFE: dietary folate equivalent
- FFQ: Food Frequency Questionnaire
- GSE: General Self-Efficacy
- I: intervention group
- HEI-C: Healthy Eating Index–Canadian
- HRQoL: health-related quality of life
- MD: mean difference
- NHP: natural health product
- RD: registered dietitian

Edited by G Eysenbach; submitted 23.10.18; peer-reviewed by A Rankin, E Seto; comments to author 21.03.19; revised version received 05.05.19; accepted 05.05.19; published 28.06.19.

Please cite as:
Araujo Almeida V, Littlejohn P, Cop I, Brown E, Afroze R, Davison KM
Comparison of Nutrigenomics Technology Interface Tools for Consumers and Health Professionals: A Sequential Explanatory Mixed Methods Investigation
J Med Internet Res 2019;21(6):e12580
URL: http://www.jmir.org/2019/6/e12580/
doi:10.2196/12580
PMID:31254340
Promotion of Vape Tricks on YouTube: Content Analysis

Grace Kong¹, PhD; Heather LaVallee¹, MA, MFT; Alissa Rams¹, BA; Divya Ramamurthi², MA; Suchitra Krishnan-Sarin¹, PhD

¹Yale School of Medicine, New Haven, CT, United States
²Stanford University, Stanford, CA, United States

Corresponding Author:
Grace Kong, PhD
Yale School of Medicine
34 Park St
New Haven, CT, 06519
United States
Phone: 1 2039747601
Email: grace.kong@yale.edu

Abstract

Background: The ability to perform vape tricks (ie, blowing large vapor clouds or shapes like rings) using e-cigarettes appeals to youth. Vape tricks are promoted on social media, but the promotion of vape tricks on social media is not well understood.

Objective: The aim of this study was to examine how vape tricks were promoted on YouTube to youth.

Methods: Videos on vape tricks that could be accessed by underage youth were identified. The videos were coded for number of views, likes, dislikes, and content (ie, description of vape tricks, e-cigarette devices used for this purpose, video sponsors [private or industry], brand marketing, and contextual characteristics [eg, model characteristics, music, and profanity]).

Results: An analysis of 59 sample videos on vape tricks identified 25 distinct vape tricks. These videos had more likes than dislikes (11 to 1 ratio) and a 32,017 median view count. 48% (28/59) of the videos were posted by industry accounts (27% [16/59] pro-vaping organizations, 15% [9/59] online shops, and 3% [2/59] vape shops) and 53% by private accounts (55% [17/31] private users, 26% [8/31] vape enthusiasts, and 19% [6/31] YouTube influencers); 53% (31/59) of the videos promoted a brand of e-cigarette devices, e-liquids, or online/vape shops, and 99% of the devices used for vape tricks were advanced generation devices. The models in the videos were 80.2% (160/198) male, 51.5% white (102/198), and 61.6% (122/198) aged 18 to 24 years; 85% (50/59) of the videos had electronic dance music and hip hop, and 32% (19/59) had profanity.

Conclusions: Vape trick videos on YouTube, about half of which were industry sponsored, were accessible to youth. Restrictions of e-cigarette marketing on social media, such as YouTube, are needed.

Introduction

Background

E-cigarettes have rapidly gained popularity among adolescents and adults in the United States and around the world since their introduction to the market around 2007. US national data show that although current e-cigarette use (defined as using it every day or some days) is 3.3% among adults older than 24 years, use among young adults aged 18 to 24 years is higher at 5.2% [1], and current use (defined as using it one day or more in the past 30 days) is 20.8% among high school students [2]. Understanding the appeal of e-cigarettes is critical to inform e-cigarette prevention efforts aimed at adolescents and young adults. Vape tricks, which involve using e-cigarettes to blow large, thick amounts of exhaled aerosol (ie, clouds) or shapes such as rings, are known to be appealing to youth [3,4]. There are even competitions held with prizes, sponsors, judges, and spectators to see who can produce impressive vape tricks using e-cigarettes [5]. The appeal of vape tricks appears to be unique to youth as this appeal has been identified as a reason for e-cigarette initiation among youth e-cigarette users [3,4] but not among adult users [6]. However, despite the appeal of vape tricks among youth, there is limited information on this e-cigarette use behavior. It is important to understand how vape
tricks are conducted and promoted to youth as the appeal of vape tricks could lead youth to initiate e-cigarettes [3,4] and expose them to nicotine dependence and to other unknown health effects from using e-cigarettes.

**Use of Social Media to Understand E-Cigarette Use**

Social media provides a unique opportunity to understand health-related behaviors [7] and novel tobacco use behaviors, including e-cigarettes [8]. Social media is particularly an important medium to examine as youth are actively engaging in social media, and importantly, they are exposed to protobacco content through this medium [9]. Youth exposure to protobacco content on social media is concerning owing to its influence on youth behaviors and perceptions.

According to the Social Cognitive Theory of Mass Communication [10], exposure to social media influences youth’s cognition, emotion, and behavior. Thus, positive perceptions regarding e-cigarettes and e-cigarette use behaviors, such as conducting vape tricks, may be perpetuated by e-cigarette-related contents portrayed on social media. Indeed, existing studies have examined e-cigarette-related perceptions and use behaviors on popular social media websites among youth, such as Reddit [11,12], Twitter [13-15], Instagram [16-19], and YouTube [20-22]. Thus, analysis of social media data provides an important means to understand how e-cigarette use behaviors are promoted without being primed by a researcher.

**Use of YouTube to Understand Vape Tricks**

In this study, we have focused on YouTube to learn how vape tricks are promoted to youth. YouTube is a free and popular website that allows users to upload and share videos and it is extremely popular among youth. YouTube has over a billion users, and more young people (aged 18 to 34 years) are watching YouTube videos than any cable network channels [23]. Moreover, adolescents who are younger than 18 years are 1.5 times more likely than adults to frequent YouTube [24]. Adolescents are also more likely than adults to be exposed to alcohol and tobacco content on YouTube videos [25].

YouTube is a useful source to learn about traditional and novel tobacco use behaviors. For instance, YouTube has been used to understand unorthodox tobacco use methods, such as techniques on manipulating cigars [26]. YouTube videos are widely used to promote various tobacco products, including cigarettes [27,28], hookah [29], smokeless tobacco [30,31], cigars and little cigars [32], and e-cigarettes [20,22,33-36]. For instance, vape pens have been promoted via music videos on YouTube, and these music videos have been viewed over 1.4 billion times in 24 months [37]. The widespread presence of protobacco content on YouTube is concerning as it can influence perceptions and behaviors of their young viewers. As YouTube is readily available to all age groups, and may have a particularly greater influence on adolescents, it is important to understand if and how this social media platform is being used to promote vape tricks. Youth may turn to YouTube to learn how to conduct new behaviors that they have never conducted before, such as vape tricks [38].

**The Goal of This Study**

We examined the content of YouTube videos that promote vape tricks, and which may be accessible to youth, using a nonage verified account. We used search terms related to tutorials and how to videos (eg, step-by-step instructions on how to conduct vape tricks) on conducting vape tricks on YouTube to assess the types of information young users may be exposed to. We aimed to describe the availability of these videos, the video characteristics (eg, number of views and likes), and the type of vape tricks shown and e-cigarette devices used for this purpose.

Marketing e-cigarettes on social media poses a significant challenge to tobacco control as this content remains relatively unknown. Thus, we determined the source of these videos—whether these videos were posted by the e-cigarette industry (eg, e-cigarette device/liquid manufacturers, vape shops, or pro–e-cigarette organizations) or by private users who have no clear links with the e-cigarette industry. We further determined whether industry-sponsored videos had more marketing content than private-user videos. Although it may be evident that industry-sponsored videos would have more marketing content than private-user videos, social media presents novel marketing opportunities for private users to also market products to the public [39-41]. Thus, we also assessed whether private users were YouTube influencers or vape enthusiasts. YouTube influencer is a celebrity who usually posts videos of themselves (eg, vlogging) on a subject matter in which they view themselves as an expert or on other various subject matters through their YouTube channels. They often have a large following and thus possess the potential to reach and market products to many viewers [41,42]. Vape enthusiasts are individuals who are experts in vaping and may use social media to promote vaping and market-related products.

We also described contextual video characteristics that could enhance the appeal of these videos to young viewers, such as the production quality of the videos, model characteristics (eg, gender and age), and other appealing aspects such as music. Finally, we assessed the use of profanity in the videos; as these are videos that could also be accessed by youth, the identification of the presence of profanity may be helpful to setting age restrictions to accessing these videos [43].

**Methods**

**Procedures**

In April/May 2016, we searched for terms related to vape tricks on YouTube, including tutorials/instructions on how to conduct these behaviors (ie, vape tricks, e-cig smoke tricks, how to do vape tricks, how to do smoke tricks with vape, how to do smoke tricks with vape pens, how to do smoke tricks for beginners vape, how to do smoke tricks for beginners e-cigs, vape tricks tutorial, e-cig smoke tricks tutorial, e-cigarette smoke trick tutorial, and vape smoke tricks tutorial). YouTube restricts minors younger than 18 years from videos with inappropriate contents, such as vulgar language, violence and disturbing imagery, nudity/sexually suggestive content, and portrayal of harmful or dangerous activities [44]. To access these videos, viewers must register their date of birth on their Google account. However, users not signed into an age-verified account could...
access all other videos that are not flagged as inappropriate. Adolescents may sign in from accounts that are not age verified or from age-verified accounts that automatically prohibit them from accessing flagged videos, so we searched for the terms from a YouTube account that was not age verified.

We used search parameters that have been used to examine tobacco use behaviors on YouTube [29,33,45]: (1) the search was limited to videos uploaded in the past year with a duration of <4 min, (2) the videos were sorted by relevance (default sorting option), and (3) videos on the first 2 pages (20 videos) using each of the search terms were downloaded. Previous studies showed that the majority of internet users click on the first page of search results [46]. Based on this finding, studies examining YouTube videos examined the first 20 videos shown on the first 2 pages of the search results with the assumption that users would not watch more than 20 videos [29,33,35]. To be included for analysis, videos had to be in English, show a vape trick, and an e-cigarette to do the vape trick to confirm that the vape tricks were conducted using e-cigarettes and not other tobacco products such as cigarettes or hookah. See Figure 1 for the number of videos identified and reasons for exclusion.

To analyze the videos, a codebook was developed based on a previously conducted analysis of tobacco-related content of YouTube videos [26]. Specifically, we obtained descriptive information about YouTube videos, such as the number of comments, views, likes, dislikes, and duration of the videos. Content analysis included vape trick characteristics (ie, identification and description of vape tricks and e-cigarettes used for this purpose), video source (ie, private vs e-cigarette industry and the presence of marketing content), and contextual characteristics that enhanced the appeal of the videos such as models and music. A detailed description of each content area is provided below.

The final codebook was developed iteratively. These content areas were identified and described in detail by the lead researcher who viewed videos that met the criteria except for the year of publication (ie, videos published 6 months before the specified dates used in search) and then they were confirmed or modified by 2 independent coders who also reviewed the same videos. All coders resolved any differences in coding through discussions. Upon the development of the codebook, we determined interrater reliability by coding 30% of videos not included in the final analysis (ie, videos uploaded 6 months before the specified dates used in search). To establish interrater reliability, 2 independent coders coded 17 videos. The coding was then reviewed by 2 coders and by the leader researcher to amend coding differences and answer any questions that arose during coding. The coders then coded the videos included in this study. Each video was viewed as many times as possible to code all aspects of the interested variables.

Figure 1. Inclusion of YouTube videos on vape tricks and reasons for exclusion. The videos shown on the first 2 pages of each search term (n=11) were considered for inclusion. *Miscellaneous ineligible videos included videos on magic tricks, how to hack an e-cigarette not for conducting vape tricks, and video games unrelated to vape tricks.

Total number of videos identified (N=220)

Duplicates removed (N=128; 58.2%)

Unique videos (N=92; 41.8%)

Vape Trick Characteristics

Vape tricks were identified and described based on the information provided by the models on the YouTube videos and the visual and verbal demonstrations of vape tricks shown on the videos. We described each vape trick and determined how many times each vape trick was shown on all videos. The Cohen kappa was 0.69, \( P<.001 \).

Vape tricks were identified and described based on the information provided by the models on the YouTube videos and the visual and verbal demonstrations of vape tricks shown on the videos. We described each vape trick and determined how many times each vape trick was shown on all videos. The Cohen kappa was 0.69, \( P<.001 \).

Content Areas

Video Source Characteristics

Video source was defined as an e-cigarette industry (eg, e-cigarette or e-liquid manufacturers, online shops, vape shops, or pro–e-cigarette professional organizations) or a private person who did not have a clear affiliation to an e-cigarette industry and appeared to represent only himself/herself. To determine
the video source, we examined the channel pages of each YouTube video. The channel pages referred to the profile page of the YouTube user identifier who posted the video. This page could be used to obtain information about the posters, such as their affiliated businesses or organizations, when applicable. Industry-sponsored channels were further categorized into (1) vape shops if the channel was associated with specific brick and mortar stores, (2) Web-based shops if they were selling e-cigarettes or related products online but were not associated with brick and mortar stores, or (3) pro-e-cigarette organizations if they endorsed vaping by providing reviews about e-cigarette devices, vape tricks, or shared other news associated with e-cigarettes but did not sell any tobacco products.

We also assessed whether the videos were posted by a YouTube influencer. YouTube influencer was defined as a single key person who had a significant presence on YouTube with either many subscribers (>10,000) or more than 1 million views of their channels. Another source of influence may be a vape enthusiast. We determined vape enthusiast on the basis of the description provided on the channel page and if they only included videos on e-cigarettes on their video playlist. The Cohen kappa was 0.92, \( P < .001 \).

Marketing was determined if there was verbal or nonverbal brand promotion of e-cigarette devices, e-liquids, vape shops, or e-cigarette–related organizations. Examples of verbal marketing were a model saying the brand names of the devices or the e-liquids that they were using to conduct vape tricks or acknowledging their sponsors (eg, vape shops) on the video. Examples of nonverbal brand marketing included displaying the brand names or the images of the logo of the devices or the e-liquids or sponsor on the screen, on clothing or hat worn by the models, or on signs and posters in the background. Cohen kappa was 0.63, \( P < .001 \).

Contextual Characteristics

Video type was categorized into (1) tutorials: step-by-step instructions on how to conduct vape tricks, (2) compilations: amalgam of video clips of various types of vape tricks in 1 video, and (3) other: other types of video that could not be categorized into the specified categories. Cohen kappa was 0.84, \( P < .001 \).

Production quality was determined by ratings of low, moderate, or high based on previously used coding of YouTube videos [29]. The videos were coded low if they looked like they were homemade and there was little or no attention to production values such as lighting, camera angles, and sound quality; moderate if they were homemade but at least some attention was paid to production values; high if the videos were produced with great attention to these production values. Cohen kappa was 0.68, \( P < .001 \).

Model characteristics such as gender, race, and age were determined for each model shown on the video using the coding scheme previously used to code models on smoking videos on YouTube [45]. Gender was coded as male, female, and cannot identify. Perceived race was coded as white (including European), Asian (including Asian-American), black/African American, Latino, and cannot Identify. Perceived age included younger than 18 years, 18 to 24 years, 25 to 34 years, 35 to 59 years, 60 years or older, and cannot identify. Cohen kappa for each demographic variable was 0.92, 0.63, 0.83, \( P < .001 \), respectively.

Other contextual elements such as the use of music and profanity were assessed. We coded the music into categories of electronic dance music (EDM), hip hop, pop, and classical. We also coded for the use of verbal and nonverbal profanity (ie, sticking out the middle finger). Cohen kappa for music was 1.00, \( P < .001 \), and Cohen kappa for profanity was 0.74, \( P < .001 \).

Results

Video Characteristics

The 11 search terms identified a total of 156,200 videos (mean 14,200 [SD 12,529]; range 2190-43,100). The videos shown only on the first 2 pages (20 videos on each page) for each search term (N=220) were considered. After the removal of duplicate videos (n=128) and the videos that did not meet our inclusion criteria (n=33), 59 videos were included in the final analysis (see Figure 1 for specific reasons for exclusion). Table 1 lists the descriptive statistics of the videos, such as the published date of the videos, duration of the videos, and the number of views, likes, dislikes, and comments. The average length/duration of the videos was 2 min 14 s (SD 55 seconds), and the videos had more likes than dislikes (11 to 1 ratio).

Vape Trick Characteristics

Vape Tricks

We identified 25 distinct vape tricks. The median number of vape tricks shown on each video was 5 (interquartile range=4, range 1-20). See Figure 2 for the names of the vape tricks and the frequencies of vape tricks shown on the videos; a further description of these vape tricks was provided in the supplemental materials. The most common vape trick was a modified trick, which was a modification of any existing vape trick.

E-Cigarette Devices Used for Vape Tricks

We were able to determine the type of e-cigarette devices for 72.0% (136/189) of the devices shown. A total of 98.5% (134/136) of the devices were advanced generation devices (44.8% box mod (61/136) and 53.7% (73/136) vape pens) and 1.5% (2/136) of the devices were cigalikes. Box mods and vape pens were further categorized into whether they were drip or tank devices (Figure 3).
Table 1. Descriptive statistics of vape trick video characteristics.

<table>
<thead>
<tr>
<th>Video characteristics</th>
<th>Median</th>
<th>Interquartile range</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Published date</td>
<td>November 20, 2016</td>
<td>200 days</td>
<td>April 29, 2015</td>
<td>April 13, 2016</td>
</tr>
<tr>
<td>Views</td>
<td>32,017</td>
<td>122,842</td>
<td>44</td>
<td>2,331,038</td>
</tr>
<tr>
<td>Likes</td>
<td>194</td>
<td>596</td>
<td>1</td>
<td>7439</td>
</tr>
<tr>
<td>Dislikes</td>
<td>8</td>
<td>35</td>
<td>0</td>
<td>1787</td>
</tr>
<tr>
<td>Duration (Min:Seconds)</td>
<td>2:08</td>
<td>1:30</td>
<td>0:17</td>
<td>3:52</td>
</tr>
<tr>
<td>Comments</td>
<td>21</td>
<td>50</td>
<td>0</td>
<td>1384</td>
</tr>
</tbody>
</table>

Figure 2. The 25 vape tricks identified in YouTube videos. See Supplemental material for the description of these vape tricks. The frequencies were based on the number of times these vape tricks appeared on all videos. Each video may have featured more than one vape trick.

Figure 3. E-cigarette devices used for vape tricks on YouTube videos.

Video Source Characteristics

Video Source

Personal channels posted 53% (31/59) of the videos and industry-sponsored channels posted 48% (28/59) of the videos (27% (16/59) provaping organizations, 15.3% (9/59) Web-based shops, and 3.4% (2/59) vape shops). Of the private channels, 55% (17/31) were by private user channels, 26% (8/31) by vape enthusiasts, and 19% (6/31) by YouTube influencers. Interestingly, only 1 influencer had videos that showcased only e-cigarette–specific video content whereas the other influencers posted videos on various content areas (eg, tattoo, music videos, humor, and viral videos) including content on e-cigarettes. Of the private channels, 25.8% were by “vape enthusiasts,” and 54.8% were private-user channels.
Marketing

53% (31/59) of the videos contained marketing content (25% [15/59] nonverbal only, 5% [3/59] verbal only, and 22% [13/59] both nonverbal and verbal). Some examples of nonverbal brand promotion were models conducting vape tricks while wearing shirts or hats with the brand logo, showing an e-liquid bottle with the brand logo and name, or the brand name was displayed on the screen. An example of verbal promotion included the model verbally encouraging the viewers to purchase the e-liquid or devices.

Extraneous Video Characteristics

Video Type

Video types are as follows: 41% (24/59) of the videos were tutorial, 34% (20/59) were compilations, and 25% (15/59) were other. Other videos included short clips of vape trick competitions, model(s) conducting vape tricks on a stage with special lighting and music, and selfie videos of individuals conducting vape tricks.

Production Quality

Production quality are as follows: 25% (15/59) were low, 34% (20/59) were moderate, and 41% (24/59) were high quality. Videos sponsored by the industry were more likely to be of high quality relative to personal videos (personal videos: low quality 42% (13/31), moderate quality 52% (16/31), and high quality 7% (2/31) vs industry videos: low quality 7% (2/28), moderate quality 14% (4/28), and high quality 79% (22/28); X^2=31.86; P<.001).

Model Characteristics

There were 198 models in total: 80.2% (160/198) were male, 18.2% (36/198) were female, and 1.0% (2/198) could not be identified. Race varied: 51.5% (102/198) were coded as white, 17.7% (35/198) as Asian, 17.2% (34/198) as Latino, 3.0% (6/198) as black, and 10.6% (21/198) could not be identified. The age groups were 61.6% (122/198) 18 to 24 years, 26.3% (50/198) 25 to 34 years, 7.1% (14/198) 35 to 44 years, 1.6% (3/198) 45 to 54 years, 1.0% (2/198) older than 55 years, and 1.0% (2/198) could not be identified.

Other Contextual Elements

Music

A total of 58% (34/59) of the videos had only EDM, 15% (9/59) had EDM and other music, such as hip hop and pop, 14% (8/59) of the videos did not have any music, 12% (7/59) had only hip hop, and 2% (1/59) had classical music.

Profanity

A total of 32% (19/59) of the videos contained profanity: 10% (6/59) had verbal profanity, 9% (5/59) had models using nonverbal and visual profanity (ie, sticking out the middle finger), 9% (5/59) had music containing profanity, and 5% (3/59) had multiple sources of profanity (usually a mix of music and verbal profanity).

Discussion

Principal Findings

The search of vape tricks and tutorials on vape tricks on YouTube resulted in an average of 14,200 YouTube videos, which were videos that could be accessed by underage youth (<18 years). This finding could serve as an impetus for YouTube to set limits to restrict underage youth from accessing videos on vape tricks. YouTube self-regulates by attempting to limit youth from accessing inappropriate videos that are deemed sexually explicit, harmful or dangerous, violent or graphic, hateful, spams/scams, threats, excessive profanity, and copyrighted [47]. To access these flagged videos, users must use age-verified accounts. Currently, protobacco videos do not fall under the definition of unacceptable materials and are readily available without any regulations. Given that the age of legal tobacco use is 18 years and older (in some places 21 years and older), YouTube may consider videos on e-cigarettes and other tobacco use as mature content and flag these videos so that users with age-verified accounts can access them. Furthermore, one-third of the videos in our study contained profanity, which further suggests that these videos are not suitable for young viewers.

The evaluation of sample videos on vape tricks identified 25 distinct vape tricks, which were mostly performed by young adults using advanced generation e-cigarette devices. Advanced generation devices are rechargeable and are highly customizable; they include vape pens, box mods, and mech-mods. In addition, some of these devices have specific features for dripping (ie, applying drops of e-liquid solution onto an atomizer to saturate the wick before coil heating) [48]. The promotion of advanced generation devices, including dripping to conduct vape tricks on YouTube, is concerning as studies have shown that adolescent and young adult e-cigarette users primarily use advanced generation e-cigarettes [49,50], whereas adult users use cigalikes [51]. Moreover, data from Connecticut showed that 26% of adolescent e-cigarette users are dripping [50]. Advanced generation e-cigarette devices may be popular among youth because of the ability to customize the product to drip and also to change the temperature of the devices and the constituents of the e-liquid, such as the flavors, nicotine level, and the ratio of the solvent (propylene glycol [PG] and vegetable glycerin [VG]). These components could be modified to conduct vape tricks. For example, temperatures of the devices and PG/VG ratio of the e-liquids could be modified to produce a large amount of exhaled aerosol to conduct vape tricks.

Conducting vape tricks using advanced generation devices is problematic as the use of these devices can be harmful to users because the increased level of temperature and the higher PG levels are associated with a greater exposure to nicotine and toxicants [52,53]. Furthermore, individuals engaging in vape tricks may alter how they puff by taking in deeper and more frequent puffs, which may also increase health risks. Another concern is the exposure to nicotine dependence and other tobacco use behaviors by conducting vape tricks. For example, youth may be drawn to e-cigarettes via YouTube videos displaying appealing vape tricks and they may practice and use...
Despite using various terms related to tutorials on vape tricks, factors may reveal how the appeal of vape tricks is enhanced. In addition to the type of vape tricks being conducted, and the restrictions on tobacco marketing, marketing strategies used on social media platforms to inform e-cigarette devices. As e-cigarette marketing on social media continues to grow and evolve, more research is needed on the e-cigarette use and market-associated tobacco products. Indeed, the large presence of sponsored videos is consistent with the emerging literature showing that Web 2.0 is the optimal platform for the industry to market their tobacco products because of the ability to reach large number of people at fast speed and at low cost [40]. Promoting vape tricks may be a marketing strategy used by the e-cigarette industry. Vape trick videos are used to promote brands of e-liquids, devices, and vape shops, both verbally and nonverbally. Nonverbal promotion is an inconspicuous way to market as the brands are shown on the models’ clothing, background, devices, or on the screen while the model is conducting vape tricks, and this subtle strategy is an effective marketing strategy [55]. Although verbal and nonverbal promotion is one clear way in which e-cigarettes are marketed, future studies should examine a greater number of videos to understand nuanced marketing strategies used in both industry-sponsored and private videos, using both verbal and nonverbal strategies.

One novel marketing strategy used on social media is the use of YouTube influencers or vaping enthusiasts to promote e-cigarette use and market-associated tobacco products. Indeed, we found that vape trick videos were uploaded by these private users. We also observed that 39% of the videos posted by private users (which includes YouTube influencers and vape enthusiasts) also promoted a specific brand of e-liquid or e-cigarette devices. As e-cigarette marketing on social media continues to grow and evolve, more research is needed on the marketing strategies used on social media platforms to inform restrictions on tobacco marketing.

In addition to the type of vape tricks being conducted, and the devices being used for this purpose, the videos had contextual factors that could be appealing to youth. Identification of such factors may reveal how the appeal of vape tricks is enhanced. Despite using various terms related to tutorials on vape tricks, we found that 59% of the videos did not contain information on how to conduct vape tricks but showcased vape tricks in various ways, such as a compilation of videos clips of vape tricks into 1 video accompanied by music, similar to a music video; individual(s) performing vape tricks on a stage accompanied by special lighting and music; vape trick competition videos, which were mostly brief summaries of vape trick competitions featuring winners and their featured vape trick and news reporters interviewing the winners; and selfie videos where a user self-records himself/herself conducting vape tricks. These various methods of showcasing vape tricks could enhance the appeal of e-cigarettes to youth.

Interestingly, our examination of YouTube videos shows that vape tricks are being conducted as competitions. Future studies are needed to assess the prevalence of these competitions, who attends them, who promotes them, and how these competitions are used to promote e-cigarettes.

The identified contextual factors of YouTube videos may contribute to the coolness of conducting vape tricks. Research on perceptions has shown that short-term benefits such as looking cool are associated with tobacco use and intent to use tobacco [56]. Even though the self-report data suggest that vape tricks are appealing to adolescents [3,4], data on youth’s perceptions of vape trick videos on YouTube are lacking. However, the high number of views and likes does suggest popularity. In fact, the view count for vape trick videos identified in this study was comparable with previous research on videos on e-cigarettes [22] and smokeless tobacco [30] identified on YouTube.

It is interesting to note that 80% of the models in the videos were males. Although national data have shown that e-cigarette use is greater among male adolescents and adults [57,58], whether vape tricks are more popular among males is unknown. Although it is possible that e-cigarette use and associated behaviors such as vape tricks are more common among males, it is also possible that males are more likely to post videos of themselves conducting vape tricks than females. Sex difference in e-cigarette use and conducting vape tricks using e-cigarettes need further investigation.

Limitations
There are several study limitations. First, we used terms related to vape trick tutorials to assess basic videos that novel users may find on YouTube. There are other terms used to refer to vape tricks, such as cloud chasing or plume tricks that were not used in this study, so the vape tricks identified in this study are not an exhaustive list. Second, we only examined YouTube and did not examine other social media platforms. Other social media platforms such as Facebook, Instagram, Twitter, and Reddit can be used to promote vape tricks and need to be examined, as they have been used to relay information about e-cigarettes [16,59]. Third, we cannot determine whether conducting vape tricks increases the risk for developing nicotine dependence and engaging in other problematic tobacco use outcomes. Future studies need to examine the role of vape tricks on initiation and progression of e-cigarette use behaviors among youth. Youth may be experimenting with vape tricks and eventually stop once the novelty wears off or this behavior may lead to continual future use of the product and expose users to...
harm and other tobacco use. Fourth, we cannot determine whether youth are exposed to greater health risks by engaging in vape tricks through our study. Although our study findings did show that 99% of the vape tricks were conducted using advanced generation devices, future studies also need to examine whether youth engaging in vape tricks are engaging in riskier e-cigarette use behaviors (eg, dripping). Fifth, the kappa scores ranged from moderate to almost perfect [60]. Although these kappa values are acceptable, we did not conduct another interrater reliability after the discussion to amend any discrepancies. Future studies should conduct interrater reliability before and after the discussion to ensure that the coders are coding consistently. Finally, we did not assess how the contextual features in these vape trick videos appeal to real youth; future studies should examine which aspect of conducting vape tricks and video contextual features that are identified appeals to youth to directly assess the impact of these videos on enhancing the appeal of e-cigarettes.

Conclusions
This study also suggests areas for future e-cigarette prevention and education efforts. If YouTube videos are used to teach users about vape tricks and other e-cigarette–related information, then YouTube may be also used to disseminate health and risk information about e-cigarettes.
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Abstract

Background: Patient portals are a promising instrument to improve patient-centered care, as they provide patients information and tools that can help them better manage their health. The implementation of portals in both the inpatient and outpatient setting gives health care providers an opportunity to support patients both during hospitalization and after discharge. Thus, there is a need to better understand how inpatient and outpatient portals are used across care contexts.

Objective: This study aimed to examine patients’ perceptions of using inpatient and outpatient portals across the care settings, including how they used the portals and the benefits and concerns associated with portal use.

Methods: This study was conducted in a large Midwestern academic medical center consisting of seven hospitals. We interviewed 120 patients who had used an inpatient portal during their hospitalization, at 15 days and 6 months postdischarge, to determine their perspectives of portal use in both hospital and outpatient settings. Interview transcripts were analyzed inductively and deductively by using team coding processes consistent with a grounded theory approach.

Results: Interviews focused on three main areas of portal use: experience with the portal features, perceived benefits, and concerns. Responses at 15 days (n=60) and 6 months (n=60) postdischarge were consistent with respect to perceptions about portal use. Patients identified viewing their health information, managing their schedule, and communicating with providers as notable activities. Convenience, access to information, and better engagement in care were indicated as benefits. Concerns were related to technology issues and privacy/security risks.

Conclusions: Implementation of inpatient portals as a complement to outpatient portals is increasing and can enable patients to better manage aspects of their care. Although care processes vary substantively across settings, the benefits of convenience, improved access to information, and better engagement in care provide opportunities for portal use across care settings to support patient-centered care.

(J Med Internet Res 2019;21(6):e13126) doi:10.2196/13126
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Introduction

The focus on patient-centered health care delivery has made patient portals a promising medium through which patients can gain access to their health information [1,2]. Patients can use the tools and information portals provide to better manage their health, potentially increasing engagement with providers and improving the process of care delivery [3-5].

Inpatient and outpatient portals are usually offered by a health care provider or institution and linked to an electronic health record system. Outpatient portals, typically Web-based, offer patients information focused on outpatient care including access to a health summary, medication listing, immunizations, patient health data entry, appointment tracking, secure messaging, and patient financial account management information. Portals are now increasingly offered in the inpatient setting to hospitalized patients, providing customized information for a patient’s inpatient stay including an expected daily care plan, secure messaging with the care team, a notes feature, and educational materials.

Although inpatient and outpatient portals are independent applications, patient information is available through a common electronic health record platform. Together, these two types of portals can provide complete access to health information and providers across care settings. For example, a hospitalized patient could use educational materials, track test results, and make notes during his/her inpatient stay. After discharge, an outpatient portal provides information about the patient’s recent hospital stay [6] and can be used to facilitate ongoing management of laboratory and test results as well as continued communication with the patient’s care team.

Studies examining portal use primarily focus on a single application: inpatient or outpatient. The evidence on patient use of inpatient and outpatient portals converges on the benefits of portal use, including improved patient-provider interactions, higher awareness of care, and better adherence to care regimens; it also comparably notes portal shortcomings including fears of privacy loss, concerns about results comprehension, and technical challenges with portal use [7]. A recent systematic review of portal use, however, highlighted significantly more evidence regarding outpatient portal use compared with inpatient portals, suggesting the need for more empirical research on the newer inpatient portal technology [8]. Furthermore, there is currently a gap in research that examines the use of patient portals across care settings [9,10]. As such, there remains a clear need for more research to understand both how portal use is evolving in the health care system and how patients perceive portal use across care settings.

This study was conducted in response to the need to understand how patient portals function in different contexts. Our study aims to describe patients’ experiences with both inpatient and outpatient portals, including exploring how patients’ perceptions compare across settings. This study was approved by The Ohio State University’s Institutional Review Board.

Methods

Study Setting

Our study was conducted in a large Midwestern academic medical center consisting of seven hospitals. The center began offering the MyChart outpatient portal in 2011 (Epic Systems, Verona, WI). Patients can access MyChart via the website on a desktop computer or a mobile app on electronic devices (eg, smartphones). In 2013, the academic medical center introduced MyChart Bedside (MCB), a companion portal tailored to the inpatient environment, in a few pilot units before introducing MCB system-wide in 2016. Patients can access MCB on academic medical center–provided tablets during their hospital stay and are able to access their inpatient data via the outpatient portal after discharge.

As shown in Table 1, both MyChart and MCB offer features related to scheduling, personal health information, and health education. In addition, both portals offer slightly different ways to communicate with health care providers. MyChart, the outpatient portal, allows a patient to selectively communicate with an individual provider, either their primary care provider or a specialist; in contrast, messages sent via MCB, the inpatient portal, are sent to the entire care team assigned to that patient. Additional features that are specific to each portal are compared in Table 1.
Table 1. Comparison of features of inpatient and outpatient portals.

<table>
<thead>
<tr>
<th>Portal feature</th>
<th>Feature description</th>
<th>Inpatient portal function (MyChart Bedside)</th>
<th>Outpatient portal function (MyChart)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduling</td>
<td>View schedule for the day (inpatient) or schedule appointments (outpatient)</td>
<td>Happening Soon</td>
<td>Visits</td>
</tr>
<tr>
<td>Health information</td>
<td>View personal health information including biometric data and medications</td>
<td>My Health</td>
<td>My Medical Record</td>
</tr>
<tr>
<td>Health education</td>
<td>Read health education materials assigned by health care providers</td>
<td>To Learn</td>
<td>Resources</td>
</tr>
<tr>
<td>Secure messaging</td>
<td>Communicate with care team (inpatient) or individual providers (outpatient)</td>
<td>Messages</td>
<td>Messaging</td>
</tr>
<tr>
<td>Refill medications</td>
<td>Request refill of prescribed medications</td>
<td>N/A*</td>
<td>Request a Refill</td>
</tr>
<tr>
<td>Pay bill</td>
<td>Pay inpatient or outpatient bill</td>
<td>N/A</td>
<td>Billing</td>
</tr>
<tr>
<td>Set communication preferences</td>
<td>Select frequency of email or text communication</td>
<td>N/A</td>
<td>Preferences</td>
</tr>
<tr>
<td>View care team</td>
<td>View names and pictures of all members of inpatient care team assigned to the patient at each shift</td>
<td>Taking Care of Me</td>
<td>N/A</td>
</tr>
<tr>
<td>Order meals</td>
<td>Select menu items from the prescribed diet</td>
<td>Dining on Demand</td>
<td>N/A</td>
</tr>
<tr>
<td>Request a service or item</td>
<td>Request services such as pastoral care or delivery of a newspaper</td>
<td>I Would Like</td>
<td>N/A</td>
</tr>
<tr>
<td>Make notes</td>
<td>Type items the patient wishes to remember</td>
<td>Note to Self</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 2. Participant demographics.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Phase 1 (15 days postdischarge)</th>
<th>Phase 2 (6 months postdischarge)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total participants, n</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.4 (14.3)</td>
<td>49.4 (13.7)</td>
</tr>
<tr>
<td>Male participants, n (%)</td>
<td>18 (30)</td>
<td>15 (25)</td>
</tr>
</tbody>
</table>

Data Collection

We conducted two phases of 15-minute telephone interviews between January 2017 and May 2018, with a total of 120 patients who had been hospitalized at the academic medical center and used the inpatient portal during their recent stay. Phase 1 interviews were completed 15 days postdischarge, and Phase 2 interviews were completed 6 months postdischarge. We chose the timing of these interviews to capture immediate impressions in Phase 1 and longer-term impressions in Phase 2. Furthermore, the timing of these interviews provided a window during which perspectives about both inpatient portal use (during hospitalization) and outpatient portal use (postdischarge) could be evaluated. Interview phases involved samples of different patients (Table 2), randomly selected from among all discharged patients who had consented to study participation. Patients were recruited for interviews based on their discharge dates within the appropriate time windows. We did not select our sample based on the level of portal use, as we wanted to understand the perspectives of all types of portal users. In addition, we intended to examine a range of patients’ perceptions about the portals, not limited by demographic characteristics or conditions. Study investigators conducted interviews using semistructured guides designed to explore patient experiences with both the inpatient and outpatient portals. Patient interview guides are provided in Multimedia Appendix 1.

Data Analysis

Interview transcripts were analyzed both inductively and deductively, in accordance with rigorous qualitative methods [11,12]. First, a preliminary coding dictionary was developed based on questions asked in the interview guide. Next, a sample of four interview transcripts were coded by four members of the research team (AM, CS, AG, and TW) to refine the coding dictionary and explore the emergence of new codes in the data. Using the refined coding dictionary, all interview transcripts were coded by two members of the research team who held frequent meetings to ensure consistency of coding and agreement about the definitions of new codes as they emerged during the coding process, consistent with our grounded theory approach [13]. Development and refinement of the coding dictionary and all aspects of the coding and analysis were led by the authors.
Results

Overview

Three main topics were discussed by patients when they were asked about their experience with patient portals: experience with the portals, perceived benefits of portal use, and concerns about portals. Patients’ responses to interview questions at 15 days and 6 months postdischarge did not vary appreciably from each other; as a result, the findings we present do not distinguish between interview time frames.

Patients’ Experiences with Portal Use

When describing their use of portals across care settings, patients primarily discussed three main activities: viewing health information, managing schedules, and communicating with providers. Patients’ uses of these features are discussed below with additional exemplary quotes presented in Textbox 1.

Textbox 1. Patients’ experiences with portal use (portal features used and examples of use).

<table>
<thead>
<tr>
<th>Viewing health information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples of inpatient portal use:</td>
</tr>
<tr>
<td>• I just used it to look at what my medicines were and what kind of, and then what the medicines were all about, what was in them and everything like that. [Patient #610]</td>
</tr>
<tr>
<td>• I got to look at my charts and see my bloodwork and see how things were going. [Patient #627]</td>
</tr>
<tr>
<td>Examples of outpatient portal use:</td>
</tr>
<tr>
<td>• To find out my medical condition, the symptoms…any details about a medical condition, you can pretty much trace it back and go through that system, and find out things. [Patient #613]</td>
</tr>
<tr>
<td>• I can now see test results and also just whatever medical information that’s helpful. [Patient #610]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Managing schedules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples of inpatient portal use:</td>
</tr>
<tr>
<td>• I could kind of know what the plan was gonna be the days that I was in the hospital. [Patient #623]</td>
</tr>
<tr>
<td>• The ability to stay on track with what your schedule is and know what your treatment plan is. [Patient #620]</td>
</tr>
<tr>
<td>Examples of outpatient portal use:</td>
</tr>
<tr>
<td>• I’ll look up my appointments sometimes if I have a scheduling conflict then I utilize that tab for a more direct access to my providers. [Patient #619]</td>
</tr>
<tr>
<td>• I use it to make appointments and change appointments...[Patient #624]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Communicating with providers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples of inpatient portal use:</td>
</tr>
<tr>
<td>• What I liked about it was that I was able to correspond with the doctors, nurses. [Patient #614]</td>
</tr>
<tr>
<td>• I messaged my doctors to see what the…cause like when you look at your bloodwork it’s got this scale and it’s got numbers and I didn’t know what they were. So I, it let me hit a button and ask them questions: “What does this mean?” and “Am I okay? Am I going to live?” [Patient #627]</td>
</tr>
<tr>
<td>Examples of outpatient portal use:</td>
</tr>
<tr>
<td>• I can e-mail the doctors and they, you know, e-mail me back. I think it’s a very good tool. [Patient #608]</td>
</tr>
<tr>
<td>• Well, it’s communication with my doctor, my regular doctor. He’ll put notes in there and I can put notes back to him. [Patient #626]</td>
</tr>
</tbody>
</table>

| Viewing Health Information            |

Views of laboratory and test results as well as features to learn more about what these results meant were important portal features used by patients. In the inpatient setting, patients could view results as soon as they became available and track multiple tests throughout the day. For example, one patient reflected,

\[I\ \text{used it daily, probably a few times a day. When I have a new test, I just check when it's there, or if the results are back or not. [Patient #104]}\]

In the outpatient environment, patients could also view results as soon as they were available, but their portal use also allowed them to monitor changes over time:

\[I\ \text{use it to look up new lab results when they're available, and also sometimes to look up older ones to kind of look at the trends. [Patient #624]}\]
Managing Schedules

Both in the hospital and outpatient settings, patients reported using the schedule feature. Inpatients appreciated knowing when tests and medication administrations were scheduled:

I liked the schedule that was on there of what the various times of when I was going to receive my medicine and everything. That way I knew what was coming. [Patient #610]

In the outpatient setting, patients noted frequently using this scheduling feature, “to keep track of appointments” (Patient #228).

Communicating With Providers

The ability to communicate with providers was a feature used in both portals. One patient described their use of the secure messaging feature while hospitalized:

If you didn’t understand something from the doctor, you could message him and ask him. [Patient #625]

In the inpatient environment, however, not all patients reported the need for another way to communicate with their providers, given the frequency of in-person interactions with their care team:

They [care team members] came in every day and told me what the test results were, so I didn’t spend a lot of time on that. [Patient #112]

In contrast, in the outpatient environment, the majority of patients used the portal to communicate with providers:

Well, since I’ve gotten out of the hospital, just to stay in contact with my doctor, or doctor’s visits that I might not even have to see because I was able to communicate with him and find things out without going to the doctor’s office. [Patient #626]

Perceived Benefits of Portal Use

Patients in our study noted benefits from their use of portals in both the inpatient and outpatient settings, and these centered around three themes: convenience, improved access to information, and better engagement in care. Below, we describe the perceived benefits in these areas and present additional supporting quotations in Textbox 2.
Textbox 2. Perceived benefits of portal use (with examples of use).

<table>
<thead>
<tr>
<th>Convenience</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Examples of inpatient portal use:</strong></td>
</tr>
<tr>
<td>• I’d say it was nice because it made it easier for me to, pretty much just whenever I wanted to, or whenever it was convenient for me. [Patient #202]</td>
</tr>
<tr>
<td>• That you could see your lab results and medications and everything. I liked it. I mean it was easy to use. [Patient #625]</td>
</tr>
<tr>
<td><strong>Examples of outpatient portal use:</strong></td>
</tr>
<tr>
<td>• Well MyChart to me is efficient. It’s what I need to get through my day and I can do it at work, anywhere I’m at any time of day. So it’s extremely beneficial. [Patient #626]</td>
</tr>
<tr>
<td>• You do not have to be put on hold for MyChart. It’s all just right there and there is no other step or hoop to jump through to get the answers that you need for that. [Patient #607]</td>
</tr>
<tr>
<td><strong>Improved access to information</strong></td>
</tr>
<tr>
<td><strong>Examples of inpatient portal use:</strong></td>
</tr>
<tr>
<td>• The knowledge of what was actually going on and keeping up with my medications as they were changing and stuff. All that. That’s what I really liked about it was the ability to help me keep up. [Patient #617]</td>
</tr>
<tr>
<td>• One thing that I just remembered that I really liked was like it would tell me like when I might be getting discharged and how many days I’ve been in the hospital as well because sometimes you tend to lose track. [Patient #227]</td>
</tr>
<tr>
<td><strong>Examples of outpatient portal use:</strong></td>
</tr>
<tr>
<td>• I liked it so well is because my health was quickly changing and I really didn’t understand all of why it was changing so quickly. And it helped me to understand those changes. [Patient #617]</td>
</tr>
<tr>
<td>• I needed to remember appointments because I was having appointments here and there and all over the hospital and all over campus. I was all over campus and I needed to remember what time, what day where I was supposed to be, and then what the results were from each appointment that I had at that time. [Patient #618]</td>
</tr>
<tr>
<td><strong>Better engagement in care</strong></td>
</tr>
<tr>
<td><strong>Examples of inpatient portal use:</strong></td>
</tr>
<tr>
<td>• I was able to read, read my test results, usually before they [the care team] came in, and I was able to figure out questions I wanted to ask them before they got there. [Patient #109]</td>
</tr>
<tr>
<td>• I feel like I’m an active participant. [Patient #229]</td>
</tr>
<tr>
<td><strong>Examples of outpatient portal use:</strong></td>
</tr>
<tr>
<td>• Every time I open up my email, I always pay attention and make sure that I don’t miss the emails saying that yeah when you message or you have something coming from MyChart. And then I immediately go and log in and see what areas and what has been added like new test results and new appointments. So that is always done to keep up to date and it is also extremely helpful. [Patient #122]</td>
</tr>
<tr>
<td>• It’s more just being one-on-one with the doctors, you know. If I need a refill I can e-mail the doctor or nurse or whatever and get it done or seeing results from tests, seeing my appointments. It’s a big help. [Patient #608]</td>
</tr>
</tbody>
</table>

**Convenience**

Patients noted many ways in which the portals in different care settings were convenient tools they could use on their own time. In the hospital, patients appreciated the ability to order their own meals:

Ordering food from [Dining on Demand]…that was all extremely helpful because you have time to look at everything that’s there, and it allows you by far a much more varied menu from meal to meal, especially if you stay more than just a couple of days. [Patient #122]

Another feature patients found convenient was the ability to review their own health information without waiting for a provider:

I could just log into it and look and see the results versus having to wait for the doctor or the nurse to come in and tell me the results. [Patient #107]

The convenience of the outpatient portal was similarly valued, especially in comparison to not having access to a portal:

I find it far more convenient. Like when I’m waiting for lab results, to know that when that result is available, I can readily see it on there. I don’t have to wait potentially days for the doctor’s office to have time to go through all their results and contact me, and then play phone tag with each other. [Patient #624]

Another patient similarly explained,
I think having one central place to go to, to look up things like lab results and past appointments and surgery stuff is very helpful to have all in one place. [Patient #607]

Improved Access to Information

Patients noted that portals provided improved access to information about their current health care plans and medical histories. For example, one patient described the benefits of having ready access to information while in the hospital:

Well it keeps you more in tune to your health. I mean it tells you, you got meds coming. It tells you why you’re taking the meds. There’s advice that’s good for everybody. Cause doctors fail to realize that we don’t understand all that medical terminology. Once they leave, I click on that little thing and it tells you what it’s for and...it tells you what it is and what the symptoms of it are and what they can do to fix it. [Patient #604]

Similarly, in the outpatient setting, patients described using the outpatient portal to review discussions with their doctor:

The communication is very beneficial. I can also double check if I can’t remember what the doctor had explained with test results and things like that. I can always...look back at those. [Patient #621]

Better Engagement in Care

Patients also reported that using the portals helped them fully engage with their care. For example, one patient told us that during their hospital stay, “It [MCB] gave me the information to ask the right questions” (Patient #209). Another patient during their hospital stay, “It [MCB] gave me the information...it tells you what it is and what the symptoms of it are and what they can do to fix it.” [Patient #604]

In the outpatient setting, patients similarly described how portals helped them engage in and take control of their health:

You hit your call light. The nurse or the nurse assistant that comes in and they’re like, “What do you need?” But you don’t have a direct link to ask your doctor [like you do with the portal]...You have to wait 24 hours or so for the doctor to come down and see you. But that doctor is only going to be in there three or four minutes, not even four minutes, talking with you. [Patient #211]

In the outpatient setting, patients explicitly noted the benefit of portal access across care settings:

I knew that once I was released from the hospital, I could go back, and if I wanted to, consult my doctors or send them a message about what my health was doing. So in that way it was nice. [Patient #156]

Concerns About Portal Use

There were two main categories of concerns reported by patient participants: technology-related issues and privacy and security issues.

Technology-Related Issues

Patients raised concerns about technology-related issues with both the MCB portal and the tablets. Several patients noted issues with the battery life of the tablets on which the portal was hosted. One patient reflected on the need for internet access outside the hospital to facilitate use of the outpatient version of the portal:

...if you’re a person that, you know, moves about a lot and maybe doesn’t have a...well you have to have internet for one thing. That’s one of the things, reasons why I didn’t actually use it is when I’m at my place, I don’t have internet. So unless I go to a library or I’m at my parents’, I don’t have any way of getting online. [Patient #602]

Interestingly, patients occasionally suggested ways to improve the available features on the inpatient portal application. For example, one patient noted that the portal could be improved by providing patients the ability to send a secure message to a specified individual:

I wanted a specific doctor, or something to ask them a question, or a specific nurse or something. But it would always send it as a group message, and they said that they didn’t know who would respond to me. [Patient #130]

Privacy and Security Issues

Patients also generally noted security and privacy issues related to portals:

Just like anything else, you know, you’re on the computer, people get in and get your business. So that’s the only thing I was worried about. [Patient #116]

In the hospital setting, patients expressed concerns about using a hospital-provided tablet that would have to be returned and then used by another patient:

The one concern I had was that it was going to be wiped. So I took that...when I was finished with it, since it had my personal Kindle stuff on there. The one thing that could’ve been done, that sort of would’ve made me more confident, and I was confident enough to give it to them, was that actually had a button on the app...on the device itself, that I could erase it. [Patient #110]

Discussion

Principal Findings

Portals have recently been incorporated across most aspects of patient care [14,15]. Although studies of outpatient portals have demonstrated that use can improve acceptance of preventive screening and adherence to disease management plans [16-19], the introduction of an inpatient portal can address the particular
needs of a patient during hospitalization, such as the ability to communicate with the care team and know when to expect medications or treatments.

Patients in our study reported various ways in which they used portals across care settings as they became and remained involved in their care. For example, study participants noted ways in which increased access to information helped them better understand their care plan, such as through the use of scheduling features of both the inpatient and outpatient portals. While hospitalized, the inpatient portal informed patients when to expect medications or tests; once discharged, the outpatient portal allowed them to track appointments and medication refills. In both of these situations, participants noted that a better understanding of the flow of their care made them feel more engaged in the care process. The same appreciation for increased access to information through the portal was noted by patients who followed their laboratory results; patients reported valuing the ability to monitor results, as the results changed during their hospital stay, as well as the ability to track results over time in the outpatient portal. Together, this ecosystem of portals appears to help patients better understand their health trajectory, from moments of crisis (ie, hospitalization) to patterns of management (ie, outpatient care).

Our findings can be viewed using the Umar and Mundy model of patient empowerment that views health information technology as an underlying supportive mechanism for empowerment. Key elements of this model include patient access to information, knowledge development, patient participation as a partner, and functions that facilitate a sense of self-efficacy and align with our findings [20]. In our study, across settings, increased access to information appears to improve the experience of care as well as help patients to engage more fully in the care process, consistent with Umar and Mundy’s model that positioned patient portals as health information technology that supports empowerment. For instance, in the inpatient setting, lack of information has been identified as a concern that leads to increased anxiety for patients [8,21]. Inpatients in our study specifically noted the benefits of improved access to information, explaining that having access to the portal allowed them to keep track of the care process, thereby reflecting greater empowerment. In the outpatient setting, access to information is also critical for facilitating communication both in-person as well as between visits, with recent research showing that patient-provider in-person communication is enhanced when patients have viewed the results prior to their visit [22]. Communication with providers, which helps the patient become more of a partner in their care, is also an element identified in Umar and Mundy’s model that supports patient empowerment.

Our study is the first to explore patient perspectives of how inpatient and outpatient portals are used across care settings [2]. These findings provide preliminary evidence about the ways in which portal availability influences patients’ care experiences, noting convenience and access to information as benefits of both the inpatient and outpatient portals. As such, our results can serve as a foundation to an evidence-based approach that informs the development of portals that promote health, as recommended by Osborn and colleagues [23]. Further, patients described how portal use helped them stay engaged with and manage their health care, suggesting that portal access may have an important impact on factors such as patient self-efficacy [24,25], another important element of patient empowerment identified by Umar and Mundy [20], and the overall care experience [24,25] as patients attempt to better manage their health across care settings.

These study results are consistent with prior research that has highlighted barriers to portal use such as the need for technical support, training, and improved usability [23,26]; thus, addressing these barriers will be an important consideration as portal use extends across the health care continuum. Moreover, our study participants appreciated both the availability of the secure messaging feature and the speed with which providers could respond to their questions, consistent with the results of prior work that has found this feature useful [15,27,28]. At the same time, our study also highlights a continued need to address access to health information technology across care settings. Patients valued the portals, but some patients noted that, due to lack of internet access in the outpatient setting, their most consistent access to the portal was during hospitalization. Studies have found that approximately 70% of the US population has internet access [29], but such reports also note that access is strongly correlated with sociodemographic factors. Research has documented that disparities in internet access and use contribute to poorer health outcomes when comparing outcomes of individuals with consistent access [30-33], thus suggesting the importance of promoting health information technology access to improve health and health care.

Stakeholders in the health care system recognize the value of providing an integrated portal experience that spans care settings [14]. However, there are currently few theories or studies that effectively describe patients’ uses of technologies, and fewer still that can take into consideration their distinct needs across the health care continuum [26,34]. We found that having access to an inpatient portal integrated with an outpatient portal helped patients with the care process by providing different applications across care settings, from preventive care to diagnosis and treatment to disease management. Continuing to improve our understanding of the impact and influence of this new technology will be critical as we attempt to advance both the quality and patient-centeredness of care across care settings.

We noted several potential limitations to our study. First, our study examined patient perceptions related to the use of portals in a single health care system. Although the features available are common among most portals offered at other health care systems, policies regarding implementation and use may result in different experiences at different systems, and different portals in use may have features we could not study. Second, it is possible that patients’ recalls of their use of the portals were influenced by the time that had elapsed since their hospitalization. However, given the common ideas expressed at both 15 days and 6 months postdischarge, we believe the impact of time is likely minimal; instead, the stability of these findings across time may be a strength of our study. Third, patients who agreed to participate in our interviews might represent the most engaged group of patients. Although their use and perceptions may vary from those of less engaged
patients, their insights are useful to inform future research and practical efforts to introduce and promote portal use. Finally, this qualitative study did not link patients’ comments to information about their hospital stay (eg, length of stay or location of treatment) or to their prior portal experience (eg, outpatient portal use prior to hospitalization). Further work that considers these dimensions of care and experience is needed to draw conclusions about the types of patients or clinical situations that can best benefit from different aspects of patient portal use.

Future studies of portal use should consider topics such as portal use patterns, including the relationships between concerns about portal use and subsequent use. There may also be idiosyncrasies of patient portals (eg, the timeliness of information availability in the outpatient portal after an inpatient discharge) that impact portal use across care settings, suggesting opportunities for continued study in this area. Further, examining the use of specific portal features and taking into account patient demographics as well as patient stage along the care continuum would be informative. As health care systems and researchers gain experience with portals that can span the continuum of care, it will be important to take advantage of opportunities to explore portal use in greater detail using both qualitative and quantitative methods.

Conclusions
Development and implementation of inpatient portals as a companion to outpatient portals represent a nascent approach to portal use across the continuum of care. Although the processes of care are substantively different between inpatient and outpatient settings, among those who use inpatient portals, there is a clear preference for this technology. Common functions across the portal tools create familiarity and, by extension, increase engagement. Further, while these tools enable communication through messaging features, they are more useful because of the important information they provide patients to help them in their care journey. Convenience, improved access to information, and better engagement in care suggest specific aspects of portal use that can support patient engagement across care settings.
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Abstract

Background: Electronic health record (EHR) patient portals provide a means by which patients can access their health information, including diagnostic test results. Little is known about portal usage by emergency department (ED) patients.

Objective: The study aimed to assess patient portal utilization by ED patients at an academic medical center using account activation rates along with the rates of access of diagnostic test results (laboratory results and radiology reports), analyzing the impact of age, gender, and self-reported patient race.

Methods: This institutional review board–approved retrospective study was performed at a 60,000-visits-per-year university-based ED. We utilized EHR data reporting tools to examine EHR portal activation and utilization for all patients who had at least one ED encounter with one or more diagnostic tests performed between October 1, 2016, and October 1, 2017. The total dataset for laboratory testing included 208,635 laboratory tests on 25,361 unique patients, of which 9482 (37.39%) had active portal accounts. The total dataset for radiologic imaging included 23,504 radiology studies on 14,455 unique patients, of which 5439 (37.63%) had an active portal account.

Results: Overall, 8.90% (18,573/208,635) of laboratory tests and 8.97% (2019/22,504) of radiology reports ordered in the ED were viewed in the patient portal. The highest rates of viewing of laboratory and radiology results were seen for those who were female, aged 0 to 11 years (parent or guardian viewing by proxy) and 18 to 60 years, and self-reported their race as Caucasian or Asian. The lowest rates were for those who were teenagers, aged older than 81 years, African American/black, and Hispanic/Latino. Infectious disease, urinalysis, and pregnancy testing constituted the highest number of laboratory tests viewed. Magnetic resonance imaging reports were viewed at higher rates than computed tomography or x-ray studies (P<.001). Approximately half of all the diagnostic test results accessed by patients were reviewed within 72 hours of availability in the patient portal (laboratory results: 9904/18,573, 53.32% and radiology reports: 971/2019, 48.1%). On the other extreme, 19.9% (3701/18,573) of laboratory results and 31.6% (639/2019) of radiology reports were viewed more than 2 weeks after availability in the portal.

Conclusions: The data highlight the relatively low use of a patient portal by ED patients and existing disparities between patient groups. There can be wide lag time (months) between result/report availability and access by patients. Opportunities for improvement exist for both activation and more robust utilization of patient portals by ED patients.

(J Med Internet Res 2019;21(6):e13791) doi:10.2196/13791
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Introduction

Context

Electronic health records (EHRs) are common among many industrialized countries and provide a way for patient health information to be stored and accessed in an efficient and secure fashion [1-4]. EHRs can also provide a tool for patients to access their own health information. Web-based EHR portals (also known as patient portals) have become increasingly popular over the past decade [5-11] and have been promoted by legislative and regulatory initiatives such as the Health Information Technology for Economic and Clinical Health (HITECH) act in the United States [12-14]. HITECH aims to improve the overall quality of health care in the United States by encouraging patient involvement in medical decisions. HITECH has also included financial incentives and penalties that have led to EHR implementation in over 86% of US physician practices [1]. Health care institutions have found EHR patient portals to be a popular feature for patients [5,9,10,15-17]. Patient portals can theoretically reduce time-consuming tasks for the health care team such as phone calls (especially if patients are not readily accessible) and mailing hard copies of letters.

Background

Previous studies have shown that patients have a positive perception of using patient portals to become more fully engaged in their own medical decisions [5,10,15-18]. Patient portal use has also been linked to improvements in health care coordination, decreased costs, and better communication between patients and health care providers [19-22]. Appointment scheduling, medication refills, pathology results, radiology reports, and direct messaging with the health care team are some of the most popularly accessed features in patient portals [5,8,9,16,23-25]. Multiple studies in the United States and Europe have shown that the highest users of patient portals tend to be Caucasian, female, and adults aged 25 to 50 years [8,9,16,23,26-30]. However, there are factors that can impact acceptance and use of patient portals. These include language fluency, health care literacy, comfort and familiarity with using the internet, access to broadband internet access, support and assistance from family and friends, and encouragement by the health care team [6,30-35]. The published literature on patient portals has mostly focused on the use of these portals in the outpatient setting, where the full functionality of the portals can be utilized (eg, messaging with providers, prescription refills, scheduling appointments, and viewing provider reports and diagnostic test results). In addition to outpatient applications, some recent literature highlights the use of patient portals in the inpatient setting (eg, sending questions to the health care team and ordering hospital meals) [34,36-39].

In contrast, there have been few studies of patient portal usage by emergency department (ED) patients [40,41]. A previous survey indicated ED physicians’ concerns with the release of diagnostic test results to patients while acknowledging some benefits [36]. The population of patients seen in the ED presents some challenges for promoting patient portal usage as these patients may not seek regular medical care at the institution or health network affiliated with the ED. Popular patient portal features such as messaging with the clinical team, pharmacy refills, and appointment scheduling may be of little or no benefit to ED patients. On the contrary, the use of a patient portal affords patients easy access to diagnostic test results and empowers patients to transfer information to other health care facilities. Perhaps, most importantly, portals can allow ED patients to review diagnostic test results and other EHR information (eg, discharge summaries) in their own time; this may be especially advantageous for ED visits for medical issues that can impact cognition and understanding during the acute event.

We have previously analyzed general patterns of patient access of diagnostic test results through the patient portal (Epic MyChart) used at our institution, a Midwestern academic medical center (University of Iowa Hospitals and Clinics; UIHC) [41,42]. One previous study analyzed broad patterns of diagnostic test release and patient access, in particular, focusing on the mechanism and timing of results transmittal to the patient portal [41]. This previous study provides details on the release categories for diagnostic tests and also describes the challenges and potential safety issues encountered at UIHC with patient access of their own test results/reports. A later study focused in detail on outpatient use of the patient portal and identified disparities in portal activation and usage by underrepresented minorities [42].

Objectives

In this study, we analyzed the activation and use of a patient portal by patients at our 60,000-visits-per-year, university-based ED that serves as a regional level 1 trauma center. We focused on patient viewing of laboratory results and radiology reports (collectively referred to as diagnostic tests) ordered within the ED, as these are patient portal functions frequently used by ED patients at our institution. For viewing of the diagnostic test results, an analysis was performed for both the total cohort (including those who have never activated a patient portal account) and the more limited subset with active patient portal accounts. Analysis of the 2 populations helps address the separate impact of 2 broad barriers in patient portal usage: getting patients to activate accounts and, once activated, to utilize portal functionality such as viewing diagnostic test results.

Some popular functions of the patient portal in the UIHC outpatient setting are not applicable to the ED patient population. In particular, scheduling of ED visits is not available in the UIHC portal. Prescription refills via the patient portal are also not applicable as ED prescriptions at UIHC are almost always written without refills. In addition, messaging of the health care team via the portal, although possible for ED patients, has not been offered as a preferred means of ED follow-up communications compared with telephone calls. In the period of retrospective analysis, ED patient messaging for follow-up questions was of negligible volume (<15/month). Our hypothesis was that utilization of the patient portal for diagnostic test result viewing in the ED would be lower than previously published rates in our outpatient population but would show similar variation based on age, gender, and self-reported race.
Methods

Study Setting
This study was a retrospective analysis of EHR patient portal records at the UIHC ED between October 1, 2016, and October 1, 2017. The institution has 811 inpatient beds at the main campus and outpatient clinics throughout the local geographic region. UIHC is a tertiary/quaternary care facility that serves as a regional center for specialty care.

Patient Portal
The institution uses Epic (Epic, Inc) as the EHR and adopted its associated patient portal (MyChart) in 2010 [41]. To set up a patient portal account, patients receive information in their after-visit summary documents that include a MyChart activation code and instructions for activating and using their portal account. Patients may also request an activation code online. Parents and legal guardians can activate and manage portal accounts of children aged 11 years and younger by proxy with full functionality. Proxy functionality is limited for children aged 12 to 17 years (eg, parents and guardians cannot access diagnostic test results) and ends when children turn 18 years. With documentation, legal guardians of adult dependent patients may obtain proxy access.

The MyChart graphical user interface has evolved over time, but here, we summarize some of the basic elements of the one in use at UIHC during the period of retrospective analysis. The login screen identifies as MyChart for University of Iowa Health Care and allows for login using username and password, a link to sign up for access, or option for username or password recovery. Once logged in, the user has menu options for Health (eg, test results, health summary, current health issues, medications, allergies, and immunizations), Visits (viewing past, current, or future appointments and scheduling or canceling appointments), Messaging (inbox, ability to send and receive messages from health care team, and request for prescription refills), Billing, Resources (eg, medical library), and [User] Profile. Parents or legal guardians will see an option for accessing MyChart for their dependents. The Profile menu allows for various options for receiving notifications when new information (eg, diagnostic test results, medical documents, prescriptions, and bills) is available. Diagnostic test results can be accessed directly off the Health menu. For any given laboratory test, there is the ability to view past results (grouped into columns by date) and also graph/trend past results.

The institutional patient portal allows patient access to laboratory test results and radiologic imaging reports [41,42]. Authorized health care providers can manually release diagnostic test results to the patient portal once the results are finalized in the EHR; the results then immediately appear in the patient portal. Results that do not get manually released will auto-release based on a defined schedule. As mentioned above, patients can set up an email or other method for notifications when diagnostic test results become available in MyChart.

Common laboratory tests (eg, basic electrolyte and renal/kidney tests, cardiac troponin, complete blood count, coagulation tests, and urinalysis) auto-release following a 1–business day delay [41]. Radiologic imaging results and more sensitive laboratory tests (eg, sexually transmitted disease testing and genetic studies) auto-release with a 4–business day delay. A small number of other tests (eg, HIV testing and Huntington disease genetic studies) never release to the patient portal (do not release status). Other than HIV testing, diagnostic tests that do not release to the patient portal are very rarely ordered in the ED (the no-release status for HIV results in the patient portal allows for compliance with the State of Iowa law that requires patient counseling for reporting of positive HIV results) [41].

Data Retrieval and Analysis
There was a years’ lag time between the retrospective period of diagnostic test ordering and our subsequent data analysis, allowing for longer-term assessment of patient portal access that may have occurred months after the ED patient encounter. This study was approved by the local institutional review board with a waiver for informed consent and was also part of a broader quality improvement initiative to improve patient use of the UIHC patient portal.

The study involved 2 primary measures. The first primary outcome involved analyzing patient portal activation rates for patients seen at the medical center ED who had one or more diagnostic tests performed. Active portal status was defined as those patients (or proxy) that registered their EHR portal account online with an activation code provided by the medical center. Inactive portal status was defined as those who had not used an activation or who did not elect to receive one. The second measure involved analysis of viewing patterns of diagnostic test results within the patient portal. Laboratory tests were divided into the categories of chemistry (including blood gas analysis), hematology (including blood count and coagulation testing), and microbiology (including blood and urine cultures along with more targeted infectious disease testing). Radiologic imaging was divided into the broader categories of computed tomography (CT), magnetic resonance imaging (MRI), and x-rays. Patient portal active status and viewing of diagnostic test results did not distinguish between patient or proxy access to the portal.

Epic Reporting Workbench (RWB) is a reporting tool within the EHR that can retrieve data based on specified query parameters [43]. The analysis for this study used the Search Orders template within RWB to look for laboratory test and radiologic imaging orders covering dates from October 1, 2016, to October 1, 2017, that were ordered during ED encounters and then completed (ie, excluded orders cancelled before being completed). The base functionality of the RWB search retrieves each specific order, patient identifier, and date/time of order. The search was enhanced to capture additional data fields associated with each order: patient gender, age, self-declared patient race, patient portal activity status (inactive or activated), when the diagnostic test result released to MyChart, whether the specific diagnostic test results were viewed in MyChart, and, if viewed, the date/time of MyChart viewing. Owing to the sheer number of diagnostic tests, the orderable menus for laboratory tests and radiologic imaging available during the retrospective time period were broken up into 20 separate search templates that were searched 2 weeks at a time to cover the year.
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of retrospective analysis. The outputs of the searches were downloaded to a spreadsheet format, with each row containing a unique test order and the additional data fields described above. The laboratory test and radiologic imaging data were separately combined, with subcategories assigned to specific diagnostic tests (eg, x-ray or magnetic resonance imaging). Spreadsheet analysis included pivot table analysis and was able to determine endpoints such as rates of portal activation and viewing rates of specific diagnostic tests associated with patient demographic features. The date/time stamps associated with the result release from the EHR to MyChart and patient access of results allowed for calculation of lag time between result release and viewing.

The categories listed for self-declared race were based on their primary response documented in the EHR. The groups included African American/black, Asian, Hispanic/Latino, other, and white. The category listed as other was for all patients that did not fall into any of the others. This included patients that indicated Native American, Alaskan, declined to answer, multiracial, Pacific Islander, Hawaiian, or unknown.

**Statistical Analysis**

The dataset for laboratory tests included 208,635 tests performed in the ED on 25,361 unique ED patients, of which 9482 (37.39%) had an active portal account. Note that the laboratory test dataset is limited only to those patients who had one or more laboratory tests performed in the ED. Analysis was performed separately for the total cohort (includes those who have not activated their patient portal account and thus could not view results) and for the subset limited only to those who had an active patient portal account. Analysis of the 2 populations helps address 2 variables that influence viewing of laboratory tests: (1) activation of the portal and (2) use of the portal once an account is activated. We conducted chi-square tests to compare view rates (viewed or not viewed) of laboratory tests by age category, gender, and self-declared race. As a total of 42 comparisons were made, the Bonferroni correction was used, and the significance level was set at .0011.

A similar approach was used for the radiologic imaging data. The cohort that had radiologic imaging studies performed in the ED included 23,504 studies on 14,455 unique patients, with 37.61% (5436) of these patients having an active patient portal. This imaging data only included patients who had one or more imaging studies ordered while in the ED. We conducted chi-square tests to compare view rates (viewed or not viewed) of imaging reports by age category, gender, and self-declared race. The Bonferroni correction was used, and the significance level was set at .0011.

**Results**

**Rates of Patient Portal Activation and Viewing of Laboratory Tests by Patients Seen in the Emergency Department**

During the retrospective analysis period, 208,635 tests on 25,361 unique patients were performed in the ED, of which 37.39% (n=9482) of these patients had an active patient portal account. In terms of the number of ED visits, 80.56% (n=20,430) unique patients had a single ED visit with laboratory testing, 16.04% (n=4069) had 2 or 3 ED visits, 3.16% (n=802) had 4 to 10 ED visits, and only 0.24% (n=60) had more than 10 ED visits. Activation rates were lower for those with only a single ED visit (7312/20,430, 35.79%) compared with either those with 2 to 3 ED visits (1770/4069, 43.50%; P<.001) or 4 or more ED visits (368/862, 42.7%; P<.001). Females (5546/13,149, 42.18%) were significantly more likely to activate their portal than males (3897/12,212, 31.91%; P<.001).

Activation rates were highest for those with self-declared race as Asian (262/451, 58.1%) and white (8155/20,637, 39.52%) and lower for African American/black (491/2254, 21.78%; P<.001 compared with white), Hispanic/Latino (333/1257, 26.49%; P<.001 compared with white), and other (241/762, 31.6%; P<.001 compared with white). Activation rates for patients aged 18 to 70 years were 41.61% (7593/18,246); all subgroups within that broad age range (18-25 years, 26-30 years, 31-40 years, 41-50 years, 51-60 years, and 61-70 years) were at least 39.1%.

Activation rates were lower for those aged 0 to 11 years (437/1626, 26.88%), 12 to 17 years (215/1129, 19.04%), 71 to 80 years (785/2447, 32.08%), 81 to 90 years (385/1568, 24.55%), and older than 90 years (67/345, 19.4%; P<.001 for each subgroup compared with 18-70 years).

**Figure 1** also breaks down the laboratory viewing data by gender and self-reported race, separating into all patients and limited to only those with an activated patient portal account. Overall, 8.91% of laboratory tests (18,573/208,635) ordered in the ED were viewed in the patient portal. Several broad trends were evident. In general, females viewed laboratory test results at higher rates (10.73%, n=11,049) than males (7.20%, n=7524; P<.001), with viewing rates by females approximately double or more than that of males in the 18 to 50 years age range, the years of peak viewing. Females viewed laboratory results at rates higher than males for every age subgroup between 18 and 90 years with the exception of 71 to 80 years (P<.001 for each comparison; P=.10 for 71 to 80 years). Viewing rates were similar between males and females in other age ranges and lowest overall in the 12 to 17 years category. For the patients that had active portal accounts, females viewed at rates significantly greater than males overall (P<.001) and for all age categories between 18 and 50 years (P<.001 for each subgroup in this age range).

**Figure 1** also breaks down the laboratory viewing data by gender and self-reported race, separating into all patients and limited to those with an active portal account. One notable trend is that Hispanic/Latino and African American/black groups had the lowest viewing rates compared with the other race categories, which is especially evident in the overall patient graph (P<.001 for each, compared with white). Both white and Asian viewing rates approximate the overall rates for the ED population, reflecting that these 2 categories constitute a majority of the population in the ED. The differences between the race categories are less striking when restricted to not only those with active portal accounts but also those with significantly lower viewing rates for Hispanic/Latino and African American/black groups (P<.001 for each, compared with white). African American/black males had the lowest viewing rates of any subgroup.
Figure 1. View rates of emergency department laboratory tests and variation by age, gender (a and b), and self-declared race (c and d). Population includes all patients who had at least one laboratory test performed during period of retrospective analysis. Data based on 25,361 unique patients (2254 African American/black, 451 Asian, 1257 Hispanic/Latino, 762 other, and 20,637 white; 13,157 female and 12,204 male) and 208,635 tests (103,548 for female patients and 105,087 for male patients). Bars show the percentage of results viewed within each subcategory.

Multimedia Appendix 1 shows a breakdown of data by self-reported race and age. For the total population with laboratory testing ordered in the ED (25,361 unique patients), African American/black and Hispanic/Latino groups had lower laboratory test viewing rates in every age category except 26 to 30 years for Hispanic/Latino (P<.001 for each subgroup compared with a comparable white subgroup). Differences were less pronounced when examining only the subset with activated portal accounts (9482 unique patients). Nevertheless, African African/black individuals had lower view rates for all categories compared with white (P<.001). Hispanic/Latino individuals were lower than white in all age categories (P<.001) except 0 to 11 years and 18 to 25 years.

Table 1 shows the laboratory tests with the highest frequency of viewing that were ordered in the ED. Infectious disease testing [Chlamydia trachomatis polymerase chain reaction (PCR), Neisseria gonorrhoeae PCR, blood culture, and urine culture] and serum human chorionic gonadotropin (generally ordered for pregnancy testing) accounted for 5 of 10 most highly viewed tests. In contrast, examples of highly ordered tests with very low view rates (<5.0% overall) include arterial blood gas, chloride, and plasma ethanol. The broad categories of chemistry, hematology, and microbiology tests had similar view rates (Table 1).
Table 1. Viewing rates of laboratory tests by emergency department patients.

<table>
<thead>
<tr>
<th>Laboratory category or test</th>
<th>Laboratory tests viewed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broad category</td>
<td></td>
</tr>
<tr>
<td>Chemistry</td>
<td>10,499 (8.75)</td>
</tr>
<tr>
<td>Hematology</td>
<td>64,244 (9.03)</td>
</tr>
<tr>
<td>Microbiology</td>
<td>24,330 (9.33)</td>
</tr>
<tr>
<td>Specific laboratory test (at least 100 results for active portal users)</td>
<td></td>
</tr>
<tr>
<td>Urine culture</td>
<td>729 (14.5)</td>
</tr>
<tr>
<td>D-dimer</td>
<td>1273 (13.98)</td>
</tr>
<tr>
<td><em>Chlamydia trachomatis</em> polymerase reaction (PCR)</td>
<td>940 (13.5)</td>
</tr>
<tr>
<td>Blood culture</td>
<td>4250 (13.41)</td>
</tr>
<tr>
<td>Human chorionic gonadotropin, serum</td>
<td>665 (13.2)</td>
</tr>
<tr>
<td><em>Neisseria gonorrhoeae</em> PCR</td>
<td>943 (12.8)</td>
</tr>
<tr>
<td>C-reactive protein</td>
<td>4679 (11.61)</td>
</tr>
<tr>
<td>Total protein</td>
<td>348 (11.2)</td>
</tr>
<tr>
<td>Complete blood count with differential</td>
<td>26,493 (11.00)</td>
</tr>
<tr>
<td>Gamma-glutamyl transferase</td>
<td>432 (10.9)</td>
</tr>
<tr>
<td>Urinalysis</td>
<td>2976 (10.45)</td>
</tr>
<tr>
<td>Basic metabolic panel (“Chem 8”)</td>
<td>23,536 (10.26)</td>
</tr>
<tr>
<td>Amylase</td>
<td>6052 (10.14)</td>
</tr>
<tr>
<td>Thyroid-stimulating hormone with reflex</td>
<td>4474 (9.43)</td>
</tr>
<tr>
<td>Bilirubin, total</td>
<td>884 (8.8)</td>
</tr>
<tr>
<td>Alkaline phosphatase</td>
<td>866 (8.5)</td>
</tr>
<tr>
<td>Hemoglobin, glycosylated (A1c)</td>
<td>659 (8.5)</td>
</tr>
<tr>
<td>Creatinine, plasma</td>
<td>567 (8.3)</td>
</tr>
<tr>
<td>Aspartate aminotransferase</td>
<td>1350 (8.14)</td>
</tr>
<tr>
<td>Drug of abuse screen—urine panel</td>
<td>4343 (7.94)</td>
</tr>
</tbody>
</table>

Rates of Patient Activation and Viewing of Radiologic Imaging Reports by Patients Who Had Imaging Performed While in the Emergency Department

During the retrospective analysis period, the cohort that had radiologic imaging studies performed in the ED included 23,504 studies on 14,455 unique patients, with 37.61% (5436/14,455) of these patients having an active patient portal account. Figure 2 shows the rate of radiologic imaging report viewing in the patient portal, broken down by age and gender for all patients and limited to only those with an activated patient portal account. Overall, 8.97% (2019/22,504) of the reports from radiologic imaging studies ordered in the ED were viewed in the patient portal.

The overall pattern of viewing with respect to age and gender showed similar trends to those described above for laboratory testing. Highest rates of viewing were seen in the age ranges of 0 to 11 years, 18 to 50 years, and older than 90 years. Females viewed imaging reports at rates higher than males both overall (P<.001) and for every age subgroup (overall cohort) between 18 and 60 years (P<.01 for each comparison). For those with active portal accounts only, females viewed imaging reports at higher rates than males in all age categories between 18 and 60 years (P<.001 for all groups except P=.004 for 26-30 years, P=.03 for 41-50 years, and P=.03 for 51-60 years).

Figure 2 also breaks down the radiology report viewing data by gender and race, separating into all patients and limited to those with an active portal account. Trends were very similar to the laboratory result viewing data (Figure 1), with the lowest viewing rates in the Hispanic/Latino and African American/black groups, especially in the overall patient graph (P<.001 for each compared with white). Similar to laboratory results, the differences between the race categories are less striking when restricted to not only those with active portal accounts but also with significantly lower viewing rates for Hispanic/Latino and African American/black groups (P<.001 for African American/black compared with white and P=.003 for Hispanic/Latino compared with white). Also similar to laboratory results, African American/black males had the lowest viewing rates of any subgroup.
Figure 2. View rates of emergency department radiology tests and variation by age, gender (a and b), and self-declared race (c and d). Population includes all patients who had at least one radiologic imaging study performed during period of retrospective analysis. Data based on 14,455 unique patients (1274 African American/black, 220 Asian, 666 Hispanic/Latino, 407 other, and 11,888 white; 7079 female and 7376 male) and 23,504 radiology studies (11,202 for female patients and 12,302 for male patients). Bars show percent of results viewed within each subcategory.

Overall, MRI studies were reviewed at higher rates (329/2796, 11.77%) compared with CT scans (859/8957, 9.59%) and x-rays (911/11,750, 7.75%; \( P < .001 \) for MRI compared with either CT scan or x-ray for all ED patients). Table 2 shows the most viewed radiology studies with highest rates of viewing that were ordered in the ED, limited to studies with at least 50 orders in the retrospective analysis period. MRI studies (brain and spine imaging) and CT scans (abdomen/pelvis, chest, and head/neck) constituted 8 of the 10 tests in the patient portal with the highest frequency of viewing, with some studies viewed by over 30% (eg, MRI cervical spine with contrast: 25/73, 34%) of those with active portal accounts.
### Table 2. Viewing rates of radiologic imaging reports by emergency department patients.

<table>
<thead>
<tr>
<th>Radiologic imaging category or test</th>
<th>Imaging reports viewed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
</tr>
<tr>
<td><strong>Broad category</strong></td>
<td></td>
</tr>
<tr>
<td>Magnetic resonance imaging (MRI)</td>
<td>2796</td>
</tr>
<tr>
<td>Computed tomography (CT) scan</td>
<td>8957</td>
</tr>
<tr>
<td>X-ray study</td>
<td>11,750</td>
</tr>
<tr>
<td><strong>Specific radiologic imaging study (at least 50 studies for all patients)</strong></td>
<td></td>
</tr>
<tr>
<td>MRI cervical spine with contrast</td>
<td>136</td>
</tr>
<tr>
<td>CT abdomen and pelvis without contrast</td>
<td>837</td>
</tr>
<tr>
<td>MRI brain—axial T2</td>
<td>188</td>
</tr>
<tr>
<td>CT abdomen and pelvis with contrast</td>
<td>2106</td>
</tr>
<tr>
<td>CT chest with contrast</td>
<td>175</td>
</tr>
<tr>
<td>MRI brain with contrast</td>
<td>1774</td>
</tr>
<tr>
<td>X-ray chest—anteroposterior and lateral</td>
<td>6418</td>
</tr>
<tr>
<td>MRI cervical spine without contrast</td>
<td>240</td>
</tr>
<tr>
<td>X-ray C-spine—anteroposterior and lateral</td>
<td>186</td>
</tr>
<tr>
<td>MRI brain without contrast</td>
<td>274</td>
</tr>
<tr>
<td>X-Ray abdomen—anteroposterior supine</td>
<td>468</td>
</tr>
<tr>
<td>CT brain without contrast</td>
<td>5137</td>
</tr>
<tr>
<td>X-ray chest anteroposterior/posteroanterior</td>
<td>3441</td>
</tr>
<tr>
<td>X-ray pelvis—anteroposterior</td>
<td>1109</td>
</tr>
</tbody>
</table>

**Time to Access Results in Patient Portal**

*Figure 3* shows how quickly patients accessed laboratory results or radiology reports after release into the patient portal. Only data from results that were accessed in the patient portal are included in *Figure 3*. There was a wide variability in how fast the results were accessed: laboratory results (mean 17.1, SD 42.7 days; median 2.3 days; minimum 0.9 min, maximum 359 days) and radiology reports (mean 24.0, SD 48.3 days; median 3.7 days; minimum 0.9 min, maximum 336 days). Compared with radiology results, laboratory tests tended to be more frequently viewed in time categories less than 1 week (*P*<.001). Nearly half of all results accessed in the patient portal are reviewed within 72 hours of release to the patient portal (laboratory results: 9904/18,573, 53.32%; radiology reports: 971/2019, 48.1%). On the other extreme, laboratory results and radiology reports viewed after 2 weeks constituted 19.93% (3701/18,573) and 971/2019, 48.1%, respectively, of the total views.
Discourse

Principal Findings

In this study, we show that activation and utilization of an EHR portal for viewing of diagnostic test results by patients at an academic medical center ED was the highest for those who were female, who were aged 0 to 11 years and 18 to 60 years, and with self-reported race as Caucasian or Asian. The lowest rates were for those who were teenagers, aged older than 81 years, African American/black, and Hispanic/Latino.

Patient portals are an increasingly popular feature for institutions using EHRs, offering a potentially more convenient way for patients to access their health information, coordinate appointments, and communicate with their health care team [5-11]. Previous studies have shown that patients who actively use portals are more likely to be female, be young to middle-aged adults, be English speaking, be Caucasian, have better health care literacy, and be in better health than nonusers [8,9,16,23,26-30,44]. Other studies have shown disparities in the use of EHR portals by underrepresented minorities [45-47]. There are complex individual factors that influence patient portal adoption [48]. The match between the design of the portal and patient expectations influences adoption and continued use [49], and some institutions have extensively incorporated stakeholder input into the portal design [50]. An example of incorporating user input to improve the adoption and use of MyChart is a project at the Johns Hopkins School of Medicine that trained volunteers to educate adolescent and young adult patients about the patient portal and to then facilitate enrollment and, for those interested, downloads of the MyChart mobile app [51].

In this study, we focused on the use of the patient portal for accessing diagnostic test results in an ED setting, comparing overall view rates (impacted by portal nonusers in addition to those with active accounts) with view rates among active portal users. The trends between laboratory results and radiology reports are very similar and will be discussed together. The highest use for both types of results occurred in the following groups: females; ages 0 to 11 years and 26 to 60 years; and white, Asian, and other self-declared race categories. Disparities between African American/black and Hispanic/Latino groups were more pronounced when viewing the overall patient population compared with just the subgroup that has an active portal account, demonstrating that low activation rates are a significant factor driving overall low viewing rates for African American/black and Hispanic/Latino patients in our study.

There are multiple approaches to reducing disparities in patient portal adoption. One positive step has been the development of multilingual patient portals, as described for a California health system serving a predominantly Spanish-speaking population [52]. Other factors that may influence portal usage include lack of broadband internet access, ownership of smartphones, and presence of family members or friends to assist with portal usage [33,45-47]. Initiatives to promote portal activation and usage should take into account these potential barriers. Future studies can also focus on the association between particular diseases/diagnoses and the use of the patient portal in the ED and other settings.

The rates of patient portal viewing of diagnostic tests in the ED in this study are considerably lower than in our previous study, which focused on outpatient clinics [42]. For outpatients, portal account activation rates at UIHC were 39.9% for females and
31.9% for males; the overall viewing of outpatient diagnostic tests results was nearly 40%, with some subgroups exceeding 55%. Very little has been published about how ED patients use portals, and our institution is probably similar to many others in having the broadest functionality of the patient portal for the ambulatory care setting. Efforts to promote patient portals in the ED can focus on the benefits of accessing information such as diagnostic testing and discharge summaries. This may help patients better understand their conditions as well as bring information and questions to future health care encounters. A visit in the ED may also be someone’s first exposure to a patient portal that can be used in other health care settings.

There has been increasing research related to patient portal usage for the pediatric population [53,54]. In this study, viewing of diagnostic test results in the 0 to 11 years patient age range (when parents/guardians have unrestricted proxy access) was similar to that in the 18 to 60 years range, with the exception that the access rates did not vary based on the gender of the child. The dataset did not capture which parent or guardian accessed the child’s results, so it is unknown if there are gender differences in proxy access or how often 2 parents/guardians view results together. Age ranges with low overall access of diagnostic test results include 12 to 17 years and older than 70 years. The institutional policy at UIHC limits proxy access to the patient portal for children aged 12 to 17 years; thus, efforts to increase portal usage in this age range have to be age appropriate. Another study has shown that older adults may be unaware of what medical information they can access via a patient portal, potentially limiting their enthusiasm for the use of the patient portal [55]. They may also be unaware of the different features available and the variety of ways that they can access information via patient portals. Training and assistance from family and friends may be helpful in overcoming resistance and lack of experience or comfort with the use of new technology such as patient portals [16,29,35,55].

Finally, this study shows that ED patient access of the diagnostic test results spans a wide time range, with some patients accessing results within minutes of availability in the patient portal (likely because of quick access to the patient portal following email or other notification that a diagnostic test result was available) and others only months after the ED encounter. Median view rates were between 2 and 4 days for laboratory and radiology results. There was a large spike that occurred in the 3 to 7 days range. This pattern is different from what we observed with viewing of results by outpatients at UIHC, where the most prominent spike in viewing is within 24 hours of availability in the patient portal, with a steady tail in viewing patterns after 24 hours [41,42]. For ED patients, there are a variety of factors that could influence viewing patterns. There could be delays from patients recovering from the cause of the visit before going and viewing results. If the patient is admitted to an inpatient unit from the ED, access to results would be influenced by factors such as internet access within the hospital and assistance from family and friends. Results from the testing performed in the ED could also become important later as patients have follow-up visits with outpatient providers. Finally, the nature of the patient’s illness likely has an impact on the use of a patient portal.

Limitations
The limitations of this study include that data were obtained only from a single academic medical center ED with has a predominantly white patient population. Activation and access data for the patient portal also cannot capture the impact these data have on patient experience, especially as many patients seen at the institutional ED (which serves as the highest-complexity, level 1 trauma center in a wide geographic region) receive primary care at other health care institutions not affiliated with UIHC. In addition, as mentioned above, the data did not distinguish between patient or proxy access or the identity (eg, gender and age) of the person doing proxy access.

Conclusions
We found that patient portal access of ED diagnostic test results was highest in the following populations: females, those with self-reported race as Caucasian or Asian, and those aged 0 to 11 years and 18 to 60 years. Groups with the lowest access rates included African American males, Hispanic/Latino individuals, teenagers, and those aged 81 years or older. Differences between groups in terms of diagnostic test access were less striking when viewed at only those with activated patient portal accounts, suggesting that getting patients to activate a portal account is an important barrier. It is also important to note that even groups with the highest access rate viewed diagnostic test results at less than 20%, leaving much opportunity for improvement. More research should be done to ascertain the strategies for increasing patient portal usage in the ED. Data on patient portal usage can guide education effects to enhance patient engagement and minimize disparities between patient groups.
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Abstract

Background: Personalized risk assessments can help medical providers determine targeted populations for counseling and risk reduction interventions.

Objective: The objective of this study was to develop a social media platform–based HIV risk prediction tool for men who have sex with men (MSM) in China based on an independent MSM cohort to help medical providers determine target populations for counseling and risk reduction treatments.

Methods: A prospective cohort of MSM from Shenyang, China, followed from 2009 to 2016, was used to develop and validate the prediction model. The eligible MSM were randomly assigned to the training and validation dataset, and Cox proportional hazards regression modeling was conducted using predictors for HIV seroconversion selected by the training dataset. Discrimination and calibration were performed, and the related nomogram and social media platform–based HIV risk assessment tool were constructed.

Results: The characteristics of the sample between the training dataset and the validation dataset were similar. The risk prediction model identified the following predictors for HIV seroconversion: the main venue used to find male sexual partners, had condomless receptive or insertive anal intercourse, and used rush poppers. The model was well calibrated. The bootstrap C-index was 0.75 (95% CI 0.65-0.85) in the training dataset, and 0.60 (95% CI 0.45-0.74) in the validation dataset. The calibration plots showed good agreement between predicted risk and the actual proportion of no HIV infection in both the training and validation datasets. Nomogram and WeChat-based HIV incidence risk assessment tools for MSM were developed.

Conclusions: This social media platform–based HIV infection risk prediction tool can be distributed easily, improve awareness of personal HIV infection risk, and stratify the MSM population based on HIV risk, thus informing targeted interventions for MSM at greatest risk for HIV infection.

(J Med Internet Res 2019;21(6):e13475) doi:10.2196/13475

https://www.jmir.org/2019/6/e13475/
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Introduction

Background
A significant global challenge to HIV prevention and control is the HIV epidemic concentrated among men who have sex with men (MSM) [1]. In China, the annual reported incident HIV/AIDS cases among MSM is very high. In 2015, the HIV prevalence among MSM was 8%, and the HIV incidence among MSM was 5.61 cases per 100 person-years [2]. To end the global HIV epidemic by 2030, the Joint United Nations Programme on HIV and AIDS (UNAIDS) developed the 90-90-90 strategy, and the first “90” goal is to have 90% of HIV-infected people know their HIV serostatus by 2020 [3]. However, an estimated 50% of HIV-infected Chinese MSM do not know their serostatus [4], and only 60.5% of Chinese MSM have ever been tested for HIV in their lifetime [5]. This low HIV testing rate among Chinese MSM could be caused by an inaccurate evaluation of their personal HIV infection risk. A study examining perceived risk and HIV acquisition found that over 50% of participants diagnosed with HIV in the study thought their lifelong risk of HIV infection was very low or none [6].

Given that the risk of HIV infection among MSM varies, identifying MSM who are at higher risk of HIV seroconversion can improve targeted prevention interventions, which include HIV screening and preexposure prophylaxis (PrEP) [7]. In recent years, prospective cohort studies have examined HIV seroconversion predictors among MSM, including multiple sexual partners, condomless anal intercourse, sexually transmitted infections, and rush poppers usage [8]. Rush poppers are an inhalable mixture of various nitrites that are frequently used among the MSM community as they can relax smooth muscle, expand peripheral blood vessels, and relieve pain during anal sex, and thus increase sexual pleasure [8]. Insight into these predictors can lead to more accurate predictions of HIV seroconversion risk among MSM. Several risk evaluation models specific to MSM have been developed to quantify this risk including the Denver model [9], the University of North Carolina at Malawi Risk Screening Score model [10], and the San Diego Early Test (SDET) score model [11]. In addition, prediction models specific to Chinese MSM have been developed to estimate HIV infection risk [12,13]. However, all the previous models mentioned were developed using cross-sectional survey data, and thus could not predict longitudinal HIV seroconversion risk. The Menza score is a risk prediction model that could predict the risk of longitudinal HIV seroconversion because it used prospective cohort data [14]. However, the data were derived from MSM in the United States, and because of differences in the distribution of social and cultural demographics and risk factors among MSM, this model is not directly applicable to MSM in China [14].

Social media is an important communication tool to build virtual communities and networks, especially among the MSM community. WeChat is the most popular messaging and social media app in China; it had over 1 billion monthly active users in 2018 [15]. An online survey conducted among Chinese MSM reported that 57.9% of participants used online dating apps, which are associated with risky sexual behaviors and may foster a virtual environment that increases the risk of sexually transmitted diseases [16]. However, most published HIV risk prediction models for MSM are circulated through webpages and not through newer social media platforms.

Objectives
This study aims to build a prospective cohort-derived longitudinal HIV seroconversion risk assessment tool that is based on a popular social media platform to provide easy access for MSM to determine their personalized HIV incidence risk and inform targeted interventions.

Methods

Study Design and Participants
The open prospective cohort enrolled MSM from Shenyang, China, through a snowball sampling method and followed this cohort from January 2009 to January 2016 through the voluntary counseling and testing center in the First Affiliated Hospital of China Medical University [17]. The MSM cohort was recruited from baths, bars, a social media app for the gay community, and other venues as conducted by community-based organization leaders. Initial participants were asked to recruit partners or peers to participate in the survey and given 50 yuan (approximately US $8) for each recruited participant. Following written informed consent, eligible participants were interviewed face-to-face by a trained staff member in a private counseling room. The interview asked about demographics, sexual practices, and substance use, including the history of recreational drug use and whether the participant used poppers and/or methamphetamine in the past 3 months. Condoms and lubricants were freely distributed to each MSM participant. Both HIV-1 and syphilis tests were conducted on each participant. Pretest and posttest counseling were provided to each participant at both the baseline and follow-up HIV-1 and syphilis tests. The cohort inclusion criteria were the following: (1) aged 15 years or older, (2) male who self-reported anal and/or oral intercourse experience with a male partner in the past 6 months, (3) baseline negative HIV antibody and nucleic acid screening, and (4) informed consent signed by themselves or their guardian. The study participants were assigned a unique six-digit personal identification code, which was used to link their test results to demographic information.

Potential Risk Factors of HIV Incidence
Factors that may be associated with HIV seroconversion among MSM in this cohort include demographic characteristics, sexual practices, sexual role, condom use during anal intercourse, number of male sexual partners, and history of recreational drug use. We used a recall window of the past 3 months. We used the HIV/AIDS-related knowledge questionnaire, which consisted of eight questions, and 1 point was given for the correct answer to each question. The questionnaire was the following:
1. Is it possible for a healthy person to be infected with HIV?
2. Can blood or blood products with HIV virus spread HIV?
3. Can sharing needles with others transmit HIV infection?
4. Can condom usage reduce the risk of HIV infection?
5. Does having a monogamous HIV-negative partner decrease the risk of HIV acquisition?
6. Can HIV be transmitted from an HIV-positive pregnant woman to her baby?
7. Can HIV be transmitted through having dinner with an HIV-positive individual?
8. Can HIV be spread through mosquito bites? [18]

We defined the outcome of HIV seroconversion as a baseline HIV antibody seronegative case that seroconverted to an HIV antibody seropositive case during the follow-up period. We defined the HIV seroconversion time as the midpoint date between the last tested HIV-seronegative date and the first tested HIV-seropositive date.

**Laboratory Testing**

Both HIV and syphilis testing were performed every 3 months during follow-up. The HIV screening test was performed through enzyme-linked immunosorbent assay (ELISA), and suspected positive cases were further confirmed by Western blot. HIV-1 antibody-negative cases and positive cases in which Western blot was uncertain or negative were further confirmed negative through pooled real-time polymerase chain reaction (Cobas Amplicor HIV-1 MONITOR Tom Test, v1.5, Roche, 21118390123). Syphilis serology was performed using the rapid plasma reagin test (RPR; Shanghai Kehua, China), and positive cases were further confirmed by the Treponema pallidum particle assay (TPPA, Serodia, Japan). Participants with plasma positive for both RPR and TPPA were deemed to be currently infected with syphilis.

**Statistical Analysis and WeChat Applet Construction**

The overall dataset was randomly divided into training and validation datasets at the approximate ratio of 2:1. Variables were selected using the backward variable selection method based on the Akaike information criterion in the Cox regression model. Variables with a \( P \) value less than \(.25 \) in the univariable Cox regression model were entered into the multivariable regression for variable selection, and variables with a \( P \) value less than \(.05 \) were retained in the final model. We used a bootstrap resampling procedure of 10,000 samples to test the stability of the predictive score in the training and validation datasets. We also used the Cox.zph function in the “survival” package of R to test the validity of the proportional hazards assumption. Internal and external consistency of the discrimination and calibration performance measures were evaluated by the bootstrap resampling procedure. Discrimination was evaluated using Harrell’s concordance statistic (C-index), and calibration was conducted by comparing the actual proportion of those without incident HIV infection with the predicted probability of no incident HIV infection developed from the Kaplan-Meier estimates for each decile. We used multiple imputation methods to address missing values. If the variable had more than 50% missing, it was discarded. Based on the predictive model with the identified risk factors, a nomogram of the prediction model was constructed to allow visual estimation of the predicted 2- and 4-year cumulative risk. Alternatively, the risk of HIV infection could be calculated using a WeChat-based HIV risk calculator. The WeChat-based HIV risk calculator was designed as follows: (1) the system adopts client-server structure to communicate with transmission control protocol and the Internet Protocol protocol; (2) the server adopts model-view-controller design and the client is developed by WeiXin Markup Language, JavaScript based on the WeChat platform; (3) build relational database MySQL for data storage; and (4) build and run an HIV risk assessment software program on a WeChat applet compatible with iOS and Android mobile devices. We developed three stratified risk subgroups using the tertial cutoff points of the linear prediction value for risk stratification [19]. The cumulative incidences of HIV seroconversion among the three risk subgroups were compared by the log-rank test. The predicted 2- and 4-year absolute risks were calculated from the baseline probability, and the relative risk profile was developed from the Cox proportional hazards regression model. All statistical analyses were performed using SAS 9.4 (Cary, NC, USA) and R software version 2.13.2. A two-sided \( P \) value of less than \(.05 \) was considered statistically significant. The study protocol was approved by the Institutional Review Board of the First Affiliated Hospital of China Medical University, Shenyang, China ([2011]-36).

**Results**

**Selection and Characteristics of the Cohort**

We examined 3503 medical records from a prospective open cohort of MSM followed from January 2009 to January 2016 in Shenyang, China. After excluding participants who had no follow-up data or were HIV positive at baseline, 999 MSM were included for the model construction. Of these, 667 MSM were randomly placed in the training dataset, and 332 were randomly placed in the validation dataset (Figure 1).

In the overall dataset, the mean age of the MSM was 27.5 (SD 9) years, and the range was 15 to 68 years. Overall, 48.7% (487/999) were aged 24 years or younger, 65.1% (650/999) had a local household registration, 85.8% (857/999) were ethnically Han, 65.3% (652/999) had a monthly income of less than US $430, 75.3% (752/999) were single, 39.8% (398/999) had a college and above education level, and 55.9% (558/999) had an AIDS knowledge score of less than 8 points. There were no statistically significant differences between the characteristics of the overall dataset, the training dataset, and the validation dataset, suggesting that the randomization into each subset worked well (Table 1).
Figure 1. Flowchart of study selection criteria from a prospective cohort of men who have sex with men from 2009 to 2016 in Shenyang, China.
Table 1. Characteristics of MSM participants in the overall, training, and validation dataset.

<table>
<thead>
<tr>
<th>Characteristics and subgroup</th>
<th>Overall dataset (N=999), n (%)</th>
<th>Training dataset (n=667), n (%)</th>
<th>Validation dataset (n=332), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>≤24</td>
<td>487 (48.7)</td>
<td>317 (47.5)</td>
<td>170 (51.2)</td>
<td></td>
</tr>
<tr>
<td>&gt;24</td>
<td>512 (51.3)</td>
<td>350 (52.5)</td>
<td>162 (48.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Local residence</strong></td>
<td></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Yes</td>
<td>650 (65.1)</td>
<td>431 (64.6)</td>
<td>219 (66.0)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>349 (34.9)</td>
<td>236 (35.4)</td>
<td>113 (34.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Non-Han</td>
<td>142 (14.2)</td>
<td>96 (14.4)</td>
<td>46 (13.9)</td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>857 (86.1)</td>
<td>571 (85.6)</td>
<td>286 (86.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly income (US$)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>&lt;430</td>
<td>652 (65.3)</td>
<td>431 (64.6)</td>
<td>221 (66.6)</td>
<td></td>
</tr>
<tr>
<td>≥430</td>
<td>347 (34.7)</td>
<td>236 (35.4)</td>
<td>111 (33.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td>.81</td>
</tr>
<tr>
<td>Less than high school</td>
<td>342 (34.2)</td>
<td>224 (33.6)</td>
<td>118 (35.5)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>259 (25.9)</td>
<td>176 (26.4)</td>
<td>83 (25.0)</td>
<td></td>
</tr>
<tr>
<td>College and above</td>
<td>398 (39.8)</td>
<td>267 (40.0)</td>
<td>131 (39.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Single</td>
<td>752 (75.3)</td>
<td>507 (76.0)</td>
<td>245 (73.8)</td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting with a partner</td>
<td>247 (24.7)</td>
<td>160 (24.0)</td>
<td>87 (26.2)</td>
<td></td>
</tr>
<tr>
<td><strong>AIDS knowledge scores</strong></td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>&lt;8</td>
<td>558 (55.9)</td>
<td>376 (56.4)</td>
<td>182 (54.8)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>441 (44.1)</td>
<td>291 (43.6)</td>
<td>150 (45.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Age of sexual debut with males (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
</tr>
<tr>
<td>&lt;30</td>
<td>917 (91.8)</td>
<td>610 (91.5)</td>
<td>307 (92.5)</td>
<td></td>
</tr>
<tr>
<td>≥30</td>
<td>82 (8.2)</td>
<td>57 (8.5)</td>
<td>25 (7.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Main venue used to seek male sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Internet</td>
<td>527 (52.8)</td>
<td>360 (54.0)</td>
<td>167 (50.3)</td>
<td></td>
</tr>
<tr>
<td>Bars/dance halls</td>
<td>43 (4.3)</td>
<td>31 (4.6)</td>
<td>12 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Parks/public baths</td>
<td>429 (42.9)</td>
<td>276 (41.4)</td>
<td>153 (46.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Had regular male sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td>.59</td>
</tr>
<tr>
<td>Yes</td>
<td>571 (57.2)</td>
<td>385 (57.7)</td>
<td>186 (56.0)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>428 (42.8)</td>
<td>282 (42.3)</td>
<td>146 (44.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Had casual male sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Yes</td>
<td>597 (59.8)</td>
<td>396 (59.4)</td>
<td>201 (60.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>402 (40.2)</td>
<td>271 (40.6)</td>
<td>131 (39.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of male sexual partners</strong></td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
</tr>
<tr>
<td>&lt;3</td>
<td>612 (61.3)</td>
<td>408 (61.2)</td>
<td>204 (61.4)</td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>387 (38.7)</td>
<td>259 (38.8)</td>
<td>128 (38.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Had condomless insertive anal intercourse</strong></td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Yes</td>
<td>384 (38.4)</td>
<td>261 (39.1)</td>
<td>123 (37.0)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>615 (61.6)</td>
<td>406 (60.9)</td>
<td>209 (63.0)</td>
<td></td>
</tr>
</tbody>
</table>
### Characteristics and subgroup

<table>
<thead>
<tr>
<th>Characteristics and subgroup</th>
<th>Overall dataset (N=999), n (%)</th>
<th>Training dataset (n=667), n (%)</th>
<th>Validation dataset (n=332), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Had condomless receptive anal intercourse</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>351 (35.1)</td>
<td>239 (35.8)</td>
<td>112 (33.7)</td>
<td>.51</td>
</tr>
<tr>
<td>No</td>
<td>648 (64.9)</td>
<td>428 (64.2)</td>
<td>220 (66.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Rush poppers use</strong></td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Yes</td>
<td>100 (10.0)</td>
<td>65 (9.7)</td>
<td>35 (10.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>538 (53.9)</td>
<td>361 (54.1)</td>
<td>177 (53.3)</td>
<td></td>
</tr>
<tr>
<td>Not available</td>
<td>361 (36.1)</td>
<td>241 (36.1)</td>
<td>120 (36.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Tested positive for syphilis</strong></td>
<td></td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Yes</td>
<td>81 (8.1)</td>
<td>57 (8.5)</td>
<td>24 (7.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>685 (68.6)</td>
<td>450 (67.5)</td>
<td>235 (70.8)</td>
<td></td>
</tr>
<tr>
<td>Not tested</td>
<td>233 (23.3)</td>
<td>160 (24.0)</td>
<td>73 (22.0)</td>
<td></td>
</tr>
</tbody>
</table>

### Cox Regression Analysis and Risk Score Formula

Table 2 lists the independent predictors for HIV seroconversion among MSM with the hazard ratios calculated by the multivariable Cox proportional hazards regression model. The hazard was lower for having condomless insertive anal intercourse (beta=-1.51, adjusted hazard ratio [aHR]=0.22, 95% CI 0.09-0.55, P=.001) compared to not having condomless insertive anal intercourse. The hazard was higher for having condomless receptive anal intercourse (beta=1.10, aHR=3.01, 95% CI 1.48-6.16, P=.003) compared to not having condomless receptive anal intercourse. The hazards were higher for either using the internet as the main venue to seek male sexual partners (beta=0.99, aHR=2.70, 95% CI 1.02-7.14, P=.046) or for using bars or dance halls as the main venue to seek male sexual partners (beta=2.06, aHR=7.84, 95% CI 2.64-22.91, P=.03) compared to using parks or public baths as the main venue to seek male sexual partners, and for rush poppers use (beta=0.88, aHR=2.40, 95% CI 1.10-5.27, P=.03) compared to not using rush poppers. The HIV prediction Cox regression model was thus the following:

\[ F(t) = 1 - [S_0(t)]^{\exp(-1.51x_1 + 1.10x_2 + 0.99x_3a + 2.06x_3b + 0.88x_4)} \]

where \( F(t) \) is the risk function or the probability of incident HIV infection over time (in years), \( S_0(t) \) is the baseline survival function; \( x_1 \) is had condomless insertive anal intercourse (0=no, 1=yes), \( x_2 \) is had condomless receptive anal intercourse (0=no, 1=yes), \( x_3a \) is the dummy variable that the main venue used to seek male sexual partners is the internet (1=internet, 0=parks/public baths), and \( x_3b \) is the dummy variable that the main venue used to seek male sexual partners is bars or dance halls (1=bars/dance halls, 0=parks/public baths), and \( x_4 \) is rush poppers use (0=no, 1=yes). From the Kaplan-Meier estimation, the HIV-uninfected probabilities, \( S_0 \), were calculated as 0.96 for baseline, 0.90 for 1 year, 0.86 for 2 years, 0.80 for 3 years, and 0.74 for 4 years.

### Model Discrimination and Calibration

The C-index was 0.75 (95% CI 0.65-0.85) in the training dataset, and 0.60 (95% CI 0.45-0.74) in the validation dataset. The calibration plot for the probability of no HIV infection at 2 years and at 4 years showed good agreement between predicted risk and the actual proportion of no HIV infection in both the training and validation datasets (Figure 2).
Table 2. Cox regression analysis of HIV seroconversion among men who have sex with men in the training dataset.

<table>
<thead>
<tr>
<th>Characteristics and subgroup</th>
<th>Univariate analysis</th>
<th>Multivariate analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cHR(^a) (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤24</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>&gt;24</td>
<td>0.98 (0.62-1.54)</td>
<td>.92</td>
</tr>
<tr>
<td><strong>Local residence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.97 (0.61-1.54)</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Han</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>1.09 (0.58-2.07)</td>
<td>.78</td>
</tr>
<tr>
<td><strong>Monthly income (US$)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;430</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>≥430</td>
<td>0.89 (0.70-1.14)</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>0.72 (0.40-1.31)</td>
<td>.29</td>
</tr>
<tr>
<td>College and above</td>
<td>1.09 (0.65-1.84)</td>
<td>.75</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Married or cohabiting with a partner</td>
<td>0.50 (0.27-0.91)</td>
<td>.02</td>
</tr>
<tr>
<td>AIDS knowledge scores</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;8</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.86 (0.53-1.39)</td>
<td>.54</td>
</tr>
<tr>
<td><strong>Age of sexual debut (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 30</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>≥ 30</td>
<td>0.14 (0.02-0.98)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Main venue used to seek male sexual partners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>1.81 (1.08-3.04)</td>
<td>.02</td>
</tr>
<tr>
<td>Bars/dance halls</td>
<td>5.58 (2.09-14.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Parks/public baths</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Number of male sexual partners</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>≥3</td>
<td>2.06 (1.29-3.28)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Had condomless insertive anal intercourse</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.66 (0.41-1.07)</td>
<td>.09</td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Had condomless receptive anal intercourse</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.60 (1.00-2.50)</td>
<td>.047</td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td><strong>Rush poppers use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.34 (1.10-5.00)</td>
<td>.004</td>
</tr>
</tbody>
</table>
### Characteristics and subgroup

<table>
<thead>
<tr>
<th>Characteristics and subgroup</th>
<th>Univariate analysis</th>
<th>Multivariate analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cHR $^a$ (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Tested positive for syphilis**

<table>
<thead>
<tr>
<th>Tested positive for syphilis</th>
<th>cHR $^a$ (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1.59 (0.85-2.98)</td>
<td>.15</td>
</tr>
<tr>
<td>No</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

$^a$cHR: crude hazard ratio.
$^b$aHR: adjusted hazard ratio.
$^c$Not applicable.

#### Figure 2

![Calibration plot of the HIV seroconversion risk prediction model for the training dataset at (A) 2 years and (B) 4 years, and for the validation dataset at (C) 2 years and (D) 4 years. The x-axes present the predicted probability of no incident HIV infection; the y-axes present the actual probability of no incident HIV infection. The gray lines are the actual proportion of men who have sex with men without incident HIV infection, the black lines are predicted probabilities, and the vertical capped lines are estimates with the 95% confidence intervals.](image-url)

#### Development of the HIV Risk Assessment Tools

To facilitate the application of our model by public health workers and by the MSM community, we constructed a nomogram and a social media platform–based calculator. A nomogram is a visual risk assessment tool that allows for the approximate graphical computation of a mathematical function, and it integrates all the significant independent factors for HIV seroconversion determined by the training dataset to predict HIV seroconversion risk at multiple time points in the future (Figure 3). As WeChat is the most popular social media app in China, we also developed a WeChat-based risk calculator that is accessible through a QR code to facilitate distribution of our risk prediction model (Multimedia Appendix 1). Using the nomogram or the WeChat-based risk calculator, MSM individuals can enter their own HIV-related behavioral characteristics and quickly learn their objective risk of HIV infection in the future.

To facilitate the use of these two tools, tertile cutoff points of the linear predictor of risk based on the Cox regression were used to stratify MSM into low-, intermediate-, or high-risk subgroups, and the cutoff points were determined at 0.10 and 0.77. The log-rank test indicated a significant difference for the probability of no incident HIV infection among the three subgroups in the training dataset ($P<.001$), and a different trend among three subgroups in the validation dataset ($P=.19$; Figure 4).
Figure 3. Nomogram for incident HIV infection among men who have sex with men. To use the nomogram, the health official first determines and then sums the points of each variable located on the top point scale. Based on this sum, the health official uses the bottom point scale to determine the probability of HIV incidence. CIAI: condomless insertive anal intercourse; CRAI: condomless receptive anal intercourse.

Figure 4. Risk stratification through Kaplan-Meier survival curves for (A) the training dataset and (B) the validation dataset.

Discussion

Principal Findings

This study constructed an HIV incidence risk assessment model based on data from an open prospective MSM cohort and developed two tools to convey this personalized HIV acquisition risk (ie, the nomogram and WeChat-based risk calculator). These tools can provide MSM their accurate objective risk of incident HIV infection over time and thus can stratify MSM into distinct risk subgroups (ie, low, intermediate, or high risk). The WeChat applet was built and distributed through the most popular social media platform in China to facilitate the use of this tool.

Our study found that rush poppers use is an independent predictor for HIV seroconversion among MSM. Studies have reported that rush poppers use was associated with sexual behaviors that have a high risk of HIV infection, such as multiple sexual partners, commercial sex, and group sex [20]. Thus, our inclusion of this risk factor for HIV seroconversion in our model is concurrent with previous findings. Similar to the Menza model which used Seattle & King County STD clinic electronic records to estimate hazard ratios for HIV acquisition
based on Cox proportional hazards models, unprotected anal intercourse with a partner of positive or unknown HIV status as the acknowledged predictors of HIV seroconversion in Menza score [14], we also find this predictor to be significant in our multivariable analysis. Therefore, partners of individuals found to be HIV positive should be notified promptly by the health department and offered testing and treatment to diagnose and reduce secondary HIV transmission [21].

We also found that compared to the main venue for seeking male sexual partners being parks or public baths, the main venue being bars or clubs or being the internet were independent predictors of HIV seroconversion among MSM. The Guangdong HIV prediction model found that MSM among different venues (ie, parks, public baths, bars/clubs, or internet) had different high-risk sexual behaviors and HIV infection risks [12]. For example, since sex workers often recruit customers at bars or clubs, MSM who use bars or clubs as their main venue to seek male sexual partners may have more commercial sex [22]. In addition, MSM who use bars or clubs as their main venue to seek male sexual partners are younger compared to MSM who use parks or public baths [23]. Therefore, to efficiently address the HIV epidemic among young MSM, HIV prevention strategies must be implemented in bars or clubs. Moreover, since male sexual partners are more readily accessible because of the internet and social media facilitating connections, MSM who use the internet to seek male sexual partners have more sexual partners and unprotected anal intercourse [24-28] than MSM who use other venues to find male sexual partners. Thus, researchers should take advantage of the internet and social media to advertise and distribute tailored comprehensive intervention packages.

Previous models used odds ratios as the scoring value; whereas, we used hazard ratios. Compared to odds ratios, which are cumulative over a time span with a defined endpoint, hazard ratios represent the instantaneous risk over the study period, and thus are easier to understand and interpret by clinicians and the MSM community. In addition, our tool, in contrast to previously published risk assessment tools, can predict the incident HIV infection risk in the next 1, 2, 3, and 4 years.

Although the discriminatory accuracy of our model was modest, the C-index estimates that we report are slightly higher than those of other risk models, such as the Menza score [14], SDET score [11], which were also commonly used to guide clinical decisions. This cumulative risk evaluation over time accurately provides MSM the impact of their high-risk sexual behaviors on their personal HIV infection risk. Finally, our tools can be applied in other settings and countries based on our methods. Other researchers could use their local MSM prospective cohort data to calculate their own parameters to develop their specialized HIV risk assessment tool. In addition, researchers in countries with a large social media presence should also consider advertising and distributing these tools through popular social media platforms.

We constructed a personalized and objective model, and further developed a nomogram, a graphical calculating device widely used in tumor prediction models [29,30], and a WeChat-based HIV risk assessment, which can be used on mobile phones or tablets to facilitate the distribution and application of our model to the MSM community. We designed our tools to be easily accessible and distributed through a social media platform compared with traditional internet-based HIV prediction tools [31]. We based this tool on the most popular social media platform in China, WeChat, because MSM frequently use this platform to communicate, seek sexual partners, and share information and thus can reach all members of the MSM social network [32,33]. In addition, the WeChat applet is compatible with iOS and Android operating systems, and our risk prediction tool can be easily combined with the existing WeChat functions facilitating online and offline HIV prevention and treatment. Our WeChat risk prediction app is readily accessible and the MSM community can easily determine their personalized HIV infection risk and be connected to comprehensive health interventions [34]. Since 2017, we recorded 4158 visits to our WeChat applet. We are currently conducting a randomized controlled clinical trial to assess the effectiveness of this HIV risk prediction tool at promoting HIV testing and decreasing HIV-related high-risk behaviors, such as reducing the number of sexual partners, increasing the proportion of condom usage, etc. This online comprehensive intervention based on the HIV risk prediction model could reduce the number of homosexual partners and promote the use of condoms with casual partners in the MSM population.

**Limitations**

Our WeChat tool can only be used through WeChat, and thus is only available in China and neighboring countries. However, as our model is based on a cohort of Chinese MSM, we expect our tool to be most accurate when applied in China. Second, the current HIV infection risk assessment software gives related prevention and control recommendations but is not connected to more substantive HIV interventions. Future steps include integrating this risk assessment tool with other ongoing HIV detection and HIV high-risk behavior intervention projects for MSM to improve risk perception and promote regular HIV testing and HIV prevention services. We also used snowball sampling and thus may have sampling bias as the social network collected is not random and may be limited to a specific group or geographic area. Finally, the recruitment time period spans 8 years and characteristics of the MSM community and risk factors of HIV infection may have changed over this time period; therefore, our results may be less accurate than a larger cohort followed for a shorter period of time.

**Conclusions**

We developed and validated an HIV incidence risk assessment model for MSM in China. This model provides objective self-assessments and predictions of incident HIV infection risk. We then developed this model into two separate tools with one tool built on the most popular social media platform in China. MSM can use these tools to quantify their personal HIV infection risk. In addition, public health officials and community health workers can use these tools to conduct accurate quantitative HIV risk assessments of their MSM patients and thus determine HIV high-risk participants to target for risk reduction interventions in hopes of mitigating the HIV epidemic among MSM.
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Abstract

Background: The World Health Report (2006) by the World Health Organization conveys that a significant increase is needed in global health care resourcing to meet the current and future demand for health professionals. Electronic learning (e-Learning) presents a possible opportunity to change and optimize training by providing a scalable means for instruction, thus reducing the costs for training health professionals and providing patient education. Research literature often suggests that a benefit of e-Learning is its cost-effectiveness compared with face-to-face instruction, yet there is limited evidence with respect to the comparison of design and production costs with other forms of instruction or the establishment of standards pertaining to budgeting for these costs.

Objective: To determine the potential cost favorability of e-Learning in contrast to other forms of learning, there must first be an understanding of the components and elements for building an e-Learning course. Without first taking this step, studies lack the essential financial accounting rigor for course planning and have an inconsistent basis for comparison. This study aimed to (1) establish standard ingredients for the cost of e-Learning course production and (2) determine the variance instructional design has on the production costs of e-Learning courses.

Methods: This study made use of a cross-case method among 3 case studies using mixed methods, including horizontal budget variance calculation and qualitative interpretation of responses from course designers for budget variance using total quality management themes. The different implementation-specific aspects of these cases were used to establish common principles in the composition of budgets in the production and delivery of an applied health professional e-Learning course.

Results: A total of 2 case studies reported significant negative budget variances caused by issues surrounding underreporting of personnel costs, inaccurate resource task estimation, lack of contingency planning, challenges in third-party resource management, and the need to update health-related materials that became outdated during course production. The third study reported a positive budget variance because of the cost efficiency derived from previous implementation, the strong working relationship of the course project team, and the use of iterative project management methods.

Conclusions: This research suggests that the delivery costs of an e-Learning course could be underestimated or underreported and identifies factors that could be used to better control budgets. Through consistent management of factors affecting the cost of course production, further research could be undertaken using standard economic evaluation methods to evaluate the advantages of using e-Learning.

(J Med Internet Res 2019;21(6):e13574) doi:10.2196/13574
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Introduction

Rationale

The World Health Report (2006) by the World Health Organization (WHO) [1] conveys that a significant increase is needed in global health care resourcing to meet the current and future demand for health professionals. Current challenges to health care resourcing include the increasing demand resulting from the aging population’s need for chronic disease management, in addition to the growing population placing an increased demand on primary care [2]. This increased demand on resources requires a scalable means to train resources; opportunities to optimize training through alternatives to face-to-face instruction present the possibility of increasing the pace and breadth of education to health care resourcing. A 2015 WHO systematic review of e-Learning for undergraduate health professional education concluded that “computer-based and Web-based e-Learning is no better and no worse than face-to-face learning with regards to knowledge and skill acquisition” [3]. e-Learning is defined as “an approach to teaching and learning, representing all or part of the educational model applied, that is based on the use of electronic media and devices as tools for improving access to training, communication, and interaction and that facilitates the adoption of new ways of understanding and developing learning” [4]. It presents a possible opportunity to change and optimize training in health professions (including clinical, allied, and applied health sciences, as well as patient education) by providing a scalable means for instruction, thus reducing the costs necessary in delivery and implementation. If we accept that pedagogically e-Learning can result in a positive educational effect used under optimal circumstances, which is still subject to ongoing investigation, there remains the possibility that deployment of e-Learning could affect the scale, cost, and reach of health professions education.

Research Problem

One of the motivations for implementing e-Learning is the potential long-term efficiency gain in its delivery model [5,6]. A course delivered digitally versus the cost of a lecturer providing face-to-face instruction appears to have long-term cost favorability [7]. The literature often suggests that a benefit of Web-based learning is its cost-effectiveness compared with face-to-face instruction [8]; however, there is limited evidence validating comparison with other forms of instruction or standards for the budgeting of the costs in the production and execution of e-Learning courses. In the case of massive open online courses (MOOCs), there is limited evidence on the costs associated with their production [9]. In addition, the costs to develop an e-Learning course are significant when executed to a high standard. Although there are studies that capture data relating to factors associated with educational costs, measurement in these studies are collected inconsistently and include a wide variety of factors [3,10]. There is limited transparency in costing models because of sensitivity on where direct costs should be applied [11]. A systematic means is required to comprehensively record costs that can then subsequently enable testing of whether the e-Learning course has desirable economic properties and under what scenarios [12]. If proven so, this could assist in addressing the high cost of delivering health professions education. By contrast, should evidence point the other way, having discrete data points will allow those involved in online health education to identify ways to optimize costs in delivery. The primary issue here is identification of the direct and indirect costs in implementation, which then allows the execution of further economic evaluation.

Aims and Objectives

This aim of this study was to establish an approach for identifying costs in the design, development, and deployment of applied health (defined as applied health subjects) sciences e-Learning courses and to subsequently propose a budgeting framework for the planning and management of e-Learning course implementations. The costs in this study include the direct and indirect costs from inception through course delivery. This approach will allow course designers and implementers to leverage knowledge gained from the study’s e-Learning case studies across different implementation contexts to better plan and manage future implementations, which will also create a reusable framework to apply cost planning. This work will demonstrate the effect in pre-implementation budget management against the proposed framework and should result in better course planning.

The study’s objectives are as follows:

- Establish an approach to capture standard components or ingredients for the cost of the production of an e-Learning course.
- Determine the effect that instructional design has on the production costs of e-Learning courses.

The study’s aims and objectives intend to address a gap in the research literature concerning implementation details on planning and executing e-Learning in health professions education [8]. In addition to limited cost-centered studies on e-Learning for health professions education, there are limited details on how course designers and producers are calculating the associated costs for production of these course types. Developing models will allow for the adoption of data sharing and course planning for improved management in execution of this course method and for further refinement and analysis. To explore this issue, this research examines the following 3 distinct e-Learning implementations as case studies.

Educating Administrative Staff to Engage With Young Patients

The course was created as a small private online course (SPOC) to prepare general practice administrative staff for issues in the management of adolescents. The course used case studies to provide training to help general practice staff feel confident in helping adolescents with a goal of improving the patient experience.
The Impact of Climate Change on Public Health

This course was created as an MOOC to educate citizens on the relationship between climate change and public health by using a multidisciplinary academic framework in data science to analyze, interpret, and present evidence. Core case studies focused on climate change and its health economic effect on local, regional, and national health systems.

Data Science in Health Care Using Real-World Evidence

This course was created as a blended MOOC to make learners aware of the effect data science can have on medicine and inspire the application of these methods across various undergraduate curriculum disciplines, the UK National Health Service commissioning support organizations, health care regulation organizations, and life sciences industries (ie, pharmaceuticals, biotechnology, and medical devices). The implementation of the blended MOOC was executed as a face-to-face course for learners; learners first took part in the MOOC and were then offered a residential course examining case studies. The target audience of the MOOC was allied health professionals or citizens looking to transition or enhance skills in data science in health care–related industries such as the pharmaceutical industry or biotech organizations. One of the key objectives of the course was to establish a global network of people to continue and advance the dialogue on data science in health care. Some of the course outcomes include the use and application of real-world evidence data collection and analysis techniques in health care settings.

Methods

A mixed-methods case study design was selected to support a systematic means of observing the subject of investigation [13] and the ability to combine quantitative and qualitative approaches [14]. Mixed-methods research presents an opportunity to combine the strengths of quantitative and qualitative research to counteract the limitations inherent when each method is used in isolation [14]. In this study, for example, the limitations of quantitatively isolating cost differences in the 3 cases are strengthened by the repeatable and generalizable nature of the qualitative approach used to interpret results. Case studies were selected based on their relevance to the study inquiry and the ability to capture, record, and analyze data from each case. Each study was structured through a study protocol to govern the case execution.

Case Study Overview

Case Overview

The objective of the case study is to inform the way future costs are budgeted in the development of e-Learning courses. The research forms part of a broader investigation into the costs associated with e-Learning course production; the main focus of each case was to collect primary evidence in the construction of these costs to allow for further research comparing results with other Web-based learning implementation types.

- Study question: how are the total costs for the production and delivery of an e-Learning course (dependent on type) calculated?

- Proposition: actual and budgeted costs will vary in the production or delivery of this course type.

Existing research literature indicates challenges in the capture of total costs for the production of Web-based learning despite standard methods for cost calculation [8]. The reason for this variance is likely because the skills required to create instructional learning design and to capture costs are different, and educators are not trained in cost accounting methods.

The analytical framework for this investigation is based on the cost analysis methods underpinning education economic evaluation developed by Levin [15], which extends the standard costing and variance calculation principles of activity-based costing [16-18]. The ingredients method [15] is used to capture total cost production against cost categories. It examines the core composition of costs in the delivery of an education intervention; this is an activity-based costing approach that seeks to understand the core components required for delivery. Defining core costs is critical to performing further economic evaluations, though it is important to note that the scope of this research is limited to cost identification and not further economic analysis (eg, cost-benefit analysis, cost-effectiveness analysis, cost-utility analysis, and cost-feasibility analysis).

Case study protocols (Multimedia Appendices 1, 2, and 3,) were developed at study commencement to demonstrate the way costs would be captured and analyzed. These protocols, in addition to a protocol for qualitative and quantitative analysis of learning effect (which is outside the scope of the cost investigation) [19] were drafted, submitted, peer reviewed, and approved.

Data Collection Procedures

Evidence to Be Expected

To validate the costs reported in the actual budget (which was an actual cost report), at least 2 separate sources confirming the final reported amount were sought (eg, for a reported incurred cost for staff, timesheets were reviewed to match hours to costs, task completion, and assignment in a project plan). These data comparisons increased the likelihood that reported data were accurate.

Events to Be Observed

Although the course implementation was observed and additional studies completed investigating the education effect, the scope of this study was centered on the cost decision making, and the way production affected cost delivery. Therefore, the observation scope for this study focused on reported costs and the way these correlated data to time actuals.

Documentation to Be Reviewed

The project budget, actual costs, and timesheets were reviewed for this study. Although there will be a review of the completed course and observation of the way the course uptake is completed, the latter shall be excluded from this study. A traceability log was maintained in Microsoft Excel linking the research questions to data sources and the study findings.
Protocol Questions
Study question: how are the total costs for the production and delivery of an e-Learning (type dependent on implementation type) course calculated?

- The costs will be measured and ingredients captured and analyzed to understand the factors affecting course production.
- Data will be collected to support the cost analysis categories.
- The corresponding evidence will be used to summarize ways that cost capture practices could be improved.

Study Framework

Plan
Each case study followed a 6-stage process in the investigation (Table 1) [13]. The research question centered on identifying the total costs of production and delivery in these e-Learning implementations, and the effect of factors on variance from anticipated budgets. It was selected because evidence from the literature suggests inconsistency in the determination of costs for the delivery of Web-based courses [20]. This is significant because the lack of consistent cost capture mechanisms for Web-based learning compromises any further evaluation. Despite available methods to avoid this outcome, the literature presents research with claims that Web-based learning is more cost effective than face-to-face learning. This research provides a structured means to generate evidence to subsequently evaluate such claims by collecting baseline data on course production for further evaluation.

Design
The research design (Table 2) was structured on 4 components (proposition, the case definition, logic linking data to the proposition, and criteria for interpreting findings) to explore the following research question: how are the total costs for the production and delivery of e-Learning calculated (with the e-Learning implementation type variant depending on the case study)? Given the inconsistency in the presentation of costs in the literature and recognizing that using budgets to determine the cost of educational delivery is insufficient [21], the governing proposition of the investigation was that there would be variance between the budgeted costs and the actual costs to produce the course. This was explored through cases that would examine the cost and the measurement of costs and place value on ingredients. Levin developed this ingredients method to capture and analyze the costs in the delivery of an educational program. To link the case to the proposition, the cost calculation was completed and then interpreted via a variance calculation of actual to budgeted costs, and rationales were developed to justify variations.

Examination of these cases provides data to analyze the relationship between course production and budgeting in the delivery of e-Learning and provides evidence for constructing accurate budget models.

Each case was tested for construct validity (testing that data sources come from multiple sources), external validity (testing that demonstrates how principal findings could be extensible) and reliability (testing that shows how the activities of the study can be replicated) to ensure data triangulation, the ability for study replication, and standardization for project data collection [13]. Ethical approval for each study was obtained through the Imperial College Education Ethics Research Committee (case 1: EERP1516-005; case 2 and 3: EERP1617-030).

Prepare
The investigation was focused on cost measurement and analysis, structured by 3 cost categories, and further subdivided using a 7-step process (illustrated in Table 3 below) to analyze the pre- and postproduction budget [21]. Levin’s model uses an activity-based standard-costing accountancy approach, which assigns costs as they are consumed per implementation area [25,26].

<table>
<thead>
<tr>
<th>Stage</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan</td>
<td>Case description and linking of case approach to investigation outcomes.</td>
</tr>
<tr>
<td>Design</td>
<td>Construction of research design and linkage of research questions, data, and criteria for evaluation and synthesis.</td>
</tr>
<tr>
<td>Prepare</td>
<td>Draft, execution, and approval of study protocols.</td>
</tr>
<tr>
<td>Collect</td>
<td>Data collection strategy executed from a realist perspective to capture the decision making of the course designers centered on cost attributes.</td>
</tr>
<tr>
<td>Analyze</td>
<td>Data extracted into categories for review and analyzed for variance calculation. Data analysis centers on 3 cost categories in the design of the preproduction budget submitted to the funder for each case. Category A: concept and measurement of costs: The preproduction budget was analyzed for the following ingredient categories: (1) personnel, (2) estate charges, (3) equipment and materials, (4) indirect costs, and (5) stakeholder costs; Category B: placing values on ingredients: With the full cost of production defined, values were associated with each ingredient subcategory to reflect the chargeable cost; Category C: calculating costs: To record a variance calculation, a comparison of the budget with the incurred costs was reviewed on a quarterly basis. Variance=Actual spending–Budgeted spending.</td>
</tr>
<tr>
<td>Share</td>
<td>The findings of the variance calculation and synthesis of analysis of reasons leading to variation were presented in a report for publication in a peer-reviewed journal. (This study).</td>
</tr>
</tbody>
</table>
Collect
Evidence from the course was retrieved from project documents and records of finance activity. The data collection strategy was executed from a realist perspective to capture the decisions made by the course designers; however, it did not incorporate a relativist perspective with regard to stakeholders, through further qualitative investigation. This decision was made to avoid interference in course delivery. To control biased selectivity and reporting bias, the data were sourced through multiple sources, including finance logs (and notes), data submitted to the employer, the funder, and timesheets. A traceability log was maintained linking the study questions to the relevant data sources and the study findings.

Analyze
Data analysis centered on the 3 cost categories and followed the 7-step process for cost definition.

Category A: Concept and Measurement of Costs
The preproduction budget was analyzed for the following ingredient categories: (1) personnel, (2) estate charges, (3) equipment and materials, (4) indirect costs and (5) stakeholder costs. The initial budgets did not reflect time for stakeholder costs (effort from third-party lecturers); therefore, this was captured as the additional time that was monitored in the study (and added for budget variance calculation), as there was no value for this in the data submitted to the funder.

Category B: Placing Values on Ingredients
With the full cost of production defined, values were associated with each ingredient subcategory to reflect the chargeable cost (including direct and indirect costs).

Category C: Calculating Costs
As each course was implemented in 1 year, and the courses were Web-based, there were no multiyear costs to calculate; the one-time cost of the project and the variance of the projected budget to the actual budget were the only variables under consideration. To accomplish this, the variance calculation of the budget to the incurred costs was undertaken at the completion of the project. The variance calculation compares actual costs to adjusted standard conditions based on occurrence [28].

The variance calculation formula is as follows: Variance = Actual spending – Budgeted spending.

Analyzing Costs of Observed Budget Variance Calculations
To determine the reasons for favorable or negative budget variance, the course designers were interviewed to determine the factors contributing to budget variance. This qualitative work was planned via the consolidated criteria for reporting qualitative research [29] to ensure that the appropriate trained staff conducted interviews, study design included the purposeful sampling of the course designers, sessions could be validated in the interviews, and the resultant analysis and findings would be repeatable [29]. The sessions were conducted as semistructured interviews transcribed and coded using thematic analysis [30] using total quality management (TQM) as coding criteria. TQM [31] is a quality appraisal method used to analyze factors affecting operational efficiency [32]. TQM provides a means to categorize issues relating to people, process, or technology through applying a systems approach to management (see Figure 1). For each area of cost variance, the course designers were asked to review budget reports to identify stages in the project lifecycle for variances in forecast and to describe the contributing factors. After the interview, these were coded

### Table 2. Case study research design.

<table>
<thead>
<tr>
<th>Case (year)</th>
<th>Study question</th>
<th>Proposition</th>
<th>The case (definition)</th>
<th>Logic linking data to the proposition</th>
<th>Criteria for interpreting findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: Educating administrative staff to engage with young patients (2016) [22]</td>
<td>How are the total costs for the production and delivery of this e-Learning course calculated?</td>
<td>Actual and budgeted costs will vary in the production/delivery of this course type</td>
<td>Determination and measurement of costs</td>
<td>Cost analysis of project, actual, and underreported costs</td>
<td>Variance calculation from the project budget</td>
</tr>
<tr>
<td>Case 2: The impact of climate change on public health (2017) [23]</td>
<td>How are the total costs for the production and delivery of this e-Learning course calculated?</td>
<td>Actual and budgeted costs will vary in the production/delivery of this course type</td>
<td>Determination and measurement of costs</td>
<td>Cost analysis of project, actual, and underreported costs</td>
<td>Variance calculation from the project budget</td>
</tr>
<tr>
<td>Case 3: Data science in healthcare using real world evidence (2018) [24]</td>
<td>How are the total costs for the production and delivery of this e-Learning course calculated?</td>
<td>Actual and budgeted costs will vary in the production/delivery of this course type</td>
<td>Determination and measurement of costs</td>
<td>Cost analysis of project, actual, and underreported costs</td>
<td>Variance calculation from the project budget</td>
</tr>
</tbody>
</table>

### Table 3. Course production ingredients cost analysis.

<table>
<thead>
<tr>
<th>Cost categories</th>
<th>Objectives—adapted from Levin (2001, 2018) [27,21]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category A: concept and measurement of costs</td>
<td>Steps 1 to 5: Describe the concept of costs; show the inadequacy of budgets for cost analysis; present a methodology for measuring costs; identify categories of cost ingredients; describe sources of cost information</td>
</tr>
<tr>
<td>Category B: placing values on ingredients</td>
<td>Steps 6 and 7: Describe the purpose and principles for determining the values of ingredients; present methods for placing values on specific types of ingredients</td>
</tr>
</tbody>
</table>

### Collect

Evidence from the course was retrieved from project documents and records of finance activity. The data collection strategy was executed from a realist perspective to capture the decisions made by the course designers; however, it did not incorporate a relativist perspective with regard to stakeholders, through further qualitative investigation. This decision was made to avoid interference in course delivery. To control biased selectivity and reporting bias, the data were sourced through multiple sources, including finance logs (and notes), data submitted to the employer, the funder, and timesheets. A traceability log was maintained linking the study questions to the relevant data sources and the study findings.

### Analyze

Data analysis centered on the 3 cost categories and followed the 7-step process for cost definition.

### Category A: Concept and Measurement of Costs

The preproduction budget was analyzed for the following ingredient categories: (1) personnel, (2) estate charges, (3) equipment and materials, (4) indirect costs and (5) stakeholder costs. The initial budgets did not reflect time for stakeholder costs (effort from third-party lecturers); therefore, this was captured as the additional time that was monitored in the study (and added for budget variance calculation), as there was no value for this in the data submitted to the funder.

### Category B: Placing Values on Ingredients

With the full cost of production defined, values were associated with each ingredient subcategory to reflect the chargeable cost (including direct and indirect costs).
independently by 2 researchers to create a novel means of interpreting the cost calculation variance. For example, if a cost variance was attributed to stakeholder costs, the researchers would examine reported quarterly budgets (or at the project time interval) and determine where the variance began occurring. If the variance commenced during the build stage of the project, the project plan was analyzed, and questions surrounding the activities of the project were asked of the course designers to determine the root cause.

The key themes for the TQM analysis are presented in each case indicating the summary perspective of areas for improvement or efficiency in e-Learning budget creation.

**Figure 1.** Isolating variance during project stage to total quality management criteria.

**Figure 2.** Cross-case synthesis. MOOC: massive open online course; SPOC: small private online course.

**Share**

The findings of the variance calculation and the deductive-inductive interpretation of reasons leading to variation were presented in a case report to the course design and production team. Feedback was gathered on analysis and results; the key findings for each report were prepared for publication for a peer-review journal.

**Cross-Case Synthesis**

To derive results from the composite analysis of the cases, this study makes use of cross-case study synthesis [13] as illustrated in Figure 2. The standard variables in the cases are centered on ingredients and their incurred cost variance from budget.
Results

Course Production Costs

Category A: Concept and Measurement of Costs

Costs for each case were summarized into components and separated into ingredient cost categories (Table 4).

Category B: Placing Values on Ingredients

Upon completion of the analysis of the ingredients of the course production, initial budgets were created and submitted to the funder.

Category C: Analyzing costs

Budget Variance Calculation

Case 1

The project implementation costs, in this case, had a negative variance of 41% (Multimedia Appendix 4). The most significant negative variance (135%; Multimedia Appendix 4) was in equipment and materials, primarily from the costs of app development in the creation of a Web-based course. As the production team had not created a Web-based course before, there was a significant underestimation of the amount of time required to build and configure the system (which was developed using the Open edX learning management system platform) and complete course editing. In addition, specialist recording equipment had to be procured that was not understood at the time of budget completion. The next most substantial negative variance (76%; Multimedia Appendix 4) was the amount of time required from third-party stakeholders in the production of learning materials. The amount of time allocated for recording the lecturers was underestimated; there had to be several re-runs of the recordings to address content changes. The lowest negative cost variance (31%; Multimedia Appendix 4) was in the personnel costs to deliver the course. Although the variance was the smallest of the 3 categories, it was significant because the course production team did not receive any additional compensation for their additional work; this extra work was captured in the project timesheets but not submitted to the funder for reimbursement.

Table 4. Ingredient categories.

<table>
<thead>
<tr>
<th>Ingredient categories</th>
<th>Cost components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personnel</td>
<td>University staff</td>
</tr>
<tr>
<td>Estate charges</td>
<td>Information technology services charges</td>
</tr>
<tr>
<td>Equipment and materials</td>
<td>Course production equipment and application development costs for the creation of software to support the massive open online course</td>
</tr>
<tr>
<td>Indirect costs</td>
<td>University overheads</td>
</tr>
<tr>
<td>Stakeholder costs</td>
<td>Staff for third-party subject matter consultancy</td>
</tr>
</tbody>
</table>

Case 2

The actual costs varied from the budgeted cost in personnel, equipment and materials, and stakeholder costs, and the total cost of production has a negative variance of 113% (Multimedia Appendix 4) from the budgeted amount. The most significant variance was in stakeholder costs, where the total time for external lecturers and subject matter experts to deliver work was significantly underbudgeted, with a negative variance of 190% (Multimedia Appendix 4). The reason for this underestimate was that videos had to be reshoot twice and the amount of time allocated to retrieve stakeholders and complete associated course updates dramatically affected the budget. The second largest variance was in personnel; the cost variance was directly related to the additional production time required for the video reshoots, in addition to the iteration of the development of the platform. The course implementation online learning provider also switched from edX to FutureLearn learning management system during the project, requiring rework of previously completed tasks. As the team was not experienced on the FutureLearn platform, this further accounted for additional effort and the unfavorable budget variance; a team with experience and training on design for the course material would most likely have attained different results. Finally, equipment and materials were also underestimated with a negative variance of 133% (Multimedia Appendix 4), having to do with additional software required for video editing and additional workstations gathered to deal with additional editing required in the course development.

Case 3

In contrast to the previous case studies, this case demonstrated a positive variance of 16% (Multimedia Appendix 4) from the initial budget. Stakeholder costs for subject matter expert lecturers were slightly overestimated but close to budget. It is important to note that the third-party stakeholder team had significant previous experience working together for producing related coursework, and this could have led to the precision in effort estimation. Equipment and materials had a significant positive variance of 37% (Multimedia Appendix 4); the reason for this is that not all the equipment planned for the course development was necessary because there was efficiency derived in the course production and streamlining of data science modules that were thought to have required custom app development. Personnel had a negative variance of 13%; this was related to additional effort required in video editing. In addition, the course was completed ahead of schedule and in less time than was anticipated.

The construction of the cost ingredients and subsequent cost analysis underwent 3 validation tests (Table 5).

Issues affecting budget variance were classified using TQM to categorize factors influencing the budget (Table 6). Although each course was implemented with a varying form of...
e-Learning, the issues affecting each case were similar and cross-applicable. The critical consideration in budgeting is less an aspect of the type of e-Learning, but more the planning associated with the project management of the creation of the course.

Table 5. Cross-case results validation tests.

<table>
<thead>
<tr>
<th>Case</th>
<th>Construct validity</th>
<th>External validity</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>To achieve data triangulation, the case study had multiple sources of cost data. (1) The project budget that was submitted to the project funder, (2) the actual costs submitted to the funder at the completion of the project, and (3) the timesheet log of hours captured by the course implementers. The final case report was reviewed, and feedback gathered from the course designers (BS, MT); any inconsistencies or inaccuracies were corrected.</td>
<td>By using Levin’s ingredients method for cost identification, the case followed an established costing procedure that is used as the basis for analytic frameworks for economic evaluation in education. This process based on a common analytic framework allows for the generalization of the study findings to similar use cases.</td>
<td>A study protocol was created at the commencement of the case; the protocol details the structure of the study and describes how data were collected to ensure the reliability of the results.</td>
</tr>
<tr>
<td>2</td>
<td>Multiple sources of cost data and reporting data were used to validate that data sources were an accurate record of what occurred. (1) The project budget created at the project commencement, (2) the actual cost report submitted at the completion of the project, (3) the timesheet log of hours captured by each team resource, (4) a third-party work-log for course production and monitor of billable hours recorded charged to the program, (5) external audit reports on the course construction, and (6) review of notes from monthly reviews of budget spend. The final case report was reviewed, and feedback gathered from the course designers (BS, MT); feedback was provided and reviewed by the research team to ensure implementation accuracy.</td>
<td>The repetition of a model used in prior research [22], application of Levin’s ingredients method for education intervention analysis, and use of standard costing and variance calculation activity-based costing methods demonstrated a common analytic framework that is transportable to other studies.</td>
<td>To achieve this test, a study protocol was used and formed the governing basis for the study.</td>
</tr>
<tr>
<td>3</td>
<td>The data sources for each ingredient category were sourced from (1) the initial project budget, (2) reported submitted costs, (3) a time log of hours worked, and (4) a third-party work-log of the activities of subcontracted courses. The final case report was reviewed to ensure accuracy.</td>
<td>The same process that was used in the 2 previous cases was replicated [24], and application of Levin’s ingredients method for education intervention analysis demonstrated a common analytic framework transportable to other electronic learning studies.</td>
<td>A minor variation of the previous study protocols executed was used and stored as the governance framework for the study.</td>
</tr>
</tbody>
</table>

Table 6. Total quality management category of issues affecting budget adherence to the model.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Issue</th>
<th>People</th>
<th>Process</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>The inadequacy of project budgets at the commencement of Web-based learning for new teams</td>
<td>—</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Underreporting of personnel costs</td>
<td>X</td>
<td>X</td>
<td>—</td>
</tr>
<tr>
<td>Case 2</td>
<td>Resource task estimation and management</td>
<td>—</td>
<td>X</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Contingency planning</td>
<td>—</td>
<td>X</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Third-party resource management</td>
<td>X</td>
<td>X</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Need for an update of course materials</td>
<td>—</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Case 3</td>
<td>Cost efficiencies in the delivery of a course piloted in previous years</td>
<td>—</td>
<td>X</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Experience and relationship of the course learning team</td>
<td>X</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Agile project management methods and iterative budget management</td>
<td>—</td>
<td>X</td>
<td>—</td>
</tr>
</tbody>
</table>

Project Management

Each case implemented project management methods for the organization of crucial deliverables and tasks in their design and integrated learning design methodology in different ways. Case 1 employed project-related task-centered actions constructed to match each learning outcome. Case 2 integrated the analysis, design, development, implementation, and evaluation (ADDIE) model, and course planning was structured along each of these design stages, whereas case 3 implemented an agile project management model (with iterations) while using the ADDIE model in course construction.

Participant Information

Case 1

A total of 124 learners enrolled in the SPOC from September 2016 to December 2016 (Table 7). Of these, 84% completed...
the course and received a postcourse certificate. The course uptake and completion, however, did not influence the production costs postcourse implementation as the course was designed as a self-managed SPOC not requiring further administration after deployment.

### Table 7. Electronic learning implementation participation summary.

<table>
<thead>
<tr>
<th>Case (year)</th>
<th>Learners, n</th>
<th>Completion, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Educating administrative staff to engage with young patients (2016)</td>
<td>124</td>
<td>84</td>
</tr>
<tr>
<td>2: The impact of climate change on public health (2017) [19]</td>
<td>968</td>
<td>17</td>
</tr>
<tr>
<td>3: Data science in health care using real world evidence (2018)</td>
<td>5036</td>
<td>12</td>
</tr>
</tbody>
</table>

### Case 2

A total of 968 learners participated in the MOOC from November 2017 to December 2017 (Table 7). Of these, 17% completed the course. The course completion ratio was in line with completion rates for MOOCs [33], where although there is a high uptake of initial learners, completion of course activity ranges from 8% to 20%.

### Case 3

A total of 5036 learners participated in the MOOC from September 2018 to December 2018 (Table 7). Of these, 12% completed the course. The course completion ratio was also in line with completion rates for MOOCs [33]. A blended residential course was held in November 2018, with the participation of 14 learners (these learners were inclusive in the MOOC set). In this residential course, the participants completed the MOOC as prelearning and then undertook case studies, putting course learning into practice.

### Discussion

#### Principal Findings

This study aimed to establish an approach for identifying the costs in the design, development, and deployment of applied health professions e-Learning courses. The standard components for the construction of an e-Learning course were determined by the methods used in this study, which combined existing approaches for cost budgeting with qualitative methods for the interpretation of results. Although Levin’s ingredients method provides a mechanism for categorizing costs design and implementation costs for budgeting, TQM provides a qualitative framework to examine the effect of the design and production decisions on the budget. The key issues affecting the ability of the budget to deliver in line with expectations at the close of the project were related to process issues. Familiarization with technology was also a key issue in cases 1 and 2, where familiarity with production methods and learning technology had an effect on anticipated effort.

The key recommendations made from examination of these cases center on 3 areas of process-related enhancement. 1 having to do with project management and the remaining 2 having to do with budget management, both related to the course production and instructional design:

#### Project Management: Linkage of Instructional Design Method to Stages in the Project Lifecycle With Time Tracking

Project management enables the planning and prioritizing of activities; management of risk, issues, and actions; and ensuring quality. In these observed cases, the use of robust project management methods and the development of iterative methods to validate learning materials tended to create favorable results. In addition, linking an instructional design approach to project stages and tracking tasks by time to each component creates awareness and links the associated financial effect of delivery to course building.

#### Budget Planning: Use of Confidence Factors in Budget Time Estimating

A vital issue in all cases was overestimating the amount of effort required to build tasks. To better manage time tracking, we have suggested tracking task by time linked to learning design, but as an additional measure, building confidence factors into budgets allows a degree of error and contingency when building initial budgets. A confidence factor is a percentage of variance added to an initial cost forecast that can be added as a contingency; applying confidence factors based on requirements, the familiarity of approach, and other factors can lead to higher estimation precision.

#### Budget Planning: Modeling Budget Forecasting on Similar Implementations

Case 3 was the most successful in delivery because the course team had worked together delivering similar content, was able to gain efficiency in having preexisting relationships, and had an evidence base to build their cost models from. When planning e-Learning implementations, the starting point should similarly be previous projects or using data from the literature on factors influencing costs, so budgets are not determined from scratch. Part of the observed budget variance issues in cases 1 and 2 had to do with estimates for costs not built on prior evidence; this can be controlled by using an experience-driven starting point.

#### Strengths and Limitations

This study analyzes 3 distinct cases of e-Learning covering 6128 applied health learners in 3 years and provided a comprehensive summary of the issues affecting the production and development of a course. This information could be useful for course designers in the planning of their e-Learning implementations and for drawing on lessons learned to plan budgets that ensure projects meet their objectives.
We noted 4 limitations with this study. Case study research can only provide a snapshot of activities as observed in each case, and there is a possibility that these cases may have limited applicability to other contexts. This has been mitigated using construct validity, external validity, and reliability tests in each case, but it is important to note that case study research has an inherent limitation in the observation of events under consideration due to the design; experimental methods deliver more rigorous results to test results. In addition, the selection of the case studies was opportunistic, as they were e-Learning projects accessible within the first author’s research unit. The second limitation is that further qualitative investigation of attitudes, views, and perceptions of stakeholders was not undertaken. This would have added an additional dataset to analyze factors affecting budgeting, meaning that the researchers drew conclusions from data that may have been viewed differently with further direct inquiry from stakeholders. It is important to note however, that stakeholders did review final case reports for accuracy and consistency with events. The third limitation is that the study did not undertake critical examination of the decisions made by the course designers in authoring tools, license costs, expertise, and other factors affecting the direct costs; examination of these costs including triangulation among the 3 sources would lead to further evidence affecting results. Finally, the study made use of a mixed-methods approach to analyze horizontal budget analysis but did not undertake an analysis for offsetting or magnifying variances, return on investment, forecasting, sensitivity analysis, or other financial planning and analysis methods. An economic study focused on outcomes and cost could provide further data that would potentially influence implementation considerations.

Further Research
The outputs of this study, in addition to the process of execution and reflection on both strengths and limitations, suggest 3 possible areas for future research:

Standards for Costing Economic Evaluations of e-Learning Implementations
Limited economic evaluations are conducted on e-Learning, most likely because educators focus on content delivery and educational effect rather than creating cost evidence. This study has created an extension of existing costing methods and demonstrated how it can be applied to e-Learning, allowing future researchers to reuse this approach to create consistent costing data, which could be subsequently benchmarked. With a growing evidence base of e-Learning cost data, this could also promote further research into various forms of economic evaluation, to create possible business cases for future investment in e-Learning, should value be demonstrated.

Integration of Project Management, Instructional Design Methods, and Costing
This study observed benefits in the combination of project management methods and instructional design methods; further research investigating ways of adopting existing instructional design methods with project management methodologies and linking these methods with cost management approaches could help address the high investment cost required in e-Learning.

Cost and Value Perceptions of Students and Educators
Using improved cost data from the approaches in this research, further research could attempt to identify perceptions of cost and value by comparing the perspectives of students and educators.

Conclusions
e-Learning research consistently refers to the promise and opportunity of its cost-effectiveness in contrast to face-to-face instruction; however, the underlying data supporting the costs necessary for their delivery are not well understood [8]. To implement further economic evaluation to understand proprieties demonstrating the value of e-Learning in contrast to other learning types, it is first necessary to develop a standard means of calculating costs in the delivery of these types of projects. Through consistent management of factors affecting costs in course production, further research could be undertaken using standard economic evaluation methods to evaluate the advantages of using e-Learning. This study enables an understanding of the issues affecting cost planning for the design, development, and deployment of e-Learning courses and also provides recommendations on controlling cost variance within e-Learning projects. This study contributes a systematic approach to costing in e-Learning that course designers and researchers could use to design and calculate costs in the production and deployment.
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Abstract

Background: Serious games have been proposed to address the lack of engagement and sustainability traditionally affecting interventions aiming to improve optimal antibiotic use among hospital prescribers.

Objective: The goal of the research was to forecast gaps in implementation, adoption and evaluation of game-based interventions, and co-design solutions with antimicrobial clinicians and digital and behavioral researchers.

Methods: A co-development workshop with clinicians and academics in serious games, antimicrobials, and behavioral sciences was organized to open the International Summit on Serious Health Games in London, United Kingdom, in March 2018. The workshop was announced on social media and online platforms. Attendees were asked to work in small groups provided with a laptop/tablet and the latest version of the game On call: Antibiotics. A workshop leader guided open group discussions around implementation, adoption, and evaluation threats and potential solutions. Workshop summary notes were collated by an observer.

Results: There were 29 participants attending the workshop. Anticipated challenges to resolve reflected implementation threats such as an inadequate organizational arrangement to scale and sustain the use of the game, requiring sufficient technical and educational support and a streamlined feedback mechanism that made best use of data arriving from the game. Adoption threats included collective perceptions that a game would be a ludic rather than professional tool and demanding efforts to integrate all available educational solutions so none are seen as inferior. Evaluation threats included the need to combine game metrics with organizational indicators such as antibiotic use, which may be difficult to enable.

Conclusions: As with other technology-based interventions, deploying game-based solutions requires careful planning on how to engage and support clinicians in their use and how best to integrate the game and game outputs onto existing workflows. The ludic characteristics of the game may foster perceptions of unprofessionalism among gamers, which would need buffering from the organization.

(J Med Internet Res 2019;21(6):e13365) doi:10.2196/13365
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Introduction

The Threat of Drug-Resistant Infections

Although antimicrobial resistance is an evolutive phenomenon that cannot be stopped [1], reducing inadequate use of antibiotics would prolong their effectiveness and mitigate the clinical, human, and economic costs of drug-resistant infections [2]. As an example of such costs, in 2015 an estimated 672,000 infections with antibiotic-resistant bacteria were reported in the European Union [3], and yearly drug-resistant infection–attributable mortality worldwide has been forecasted to reach 10 million people by 2050 [4,5].

Antimicrobial stewardship (AMS) fosters the optimal use of antibiotics by health care professionals, patients, and citizens [6], combining organizational, structural, behavioral, and educational components. Several initiatives have reported on educational resources and interventions focused on undergraduate human health and veterinary students [7] as well as existing health care workers [8]. These interventions aimed to address existing gaps in undergraduate curricula [9], one of the factors responsible for suboptimal antibiotic prescribing practices reported worldwide [10].

Efforts to support existing and future antibiotic prescribers have been evidenced by the burgeoning number of educational resources already developed [11]. However, most of these resources have focused on improving the technical knowledge of prescribers about infections or antimicrobials [12]. While such education would be undoubtedly useful and of some benefit, it may have overlooked increasingly recognized behavioral influences on antimicrobial decision-making [13]. Surveys of trainee doctors and students evaluating educational interventions, for example, have highlighted how professionals still felt hesitant about their competence in antibiotic prescribing [14,15]. Other studies have stressed the inaction reported by some clinicians to modify antimicrobial prescriptions [16], demonstrating the communication, negotiation, and emotional skills required for antimicrobial decision-making [17]. It would be unlikely for such skills to be nurtured by passive approaches based on providing knowledge, instead requiring active and dynamic educational experiences that would allow the performance of trainees and clinicians to be examined and reviewed [18].

The combination of increasing computing power, ubiquity of portable devices, and near-complete internet coverage affords an ever-growing reliance on interventions based on games as clinical training aids and simulations [19]. Software development has also benefited from an increased understanding of the behavioral determinants of clinical decision-making and heuristics [20], with existing software now able to address some of the challenges presented by the frequent lack of engagement with traditional quality improvement interventions [21,22].

Recognizing the potential of game-based solutions to facilitate education and training of health care students and existing clinicians involved in antibiotic management, in 2015 we developed On call: Antibiotics (OcA), the first serious game worldwide aimed at improving antimicrobial prescribing behaviors among hospital prescribers [23] (Figure 1 and Multimedia Appendix 1).

Figure 1. On call: Antibiotics. Interface (left panel); hospital layout (right panel).
On Call: Antibiotics Development and Use

A close collaborative of artists, commercial game developers, health care workers, academics, and patient representatives came together to design the game. The platform resembles clinical practice and presents a number of virtual patients that require management using essential diagnostic skills and the broad range of optimal behaviors embedded in established national antibiotic guidance in the United Kingdom such as Start Smart Then Focus (SSTF) [24], which offers these principles of optimal antibiotic use:

- Do not start antibiotics in the absence of clinical evidence of bacterial infection.
- For antibiotics prescribed, document each of the following on the drug chart and in the clinical notes: clinical indication (including disease severity if appropriate), dose, route, and duration or review date.
- Obtain cultures first where possible.
- Prescribe single-dose antibiotics for surgical prophylaxis where antibiotics have been shown to be effective.
- Review the clinical diagnosis and continuing need for antibiotics by 48 to 72 hours and make a clear plan of action: the antimicrobial prescribing decision.
- The five antimicrobial prescribing decision options are stop, switch, change, continue, and refer to outpatient parenteral antibiotic therapy.
- It is essential that the review and subsequent decision be clearly documented in the clinical notes. The decision should also be documented clearly on the drug chart.

Players are presented with demographic information about each patient (Figure 1, left panel) together with a chief complaint that can be explored by requesting more information about signs and symptoms. Once players are ready to make a diagnostic decision, they select a diagnosis and a therapeutic option according to the SSTF principles. As soon as the therapeutic decision is made, players are given feedback about their performance from the perspective of the different professional groups involved in antibiotic decisions. In addition to such individual feedback, metrics such as time engaged with the game and each case and time needed to make each decision are collected by the game and submitted to a secure, remote server for analysis.

The game does not aim to teach clinicians about specific antibiotics and their appropriateness or effectiveness to treat a given infection on the premise that such antibiotic-microorganism combinations are likely to change in time and be context-specific and that technical solutions (ie, those based on the provision of information or support to address a priori knowledge deficits), albeit effective, have been short-lived and demonstrated modest impact [25]. Instead, we were more interested in fostering excellent antimicrobial behaviors, recognizing that such optimal nature may depend on a variety of interrelated professional, clinical, and organizational conditions [26] and patient expectations [27].

To reflect the range of demands exerted on the different stakeholders within the antimicrobial prescribing pathway, we developed some archetypes or personae that embodied the goals of the different stakeholders. For example, the ideal outcome for patients may merely be the resolution of their infection in the fastest possible way, disregarding the potential impact that such a forceful approach may have on the rates of drug-resistant infections in the wider population. Hospital prescribers (in this version of the game, doctors), on the other hand, may strive for diagnostic and therapeutic accuracy, underpinning the wider reputation of the clinical team or the institution. Regarding the hospital, managers may have concerns about the use of costly intravenous medications and the increased number of patients developing adverse events associated with the peripheral vascular devices required to administer such antibiotics.

By definition, these archetypes are unidimensional and, to a point, simplistic, but they help articulate the tensions faced by prescribers. However, the foundation of such multifaceted perspective was the idea that satisfying all relevant stakeholders along the antimicrobial decision-making process may not be possible, and that even adequate therapeutic and clinical decisions may lead to negative consequences and experiences for some stakeholders. Additionally, using the personae ensured that although practitioners in the United Kingdom were the intended audience of the current game, health care workers worldwide involved in management of antibiotics in other countries could feel represented.

From game release on October 1, 2015, to September 2018, there were approximately 4000 downloads with about 2100 unique game users worldwide (source: website analytics, Google Data Studio reports). Our dissemination approach has been cautious until now, showcasing the game as a tool with the potential to influence antimicrobial prescribing among clinicians but avoiding any claims of efficacy or effectiveness until the results of pending evaluations are obtained.

Our previous literature review of serious games for infection prevention and control and AMS had identified a handful of reports within this field [28]. In their reporting, the majority of software and apps emphasized development aspects followed by the theoretical underpinnings of the products. However, few if any papers offered a detailed account of implementation, adoption, or evaluation perspectives and challenges. Such absence of published experiences seems to widely affect the field of serious games in medical and clinical education. For example, Gorbanev [29] recently explored the quality of the evidence of game effectiveness for medical learning, noting a weakness of diffusion mechanisms and lack of repeated implementations of games in different settings, highlighting how in general games were implemented, tested, and reported only once and in only one setting, with no comparator. Additionally, the unintended consequences of incorporating serious games as educational and behavioral tools in clinical education, including game elements and techniques as a source of distraction, have not been fully explored [30]. Addressing this gap in the evidence remains crucial to ensure meaningful impact in the real world, particularly important considering that these serious games intend to modify behaviors.

For such reasons, and to help identify potential threats to the successful deployment, implementation, and adoption of the game, we organized a co-development workshop with clinicians...
and academics in serious games and antimicrobial use to debate those gaps and co-design solutions.

**Methods**

**Attendee Selection**

The workshop was widely advertised on our institutional website, event-booking platforms, and social media. We reviewed all individuals registered to attend the event and rejected people who could not demonstrate clinical expertise in antibiotic use or experience developing serious games or researching the theoretical and behavioral frameworks included in serious games to justify their attendance. We added such evaluation to ensure that room capacity for the event was not surpassed. Ideal participants were involved in prescribing, reviewing, or administering antibiotics; developing serious and other types of games; or developing or researching behavioral methods or tools, regardless of whether they focused on digital or nondigital delivery approaches.

**Purpose of the Workshop**

To maximize participation and cost efficiency, the workshop took place prior to the International Summit on Serious Health Games [31] organized by the Health Protection Research Centre for Healthcare Associated Infection and Antimicrobial Resistance at Imperial College London on March 20, 2018, to showcase innovative serious health games that had demonstrated robust or imaginative methodologies during their development, implementation, or evaluation or focused on topics transferable to the purpose of our game.

The 2-hour workshop was arranged from a perspective of co-design and coproduction, although we recognized that participants would be presented with a fairly stable and defined version of the game, allowing no modification of either the user interface or functionality. The layout of the workshop venue was arranged so attendees could work in small groups around a laptop or tablet running the game following brief presentations from the workshop organizer (ECS). The organizer summarized responses from each small group, seeking their agreement about the fidelity of such summary and noting divergent opinions on flipcharts. Workshop participants could also download the latest game version on their personal devices from the institutional repository [32].

We urged attendees to hypothesize whether the use of the game could lead to unintended consequences or unexpected events. Reflecting the gaps that had been identified in the literature review, experts were asked to sequentially debate the challenges in implementation, adoption, and evaluation of OcA, as highlighted in the manuscript by Castro-Sánchez et al [28]. For example, among the adoption challenges, participants had to identify the strengths, weaknesses, opportunities, and threats for clinicians, end users, technologists, developers, and those responsible for funding or commissioning the game. Regarding implementations challenges, participants were specifically asked to reflect upon the scalability and sustainability of OcA as a learning and behavior modification tool for clinicians. Finally, the section on evaluation challenges requested that workshop participants identify qualitative, quantitative, mixed, and economic evaluation approaches from the point of view of clinician players and technologists or developers engaged in the evaluation, with ideas about the type of evidence funders and commissioners may wish to receive to approve implementation and adoption of the game across new organizations.

Participants were encouraged to consider perspectives ranging from the individual clinician to the organization and the health service. They were asked to consider potential challenges to translating the intervention to low-resource settings to allow it to run on virtually any computing platform and focus its design away from particular therapeutic regimens and toward behaviors that have been agreed upon in many settings already. Although the workshop preceded the Summit, attendance was voluntary.

**Analysis**

As the workshop had a coproduction perspective, the goal was to identify actionable solutions that could be iterated in real-world use of the game and refined rather than establishing hypotheses or exploring perceptions or ideas of the participants about the implementation of the game. Threats and solutions were summarized by the workshop leader from opinions expressed during the workshop and by each team of participants after each of the workshop sections. These summaries were corroborated or further clarified by the participants and collectively agreed. Notes from the observer also documented interactions between participants and emerging interesting ideas. This paper synthesizes threats and solutions generated during the workshop.

**Results**

**Characteristics of Participants**

Of the applicants, 29 were selected to attend the workshop, including consultant physicians from different clinical specialties; doctoral and postdoctoral researchers with projects focused on simulation, games, or virtual environments; antimicrobial resistance researchers and clinicians; experts in digital intervention implementation; games developers; behavioral researchers with interests in game-based interventions; and funding and digital project managers. Workshop members came from the United Kingdom, Spain, Germany, Portugal, France, and Ireland. Table 1 summarizes the solutions coproduced at the event.
Implementation Challenges

The most pressing implementation challenges identified by participants referred to the organizational setup necessary to ensure scalability and sustainability of the game as a viable professional tool. For participants, successful implementation of OcA would require the release of the game underpinned by robust technical and educational support for players, with inclusion of other nonplaying clinicians and any other professionals in education in practice.

Ideally, these educationalists or practice educators and tutors would remain consulted about any future game iterations so required learning or professional outcomes are reflected in the game. Similarly, education and training leads would receive intelligence from in-game metrics and a variety of proposed evaluation results to maintain a coherent and aligned pedagogy.

The scalability of the game as a platform was not really considered to be a threat to the success of the intervention, as the total potential number of gamers at the institution would not be overwhelming to the resources in place to host the software. Instead, attendees felt that, potentially, the volume of data generated by the game itself combined with clinical information and experiential gamer feedback may end up being overwhelming for organizational follow-up and lack sufficient granularity to enable continued practice improvement. As an example, attendees wondered how it would be possible to maintain personalized feedback, training, and education for each of the players, potentially most medical prescribers in the hospital.

Linked to the previous concern but in terms of sustainability, the cyclical nature of the UK trainee medical workforce targeted, transferring from one health care organization to another every few months, may obfuscate the meaningful follow-up of players. What should be done, for example, when clinicians leave the organization yet remain engaged with the software to avoid their in-game generated data confuse decisions by the hospital management?

Adoption Challenges

Attendees agreed that adoption of a game-based intervention such as OcA as an adjuvant to support clinical practice may suffer from perceptions about serious games as valid behavioral tools. As suggested previously, potential end users may reject the tool simply on the basis of their ideas about a game as a ludic experience and not the proper training required to address the assumed lack of knowledge about antibiotic guidelines, considered to be the ultimate reason for inappropriate prescribing.

Participants added that to encourage game adoption it would be necessary to make explicit who should be using the game and the timing of its use. Such unambiguous guidance would also be welcomed as OcA, albeit reflecting clinical realities, was not a simulator (ie, a life-like representation), like other tools such as surgical training platforms, or readily available, like advanced life support stations.

Regarding the characteristics of the ideal candidate players, clinicians unfamiliar with the demographics of gaming may assume that games would just be appealing or valid for, generally speaking, male and younger health care professionals. These perceptions, however, may not be aligned with existing evidence. Regarding the timing of game use, the workshop attendees suggested that potential end players may hesitate to be seen engaging with the game during working hours for fears of doubts about their professionalism. Such perceptions should not be dismissed and could be robust enough to derail the sustained adoption of OcA and similar tools.

To mitigate such threats, attendees advocated for an adequate communication campaign about the evidence underpinning the use of the game and the inclusion of the game within the pool of training and continuous professional development interventions offered by the organization. For instance, there should be concerted efforts to integrate this game-based platform among established performance review mechanisms such as portfolios, embedding game scores and feedback or using in-game performance as reflection to be jointly discussed between assessors and appraisees to evaluate skills and decision-making (Figure 2).

Interestingly, some attendees highlighted the dilemmas that may arise when proposing the use of games as interventions aimed at resolving attrition and lack of engagement. Although unlikely, it was hypothesized that extremely successful initiatives may nudge end users to play too much or at inappropriate times.
Evaluation Challenges

Attendees agreed on the clear need to ensure that game-based behavioral tools are robustly evaluated, ideally using different metrics and approaches, if they are to be postulated as effective and worthy of adoption by clinicians and funding by commissioners and decision-makers. Ideally, evaluations should be based on the most stringent yet feasible research design and focused on matching the game against current educational interventions or in addition to such interventions so the added value to existing multimodal bundles can be measured.

In addition to outcome-oriented evaluations, participants stressed the benefit of qualitative or mixed-methods designs that facilitated discussions with potential players about their embedding of serious games within professional or personal workflows, synergies with existing education or training approaches, and sustainability of perceived behavior changes.

For attendees, evaluation design depended on the niche identified for the game. As the game aspired to improve suboptimal prescribing behaviors, it would therefore be crucial to consider with care which outcome evaluation indicators to appoint. Further, as OcA introduced multiple perspectives regarding the impact of prescribers’ decisions, agreeing on what optimal prescribing represented may be complex (Figure 3). Of interest, planned OcA evaluation activities include randomized controlled trials complemented by semistructured interviews triangulated with in-game metrics.

Two final notes of caution were mentioned during the workshop. First, there were concerns about how to best link behavioral and clinical metrics regarding outcome evaluation. As in-game performance had to be matched to clinical, real-world performance, there would be a need to establish how individual behaviors in the game would be linked to performance reflected on clinical records. Obviously, this challenge would only be relevant if the unit of analysis for the adopted evaluation design focused on individual clinicians; should other designs center on wards or teams, other metrics may be preferable or suitable. Second, there were concerns about how to determine any cost-related benefits in view of the complexity to arrive confidently at game-attributable improvements in clinical practice.
Discussion

Principal Findings

The potential of innovative game-based interventions in clinical practice can be threatened by perceptions about the validity of such behavior change approaches, as reported by the attendees to our workshop. To mitigate such threat, game advocates ought to include explicit guidance and information in their implementation strategies about intended end players and when they could use the game. Ideally, games should be positioned as equal tools among other interventions, with efforts to build synergies between tools and approaches and, ultimately, work toward a multichanneled ecosystem of educational experiences.

To achieve such parity with traditional resources, our attendees recommended that games should undergo robust evaluations from multiple perspectives with the aspiration to achieve noninferiority against already established resources. Evaluations should focus on clinical rather than statistical success. The emphasis on real-world improvement would facilitate the assessment of cost-associated measures in order to convince decision-makers of the benefits of deploying the game.

Limitations

The main limitations affecting the results refer to the very circumscribed software discussed at the workshop, a serious game focused on improving clinical behaviors among prescribers in the United Kingdom; the moderate number of attendees to the workshop; and the format of the event, where opinions where sought and had to be offered openly following a brief period of contact with the game, which may have contributed to socially desirable responses. Other academics or software coders interested in developing game-based solutions to influence clinical behaviors may still benefit from our findings, particularly the prominence given to adequate evaluation designs, including qualitative approaches.

Comparison With Prior Work

Beside OcA, few if any serious game-based approaches have been published on antimicrobial stewardship. However, our workshop centered on mitigating any expected or foreseen implementation, adoption, and evaluation challenges likely to arise when deploying a game-based intervention in clinical practice.

From that perspective, our results complement work about technology implementation [33] by suggesting that organizations interested in games would have to dispel concerns about sensitivities on their appropriateness as valid educational instruments, affecting the brand attitude [34] and modulating the intention to use factor predicated within models such as the technology acceptance model [35] or technology integration model [36].

Further, although perceived ease of use has been recognized as a contributing factor toward games adoption, our results suggest that it would be paramount to consider such ease not just from the game itself but also from the embedment of the game within the existing continuous professional development and educational workflows gamers may have already in place. As OcA can link to professional portfolios and output gaming hours and performance scores easily, the integration into the workflow may not be that difficult, which may not be the case for every game and would require careful planning [37].

Finally, our attendees firmly endorsed robust and multiple evaluation approaches, a concern well described previously [38]. However, they stressed the economic aspects necessary
to convince decision-makers about the use of the game, perhaps reflecting wider difficulties of introducing novel technologies onto clinical practice and education at times of funding restrictions.

**Conclusions**

Game-based interventions can aid efforts to improve antimicrobial use, but their successful deployment and sustained use cannot rely on assumptions about any inherent interest to clinicians. Even if accurate, such assumptions would need to resolve perceptions about the use of games as professional learning platforms and be supported by organizational planning and multipronged metrics of success.
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Abstract

Background: Web-based health communities provide opportunities for doctors and patients to interact with each other and change the traditional communication mode between doctors and patients. However, little is known about the predictors of patients’ intention to interact with doctors in Web-based health communities in China.

Objective: The purpose of this study was to investigate what are the predictors of patients’ intention to interact with doctors in Web-based health communities in China.

Methods: On the basis of two-factor theory and service convenience theory, we propose that the attributes of Web-based health communities including ease of use and perceived synchronicity influence patients’ intention to interact through convenience of Web-based health communities, whereas the attributes of physical health facilities such as inaccessibility and discontinuity affect patients’ intention to interact through inconvenience of physical health facilities. We employed the survey method to validate our hypothesized relationships. Through developing the measurement instruments, we collected 334 valid answers from Web health community users and utilized partial least square to analyze the data.

Results: Ease of use (t[311]=2.924, P=.004) and perceived synchronicity (t[311]=2.353, P=.019) were found to influence convenience of Web-based health communities significantly, whereas inaccessibility (t[311]=3.189, P=.002) and discontinuity (t[311]=3.149, P=.002) were found to impact inconvenience of physical health facilities significantly. Meanwhile, both convenience of Web-based health communities (t[311]=2.353, P=.019) and inconvenience of physical health facilities (t[311]=2.787, P=.006) were found to affect patients’ intention to interact with doctors in Web-based health communities significantly. Therefore, all the proposed hypotheses were supported.

Conclusions: Through including factors from both Web-based health communities and physical health facilities, we can understand patients’ intention to interact comprehensively. This study not only contributes to literature of doctor-patient interaction and Web-based health platforms but also provides implications to promote doctor-patient interaction online and offline.

(J Med Internet Res 2019;21(6):e13693) doi:10.2196/13693
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Introduction

Background

Patients in China are increasingly using internet to understand and treat their health issues. Almost 32.7% of Chinese internet users have sought support online for their health issues, and the size of Chinese internet health care market is expected to reach 90 billion RMB [1]. Meanwhile, Chinese doctors spent more than 50% of their online time to do health-related activities [2]. Among all the internet applications, Web-based health communities provide the opportunities for interaction between patients and doctors in China [3].

Web-based health communities allow patients to establish discussion groups with doctors and other patients who have common interest in certain health problems and provide online tools for patients to contact doctors directly [4]. Patients can interact with any doctors they prefer in Web-based health communities. Therefore, communication mode between patients and doctors have been changed from single direction communication to multiple direction communication [5]. In the meantime, interactions between doctors and patients have been shown to promote patients’ healthy behaviors and health information seeking, which could enhance their health status and alleviate the severity of many diseases including diabetes, hypertension, stroke, and Alzheimer disease [6,7]. Therefore, promoting interaction between patients and doctors in Web-based health communities is important for patients’ health. Previous literature has studied the factors that influence interaction between patients and doctors. For example, Schillinger et al [8] found functional health literacy had positive association with quality of physician–patient communication among diabetes patients. Hsu et al [9] showed doctors’ use of computers associated with patients’ general satisfaction, communication about medical issues, and comprehension of medical decisions made. Wald et al [10] revealed that the use of internet could lead to more informed patients and in turn better health care choices. Roter et al [11] investigated the role of gender in physician-patient interaction by using meta-analysis method and found that female physicians engaged in communication with patients longer than male physicians. Schouten and Meeuwesen [12] showed doctors might behave differently toward different ethnic patients in doctor-patient communication. Although previous literature has studied some predictors of interaction between doctors and patients, few of them considers the context of Web-based health communities and related factors.

Meanwhile, considering the large population and unique health care system in China, the role of Web-based health communities in China may be different [13]. In addition, special cultural, social, and institutional forces in China may make patients’ interaction with doctors in Web-based health communities distinct [14]. Thus, it is necessary to study patients’ interaction with doctors in Web-based health communities in China context. Therefore, we propose our research questions as follows: What are the predictors of patients’ intention to interact with doctors in Web-based health communities in China?

To address the research questions, we arrange the following sections as follows: we first apply the two-factor theory and service convenience theory to explore the predictors of patients’ intention to interact with doctors and their underlying mechanisms. Afterwards, we establish our research model by developing corresponding hypotheses. Methods and Results follow. Discussion, implications, and future directions are in the last section.

Theoretical Foundation

Service convenience theory provides us the main theoretical perspective to understand patients’ interaction and the basis to construct the working mechanisms of patients’ interaction intention’s predictors. Meanwhile, based on two-factor theory, we can decide the predictors of patients’ intention to interact with doctors in Web-based health communities.

Service convenience theory assumes that consumers’ perceived convenience is influenced by different characteristics of service, firm-related factors, and individual consumer differences, and it also determines their evaluation of services [15]. Characteristics of service are the main determinants of perceived convenience. Given both Web-based health communities and physical health facilities provide the place for doctors to provide services to patients, they may affect the quality of doctors’ service. Therefore, it is possible to use service convenience theory to formulate the underlying mechanisms of predictors.

To be specific, we propose convenience of Web-based health communities, and inconvenience of physical health facilities serve as the mechanisms for predictors of patients’ interaction. Two-factor theory is originally used to understand satisfaction in organization context [16]. This theory suggests that there are 2 categories of factors that influence satisfaction: hygiene and motivation factors. Hygiene factors may lead to dissatisfaction when not present, whereas motivation factors can lead to satisfaction when present. Therefore, convenience of Web-based health communities and inconvenience of physical health facilities could be understood by two-factor theory as convenience and inconvenience could correspond to hygiene and motivation factors. Toward motivation factors, the attributes of Web-based health communities could be the sources, whereas attributes of physical health facilities could linked to the hygiene factors.

Research Model and Hypotheses Development

On the basis of service convenience theory, we propose that convenience of Web-based health communities and inconvenience of physical health facilities influence patients’ intention to interact with doctors in Web-based health communities. Meanwhile, according to two-factor theory, we hypothesize that ease of use and perceived synchronicity affect convenience of Web-based health communities, whereas inaccessibility and discontinuity impact inconvenience of physical health facilities. The assumed relationships are depicted in Figure 1.
Convenience, Inconvenience, and Intention to Interact

Convenience can be defined as people’s perception of time and effort involved in performing some tasks [15]. Therefore, patients feel convenient when they use less time and effort in using Web-based health communities, whereas patient perceive inconvenience when physical health facilities cost them too much time and effort. Convenience have been shown to facilitate the adoption and use of different information technologies [17,18]. As convenience of Web-based health communities can give value to patients through offering medical resources directly to patients and responding patients’ health demands quickly [19], the value from Web-based health communities make patients adopt and use Web-based health communities. Meanwhile, inconvenience of physical health facilities may bring barriers or even threats to patients’ health problems solving. Thus, the barriers or threats from inconvenience of physical health facilities may make patients avoid using physical health facilities and switch to Web-based health communities. On the basis of the above reasoning and explanations, we hypothesize that:

- **H1**: Convenience of Web-based health communities influences patients’ intention to interact with doctors in Web-based health communities positively.
- **H2**: Inconvenience of physical health facilities influences patients’ intention to interact with doctors in Web-based health communities positively.

Ease of Use, Perceived Synchronicity, and Convenience of Online Health Communities

Ease of use is the degree to which using Web-based health communities is free of effort [20]. Thus, ease of use of Web-based health communities may make patients cost little effort in using Web-based health communities and lead to patient feel using Web-based health communities be convenient. Previous literature has also shown the relationship between ease of use and convenience. For example, Yoon and Kim [18] showed that perceived ease of use positively influenced convenience of wireless LAN. Lai and Chang [21] found that perceived ease of use affected convenience of electronic book readers positively. Therefore, we can hypothesize that:

- **H3**: Ease of use influences convenience of Web-based health communities positively.

Perceived synchronicity is identified as 1 component of interactivity and defined as the degree to which the reception of messages is simultaneous to their sending in communication [22]. When patients can receive the feedback from doctors quickly in Web-based health communities no matter how far away they are, they will save their time and effort. Thus, patients may perceive convenience of using Web-based health communities. As such, we hypothesize that:

- **H4**: Perceived synchronicity influences convenience of Web-based health communities positively.

Inaccessibility, Discontinuity, and Inconvenience of Physical Health Facilities

Inaccessibility is the opposite of accessibility and refers to the degree to which patients cannot use health care service to achieve the best health outcomes [23]. Inaccessibility contains several dimensions including unaffordability, physical inaccessibility, unacceptability of services, and inadequacy of service supply [24]. Inaccessibility of health care services in physical health facilities becomes the barriers for patients to access the health care services they need and cost patients much time and effort in physical health facilities. Therefore, inaccessibility of health care services in physical health facilities may cause inconvenience for patients. Afterwards, we can hypothesize that:

- **H5**: Inaccessibility of physical health facilities influences patients’ intention to interact with doctors in Web-based health communities positively.
- **H6**: Discontinuity of physical health facilities influences intention to interact with doctors in Web-based health communities positively.
• H5: Inaccessibility influences inconvenience of physical health facilities positively.

Discontinuity is the degree to which the whole health care process for patients is not coherent and connected [25]. It also includes some aspects such as informational discontinuity, management discontinuity, and relational discontinuity. Discontinuity may go against building trust and bond between doctors and patients, and afterwards the compliance toward doctors’ medical treatment and advices [26]. Patients need to spend more time and effort to use discontinuous health care services. Thus, discontinuity of health care services in physical health facilities may also lead to inconvenience for patients. Afterwards, we can hypothesize that:

• H6: Discontinuity influences inconvenience of physical health facilities positively.

Methods

Measurement Instruments

To verify the proposed relationship in this study, survey method is employed in this study. Measurement instruments are developed based on previous literature. Items for intention to interact with doctors are adapted from Jang et al [27], items for convenience of Web-based health communities and inconvenience of physical health facilities are adapted from Yoon and Kim [18], items for perceived synchronicity are adapted from Wang and Haggerty [30]. Besides the constructs studied in our research model, we also consider several control variables, which are mentioned in previous literature including age, gender, education, intensity and length of using Web-based health communities, and perceived health [7]. Meanwhile, the experience of filling online questionnaires of respondents is included in the questionnaire to test the non-naïve effect [31]. All items were measured by 5-point Likert scales, which are anchored from “1=strongly disagree” to “5=strongly agree.”

Given our measurement instrument was adapted and developed from English literature, back translation method is used to translate it into Chinese. One of the bilingual authors first translated the English version of measurement instrument into Chinese version. Afterwards, another bilingual author back translated the Chinese version into English version. The 2 authors checked the consistency between the 2 English versions by comparing them. Inconsistency is resolved through discussion between the 2 authors. After the translation, we have checked the quality of measurement instrument preliminarily by conducting a pretest through interviewing 9 experts in the area of medical informatics, health management, and 16 users of Web-based health communities. Through the pretest, the experts and users provide comments and suggestions to improve the quality of our measurement instrument. On the basis of the comments and suggestions, we decide our measurement instrument and present it in Multimedia Appendix 1.

Data Collection

Given China has the largest population of internet users, we collected data from China [32]. To access to users of Web-based health communities efficiently, we employed the paid survey service from a leading online market research company. The service of market research firms allows for the efficiently administering online surveys and recruiting voluntary, motivated, and willing research participants for different research purposes [33]. This company has a sampling base that contained 2.6 million members, and more than 1 million of them were the daily questionnaire respondents. Given the objective of this study is to investigate patients’ intention to interact with doctors in Web-based health communities, respondents with experience of interacting with doctors in Web-based health communities were randomly invited to fill out our questionnaires randomly from the sample base. The institutional review board of Tongji Medical College, Huazhong University of Science and Technology has approved our study procedures (No 2017S319). Through 3 weeks of deployment, we received a total of 427 responses.

To ensure the data quality and reduce social desirability bias, several actions are taken during the data collection. First, attention-trap and reverse-coded questions were used in the questionnaire to reduce single-method bias and check whether respondents were reading all questions fully and honestly. Second, several screening questions were set to check whether the respondents were patients who interacted with doctors in Web-based health communities such as whether the respondents had interacted with doctors in Web-based health communities, respondents with experience of interacting with doctors in Web-based health communities were randomly invited to fill out our questionnaires randomly from the sample base. The institutional review board of Tongji Medical College, Huazhong University of Science and Technology has approved our study procedures (No 2017S319). Through 3 weeks of deployment, we received a total of 427 responses. Therefore, the percent of invalid responses is 27.8% (93/334), which is reasonable [34].

Results

Demographic Information

The demographic information of our sample is showed in Table 1.
Table 1. Demographic information of sample participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>61 (18.3)</td>
</tr>
<tr>
<td>25-30</td>
<td>122 (36.5)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>151 (45.2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>138 (41.3)</td>
</tr>
<tr>
<td>Female</td>
<td>196 (58.7)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>College</td>
<td>294 (88)</td>
</tr>
<tr>
<td>Master’s degree and above</td>
<td>33 (9.9)</td>
</tr>
<tr>
<td>Intensity of using Web-based health communities (hour/day)</td>
<td></td>
</tr>
<tr>
<td>&lt;0.5</td>
<td>274 (82)</td>
</tr>
<tr>
<td>0.5-1</td>
<td>54 (16.2)</td>
</tr>
<tr>
<td>&gt;1</td>
<td>6 (1.8)</td>
</tr>
<tr>
<td>Length of using Web-based health communities (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>126 (37.7)</td>
</tr>
<tr>
<td>1-5</td>
<td>164 (49.1)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>44 (13.2)</td>
</tr>
</tbody>
</table>

Reliability and Validity

To examine the reliability and validity of our measurement instrument, we conduct the confirmatory factor analysis by using SmartPLS 2.0.3M, which is a software developed by SmartPLS GmbH and is used for structural equation modeling [35]. Table 2 presents the results on reliability. The values of Cronbach alpha and composite reliabilities are all above .7; thus, confirming good reliability for all constructs [36]. Next, the values of average variance extracted (AVE) of each construct are all above 0.5, and loadings for each item are also all above 0.7; thus, reflecting good convergent validity [33]. Finally, Table 3 presents the results on validity. The values of square roots of AVEs are all greater than the inter-construct correlations, thus showing good discriminant validity [37]. Therefore, reliability and validity of our measurement instrument are acceptable.

Besides the tests of validity and reliability, common method bias was also considered. First, we went through the values of correlation coefficients among constructs in Table 3 to check whether they are too high (r > .90) and found all the values were not beyond the threshold. Second, we conducted Harman single factor test by the principle component analysis. A total of 7 factors were extracted, and the first extracted factor in the unrotated solution accounted for 23.53%, which is less than 50% [38]. Finally, we used marker variable technique to test the bias. Perceived organizational support was chosen as the marker variable as it was not relevant to our study [39]. The analysis result showed the average value of correlation coefficients between perceived organization support and other variables was only 0.156. Therefore, common method bias was not present in our study.
Table 2. Construct reliability and convergent validity.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Factor loadings</th>
<th>Composite reliability</th>
<th>Average variance extracted</th>
<th>Cronbach alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention to interact (ITI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITI1</td>
<td>0.8363</td>
<td>0.836</td>
<td>0.6301</td>
<td>.7088</td>
</tr>
<tr>
<td>ITI2</td>
<td>0.7369</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ITI3</td>
<td>0.805</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Convenience of Web-based health communities (CE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE1</td>
<td>0.8641</td>
<td>0.8501</td>
<td>0.6556</td>
<td>.7388</td>
</tr>
<tr>
<td>CE2</td>
<td>0.7124</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CE3</td>
<td>0.8443</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Inconvenience of physical health facilities (IC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IC1</td>
<td>0.8189</td>
<td>0.8309</td>
<td>0.6211</td>
<td>.7013</td>
</tr>
<tr>
<td>IC2</td>
<td>0.7576</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IC3</td>
<td>0.7866</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ease of use (EOU)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EOU1</td>
<td>0.8101</td>
<td>0.8503</td>
<td>0.6543</td>
<td>.7376</td>
</tr>
<tr>
<td>EOU2</td>
<td>0.8021</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EOU3</td>
<td>0.8145</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived synchronicity (PSY)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSY1</td>
<td>0.7957</td>
<td>0.8392</td>
<td>0.635</td>
<td>.7128</td>
</tr>
<tr>
<td>PSY2</td>
<td>0.8038</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PSY3</td>
<td>0.791</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Inaccessibility (IAY)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAY1</td>
<td>0.7462</td>
<td>0.844</td>
<td>0.5758</td>
<td>.7547</td>
</tr>
<tr>
<td>IAY2</td>
<td>0.7044</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IAY3</td>
<td>0.8352</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IAY4</td>
<td>0.7435</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Discontinuity (DC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC1</td>
<td>0.7442</td>
<td>0.834</td>
<td>0.5569</td>
<td>.7368</td>
</tr>
<tr>
<td>DC2</td>
<td>0.7848</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DC3</td>
<td>0.7321</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DC4</td>
<td>0.7225</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*a—Not applicable.*
Table 3. Discriminant validity.

<table>
<thead>
<tr>
<th></th>
<th>ITI</th>
<th>CE</th>
<th>IC</th>
<th>EOU</th>
<th>PSY</th>
<th>IAY</th>
<th>DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITI</td>
<td>0.7938&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CE</td>
<td>0.3484&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.8097&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IC</td>
<td>0.3826&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.2979&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.7881&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EOU</td>
<td>0.3477&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.4166&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.2576&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.8089&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PSY</td>
<td>0.3192&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.3642&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.2057&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.3835</td>
<td>0.7969&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IAY</td>
<td>0.2415&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.289&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.4002&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.1852&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.0593&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.7588&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>DC</td>
<td>0.1245&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.2369&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.4039&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.1788&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.0991&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.3697&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.7463&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>ITI: intention to interact.
<sup>b</sup>CE: convenience of Web-based health communities.
<sup>c</sup>IC: inconvenience of physical health facilities.
<sup>d</sup>EOU: ease of use.
<sup>e</sup>PSY: perceived synchronicity.
<sup>f</sup>IAY: inaccessibility.
<sup>g</sup>DC: discontinuity.
<sup>h</sup>The square roots of average variances extracted.
<sup>i</sup>--: not applicable.

Analysis Results of Structural Model

Through conducting the bootstrapping analysis in PLS, we test the hypothesized relationships in this study. The analysis results are shown in Figure 2. Both convenience of Web-based health communities and inconvenience of physical health facilities influence patients’ intention to interact with doctors in Web-based health communities. Therefore, H1 and H2 are supported. These results suggest the attributes of Web-based health communities do determine patients’ perception of Web-based health communities. Meanwhile, ease of use and perceived synchronicity are both shown to influence convenience of Web-based health communities. Therefore, H3 and H4 are supported. These results suggest the attributes of Web-based health communities do determine patients’ perception of Web-based health communities. Finally, inaccessibility and discontinuity are found to influence inconvenience of physical health facilities. Therefore, H5 and H6 are supported. There results reveal the attributes of physical health facilities also decide patients’ feeling of physical health facilities.

http://www.jmir.org/2019/6/e13693/
Figure 2. Analysis results of hypothesized model.

Discussion

Principal Findings

This study explores the predictors of patients’ intention to interact with doctors in Web-based health communities. On the basis of service convenience theory, we propose convenience of Web-based health communities and inconvenience of physical health facilities influence patients’ intention to interact with doctors in Web-based health communities directly. Meanwhile, based on two-factor theory, we propose that ease of use and perceived synchronicity influence convenience of Web-based health communities, whereas inaccessibility and discontinuity influence inconvenience of physical health facilities. All the proposed relationships are manifested by using the survey method. These results imply that our research model can help understand patients’ intention to interact with doctors in Web-based health communities adequately.

Implications

This study provides both theoretical and practical implications. For the theoretical implications, we first integrate service convenience theory and two-factor theory to understand patients’ intention to interact with doctors in Web-based health communities. Through the integration, we can see patients’ intention to interact through a complement theoretical view. Second, we contribute to patient-doctor interaction literature by studying their predictors from patients’ view on Web health community context first. We consider the factors from Web-based health communities including ease of use and perceived synchronicity. Meanwhile, we also investigate the factors from physical health facilities such as inaccessibility and discontinuity. These factors answer our research questions directly. Finally, we explore the mechanisms of the predictors of patients’ intention to interact with doctors in Web-based health communities. The mechanisms help us improve our theoretical modeling of patients’ intention to interact.

Besides the theoretical implications, this study also provides its practical utility. First, this study confirms that Web-based health communities provide an important space for the interaction between doctors and patients. Second, there are implications for both health policy makers and Web health community managers. On the basis of factors from Web-based health communities, Web health community managers should provide enough tools and ensure the functionality of their communities for patients to communicate with doctors. Meanwhile, health policy makers should focus on the accessibility and continuity of physical health facilities, not just patients’ satisfaction. Third, the measure scales of convenience and inconvenience could be the direct indicators to reflect patients’ intentional or actual interaction with doctors in Web-based health communities. Finally, telehealth, which use the information communication technology to provide health care service distantly, have been developed in China for many years [40,41]. However, a recent study about telehealth in China has shown that the Chinese patients’ adoption of telehealth is quite low although they are aware of telehealth [42]. Therefore, to explore the drivers of telehealth usage is necessary. As Web-based health communities can take some form of telehealth, the factors explored in our study can be examined to promote the utilization of telehealth.
Limitation and Future Direction

The limitations in this study can be the basis for future research directions. First, only 4 factors based on two-factor theory are included. On the basis of our current level of explained variance of convenience and inconvenience, more factors could be relevant. Second, although patients’ intention could link to their actual behavior, it is necessarily to study patients’ actual interaction with doctors in Web-based health communities as the actual behaviors can give more direct evidence of the effectiveness of our research model. Finally, we use cross-sectional data to study patients’ intention to interact and did not account the dynamic of variables in our model. A longitudinal study would be useful as a follow-up.

Conclusions

This study examines the predictors of patients’ intention to interact with doctors in Web-based health communities based on service convenience theory and two-factor theory. Through including factors from both Web-based health communities and physical health facilities, we establish a theoretical model to understand patients’ intention to interact comprehensively. Through collecting data randomly from the sample pool of a research company, we validate the proposed research model. This study not only contributes to literatures of doctor-patient interaction and we health communities but also provides implications to promote doctor-patients interaction online and offline.
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Abstract

Background: Social media platforms constitute a rich data source for natural language processing tasks such as named entity recognition, relation extraction, and sentiment analysis. In particular, social media platforms about health provide a different insight into patient’s experiences with diseases and treatment than those found in the scientific literature.

Objective: This paper aimed to report a study of entities related to chronic diseases and their relation in user-generated text posts. The major focus of our research is the study of biomedical entities found in health social media platforms and their relations and the way people suffering from chronic diseases express themselves.

Methods: We collected a corpus of 17,624 text posts from disease-specific subreddits of the social news and discussion website Reddit. For entity and relation extraction from this corpus, we employed the PKDE4J tool developed by Song et al (2015). PKDE4J is a text mining system that integrates dictionary-based entity extraction and rule-based relation extraction in a highly flexible and extensible framework.

Results: Using PKDE4J, we extracted 2 types of entities and relations: biomedical entities and relations and subject-predicate-object entity relations. In total, 82,138 entities and 30,341 relation pairs were extracted from the Reddit dataset. The most highly mentioned entities were those related to oncological disease (2884 occurrences of cancer) and asthma (2180 occurrences). The relation pair anatomy-disease was the most frequent (5550 occurrences), the highest frequent entities in this pair being cancer and lymph. The manual validation of the extracted entities showed a very good performance of the system at the entity extraction task (3682/5151, 71.48% extracted entities were correctly labeled).

Conclusions: This study showed that people are eager to share their personal experience with chronic diseases on social media platforms despite possible privacy and security issues. The results reported in this paper are promising and demonstrate the need for more in-depth studies on the way patients with chronic diseases express themselves on social media platforms.

(J Med Internet Res 2019;21(6):e12876) doi:10.2196/12876
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Introduction

Background
People are often concerned about their health status and a range of medical issues, especially when it comes to complex or chronic diseases that can take a long time to treat or monitor. Patients often desire easy access to information about diseases and symptoms to understand their condition and to facilitate self-management of diseases without total reliance upon interaction with a physician [1]. Patients with chronic diseases in particular use social media to seek and provide social, emotional, and practical support [2]. Therefore, social media information can influence patients’ decisions to manage their chronic condition [3].

Social media platforms may support patients in their search for medical products or provide suggestions to promote healthy behavior and can improve health education as they allow people to write about their experiences with diseases, drugs, symptoms, and treatments. In recent years, social media platforms have grown quickly, with the public, patients, and health professionals sharing their experiences, looking for information, and interacting with others.

Currently, more than 74% of internet users connect to social media, and 42% of the internet users take advantage of social media for health information. Moreover, 32% of social media users in the United States share about their health care experiences and family’s struggle stories and 29% search for health information via social media platforms to observe other patients’ experiences with their diseases [3]. Furthermore, 51% of those who live with a chronic disease have used the internet for information about health topics such as details of a specific disease, medical procedures, drugs, medical devices, or health insurances [4].

With its growing number of users, social media has become a powerful tool that can promote information sharing about health care, provide feedback from users, and foster support systems [5]. In addition, the existence of social media platforms enables researchers to learn and discover the health experiences and feeling of patients and potentially discover new knowledge in health science. For example, user conversation content from health-related online forums, such as blogs, Twitter, and Facebook, has already been analyzed to find the clusters of breast cancer symptom [6], examine smoking [7], and understand the user discourse and describe social media interactions about obesity prevention [8]. In particular, Reddit has been used as a data source for similar studies [9-12].

The interactions between individuals on social media and the information they share constitute an important new source of data that can be used, on one hand, to understand the impact of drugs, diseases, and medical treatments on patients outside controlled clinical settings and, on the other hand, to comprehend health-related behavior.

Discovering public knowledge in social media text constitutes a challenge for researchers and health care providers. To achieve this goal, various text mining approaches, such as topic modeling, information extraction, and visualization, exist.

Biomedical Entity and Relation Extraction

In the era of biomedical text mining, bioentities and their relations have arisen as a challenge to discover new knowledge. To mine the huge amounts of unstructured data, automatic information extraction tools have been conceived and developed based on several approaches. There are multiple systems developed for the identification and analysis of relations between diseases, drugs, and genes, such as Extraction of Drugs, Genes and Relations, a natural language system that extracts information about drugs and genes relevant to cancer from the biomedical literature [13]. Extraction of drug-disease treatment pairs from the published literature was also carried out [14,15]. To extract health social media information, adverse drug reactions and drug indications from a Spanish health forum were examined [16] using MeaningCloud [17], a multilingual text analysis engine based on a distant-supervision method to detect relations between drugs and side effects and used them to classify the relation instances.

PKDE4J2.0 is a system that extracts bioentities and their relations with the aim to discover biomedical scientific knowledge. It is based on a dictionary to automatically tag bioentities according to their types and a set of predefined rules used for relation extraction. PKDE4J2.0 can be applied for knowledge search, knowledge network construction, and knowledge inference [18]. PKDE4J1.1 was used to investigate drug-disease interactions in article abstracts from PubMed Central for making drug-symptom-disease triples [19]. This tool was also applied in biomedical literature to extract biomedical verbs to present a relation type between 2 entities [20] and on full-text papers to extract biological entities from diseases and genes and construct a knowledge network [21].

Health Information Extraction From Social Media Platforms

A large number of patients, caregivers, and health professionals use social media platforms to discuss mental health issues. They also constitute an important data source for researchers. Machine learning and statistical methods were used to discriminate online messages between depression and control communities using mood, psycholinguistic processes, and content topics extracted from the posts generated by members of these communities [22]. Users are interested in searching for treatment-related information, communicating with physicians to share their feelings about treatment effectiveness and side effects, discussing questions in health communities, and gaining knowledge about their conditions [23]. User-generated content from these platforms contains valuable information [24]. Their posts reflect what users think and feel about their medical experiences and often attract the attention of other patients, caregivers, and doctors.

Lu et al [25] mined data from online health communities and used text clustering integrating medical domain–specific knowledge to investigate patient needs and interests. Their results show that compared with existing methods, the addition of medical domain–specific features into their feature sets achieved significantly better clustering than was achieved without the addition of those features. Moreover, there were significant differences in hot topics on different kinds of disease.
discussion platforms. Health-related posts on social media were analyzed to investigate the polarity of opinions online, performing sentiment analysis [26]. Medical terms, including those related to conditions, symptoms, treatments, effectiveness, and side effects, were extracted to generate a virtual document addressing each question raised by members of the community. Then latent Dirichlet allocation (LDA) was modified by adding a weighting scheme known as conditional LDA to cluster virtual documents with similar distributions of medical terms into a conditional topic (C-topic). Finally, the clustered C-topics were analyzed according to sentiment polarities and physiological and psychological sentiments. Identification of topics of patients’ discussions on (1) Facebook about breast cancer and (2) cancerdusein.org was performed [27]. These topics were assigned to functional and symptomatic dimensions by applying LDA topic modeling and identified relations between the topics and the questionnaires.

Among others, Denecke [1] reported that “user-generated content on the web has become a new source of useful information to be added to the conventional methods of collecting clinical data.”

In terms of biomedical information extraction, previous studies relied on formal research and individual case studies to identify biomedical information. These approaches include observations of changes in patients [28], meta-analysis of data from relevant databases [29], and surveys of cancer patients [30]. However, the scientific literature is generally limited to subscribers, and electronic medical records are not publicly available for reasons of patient privacy [31]. Moreover, these sources do not provide a complete understanding of how patients suffering from a chronic disease feel and how they express these feelings.

Using data from conversations between patients on social media platforms provides valuable information for researchers, physicians, and health care providers. This data source is different from, and complementary to, that obtained from conventional experimental methods.

Research Objectives
Therefore, a social media platform (Reddit) was chosen as the data source for this research that aimed to answer the following questions:

1. Which biomedical entities are prominent in the health social media platforms?
2. What types of entities are related in the corpus?
3. How do people express themselves about chronic diseases on social media platforms?

Methods

Data Collection
The data used for this research were extracted from disease-specific subreddits of the social news and discussion website Reddit [32]. Forums such as Reddit tend to have sharp contrast when compared with similar offline groups; for instance, people are likely to discuss problems that they do not feel comfortable to discuss face to face [33]. As of 2013, Reddit’s official statistics included 56 billion page views, 731 million unique visitors, 40,855,032 posts, and 404,603,286 comments [34]. In particular, the subreddit about cancer numbers 22,429 subscribers and 75 posts per day [35]. These numbers demonstrate the external validity of Reddit. Another reason for having chosen Reddit as a data source is that the language of text posts is more structured than in other social media platforms such as Twitter.

Reddit’s core functionality is the sharing of text-based posts with others who may or may not be members of the site. The subforum function allows the creation of designated spaces for users to congregate and interact with each other over a shared interest. Those subforums are called subreddits. A finite set of 19 subreddits related to chronic diseases was empirically selected for analysis. The choice of the specific subreddits was based on medical expertise and on the impact of these diseases on the quality of everyday life of patients.

As the main goal was the detection of relations between entities and of the way people suffering from chronic diseases express themselves in social media and not the study of characteristics of specific chronic diseases, the posts from the 19 subreddits were merged in a single dataset.

All of these subreddits host public content. In this research, no populational study has been performed. The study focuses on the expression of feelings and not on the identity of people sharing their experiences. From each post, only the title of the post and the body or textual content was extracted without additional information related to their authors.

The study was submitted to the Swiss Ethical Committee who concluded to a decision of nonconsideration provided that the collected data are not identifiable.

Lexicosemantic Resources
Lexicosemantic resources were constructed and incorporated into the tool. These resources included a list of stop words and biomedical dictionaries of diseases, drugs, anatomy, procedures, symptoms, side effects, and findings created from clinical health care terminologies such as the Systematized Nomenclature of Human and Veterinary Medicine - Clinical Terms [36], the National Library of Medicine's controlled vocabulary thesaurus [37], the Gene Ontology knowledgebase [38], the Kyoto Encyclopedia of Genes and Genomes database [39], and the DrugBank database [40]. Semantic relations properties were attributed to 4558 biomedical verbs extracted from the Unified Medical Language System [41].

The dictionaries were enriched with lemmas extracted from the corpus; for instance, chemo, AML (acute myeloid leukemia), take care, support, and fight.

Description of the Tool
In this research, the PKDE4J version 2.0 tool [42] was used. This text mining system consists of 2 modules: entity extraction and relation extraction.

Entity Extraction Module
This module integrates dictionary-based entity extraction and rule-based relation extraction into a highly flexible and extensible framework. The Stanford CoreNLP pipeline [43]
was modified to make it suitable for advanced dictionary-based entity extraction. The entity extraction module consists of 4 major submodules: preprocessing, dictionary loading, entity annotation, and postprocessing. PKDE4J can analyze entities and relations from both structured and unstructured text.

**Relation Extraction Module**

The relation extraction workflow identifies directed qualified relations starting from sentences from which 2 or more entities have been extracted by the entity extraction module. The relation extraction module takes a list of verbs and nominalization terms that are employed to identify relations of interest. After extracting entities from a sentence, further relation extraction algorithms are executed to construct rules for the extraction of relations of entities. A set of 20 dependency parsing–based rules is at the core of the relation extraction module and provides an ontologically enriched structure for sentences by annotating edges with dependency types. To extract relations, the system identifies a verb, which may be located between entities and contains relational characteristics, then, it checks the bioverb list to determine the relation between the entities (Figure 1) [44].

**Figure 1.** The workflow of the PKDE4J text mining system.
Visualization

The Gephi platform [45] was used to visualize the network of chronic diseases in the corpus. To build a graph, the $k$-shortest paths routing algorithm was applied. The graph visualization tool was then used to map the chronic disease entities. A PageRank of terms was computed to rank the important entities in the network; therefore, entities ranked highly by PageRank have the highest impact.

Validation of Entity Extraction

To evaluate the performance of the tool on entity extraction, 1000 posts randomly selected from the entire corpus were manually validated. The entities were evaluated as correct or incorrect based on the following specific guidelines.

Findings and Symptoms

This category refers to a phenomenon that is experienced by a person or described by a clinician and cannot be considered as a disease in the context, for example, “This news makes me feel anxiety.”

Disease Names

This category refers to an abnormal condition of a human, animal, or plant that causes discomfort or dysfunction [46]. As also mentioned in the previous category, the context helps to distinguish between a disease and a symptom or finding. For example, in the sentence “After trying which dosage is good, my insomnia is thankfully gone again,” insomnia refers to a disease, whereas in the sentence “I have had symptoms of insomnia within the last months,” insomnia describes a symptom/finding.

Side Effects

This category includes a symptom/finding or a disease that is caused by a treatment in the context. For example:

\[ \text{Since beginning treatment have woken with bouts of nausea...} \]

Procedure

Procedure refers to any intervention carried on someone related to physical mental or social health. For example:

\[ \ldots \text{treatment which would include surgery and radiation/chemotherapy according to his oncologist} \]

Results

Data Collection

A dataset of 17,624 text posts was semiautomatically collected using crawlers accessing public streams. Table 1 shows the subreddits used for this research, the number of posts per subreddit, and the proportion of corpus representation of each subreddit:
After sorting the data corpus, duplicate posts and those with no relevant meaning, such as advertising posts and posts containing only a hyperlink, were removed. The final corpus comprises 17,580 posts (2,137,115 tokens).

**Biomedical Entity and Relation Extraction**

The PKDE4J system performed named entity extraction and 2 types of relation extraction: relations between biomedical entities and between subjects, predicates, and objects on the sentence level. The system’s output is a corpus annotated with entities and information about their relation.

The entities are either simple terms or complex structures referring to diseases, anatomy, procedures, findings, symptoms, side effects, or drugs. In total, PKDE4J extracted 82,138 entities from the Reddit dataset, as shown in **Table 2**. The entity names and entity types were allocated to the 7 categories of the biomedical dictionaries. The 10 most frequent entity names followed by the number of occurrences in the corpus are displayed in **Table 3**. It should be noted that the terms are given in the text in the form found in the corpus. Therefore, abbreviated terms have not been expanded.

As displayed in the table, 29,669 disease entities were extracted representing 1341 unique diseases; 19,956 anatomy entities, of which 369 are distinct anatomical terms; 11,549 procedures of different types; 6256 symptoms entities describing 65 symptoms; 35321654832963691341Entity names, n

Extracted entities, n

<table>
<thead>
<tr>
<th>Entity types</th>
<th>Diseases</th>
<th>Anatomy</th>
<th>Procedures</th>
<th>Findings</th>
<th>Symptoms</th>
<th>Side effects</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracted entities, n</td>
<td>29,669</td>
<td>19,956</td>
<td>11,549</td>
<td>8741</td>
<td>6256</td>
<td>5351</td>
<td>616</td>
</tr>
<tr>
<td>Entity names, n</td>
<td>1341</td>
<td>369</td>
<td>296</td>
<td>483</td>
<td>65</td>
<td>321</td>
<td>35</td>
</tr>
</tbody>
</table>

**Validation of Entity Extraction**

Among the 5151 extracted entities, 3682 were correctly labeled by the system, whereas 1469 were attributed with incorrect labels. The performance of the system was 71.48%.

Next, an error analysis was performed on the incorrectly labeled entities. Errors were classified into 3 categories:

1. **Lexical errors** (488/1469, 33.21%): the term *breast* is an anatomical term, but in the post, the compound term *breast cancer* appears. However, the system failed to extract the entire entity.
2. **Dictionary errors** (550/1469, 37.44%), for example, *air* and *aspergillus* were falsely listed as an anatomical term and as a drug name, respectively.
3. **Ambiguous concepts** (431/1469, 29.33%): the term *bleeding* could be either a disease name or a symptom.

Specifically, *blood* is the most frequent term. Other widely used anatomical terms are *back*, *brain*, *hand*, *hair*, *breast*, *chest*, *heart*, and *neck*. The procedures category comprises terms referring to chemical treatments (*chemo*), surgery, laboratory test (*blood test*), social interventions (*advice* and *listening*), and others.

The most frequent symptom mentioned in the corpus is *pain* (472 occurrences). *Fatigue, inflammation, nausea*, and *cough* are some of the symptoms commonly reported by patients or relatives in the dataset. In the side-effect category, the most frequent entities are *anxiety, stress, swelling, crying*, and *fear* followed by *disability* and *worry*. The most commonly reported drug is *prednisone* followed by *morphine, salbutamol*, and *tramadol*.

**Table 2.** Entity extraction results.

<table>
<thead>
<tr>
<th>Extracted entities, n</th>
<th>Diseases</th>
<th>Anatomy</th>
<th>Procedures</th>
<th>Findings</th>
<th>Symptoms</th>
<th>Side effects</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>29,669</td>
<td>19,956</td>
<td>11,549</td>
<td>8741</td>
<td>6256</td>
<td>5351</td>
<td>616</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3.** Ten most frequent entities by type.

<table>
<thead>
<tr>
<th>Diseases</th>
<th>Anatomy</th>
<th>Procedures</th>
<th>Findings</th>
<th>Symptoms</th>
<th>Side effects</th>
<th>Drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer (2884)</td>
<td>Blood</td>
<td>Chemo</td>
<td>Related</td>
<td>Pain</td>
<td>Anxiety</td>
<td>Prednisone</td>
</tr>
<tr>
<td>Asthma (2180)</td>
<td>Back</td>
<td>Treatment</td>
<td>Lump</td>
<td>Fatigue</td>
<td>Stress</td>
<td>Morphine</td>
</tr>
<tr>
<td>All (2163)</td>
<td>Brain</td>
<td>Surgery</td>
<td>Suffering</td>
<td>Inflammation</td>
<td>Swelling</td>
<td>Salbutamol</td>
</tr>
<tr>
<td>Breast cancer (804)</td>
<td>Hand</td>
<td>Advice</td>
<td>Confused</td>
<td>Scarred</td>
<td>Crying</td>
<td>Tramadol</td>
</tr>
<tr>
<td>Can (745)</td>
<td>Head</td>
<td>Radiation</td>
<td>Problem</td>
<td>Nausea</td>
<td>Mass</td>
<td>MRSA</td>
</tr>
<tr>
<td>Tumor (631)</td>
<td>Hair</td>
<td>Biopsy</td>
<td>Attack</td>
<td>Hurt</td>
<td>Fear</td>
<td>Aspirin</td>
</tr>
<tr>
<td>Disease (563)</td>
<td>Breast</td>
<td>Chemotherapy</td>
<td>Energy</td>
<td>Sore</td>
<td>Disability</td>
<td>Omeprazole</td>
</tr>
<tr>
<td>TSH (506)</td>
<td>Chest</td>
<td>Blood test</td>
<td>Terrified</td>
<td>Numb</td>
<td>Worry</td>
<td>Seretide</td>
</tr>
<tr>
<td>Depression (414)</td>
<td>Heart</td>
<td>Infusion</td>
<td>Tired</td>
<td>Cutting</td>
<td>Fall</td>
<td>Citrus</td>
</tr>
<tr>
<td>Lymphoma (348)</td>
<td>Neck</td>
<td>Listening</td>
<td>Follow up</td>
<td>Tingling</td>
<td>Discomfort</td>
<td>Echinacea</td>
</tr>
</tbody>
</table>

*aMRSA: methicillin-resistant Staphylococcus aureus.

bTSH: thyroid stimulating hormone.*
**Relation Extraction**

The system extracted 2 entities (entity 1 and entity 2) found in the same sentence and linked with a relation and then it attributed the type of entities. For instance, entity 1, *Borderline* (disease) co-occurs with *High blood pressure* (symptom) in the sentence. In total, 30,341 relation pairs were extracted, as shown in Table 4.

Of the 30,341 relation pairs, the most frequent entity relation pairs and their number of co-occurrences are shown in Table 5. The relations between anatomy and disease entity types are the most frequent (5550 pairs). The pair disease-disease co-occurs 4668 times, and the pair anatomy-anatomy appears 3595 times. Table 6 contains the 5 most frequent entities per relation pair.

**Table 4.** Example of entity relation extraction.

<table>
<thead>
<tr>
<th>Analysis result</th>
<th>Entity 1</th>
<th>Entity 1 type</th>
<th>Entity 2</th>
<th>Entity 2 type</th>
<th>Sentence from post</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output 1</td>
<td>Borderline</td>
<td>disease</td>
<td>High blood pressure</td>
<td>symptom</td>
<td>Prior to that, I was fat mid forties male borderline high HDL, high blood pressure but ZERO issues with thyroid or immune issues.</td>
</tr>
<tr>
<td>Output 2</td>
<td>Optic neuritis</td>
<td>disease</td>
<td>Multiple sclerosis</td>
<td>symptom</td>
<td>She said that I have something called optic neuritis and that about half the time people get it and they don’t know why but the other half it’s because someone has multiple sclerosis.</td>
</tr>
<tr>
<td>Output 3</td>
<td>Syndrome</td>
<td>disease</td>
<td>Nerve</td>
<td>anatomy</td>
<td>I had bilateral optic neuritis significantly worse in my left eye in late August September and I was also simultaneously diagnosed with Brown’s Syndrome which they’re not 100% convinced on as it may have been misdiagnosed 6th nerve palsy.</td>
</tr>
</tbody>
</table>

**Table 5.** Most frequent entities per relation pair.

<table>
<thead>
<tr>
<th>Relation pair</th>
<th>Co-occurrences, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>anatomy-anatomy</td>
<td>3595</td>
</tr>
<tr>
<td>anatomy-disease, disease-anatomy</td>
<td>5550</td>
</tr>
<tr>
<td>anatomy-procedure, procedure-anatomy</td>
<td>1730</td>
</tr>
<tr>
<td>anatomy-symptom, symptom-anatomy</td>
<td>1227</td>
</tr>
<tr>
<td>anatomy-side effect, side effect-anatomy</td>
<td>1081</td>
</tr>
<tr>
<td>disease-disease</td>
<td>4668</td>
</tr>
<tr>
<td>disease-procedure, procedure-disease</td>
<td>2540</td>
</tr>
<tr>
<td>disease-finding, finding-disease</td>
<td>2128</td>
</tr>
<tr>
<td>disease-side effect, side effect-disease</td>
<td>1502</td>
</tr>
<tr>
<td>disease-symptom, symptom-disease</td>
<td>1080</td>
</tr>
<tr>
<td>finding-finding</td>
<td>303</td>
</tr>
<tr>
<td>finding-anatomy, anatomy-finding</td>
<td>1362</td>
</tr>
<tr>
<td>procedure-procedure</td>
<td>1023</td>
</tr>
<tr>
<td>procedure-finding, finding-procedure</td>
<td>430</td>
</tr>
<tr>
<td>side effect-side effect</td>
<td>256</td>
</tr>
</tbody>
</table>

**Table 6.** The 5 most frequent entities per relation pair.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Pair of entity 1 and entity 2</th>
<th>Anatomy</th>
<th>Disease</th>
<th>Disease</th>
<th>Disease</th>
<th>Disease</th>
<th>Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Back</td>
<td>Hair</td>
<td>Cancer</td>
<td>ALL</td>
<td>Depression</td>
<td>Anxiety</td>
<td>Cancer</td>
</tr>
<tr>
<td>2</td>
<td>Neck</td>
<td>Lymph</td>
<td>Asthma</td>
<td>Allergy</td>
<td>Asthma</td>
<td>Anxiety</td>
<td>Tumor</td>
</tr>
<tr>
<td>3</td>
<td>Brain</td>
<td>Lungs</td>
<td>Tumor</td>
<td>Seminoma</td>
<td>Cancer</td>
<td>Fear</td>
<td>Asthma</td>
</tr>
<tr>
<td>4</td>
<td>Lungs</td>
<td>Lymph</td>
<td>ALL</td>
<td>Asthma</td>
<td>ALL</td>
<td>Swelling</td>
<td>ALL</td>
</tr>
<tr>
<td>5</td>
<td>Head</td>
<td>Hair</td>
<td>Depression</td>
<td>Fatigue</td>
<td>Aches</td>
<td>Anxiety</td>
<td>TSH</td>
</tr>
</tbody>
</table>
The most frequent entities in the pair disease-anatomy is Cancer|Lymph, in the pair disease-disease is Cancer|ALL, and in the pair anatomy-anatomy is Back|Hair.

To summarize, once the most frequent entities were extracted, the results were processed according to the shortest path between each entity pair to produce the graph shown in Figure 2. Among 2561 nodes and 13,405 edges, this entity network shows that pain highly co-occurs with other entities in the network (biggest node, weighted at 0.022461), followed by cancer (PageRank score at 0.018057) and surgery (PageRank score at 0.015443).

Figure 2. Biomedical entity network.

<table>
<thead>
<tr>
<th>Label</th>
<th>PageRank score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>0.022461</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.018057</td>
</tr>
<tr>
<td>Surgery</td>
<td>0.015443</td>
</tr>
<tr>
<td>Chemo</td>
<td>0.014954</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.014275</td>
</tr>
<tr>
<td>Blood</td>
<td>0.013841</td>
</tr>
<tr>
<td>Asthma</td>
<td>0.012554</td>
</tr>
<tr>
<td>All</td>
<td>0.010931</td>
</tr>
<tr>
<td>Brain</td>
<td>0.010311</td>
</tr>
<tr>
<td>Fatigue</td>
<td>0.009626</td>
</tr>
<tr>
<td>Back</td>
<td>0.008574</td>
</tr>
<tr>
<td>Radiation</td>
<td>0.008317</td>
</tr>
<tr>
<td>Tumor</td>
<td>0.007814</td>
</tr>
<tr>
<td>Neck</td>
<td>0.006968</td>
</tr>
<tr>
<td>Hand</td>
<td>0.006618</td>
</tr>
<tr>
<td>Lymph</td>
<td>0.006442</td>
</tr>
<tr>
<td>Normal</td>
<td>0.006176</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.006108</td>
</tr>
<tr>
<td>Head</td>
<td>0.005933</td>
</tr>
<tr>
<td>Hair</td>
<td>0.005762</td>
</tr>
</tbody>
</table>
Subject-Predicate-Object Entity Relation Extraction

The system extracted 69,263 subject or object entities. The top 10 entities are shown in Table 8. In total, 41,068 relations were extracted and the results were classified into 2 types of subjects: subject pronoun (I, you, he, she, it, we, and they) and subject noun (treatment). The relation pairs are divided into 19,645 pairs of subject pronoun-object entities and 21,423 pairs of subject noun-object entities.

Table 9 shows 2 examples of the subject-predicate-object relation extraction: the subject (for example I, he, anyone, it, and asthma), the predicate (verbs such as have, get, and increase), the object (terms such as eczema, allergies, childhood asthma, my cough, and allergy shots), and the sentence of the corresponding post.

Table 8. The top 10 occurrences of subjects and objects.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Count, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>10,314</td>
</tr>
<tr>
<td>It</td>
<td>2832</td>
</tr>
<tr>
<td>Pain</td>
<td>2341</td>
</tr>
<tr>
<td>She</td>
<td>1501</td>
</tr>
<tr>
<td>He</td>
<td>1323</td>
</tr>
<tr>
<td>Cancer</td>
<td>1060</td>
</tr>
<tr>
<td>Asthma</td>
<td>1015</td>
</tr>
<tr>
<td>They</td>
<td>900</td>
</tr>
<tr>
<td>Me</td>
<td>719</td>
</tr>
<tr>
<td>You</td>
<td>597</td>
</tr>
</tbody>
</table>

Table 9. Examples of subject-predicate-object relation extraction results.

<table>
<thead>
<tr>
<th>Analysis result</th>
<th>Subject entity</th>
<th>Predicate</th>
<th>Object entity</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output 1</td>
<td>I</td>
<td>Had</td>
<td>the skin allergy test</td>
<td>I had the skin allergy test done and it came back positive for almost every kind of pollen and mold, etc.</td>
</tr>
<tr>
<td>Output 2</td>
<td>my blue inhaler</td>
<td>Increases</td>
<td>my asthma</td>
<td>I noticed consistently my blue inhaler increases my asthma about 30% after using it and I believe was the cause of a recent very bad asthma attack.</td>
</tr>
</tbody>
</table>

Table 10. Example of subject pronoun-predicate-object relation extraction.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Predicate</th>
<th>Object</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>take</td>
<td>the typical seretide</td>
<td>I take the typical seretide morning and night and ventolin when I need it.</td>
</tr>
<tr>
<td>I</td>
<td>have</td>
<td>a deep and painful cough</td>
<td>I have a deep and painful cough that's been leaving me with back, chest, and side pains.</td>
</tr>
<tr>
<td>You</td>
<td>ever take</td>
<td>allergy shots</td>
<td>Hey, to you asthmatics who have allergy induced asthma, did you ever take allergy shots.</td>
</tr>
<tr>
<td>He</td>
<td>was given</td>
<td>Prednisone</td>
<td>He was given prednisone for that as well.</td>
</tr>
<tr>
<td>She</td>
<td>has</td>
<td>Asthma</td>
<td>My sister, who lives with me, started complaining to me about it, saying that she doesn’t want me doing that when her daughter is home because she has asthma and it smokes up the house.</td>
</tr>
</tbody>
</table>

Subject Pronoun-Predicate-Object

The subject pronoun-predicate-object relation extraction demonstrates that the most frequent subject pronoun is I (11,691 times, including I’ve, I’m, and I’d). Some examples are shown in Table 10.

Subject Noun-Predicate-Object

Table 11 shows some examples of subject noun-predicate-object relation extraction. Among the 21,423 relation pairs, the most frequent subject nouns are diseases such as asthma (272 occurrences), including phrases such as asthma anxiety, asthma attacks, my asthma, my asthma and allergies, my asthma flare, and cancer (226 occurrences).
### Table 11. Example of subject noun-predicate-object relation extraction.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Predicate</th>
<th>Object</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asthma</td>
<td>is becoming way more than just</td>
<td>a physical issue</td>
<td>Asthma is becoming way more than just a physical issue, it's taking a toll on my mental health.</td>
</tr>
<tr>
<td>Cancer</td>
<td>had spread to</td>
<td>her bones</td>
<td>The doctor told her that cancer had spread to her bones and she'll have to have injections for it?</td>
</tr>
<tr>
<td>Fever</td>
<td>is indeed mentioned as</td>
<td>a side effect</td>
<td>I've also been using Modulair Montelukast Sodium, and fever is indeed mentioned as a side effect on my leaflet.</td>
</tr>
<tr>
<td>Hives</td>
<td>are from</td>
<td>allergies</td>
<td>They're trying to tell me they are panic attacks but as far as I know hives are from allergies and they sometimes happen during my asthma attacks.</td>
</tr>
<tr>
<td>The depression</td>
<td>is occurring simultaneously with</td>
<td>the increased asthma symptoms</td>
<td>I noticed the depression is occurring simultaneously with the increased asthma symptoms and was wondering if there is a correlation and if anyone else has experienced this.</td>
</tr>
<tr>
<td>My milk allergy</td>
<td>was causing</td>
<td>my asthma</td>
<td>My milk allergy was causing my asthma.</td>
</tr>
<tr>
<td>My second course of prednisone</td>
<td>has been great for stopping</td>
<td>the wheezing</td>
<td>And I'm on my second course of prednisone which has been great for stopping the wheezing - even the rescue inhaler didn't help before.</td>
</tr>
<tr>
<td>The doctor</td>
<td>ruled out</td>
<td>pneumonia</td>
<td>Anyway, the doctor ruled out pneumonia and said I had caught a cold on the plane and it had triggered an asthma exacerbation.</td>
</tr>
</tbody>
</table>

Figure 3 demonstrates the most used subject and object entities. The results show that the most frequent subject is the pronoun I (PageRank score: 0.100619). The pronoun It, She, He, They, and You are also frequently used. Diseases, body parts, treatments, and symptoms are widely used as the subjects and/or objects as well as the possessive pronoun my (my mother, my eyes, and my dad). Table 12 presents the most frequent subject and object entities and the corresponding PageRank scores.

### Social Media Language

Expressions that constitute specific terms developed on social media, such as pm (private message), FWIW (For What it’s Worth) were identified in the corpus. “A common feature of microblog texts is the use of symbols in posts, such as the love-heart dingbat symbol” [47]. Emoticons such as 😊, and text-based emoticons such as LOL (laughing out loud), :), :-), : ), and :( are also frequent.

In addition, the corpus contains informal phrases such as “Rooting for you!” and “I’m still chugging along”; adjectives such as loopy, drippy, dicey, and zonked; and verbs such as puke that substitute for their equivalents in standard language.

Entities found in the Reddit corpus present numerous morphosyntactic variants. For example, the term chemotherapy was rarely found, but the short form chemo was frequently used. The disease name Hodgkin’s Lymphoma is as Hodgkin Lymphoma, Hodgkins Lymphoma, Hodgkin disease, and HL. Similarly, the entity name Mixed Cellularity Classical Hodgkin Lymphoma is found as Mixed Cellularity Hodgkin Lymphoma, Mixed Cellularity Hodgkins Lymphoma, and MCCHL. Moreover, there are many abbreviated forms of entity names, such as ALL, AML, BRCA2 (breast cancer type 2), CLL (chronic lymphocytic leukemia), CML (chronic myeloid leukemia), COPD (chronic obstructive pulmonary disease), DCIS (ductal carcinoma in situ), and GERD (gastroesophageal reflux disease). When these forms were included in the disease dictionary, the system managed to detect them. Some examples are presented in Table 13.
Figure 3. Subject and object entity network.

Table 12. The most frequent entities and the corresponding PageRank scores.

<table>
<thead>
<tr>
<th>Label</th>
<th>PageRank score</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.100619</td>
</tr>
<tr>
<td>It</td>
<td>0.027234</td>
</tr>
<tr>
<td>Pain</td>
<td>0.020651</td>
</tr>
<tr>
<td>She</td>
<td>0.014206</td>
</tr>
<tr>
<td>He</td>
<td>0.012875</td>
</tr>
<tr>
<td>Cancer</td>
<td>0.00939</td>
</tr>
<tr>
<td>Asthma</td>
<td>0.009324</td>
</tr>
<tr>
<td>They</td>
<td>0.008927</td>
</tr>
<tr>
<td>Me</td>
<td>0.006934</td>
</tr>
<tr>
<td>You</td>
<td>0.005852</td>
</tr>
</tbody>
</table>
The most frequent disease entities in this corpus are oncologic diseases such as cancer, ALL, and breast cancer. Frequently mentioned nononcologic diseases are asthma, depression, and the generic disease entity. The entity thyroid stimulating hormone (TSH) is frequently mentioned, but it should be further classified in findings.

The most frequent anatomy entity is blood. This is explained primarily because of the numerous posts speaking about leukemia and lymphoma. Moreover, people often report the results of blood tests, a situation that increases the number of entities identified.

Terms tagged as procedures extracted from the corpus are mainly linked to oncologic diseases. About 2000 occurrences of chemo and chemotherapy were extracted. Chemotherapy is a significant procedure with numerous side effects. The fact that patients mention it at a high frequency shows that it is a treatment with a strong impact on quality of life and raises a lot of questions and worries for the patients involved. Social intervention procedures such as listening and advice are also frequent (see Table 3). This observation indicates that apart from technical information about treatment and surgeries, people also speak about the support they got during their disease or search for it in the community.

**Discussion**

**Principal Findings**

In this paper, we collected user-generated chronic disease–related data from Reddit and extracted information pertinent to biomedical entities and their relations to examine the characteristics of the language used by users in this social media platform. Initially, the corpus was created by semi-automatically extracting posts from specific subforums of Reddit. Next, lexicosemantic resources from various sources were created. To perform the information extraction tasks—entity extraction and relation extraction—the PKDE4J text mining system was used. The system extracted 82,138 biomedical entities and 30,341 relations. These results indicate that the corpus contains a large amount of information.

**Performance of the Tool**

As described in the Results section, the system achieved a high performance in the named entity extraction task and the attribution of entity types (3682/5151, 71.48% extracted entities were correctly labeled). As already mentioned, the language used in Reddit is structured enough, with a satisfactory number of full sentences so the system managed to extract entities and their relations. The error analysis showed that the system failed to detect a number of entities or falsely attributed the entity type, because of lexical errors, to dictionaries’ errors or to ambiguous concepts.

**Entity Extraction**

Entities prominent in the corpus refer to diseases, anatomical terms, procedures, findings, and symptoms. While interpreting the entities extracted from the corpus, it must be taken into account that the corpus was constructed by selecting subreddits created to share information about specific diseases. Therefore, it is expected that entities related to these diseases are the most likely to be represented. For instance, parts of the body affected by specific cancers, such as breast or blood, occur very frequently.

The most frequent disease entities in this corpus are oncologic diseases such as cancer, ALL, and breast cancer. Frequently mentioned nononcologic diseases are asthma, depression, and the generic disease entity. The entity thyroid stimulating hormone (TSH) is frequently mentioned, but it should be further classified in findings.

The most frequent anatomy entity is blood. This is explained primarily because of the numerous posts speaking about leukemia and lymphoma. Moreover, people often report the results of blood tests, a situation that increases the number of entities identified.

Terms tagged as procedures extracted from the corpus are mainly linked to oncologic diseases. About 2000 occurrences of chemo and chemotherapy were extracted. Chemotherapy is a significant procedure with numerous side effects. The fact that patients mention it at a high frequency shows that it is a treatment with a strong impact on quality of life and raises a lot of questions and worries for the patients involved. Social intervention procedures such as listening and advice are also frequent (see Table 3). This observation indicates that apart from technical information about treatment and surgeries, people also speak about the support they got during their disease or search for it in the community.

In medicine, symptoms can be difficult to differentiate from findings. This difference often resides in the context of the phenomenon. In the corpus, entities belonging to those categories as well as the side-effects category can be analyzed together to gain a better understanding of the results. Most frequent entities from these categories are closely related to the patient experiences and feelings. Concepts related to the feeling of fear are the most frequently present in this merged category: 7 out of 30 entities express feelings of fear or related with fear using the words anxiety, stress, confused, scared, terrified, fear, and worry. This is coherent with studies on cancer survivors that state the fear of cancer recurrence as almost universal among this population [48]. It appears that people with chronic conditions use social media to share feelings they have experienced. The chronic diseases selected in this corpus frequently imply severe impact on lifestyle and decrease life expectancy. Therefore, it is logical that fear and anxiety are prominent entities in the corpus.

**Table 13. Examples of disease entities in their abbreviated form.**

<table>
<thead>
<tr>
<th>Abbreviated form of entity name</th>
<th>Full entity name</th>
<th>Example from the corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>Acute lymphoblastic leukemia</td>
<td>My boyfriend was diagnosed with ALL 2 years ago and stayed in remission after a few rounds of chemo.</td>
</tr>
<tr>
<td>AML</td>
<td>Acute myeloid leukemia</td>
<td>Diagnosed with AML this past Sept.</td>
</tr>
<tr>
<td>BRCA2</td>
<td>Breast cancer type 2</td>
<td>Her sister, my aunt, was diagnosed with breast cancer at 27 and was dead by 33 she tested positive for BRCA2 as well.</td>
</tr>
<tr>
<td>CLL</td>
<td>Chronic lymphocytic leukemia</td>
<td>My CLL is more of SLL, which is the same thing but presented in my lymph nodes.</td>
</tr>
<tr>
<td>CML</td>
<td>Chronic myeloid leukemia</td>
<td>25 years old, diagnosed with CML when I was 15.</td>
</tr>
<tr>
<td>COPD</td>
<td>Chronic obstructive pulmonary disease</td>
<td>Has been smoking for over 40 years, has COPD and isnt in the greatest health generally overweight, inactive, etc.</td>
</tr>
<tr>
<td>DCIS</td>
<td>Ductal carcinoma in situ</td>
<td>We found out last week she has both DCIS and Invasive DCIS.</td>
</tr>
<tr>
<td>GERD</td>
<td>Gastroesophageal reflux disease</td>
<td>Sleep apnea can also worsen GERD, and GERD is known to worsen asthma.</td>
</tr>
</tbody>
</table>
Health-related quality of life in chronically ill patients is a known field in medical research since numerous years. Questionnaires such as the European Organisation for Research and Treatment of Cancer Quality of Life-C15-Palliative [49] or, more recently, the Functional Assessment of Cancer Therapy-General 7 [50] and Patient-Reported Outcomes Measurement Information System [51] are used routinely to assess it in those populations. When looking at the top concerns raised by patients suffering from cancer [50], it is interesting to note that they are in line with the top entities extracted from the corpus. More specifically, the most frequent nondisease entity extracted, *pain*, is a key item in multiple quality-of-life assessment questionnaires. This shows that the experiences that the patients share on social media platforms are coherent with what has been proven to have an impact on their life.

Overall, entities extracted from the corpus are coherent with similar studies conducted on health-related social media [27] and with validated evaluation of the quality of life of patients suffering from chronic diseases.

**Relation Extraction**

The relation extraction performed on this corpus shows that the most highly represented relation type identified is the *disease-anatomy* relation (5550 occurrences). The pairs most frequently representing a disease and its localization are *cancer-lymph*, *asthma-lungs*, and *tumor-blood*. This suggests that people using social media platforms to speak about their chronic diseases are willing to explain which disease they suffer from as well as the location of the disease. This propensity is probably linked to the fact that such subreddits are used to share life experiences and to find people with similar backgrounds. This commonality can be reassuring and informative for a person suffering from the same disease. To find these people and knowledge, it is valuable to share the nature of the disease and its anatomical location.

The second most frequent entity pair is *disease-disease* (4668 occurrences). Pairs of entities such as *cancer-ALL* (acute lymphoblastic leukemia) and *asthma-allergy* are frequent. This co-occurrence of diseases might be related to the fact that chronic diseases often lead to complications and to other diseases. For example, *asthma-allergy* was perceived from the sentence “have allergy induced asthma.”

The third most frequent entity pair is *anatomy-anatomy* (3595 occurrences). When looking at specific occurrences of this pair, the pairs *neck-lymph*, *brain-lungs*, and *lungs-lymph* are frequent. Another entity pair, *head-hair* is related to people speaking about the side effects of chemotherapy.

Relations linking *diseases* to *procedures* are present at a high frequency in the corpus (2540 occurrences). When looking specifically in this category, it is clear that the most frequently identified disease in the corpus, *cancer*, is also most highly represented in those relations.

The relations extracted from the corpus demonstrate that patients with chronic diseases are willing to share detailed information about their health condition in a structured manner, describing thoroughly the disease, its location, the symptoms it caused, and the effect of treatment.

**Subject-Predicate-Object Entity Relation Extraction**

The language patterns of subject-predicate-object relations demonstrate important characteristics of health social media language. As is apparent in the outputs, subject pronouns and object pronouns were frequently mentioned and were used mostly in the singular first-person pronoun, such as *I*, *me*, and *my*. These patterns are related to the way individuals share personal or family experiences (“I had a bad cold or sinus infection,” “Allergens explains my severe asthma,” “It is making my heartburn,” and “Anyone-develops eczema”) and feelings (“I have a history of testicular cancer in family so I’m pretty scared but I’m hoping it’s nothing”). Also, patients or relatives, after having described their problem, treatment, and possible effects, often ask for advice, as shown in the following sentence:

*I noticed the depression is occurring simultaneously with the increased asthma symptoms and was wondering if there is a correlation and if anyone else has experienced this?*

**Social Media Language**

Data derived from clinical narratives and research papers differ significantly from social media content. The language and style used by the authors as well as the content are different. From a linguistic point of view, medical blogs usually consist of syntactically correct sentences but can contain verbless clauses or sentences without subjects [52]. Abbreviations, enumerations, and citations of conversations, medical terms, and opinion-related words are used frequently in medical blog posts and websites. As stated in the study by Korkontzelos et al [53], “in social media, users rarely use technical terms.” Moreover, emoticons are very often used to convey emotion or to give contextual information to correctly understand a message (such as irony or sarcasm). The corpus processed in this research confirmed these observations.

**Limitations**

There are 2 major limitations of the PKDE4J tool with regard to the objectives of this paper. First, PKDE4J was initially developed for the processing of well-structured biomedical texts and not for social media text. This issue has a relatively less impact on this paper given that the entity extraction task is based on dictionaries. However, for tasks such as part-of-speech and sentence parsing needed for the extraction of relations, the informality of social media text poses a challenge. Second, the lack of terms from the dictionaries as well as lexical and semantic ambiguities lowered the performance of the system. For instance, abbreviations and acronyms can have multiple interpretations, and this can lead to ambiguities. In the current version of the system, these types of ambiguities are not handled. Consequently, all occurrences of *ALL* found in the corpus were extracted, even those that do not refer to the disease *Acute Lymphocytic Leukemia*. Also, the lexical unit *back* has sometimes been falsely recognized as a body part.

**Conclusions**

Data from social media platforms devoted to health can provide valuable information about the experiences of the patients involved. In this paper, we reported the application of an
information extraction approach using the PKDE4J tool to detect, extract, and visualize chronic disease entities and relations and to identify characteristics of the social media language in a corpus collected from Reddit.

In the Results section, we showed which disease entities are frequently mentioned and which are the most frequent relation pairs. Relation extraction demonstrated that the most frequent relation pair is the disease-anatomy pair and the subject-object relation pattern in the social media language is the use of the first-person pronoun provided that people share personal experiences.

Although data privacy and information sharing is becoming a major concern in research and legal frameworks, such as the General Data Protection Regulation law, have begun to set boundaries for the storage and sharing of information generated by users, it is interesting that despite those concerns, users are willing to share private health information in open social networks.

Further research should focus on the enrichment of dictionaries and adaptation of rules to common usages of social media language and the processing of emoticons for the sentiment analysis task. Finally, the identification of the type of semantic relations and the evaluation on the relation extraction results should be performed to assess the performance of the system in this task.
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Abstract

Background: Demanding working conditions and secondary exposure to trauma may contribute to a high burden of stress among 9-1-1 telecommunicators, decreasing their ability to work effectively and efficiently. Web-based mindfulness-based interventions (MBIs) can be effective in reducing stress in similar populations. However, low engagement may limit the effectiveness of the intervention.

Objective: The aim of this study was to assess participant engagement in a Web-based MBI designed for 9-1-1 telecommunicators. Specifically, we sought to describe the following: (1) participant characteristics associated with intervention engagement, (2) participant perspectives on engaging with the intervention, and (3) perceived challenges and facilitators to engaging.

Methods: We used qualitative and quantitative data from participant surveys (n=149) that were collected to assess the efficacy of the intervention. We conducted descriptive and bivariate analyses to identify associations between demographic, psychosocial, and workplace characteristics and engagement. We conducted a thematic analysis of qualitative survey responses to describe participant experiences with the MBI.

Results: We found that no individual participant characteristics were associated with the level of engagement (low vs high number of lessons completed). Participant engagement did vary by the call center (P<.001). We identified the following overarching qualitative themes: (1) the participants perceived benefits of mindfulness practice, (2) the participants perceived challenges to engage with mindfulness and the intervention, and (3) intervention components that facilitated engagement. The participants expressed positive beliefs in the perceived benefits of practicing mindfulness, including increased self-efficacy in coping with stressors and increased empathy with callers. The most commonly cited barriers were work-related, particularly not having time to participate in the intervention at work. Facilitators included shorter meditation practices and the availability of multiple formats and types of intervention content.

Conclusions: The findings of this study suggest that efforts to improve intervention engagement should focus on organizational-level factors rather than individual participant characteristics. Future research should explore the effect of mindfulness practice on the efficiency and effectiveness of 9-1-1 telecommunicators at work.

Trial Registration: ClinicalTrials.gov NCT02961621; https://clinicaltrials.gov/ct2/show/NCT02961621

(J Med Internet Res 2019;21(6):e13449) doi:10.2196/13449
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Introduction

Background
9-1-1 telecommunicators listen to the worst events of our lives, experiencing a slice of a traumatic moment alongside us. Although 9-1-1 telecommunicators are not present at the scene, they may experience secondary trauma. These stressors, coupled with the unpredictability of calls and limited control over the events they are witnessing, may lead to emotional distress [1,2]. Exposure to secondary trauma and work-related stress in 9-1-1 telecommunicators has been associated with posttraumatic stress disorder (PTSD) [3,4], acute stress disorder [5], secondary traumatic stress [6], and occupational burnout [5,6]. The costs of work-related stress extend beyond the individual telecommunicator, including decreased productivity [7], increased absenteeism [7], and increased health care utilization and expenditures [8,9]. With the lives of others depending on the ability of 9-1-1 telecommunicators to work effectively and efficiently, there is a significant need for stress-reduction interventions within this population.

Mindfulness-based interventions (MBIs) have been shown to reduce stress in general populations [10,11]. MBIs encourage participants toward a nonjudgmental acceptance of stressors through the cultivation of present-centered awareness [12-14]. Web-based MBIs, delivered via the internet or a computer portal, have been shown to have comparable effect sizes on stress as in-person formats [15]. Furthermore, Web-based MBIs may be particularly well suited for the 9-1-1 telecommunicator population in which shift work and variable schedules make in-person training difficult. However, low engagement and high dropout rates in Web-based MBIs and other Web-based health promotion interventions can limit intervention effectiveness [16-19]. Several studies and meta-analyses of Web-based interventions have reported a dose-response relationship in which increased engagement is associated with better outcomes [19-21]. An understanding of who engages and how they engage with Web-based MBIs is important to ensure that the interventions are reaching those who may need them most, to maximize engagement and to improve the effectiveness of future interventions. This necessitates a multimethod approach that assesses effective engagement, or “sufficient engagement to achieve the intended outcomes,” rather than quantitative measures of engagement alone [22].

Studies have indicated that a paradoxical relationship may exist, in which the psychological symptoms that MBIs intend to ameliorate may make it more difficult for participants first engaging in mindfulness practice to attain present-centered awareness [23-26]. Thus, MBI participants may become discouraged and disengage from the intervention [26]. Stress [24], low trait mindfulness [25], PTSD [25], and perseverative thinking [23,26] have been proposed as factors that may hinder engagement in mindfulness practice. In addition, overcommitment, a perseverative thinking style marked by “excessive striving and a strong need for approval and esteem at work” may make it more difficult for some participants in workplace MBIs to engage [1,27]. Conversely, a commitment to practice and to incorporate mindfulness into daily life, as well as positive beliefs in the benefits of practicing mindfulness, may encourage engagement [13,28,29]. This study sought to explore how such factors influence engagement in MBIs.

Workplace MBIs may have additional barriers or facilitators to participant engagement. Supportive work environments may offer social support, which is a facilitator of engagement [18,30-32]. Factors outside of the control or measure of the intervention, such as staffing policies or the workplace physical environment, may also influence engagement.

Objectives
This study is an analysis of several aspects of participant engagement in a Web-based workplace MBI designed to reduce stress and increase mindfulness in 9-1-1 telecommunicators. In addition to behavioral outcomes (the outcome paper is under review), the randomized controlled trial included process measures related to engagement and qualitative survey data collected throughout the intervention. The aims of this study were to use both the process data and qualitative survey data to explore the following: (1) measurable factors associated with the level of engagement (low vs high) in the intervention, (2) participant perspectives on engaging with the MBI, and (3) the perceived challenges and facilitators to engagement in general.

Methods
Study Design and Recruitment
This study was an analysis of participant engagement in the treatment arm of a randomized controlled trial (ClinicalTrials.gov NCT02961621), testing the effectiveness of a Web-based MBI to reduce stress among 9-1-1 telecommunicators [33]. The outcomes of the efficacy study are currently under review.

Study recruitment was conducted in 2 phases. First, emergency response call centers in the United States and Canada were recruited using industry publications and email announcements. To be eligible for the study, the call centers had to allow their employees to receive emails and use the internet to access the intervention website. The enrolled call centers (n=31) represented rural, urban, and suburban areas in the United States and Canada and responded to 9-1-1 calls for police, fire, or medical emergencies or a combination of call types. In the second phase of recruitment, individual 9-1-1 telecommunicators were recruited from within the enrolled call centers. Recruitment differed at each call center but relied mainly on staff announcements, recruitment emails and flyers, and word-of-mouth. Individual participants were required to be currently employed as a 9-1-1 telecommunicator (ie, call-receivers, dispatchers, or both). A total of 323 telecommunicators (n=325 were assessed for eligibility; n=2 declined to participate) were enrolled in the study [33].
The study was approved by the Institutional Review Board of the University of Washington. After obtaining electronic informed consents, the participants provided demographic and employment-related (ie, length of employment) information and completed a Web-based baseline survey [33].

**Web-Based Mindfulness Intervention**

The Web-based mindfulness intervention was modeled after Mindfulness-Based Stress Reduction, which has been shown to be effective for a variety of physical and mental conditions [10,11,33-35]. Clinicians and investigators trained in mindfulness developed the intervention to meet the specific needs of 9-1-1 telecommunicators. After consultation with stakeholders at the enrolled call centers, intervention developers adapted the intervention content from the traditional in-person format to an abbreviated Web-based format to address logistical concerns.

The intervention’s 7 Web-based lessons were hosted on the learning management system of the Northwest Center for Public Health Practice at the University of Washington (Figures 1 and 2). Each lesson started with a short video that introduced that week’s theme and was followed by a short reading. The next section of the lessons consisted of 1 longer (10 to 14 min) daily practice with guided audio that introduced formalized meditation skills, such as body scan and loving-kindness, and 1 to 2 brief drop-in mindfulness practices focused on incorporating mindfulness activities into daily life. Some of these practices, such as body awareness at your desk and mindfully ending a call, were tailored specifically for the emergency response call center environment. Each lesson also included a weekly check-in survey and an optional moderated discussion board. The estimated time to complete each lesson was between 20 and 30 minutes [33].

**Figure 1.** Overview of weekly lessons.
Intervention Procedures

After completion of a baseline survey, the participants randomized to the intervention (N=161) were contacted twice weekly throughout the intervention period. One email contained a link to the weekly training lesson, whereas the second email provided suggestions for incorporating mindfulness skills into daily life.

Call center managers were highly encouraged to provide the study participants with a designated time during work to complete the intervention. Participants were asked to complete 1 lesson per week over a 7-week period and were encouraged to complete the lessons on a designated weekday as their work schedules allowed. However, lessons from previous weeks could be accessed throughout the intervention period. Participants were instructed to do the daily practice with guided audio for approximately 10 minutes for at least 6 out of 7 days a week and were encouraged to do the drop-in practices as often as they were able to.

At the beginning of each weekly lesson, intervention participants were asked to complete Web-based weekly check-in surveys with a mix of close- and open-ended questions. These surveys assessed how often the participants practiced formal mindfulness during the previous week, if and how they incorporated mindfulness into their daily lives, and any perceived effects. There were 6 weekly check-in surveys in total. A final training evaluation after the last weekly lesson (week 7) assessed participant satisfaction, perceived effects, and overall experience. Textbox 1 lists the open-ended questions.

Web-based follow-up surveys identical to the initial baseline survey were completed at 2 weeks and 4 months after the end of the intervention. All the participants received a certificate of completion, and the Washington State Criminal Justice Training Commission: Telecommunicator Program recognized the training as continuing education for renewal of telecommunicator certification [33].

Measures

Main Outcome

Engagement

Engagement in the intervention was measured as the number of lessons completed, assessed via access logs for viewing lesson videos. Owing to the small number of participants per lesson completed, we categorized participants into 2 groups: those who completed 0 to 4 lessons (low engagement) and those who completed 5 to 7 lessons (high engagement).

Demographic

Participants were asked to self-report their age, gender, race, ethnicity, marital status, highest level of education, years of experience as a 9-1-1 telecommunicator, and whether, currently, they had children under the age of 18 years.
Textbox 1. Open-ended survey questions used in qualitative analysis.

Weekly check-in survey
1. Can you give 1 or 2 examples of how you incorporated mindfulness into your daily life this week?
2. Please share anything you have noticed this week about the effects of your mindfulness practice.

Final training evaluation
1. What did you like about this training?
2. What effect has this training had on your stress level, if any?
3. What did you dislike or what would you change about the training?
4. Is there anything else you would like to share with us about your experience with this training?

**Psychosocial**

**The Calgary Symptoms of Stress Inventory**

Stress was measured using the 56-item Calgary Symptoms of Stress Inventory, which assesses the frequency of experiencing subjective symptoms of stress with 8 subscales. Participants rate the frequency of experiencing the stress-related symptoms on a 5-point Likert scale from never to frequently during the past week [36]. Previous research has established the reliability of the instrument in a sample of 9-1-1 telecommunicators, and internal consistency of the scale in the main outcome study was strong (alpha=.95) [1, personal communication by H Meischke, December 5, 2018].

**Mindful Attention Awareness Scale**

Mindfulness was measured using the 15-item Mindful Attention Awareness Scale (MAAS), which assesses mindfulness as a unidimensional construct of attentional mindfulness in the present moment. Participants are asked how frequently or infrequently they have each stated the experience of mindlessness, conceptualized as the inverse of mindfulness, on a 6-point Likert scale from almost always to almost never [37]. The MAAS has been used in previous research with 9-1-1 telecommunicators, and the internal consistency of the scale in the main outcome study was strong (alpha=.91) [1, personal communication by H Meischke, December 5, 2018].

**Work-Related**

**Swedish Demand-Control-Support Questionnaire Social Support Subscale**

The 6-item social support subscale of the Demand-Control-Support Questionnaire (DCSQ) was used to assess overall workplace atmosphere and social support from coworkers and supervisors. Participants are asked to report their agreement with statements on a 4-point Likert scale ranging from strongly disagree to strongly agree [38]. Previous research has established good internal consistency, construct validity, and criterion validity for the English version of the total DCSQ scale (alpha=.83) and good internal consistency for the social support subscale (alpha=.84) [39].

**Social Support Visual Analog Scale**

A visual analog scale (VAS) was also used to measure the overall level of satisfaction with social support in the workplace. The scale ranges from 0 to 100 with 0 representing completely dissatisfied with social support at work and 100 representing completely satisfied with social support at work. The scale has been employed in previous research in the emergency responder population [40].

**Network Conflict Visual Analog Scale**

A VAS was used to measure the perceived degree of conflict in the individual participant’s workplace social network. The scale ranges from 0 to 100 with 0 representing little or no conflict with coworkers and 100 representing frequent and intense conflict with coworkers. The scale has been employed in previous research in the emergency responder population [40].

**Effort-Reward-Imbalance Overcommitment Subscale**

The 6-item overcommitment subscale of the effort-reward-imbalance (ERI) is used to measure an individual’s tendency to engage in a coping pattern of excessive commitment and the high need for approval at work [41]. Responses are indicated on a 4-point Likert scale with higher scores indicating greater overcommitment. The subscale has sound psychometric properties, including satisfactory confirmatory factor analysis, internal consistency, and reliability [42]. The ERI has been employed in previous research with 9-1-1 telecommunicators, which found good internal consistency for the overcommitment subscale (alpha=.85) [1].

**Data Analysis**

We used a complementary integration of qualitative and quantitative methods to suit each inquiry in this analysis [43]. We employed 2 research paradigms, quantitative positivist and qualitative interpretivist, and have provided a convergent interpretation of the results in the Discussion section [44].

**Quantitative Data Analysis**

Quantitative methods were used to describe demographic, psychosocial, and workplace characteristics associated with the intervention engagement. Statistical analyses were conducted using the R statistical package version 3.4.3 [45]. Bivariate associations between the independent variables (ie, demographic, psychosocial, and workplace characteristics) and participant engagement (ie, low vs high engagement) were tested using chi-square or Fisher exact tests for categorical variables and unpaired t tests for continuous variables.
**Qualitative Data Analysis**

Qualitative methods were used to describe the participants’ perspectives of the intervention and to identify perceived barriers and facilitators. A thematic analysis was conducted using Web-based responses to 6 open-ended questions from 6 weekly check-in surveys and a final training evaluation (Textbox 1) [46]. In total, 822 open-ended responses from 109 unique participants at 26 call centers were analyzed. The analysis was conducted without the use of the high-low engagement characterization used in the quantitative analysis.

The first author read the entirety of the data to become familiar with the content and then independently developed an initial coding schema through a hybrid deductive-inductive approach [47]. Deductive coding was used to create an initial codebook that was derived from Banerjee et al’s 5-facet framework for psychological engagement (ie, motivation, intention, commitment, belief, and a therapeutic relationship between the individual, teacher, and group) [23]. On the basis of the content of the survey questions, only 2 out of the 5 facets, commitment and belief, were included in the initial codebook. Meanwhile, inductive coding allowed for the inclusion of themes outside the bounds of the theoretical framework. After creation of the pilot codebook based on the deductive approach, additional broad code categories and subcodes were added based on an initial read-through. A second coder unaffiliated with the study was trained on the coding schema; then the 2 coders independently piloted the schema to establish an initial agreement on how to apply the codes. The 2 team members met iteratively to verbally negotiate any discrepancies during coding and to ensure credibility of the analysis. The first coder identified major themes, and the second coder reviewed the themes to ensure credibility. Sample quotations were identified to illustrate each theme.

**Results**

**Participant Characteristics and Engagement**

Of the 161 participants enrolled in the intervention’s treatment arm, 12 (7.5%) were excluded from this analysis owing to loss of employment or not completing the baseline survey. Table 1 portrays the sample characteristics of the participants in this analysis (n=149). Nearly half of the participants (71/149, 47.7%) completed all 7 intervention lessons whereas 21.5% (32/149) did not complete a single lesson. The mean number of lessons completed was 4.7 (SD 2.8). The mean number of days the participants reported practicing formal mindfulness with guided audio (3 [SD 0.15]) did not differ by engagement group (low vs high) and remained consistent through the intervention.

Of all the participants, 35.6% (53/149) were characterized as low engagement (0 to 4 lessons complete) and 64.4% (96/149) as high engagement (5 to 7 lessons complete). The comparison between low and high engagement showed that demographic, psychosocial, or work-related characteristics were not significantly related to engagement (data not shown). Only the call center of employment was statistically significantly associated with engagement (P<.001).

**Participant Perspectives on the Mindfulness-Based Intervention**

A total of 3 overarching themes were identified: (1) the participants perceived benefits of mindfulness practice, (2) the participants perceived challenges to engaging with mindfulness and the intervention, and (3) intervention components that facilitated engagement. Textbox 2 provides an outline of the themes and subthemes.

**The Participants Perceived Benefits of Mindfulness Practice**

This theme describes the perceived benefits of engaging in mindfulness practice. Overall, the participants indicated that with continued practice and incorporation of mindfulness into their daily life, practicing mindfulness became easier and the benefits of practice became more perceptible. Consequently, many of the participants indicated that they were more able and willing to continue:

"...[mindfulness is] becoming easier to incorporate into my everyday. The more I practice it, the more I want to do it as I am noticing it’s helpful to relax."

**Mindfulness Helps 9-1-1 Telecommunicators Cope With Stress**

The participants frequently reported uncertainty of a direct effect on their stress level; instead, many noted that practicing mindfulness positively changed how they coped with stressors. One participant expressed:

"I am not suddenly Zen, but I feel I can identify stress quicker and shake it off easier."

Many of the participants reported that although their stress was still present, they felt more aware, accepting, and in control of how their stress affected their mental and physical well-being:

"It’s almost like the stress is still hovering there, but I can choose to not think about the stress."

These responses indicate a positive belief in not only the benefits of mindfulness practice but also in one’s ability to apply the concepts of mindfulness to reduce stress.

**Mindfulness Helps 9-1-1 Telecommunicators Communicate With Callers and Focus at Work**

Many of the participants reported that mindfulness enabled them to have more empathy with callers:

"I have been trying to change how I think of our callers that frustrate me. Instead of thinking that they are all stupid, I am trying to think they are being silly, or to be more empathetic."
Table 1. Characteristics of participants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants (N=149)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Below 26</td>
<td>11 (7.4)</td>
</tr>
<tr>
<td>18 to 35</td>
<td>50 (33.6)</td>
</tr>
<tr>
<td>36 to 45</td>
<td>51 (34.2)</td>
</tr>
<tr>
<td>46 to 55</td>
<td>28 (18.8)</td>
</tr>
<tr>
<td>56 to 64</td>
<td>9 (6.0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>126 (84.6)</td>
</tr>
<tr>
<td>Male</td>
<td>23 (15.4)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>7 (4.3)</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Black</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>7 (4.3)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (3.0)</td>
</tr>
<tr>
<td>White</td>
<td>141 (86.0)</td>
</tr>
<tr>
<td><strong>Binary race</strong></td>
<td></td>
</tr>
<tr>
<td>Nonwhite</td>
<td>8 (5.4)</td>
</tr>
<tr>
<td>White</td>
<td>141 (94.6)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (2.8)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>141 (97.2)</td>
</tr>
<tr>
<td><strong>Experience as a 9-1-1 telecommunicator (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 2</td>
<td>20 (13.5)</td>
</tr>
<tr>
<td>2 to 10</td>
<td>68 (45.9)</td>
</tr>
<tr>
<td>11 to 20</td>
<td>42 (28.4)</td>
</tr>
<tr>
<td>Above 20</td>
<td>18 (12.2)</td>
</tr>
<tr>
<td><strong>Married or living with a partner</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>97 (65.5)</td>
</tr>
<tr>
<td>No</td>
<td>51 (34.5)</td>
</tr>
<tr>
<td><strong>Children under the age of 18 years</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>67 (45.0)</td>
</tr>
<tr>
<td>No</td>
<td>82 (55.0)</td>
</tr>
<tr>
<td><strong>Highest education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or General Education Diploma</td>
<td>12 (8.1)</td>
</tr>
<tr>
<td>Some college</td>
<td>63 (42.3)</td>
</tr>
<tr>
<td>Associates</td>
<td>14 (9.4)</td>
</tr>
<tr>
<td>Bachelors</td>
<td>51 (34.2)</td>
</tr>
<tr>
<td>Postgraduate study or degree</td>
<td>9 (6.0)</td>
</tr>
<tr>
<td><strong>Psychosocial characteristics, mean (SD)</strong></td>
<td></td>
</tr>
</tbody>
</table>
### Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants (N=149)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress (Calgary Symptoms of Stress Inventory)</td>
<td>56.0 (27.5)</td>
</tr>
<tr>
<td>Mindfulness (Mindful Attention Awareness Scale)</td>
<td>4.1 (0.8)</td>
</tr>
<tr>
<td><strong>Work-related characteristics, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Social support (VAS&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>67.8 (24.0)</td>
</tr>
<tr>
<td>Social support (Demand-Control-Support Questionnaire subscale)</td>
<td>17.6 (2.9)</td>
</tr>
<tr>
<td>Network conflict (VAS)</td>
<td>33.3 (25.0)</td>
</tr>
<tr>
<td>Overcommitment (effort-reward-imbalance subscale)</td>
<td>13.4 (3.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Some frequencies do not sum up to 149 owing to missing responses.

<sup>b</sup>VAS: visual analog scale.

###Textbox 2. Overview of qualitative findings: themes and subthemes.

<table>
<thead>
<tr>
<th>Theme 1: The participants perceived benefits of mindfulness practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mindfulness helps 9-1-1 telecommunicators cope with stress</td>
</tr>
<tr>
<td>Mindfulness helps 9-1-1 telecommunicators communicate with callers and focus at work</td>
</tr>
<tr>
<td>The participants perceived broad benefits of mindfulness in their everyday life</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 2: The participants perceived challenges in engaging with mindfulness and the intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stress and mindlessness make it difficult to attain present-centered awareness</td>
</tr>
<tr>
<td>Aspects of the call center environment make it difficult to engage</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Theme 3: Intervention components facilitated engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shorter mindfulness practices were easier to engage with and use at work</td>
</tr>
<tr>
<td>Variety in intervention content allowed participants to choose what worked best for them</td>
</tr>
</tbody>
</table>

Some reported that mindfulness improved their overall communication on the job:

*When you approach someone from a place of sincere kindness, it is harder for them to be rude, angry or hostile. I talked to many people on the phones this week very escalated and upset with the police response time, and by using this approach and using my breath to remain aware and present, and non-reactive, I was able to establish better rapport with these callers.*

In addition, some of the participants reported that practicing mindfulness improved their focus at work, especially when multitasking. As one participant stated:

*In our career we have to multitask all the time...it can be easy to overlook something. I tried to put more of my focus into the audible while still multitasking but noticed I was catching things clearer.*

### The Participants Perceived Broad Benefits of Mindfulness in Their Everyday Life

Participants described how being mindful improved their overall quality of life. Feeling calm was one of the most commonly reported perceived benefits of practicing mindfulness. Many participants attributed this sense of calm to an increased acceptance of external situations. As one participant described it:

*I feel calmer. I try not to fret about things that I cannot change.*

Many participants also noted that practicing mindfulness made them feel relaxed, energized, and happier. For some of the participants, bringing present-centered awareness into their daily routines made them feel less rushed, thus increasing their appreciation of everyday life. One participant expressed that:

*Rather than rushing from task to task I became more present and slowed down, and enjoyed the process of even mundane tasks like folding laundry or putting away groceries.*

Some participants noted that practicing mindfulness expanded their self-awareness and increased their sense of control over thoughts:

*I think it has made me more aware of how I’m feeling and how my feelings are affecting me both physically and mentally.*

*I feel more in control of what I’m thinking, acknowledging the randomness of some thoughts.*

Participants frequently reported the perceived consequences of practicing mindfulness on their interpersonal relationships as well. Many participants described becoming more patient and less emotionally reactive, for example:
I was able to have a difficult conversation with a family member (parent) much more calmly and less emotionally than in the past. I feel it was different this time because of the mindfulness practices. I’m finding myself to be way less reactive, I’m more serene and calm, and less sensitive. I feel I’m rolling with the punches and not letting emotional or angry callers get a rise out of me.

In addition, some participants noted that practicing mindfulness improved the quality of their relationships with loved ones:

My kids are excited to tell me about their day because I’m taking more time to focus (that’s hard for me sometimes) and really hear them. They love seeing me excited about “their” day.

Finally, participants frequently reported using mindfulness to cope with physical stressors. Most commonly, participants described practicing mindfulness to fall asleep. Some reported that this helped them not only to fall asleep more quickly but also improved the quality and quantity of sleep.

The Participants Perceived Challenges to Engage With Mindfulness and the Intervention

This theme describes the perceived individual, workplace, and intervention-related challenges to engage with mindfulness and the intervention. Although these challenges may not have led the participants to stop using the intervention, they may have made it more difficult for the participants to engage.

Stress and Mindlessness Make it Difficult to Attain Present-Centered Awareness

Although many participants described using mindfulness to cope with stressors, some participants described being in a stressful state as a challenge to practicing mindfulness:

[Practicing mindfulness] was difficult this week as my stress and anxiety level was much higher this week...I tried to be mindful as a way of reducing that, but it was difficult.

Being in a stressful state made it more difficult for some participants to attain present-centered awareness. As one participant described it:

I still find during stressful events at work I lose this feeling of awareness and hours can go by where I haven’t focused on my breathing or awareness once.

Some participants described difficulty in disengaging from habitual mindlessness. For example:

I still find that I am going through the motions of my daily activities without thinking about them. Reflection is an afterthought.

However, this may represent a growing awareness of mindfulness and present-centered thinking rather than a challenge to it.

Aspects of the Call Center Work Environment Make it Difficult to Engage

Some participants described physical and psychological aspects of the work environment that made it difficult to engage with the intervention, especially with the guided audio content. Frequent interruptions, noise levels, shared workspaces, and busy working conditions were often cited:

I did not like the mindfulness audio. I was not able to use it while at work due to how busy it was, and it was much easier to practice it without the audio on my own time.

Some of the participants posited that aspects of the work environment may have limited the effectiveness of the training:

It’s a difficult training to get done in our center due to shared computers and busy shifts. It’s not possible to do the segments in our center without interruption and I think this causes it not to be as effective.

Participants from nearly 50% of call centers in the intervention reported not having a designated time-off to complete the intervention despite the intervention protocol. This was a major barrier for completing the intervention content, and some participants believed the intervention increased rather than reduced their stress. For example:

I am finding it is almost causing more stress trying to find the time to get practice in and to do the weekly lessons. We do not have the staffing to permit us time off the floor to complete training, so we must do it while on duty on the floor.

Some participants reported completing the intervention lessons while actively working or while at home. As one participant reported:

It was difficult to listen to the longer listening exercises at our desks while still answering calls and radio traffic. At times, there were too many interruptions that I would get frustrated and just do it at home.

A few participants expressed a belief that mindfulness was incongruous with their work as a 9-1-1 telecommunicator:

When it is busy on the dispatch floor, there really isn’t time to stop and do anything for yourself for the calls that stress you out. Dispatching isn’t that kind of job.

I think that with our job, we do so much multitasking that it becomes hard to focus on just one thing.

Intervention Components Facilitated Engagement

This theme describes aspects of the intervention that the participants indicated made it easier for them to engage.

Shorter Mindfulness Practices Were Easier to Engage With and Use at Work

Many participants described shorter-length practices as easier to engage with than longer practices. This was often attributed to difficulty in maintaining present-centered awareness during longer practices:

I found it hard to concentrate for the longer exercises, like 12-14 minutes. I know [Name of Instructor] said it was okay to wander, that is part of the process, but I wandered a lot - and kept checking the timer.
Shorter practices were described as “an attainable goal” in comparison with longer practices. Many of the participants reported difficulty in finding the time to do the longer practices at work owing to frequent interruptions. Similarly, some of the participants felt that they would be more able to use shorter practices at work:

We are used to short breaks, always being in a rush... short 5-minute meditations are much more realistic and practical.

Variety in Intervention Content Allowed Participants to Choose What Worked Best for Them

Some participants noted that they enjoyed having a variety of content formats (ie, audio, video, and written) and types of practice (eg, loving-kindness and body scan) to try each week. The availability of different content allowed participants to find what worked best for them. As one participant shared:

I liked that there was a variety of practices to try. Different things work for different people and that was taken into account.

Discussion

Principal Findings

The goal of this study was to explore the engagement of participants in a Web-based workplace MBI for 9-1-1 telecommunicators with the aims of (1) investigating demographic, psychosocial, and workplace characteristics associated with level of engagement (low vs high) in the intervention, (2) exploring participants’ perspectives on engaging in the intervention, and (3) identifying perceived challenges and facilitators to engaging in the intervention. Results of the quantitative analysis showed that individual-level demographic, psychosocial, or workplace characteristics examined in this study were not associated with engagement. Call center location was the only factor associated with engagement, indicating that workplace-level characteristics rather than individual-level characteristics may be more relevant to intervention engagement. The qualitative results supported this finding; difficulty engaging with the intervention at work was commonly identified as a barrier for participants. In nearly 50% of call centers, at least one participant described not having a designated time to complete the intervention. When developing future MBIs for high-stress work environments, researchers should work closely with the workplace managerial staff to identify potential barriers to employee engagement and develop practical solutions to overcome these barriers. The availability of different formats of intervention materials (eg, written, video, and audio) and shorter practices may be simple mechanisms to facilitate engagement in workplaces that are not able to provide employees time-off to engage with the intervention content.

Although we found no significant association between baseline stress and engagement in the intervention, our qualitative findings suggest that being in a stressful state of mind may make it more difficult to attain present-centered awareness. Moreover, the perception of being time-poor may discourage engagement, especially for workplace interventions that may be perceived as detracting from work time [16]. Although more research is needed on the effectiveness of abbreviated meditation practices, it is nevertheless important to consider that an intervention that is used is more effective than one that is not. Furthermore, more attention should be placed on attaining sufficient engagement to elicit behavior change rather than greater quantities of engagement alone [22]. Brief interventions and short practices may act as stepping-stones to more rigorous practice.

Despite the barriers to engage with the intervention, participants exhibited a high degree of commitment to incorporate mindfulness into their daily lives and expressed positive beliefs in the perceived benefits of practicing mindfulness. Previous findings suggest a positive feedback loop for mindfulness practice in which practice prompts greater perceived benefits, which in turn increases motivation to practice [24]. Although mindfulness is inherently not outcome-focused, future MBIs could highlight the positive benefits of mindfulness practice to encourage engagement.

This intervention’s main outcome study found significant improvements in stress scores postintervention [personal communication by H Meischke, December 5, 2018]. Our qualitative findings help elucidate how participants perceived stress reduction during the intervention. Specifically, participants reported that although their stress was still present, they felt more aware, accepting, and in control of how their stress affected their mental and physical well-being. Mindfulness practice enabled participants to reclassify stress as a changeable rather than a static state of mind while also increasing their efficacy to enact change. These findings suggest that workplace MBIs can provide participants with tools to cope with stressors in a more effective way.

The benefits of mindfulness practice may extend beyond the individual practicing; participants reported that mindfulness increased their focus at work and their empathy with callers thereby improving their overall communications. Future research is needed to determine the effect of mindfulness practice on the efficiency and effectiveness of 9-1-1 telecommunicators. However, this research suggests that mindfulness may be a unique tool for improving communications, emergency or otherwise.

Strengths and Limitations

A key strength of this study was the use of both qualitative and quantitative methods, which allowed for a richer exploration of intervention engagement than possible with either method alone. Nonetheless, several limitations warrant discussion. Although our study showed a significant difference in participant engagement between call centers and the participants perceived aspects of the workplace as a challenge to engage, we were unable to determine a causal mechanism between organizational-level factors and participant engagement. Additional research using a randomized trial design would inform organizational-level comparisons of participant engagement. Second, we did not have a reliable measure of the intensity of use or attrition. Future studies should include measures that can validly and reliably assess the intensity of use and other process outcomes. Third, the use of Web-based survey data limited the breadth and depth of the thematic analysis. Future qualitative studies using semistructured
participant interviews could identify novel themes or add nuance to this study’s findings. Finally, the demographic homogeneity of this study population may limit the external validity of our results.

Conclusions
This study explored participant engagement in a Web-based workplace MBI among 9-1-1 telecommunicators. Our findings suggest that organizational-level factors may be more pertinent to engagement than individual participant characteristics. Some of the qualitative feedback presented in this study may inform future MBIs in similar high-stress work environments, particularly the need to work closely with managerial staff at intervention sites to mitigate potential barriers to employee engagement. The availability of multiple formats of intervention materials (e.g., written, video, and audio) and shorter meditation practices may be simple, cost-effective mechanisms to facilitate engagement. A Web-based workplace MBI can provide emergency responders with tools to cope with stressors, improve general well-being, and build empathy with callers. Future research should explore the effect of mindfulness practice on the efficiency and effectiveness of 9-1-1 telecommunicators at work.
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Abstract

Background: Maintaining weight after weight loss is a major health challenge, and eHealth (electronic health) solutions may be a way to meet this challenge. Application of behavior change techniques (BCTs) and persuasive system design (PSD) principles in eHealth development may contribute to the design of technologies that positively influence behavior and motivation to support the sustainable health behavior change needed.

Objective: This review aimed to identify BCTs and PSD principles applied in eHealth interventions to support weight loss and weight loss maintenance, as well as techniques and principles applied to stimulate motivation and adherence for long-term weight loss maintenance.

Methods: A systematic literature search was conducted in PsycINFO, Ovid MEDLINE (including PubMed), EMBASE, Scopus, Web of Science, and AMED, from January 1, 2007 to June 30, 2018. Arksey and O’Malley’s scoping review methodology was applied. Publications on eHealth interventions were included if focusing on weight loss or weight loss maintenance, in combination with motivation or adherence and behavior change.

Results: The search identified 317 publications, of which 45 met the inclusion criteria. Of the 45 publications, 11 (24%) focused on weight loss maintenance, and 34 (76%) focused on weight loss. Mobile phones were the most frequently used technology (28/45, 62%). Frequently used wearables were activity trackers (14/45, 31%), as well as other monitoring technologies such as wireless or digital scales (8/45, 18%). All included publications were anchored in behavior change theories. Feedback and monitoring and goals and planning were core behavior change technique clusters applied in the majority of included publications.
Social support and associations through prompts and cues to support and maintain new habits were more frequently used in weight loss maintenance than weight loss interventions. In both types of interventions, frequently applied persuasive principles were self-monitoring, goal setting, and feedback. Tailoring, reminders, personalization, and rewards were additional principles frequently applied in weight loss maintenance interventions. Results did not reveal an ideal combination of techniques or principles to stimulate motivation, adherence, and weight loss maintenance. However, the most frequently mentioned individual techniques and principles applied to stimulate motivation were, personalization, simulation, praise, and feedback, whereas associations were frequently mentioned to stimulate adherence. eHealth interventions that found significant effects for weight loss maintenance all applied self-monitoring, feedback, goal setting, and shaping knowledge, combined with a human social support component to support healthy behaviors.

Conclusions: To our knowledge, this is the first review examining key BCTs and PSD principles applied in weight loss maintenance interventions compared with those of weight loss interventions. This review identified several techniques and principles applied to stimulate motivation and adherence. Future research should aim to examine which eHealth design combinations can be the most effective in support of long-term behavior change and weight loss maintenance.

(J Med Internet Res 2019;21(6):e14265) doi:10.2196/14265
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Introduction

The Weight Loss Maintenance Challenge

Obesity is a rapidly increasing public health problem, with more than 600 million people with obesity (body mass index [BMI] ≥30 kg/m²) worldwide [1,2]. One of the main challenges related to obesity is that although many people manage to lose weight, only 1 of 4 people manages to maintain the lost weight in the long term [3]. With several mechanisms interacting (eg, biological, environmental, behavioral, and cognitive) to make weight regain following weight loss common [4,5], novel ways to counterbalance these mechanisms are needed [6,7]. The significant weight loss maintenance challenge calls for the examination of new technologies and solutions in future studies of long-term weight control [6,8,9].

Electronic Health Design for Sustainable Behavior Change

eHealth (electronic health) is a term often used to define the blending of digital technologies, health, and health services and can be delivered through information and communication technologies [10-12]. Although evidence is sparse regarding the impact of eHealth on health and health care, research indicates that eHealth can support health care delivery by providing greater efficiency, lead to better health outcomes, and lower health service costs [10,13-15]. eHealth technologies are also increasingly used to support a healthier life, improved well-being, and creation of new health behaviors [16-19] and have the potential to support the challenging behavior changes needed to sustain long-term weight loss maintenance [4,20].

Behavior change interventions are usually complex and may include many interacting components or techniques [21,22]. Behavior change techniques (BCTs) are observable and active intervention components aiming to regulate behavior (eg, goal setting, self-monitoring, and feedback) [21,23]. However, health behavior change requires motivation and persistence, and persuasive design [24] also appears to play an important role in this setting. Persuasive design of services or technologies focuses on influencing human behavior in a positive way. As such, persuasive system design (PSD) principles can be applied in eHealth design to match user profiles, motivate users to engage in self-management, and trigger health behavior change [16,24-26]. Several behavior change theories, BCTs, and PSD principles can be involved in an eHealth intervention [27], alone or in combination.

To date, there is limited knowledge about how behavior change interventions and design of technologies and services can impact behavior and motivation in support of sustainable health behavior change [25,28,29]. eHealth is often described as a black box, as knowledge is limited about its internal structure and how the use of various components of the technology can contribute to healthier lifestyles and improved health outcomes [11,22,30,31]. Finding the right mix of technological features to stimulate the motivation and adherence needed to support long-term weight loss maintenance is, therefore, still a conundrum [7]. Little is also known about how BCTs and PSD principles can be used in eHealth interventions to support long-term weight loss maintenance [8,32]. The application of the most effective BCTs and PSD principles, at the right time and in the best combination, could therefore be of essence to support motivation and adherence in the pursuit of sustainable weight loss maintenance [19,33-35].

The Goal of This Review

The overall goal of this review was to provide insight into the design of eHealth interventions aiming to support behavior change for long-term weight loss maintenance in adult people with obesity. This review identified BCTs and PSD principles to stimulate motivation and adherence in eHealth interventions built to support weight loss maintenance.

Research questions for this review are as follows: in eHealth interventions, (1) how are motivation and adherence defined and measured? (2) Are motivation and adherence linked to weight loss and weight loss maintenance? (3) What can be determined from behavior change theories, BCTs, and PSD principles used in weight loss and weight loss maintenance interventions? (4) Which behavior change theories, BCTs, and PSD principles have been used to stimulate motivation and...
adherence in eHealth weight loss maintenance interventions, and in what combination? (5) What are the reported effects (ie, weight outcomes) in eHealth weight loss maintenance interventions?

Methods

Scoping Review Methodology
A scoping review methodology was considered suitable for mapping literature on BCTs and PSD principles, as this is an emerging topic where evidence is scarce and key concepts and gaps in existing research should be identified [36,37]. This scoping review applied the methodology by Arksey and O’Malley [36], with the following steps [37]: (1) identify the research questions; (2) identify relevant studies; (3) study selection; (4) chart the data; (5) collate, summarize, and report the results; and (6) consultation. To enhance the scoping study methodology, additional recommendations [37] were followed: (1) 2 independent researchers reviewed all full-text publications, and (2) the research group developed and continuously updated the data extraction form during the extraction process.

As research on eHealth interventions targeting weight loss maintenance is still in its infancy, eHealth interventions targeting weight loss were also examined to best identify weight loss maintenance–related factors. Research questions 1, 2, and 3 entailed broad scopes. The scope was then further narrowed in research questions 4 and 5, focusing on weight loss maintenance interventions and the BCTs and PSD principles applied to stimulate motivation and adherence, as well as any effects (ie, weight outcomes) related to weight loss maintenance.

This review applied Michie’s Behavior Change Taxonomy [21] developed to meet the need for standardized reporting on development and content of complex behavior interventions. Michie’s Cross-Domain Taxonomy consists of 93 distinct BCTs divided into 16 clusters, independent of any specific theory. Multimedia Appendix 1 provides detailed information about the BCT clusters. Similarly, the PSD model by Oinas-Kukkonen [16], building on previous research by Fogg [26], was used as a framework to identify persuasive principles applied in the included interventions. Multimedia Appendix 2 provides information about the 4 PSD categories: primary task support, dialog support, system credibility support, and social support, as well as operationalization of the individual principles [16]. For the purpose of this review, adherence to a technology was defined as use as intended or desired by the authors or developers of an intervention [19], whereas motivation was defined as a reason for doing something [38].

Search Strategy
A systematic literature search to cover behavioral, technical, and clinical research aspects was conducted in the following databases: PsycINFO, Ovid MEDLINE (including PubMed), EMBASE, Scopus, Web of Science, and AMED. As digital technologies are advancing and developing fast, more recent evidence (ie, since 2007) was considered to be the most relevant and interesting. Publications during the period from January 1, 2007 to June 30, 2018, were therefore included. The terms weight loss and weight loss maintenance were used, in combination with a variety of the term eHealth interventions and the terms motivation, adherence, and/or behavior change. This search strategy was created and applied in close collaboration with librarians and domain experts (Multimedia Appendix 3).

Eligibility Criteria
Publications in English, clearly describing an eHealth intervention focusing on weight loss maintenance or weight loss, were included for assessment when containing persuasive design, behavior change theories, and techniques or when mentioning motivation and/or adherence. The target population for this review was people with overweight (ie, BMI 25–29.9 kg/m²) and/or obesity (ie, BMI ≥30 kg/m²). Multimedia Appendix 4 gives a complete overview of the inclusion and exclusion criteria.

Data Collection and Analysis
A data charting form containing general as well as specific study characteristics was created in Microsoft Excel by the research team. The characteristics were extracted using elements from the CONSORT-eHealth checklist [39], focusing on characteristics about the interventions and technologies in the included publications. Michie’s Cross-Behavior Change Taxonomy [21] guided the extraction process to identify and group specific information about BCTs used. For the purpose of this review, representation of the 16 clusters as indicated in Multimedia Appendix 1 was applied, rather than presenting a detailed representation of up to 93 distinct techniques. Supplementary information about definitions, including specific examples, was reviewed [40], and behavior change theories mentioned or described were recorded. Persuasive principles were extracted from the included publications using the PSD model [16] presented in Multimedia Appendix 2. PSD principles were coded when executed by or through the technology. Due to lack of reporting on the system credibility category, this category was not part of the analysis. Goal setting, feedback, and social support were added to the model as separate persuasive principles, as they could not always easily be linked to specific design elements in the PSD model.

Two researchers (RA and MS) independently coded and categorized the identified BCTs and PSD principles, using the presented frameworks. A third researcher (CV) validated 11% (5/45) of the included interventions. The first and second author also recorded additional information on motivation and adherence when mentioned, including how motivation/adherence was defined, stimulated, and measured. Data on effect (ie, weight outcomes) were recorded when reported, including when weight was self-reported or measured by the researcher or coach/clinician. The research team also extracted relevant information (eg, intervention components, BCTs, and PSD principles) from the incorporated interventions, including illustrations, figures, tables, and additional websites when referred to in the publications. To enhance and support the relevance of the review, clinicians and researchers specialized in the fields of weight loss/maintenance, health psychology, and eHealth were consulted regarding methodological approach, relevance, and current state of the evidence.
Weight Loss and Weight Loss Maintenance

Weight loss BCTs do not necessarily equal weight loss maintenance BCTs. Long-term maintenance of lost weight is challenging, and there is a call for interventions evaluating novel methods to improve the maintenance of lost weight [8,41]. To meet this call and the overall goal of this review (ie, supporting long-term weight loss maintenance), the first part of the Results section focuses on weight loss and weight loss maintenance, whereas the rest of the results section focuses solely on weight loss maintenance interventions.

Results

Study Selection

The search revealed 463 publications. Following removal of 146 duplicates, the remaining 317 titles and abstracts were screened for eligibility by 2 researchers (RA and either MS, CV or FS) using the Covidence software program [42]. After removing 224 publications not meeting eligibility based on title/abstracts, the remaining 93 full-text publications were reviewed by the first (RA) and second (MS) authors. The authors RA and MS discussed differences and disagreements until consensus was reached. If consensus could not be reached, consultation was sought from a third researcher (FS). After the full-text screening process, 45 publications remained to be assessed for further analyses (Figure 1).

General Characteristics of Included Publications

All 45 publications included in this review were published in 2008 or later (Figure 2). First authors were mainly affiliated in the United States (25/45, 56%), the United Kingdom (5/45, 11%), and Australia (3/45, 7%); see Table 1.

Figure 1. Flow diagram of study selection process. n=the actual number of publications. eHealth: electronic health.
Figure 2. The number of included publications per year categorized by the aim of the electronic health intervention.

Table 1. Country of affiliation for the first authors of all included publications (N=45).

<table>
<thead>
<tr>
<th>Country of origin</th>
<th>Included publications, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>25 (56)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Australia</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Canada</td>
<td>2 (4)</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Finland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Germany</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Italy</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scotland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Spain</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Romania</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Qatar</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

*aPercentages do not total 100% due to rounding errors.

Of the 45 included interventions, 34 (76%) targeted weight loss, and 11 (24%) targeted weight loss maintenance. Of 11 weight loss maintenance interventions, 5 (45%) had an initial weight loss phase. The most frequently described study design was randomized controlled trials for the weight loss (15/45, 33%) and weight loss maintenance (4/45, 9%) interventions alike. Although several of the included interventions evaluated effects (ie, weight outcome; 26/45, 58%), others described only the design of the intervention (6/45, 13%) or a protocol (7/45, 16%). Most interventions targeted people with overweight (24/45, 53%) or included both overweight and obesity (15/45, 33%). People with obesity (ie, BMI ≥30 kg/m²) were the sole target population in only 4 weight loss interventions and 2 weight loss maintenance interventions. Average duration of interventions was 24 weeks (range 4-104; median 13 weeks) for the weight loss interventions, and 27 weeks (range 12-52; median 26 weeks) for the weight loss maintenance interventions. User involvement during the technology development process was only described by 8 weight loss and 4 weight loss maintenance interventions. The users were usually only mentioned when involved in part of the development process (eg, identifying needs, content development, and usability testing). Two publications were included despite describing the same intervention, as they focused on different aspects of the intervention [43,44]. Multimedia Appendix 5 provides an overview of the included interventions including title, authors, publication year, country of origin, design, objectives, participants, aim and type of technology, intervention duration, and whether blended care was part of the intervention or not.
**Technology Characteristics**

In the 45 included publications, mobile phones were the most frequently used technology (28/45, 62%), followed by Web-based solutions through computers (15/45, 33%), or a combination of computer and mobile phone (eg, for feedback or reminders through text messages; 6/45, 13%). Monitoring technologies used were activity trackers or step counters (14/45, 31%), wireless or digital weight scales (8/45, 18%), and glucose (2/45, 4%) or blood pressure (1/45, 2%) monitors, often combined with manually recorded self-monitoring data. Some technologies included game-based elements (3/45, 7%) [45-47], a virtual world with avatars [48] or a virtual coach [49], and other tools to enhance self-monitoring (eg, automated calculations of energy intake, expenditure, and energy balance). Several eHealth weight loss interventions (20/45, 44%) and weight loss maintenance interventions (7/45, 16%) had a blended care approach, including the combination of various formats of human coaching and/or face-to-face services from experts. Some eHealth interventions also integrated peer forums or social media groups (7/45, 16%) or included social support through a buddy or helper (eg, family, friend, colleague; 3/45, 7%).

The typical eHealth weight loss maintenance intervention was supported by mobile phone technology (9/11, 82%), in combination with an activity tracker or step counter (3/11, 27%) and/or wireless scale (3/11, 27%) [47,50-52]. The technology usually supported 2-way communication with a peer, dietitian, or coach [50,53-56] and provided automated, tailored feedback based on progress data [50-53,55,57,58]. The technology in these weight loss maintenance interventions usually aimed to support creation of healthy habits [51-54]; educational resources and information [51,53,54,59]; daily or weekly monitoring tools for weight, diet, activity (eg, number of steps) [47,50,52,55]; well-being (eg, mood, stress, and good days/bad days) [47,51,53]; and/or plans or strategies for individual action and coping [47,54,57].

**Motivation Defined, Measured, and Linked to Weight Loss and Weight Loss Maintenance**

Only 2 of the 45 included publications provided a definition of motivation [43,44], and these 2 publications originated from the same intervention. By referring to self-determination theory, the publications distinguished between autonomous motivation (a measure of a person’s internal or personal reasons for change) or controlled motivation (a measure of extrinsic reasons or external pressure to change) [44].

Motivation was measured in various ways by self-reported measures and questionnaires as presented in Table 2. Motivation was evaluated (ie, link to weight loss/maintenance) in 7 of 35 weight loss intervention studies [43,44,49,60,63-65], but in none of the included weight loss maintenance interventions (n=11) as indicated in Multimedia Appendix 6. Of the 7 weight loss studies that evaluated motivation, I found high levels of controlled motivation at baseline to produce significantly greater weight loss in the motivation-enhanced intervention (ie, specific components were used to enhance autonomous motivation) compared with the standard intervention [43]. The motivation-enhanced group used the website more often than the control group, and the number of visits was associated with weight loss [43]. To increase autonomous motivation, principles of motivational interviewing [66] together with goal setting and journaling (eg, writing about the future when weight loss goals are achieved) and blended formats, such as face-to-face sessions, were also added to the Web-based weight loss program to improve autonomous motivation [43].

Another study showed the level of autonomous motivation after 4 weeks to be predictive of self-monitoring of adherence and weight loss at 16-week postbaseline [44]. For participants who reached 5% weight loss, autonomous motivation increased and remained higher than for those not reaching this clinically meaningful weight loss [44]. A third study suggested that diet-focused constructs were particularly important when developing weight loss interventions for men [60] because changes in diet-related autonomous motivation were linked to weight loss. In that study, the intervention group achieved greater weight loss than the control group [60].

The fourth study evaluating motivation found motivational orientation (eg, promotion focused or prevention focused) to be a predictor of behavior change when trying to lose weight, and framing messages with people’s motivational orientation was considered preferable to, for example, informational and prescriptive messages in terms of behavior change [63]. As high as 72% of the participants in another study found text messages received biweekly to be motivational [64], and 79% reported text messages to be helpful in performing healthy eating and exercise behaviors [64]. The sixth study evaluating motivation found that delivery of remote daily real-time feedback messages tailored to diary entries could enhance motivation, producing greater reductions in energy and saturated fat consumptions [67]. In the final study, 58% of the participants agreed that a virtual coach motivated them to become more active [49], suggesting that meetings with a virtual coach could be beneficial in maintaining activity level. However, no significant changes in step count were found in the intervention versus the control groups [49].
Adherence Defined, Measured, and Linked to Weight Loss and Weight Loss Maintenance

Of the 45 included publications in this review, 6 weight loss interventions measuring adherence provided a definition of the adherence concept or related terms such as usage and compliance [64,68-72]. These publications defined or operationalized adherence based on either self-monitoring or electronic entry of food and exercise records [68]. Low usage was defined as having no food records and high usage as having 1 food record on a randomly selected day of the sampled week [68] or as recording of 50% or more of prescribed daily calorie intake goal [69]. Some publications also defined adherence as responsiveness to text messages or health challenges [64,71,72] or looked at various aspects of adherence such as behavioral adherence (ie, attendance to counseling sessions) [68] and dietary adherence (ie, self-monitoring related to dietary goals) [68,70]. Other publications defined adherence as program compliance to habits and workout [71] or consistency to self-monitoring [73].

Regarding measurement of adherence, as the main scope of this review was weight loss maintenance, the results related to short-term weight loss interventions (≤6 months) measuring adherence are not reported in this review [18,43,44,49,69,70,73-77]. Moreover, 4 of the included long-term weight loss interventions (>6 months) measured adherence [68,71,72,78]. For weight loss maintenance, adherence was measured in 3 of the interventions [50,52,59], and the duration for 2 of these interventions was more than 6 months (Multimedia Appendix 6). The 4 long-term weight loss interventions measured various aspects of adherence, including self-monitoring data related to diet and physical activity [68], compliance to the Web-based program, daily habits and exercise [71], website usage by the number of self-tracking entries [78], or the total percentage of text messages that a participant responded to [72]. The 3 weight loss maintenance interventions measured adherence or engagement in relation to the coaching program through evaluating frequency of submitting self-monitoring data to their coach [52], the number of delivered text messages replied to by the participants [59], and by participants’ self-monitoring adherence through frequency of weigh-ins and use of activity tracking [50].

Adherence to technology was defined as use as intended or desired in this review [19]. Intended usage was reported in the 4 weight loss interventions (>6 months) and in all 3 weight loss maintenance interventions. Intended use was most frequently described as 1 time per day or more (≥1 per day).

Links to Weight Loss and Weight Loss Maintenance

Although actual technology usage was not evaluated in the 4 weight loss interventions measuring adherence, and significant results were sparsely reported, some interventions measured certain aspects of the technology features and linked these to weight loss. However, 1 intervention showed that participants with a high usage of self-tracking entries initially lost greater amounts of weight than participants with low usage [68]. Other
interventions reported that compliance to the Web-based program, daily habits, and exercise was also found to be a significant predictor of weight loss [71], and that participants with greater adherence to text messages lost more weight [72].

The 3 weight loss maintenance interventions measured adherence, showing significant effects (ie, weight loss maintenance) at 12 weeks postbaseline, 12 months postintervention, and 24 months postbaseline [50,52,59]. It should be noted that the methods applied and/or results reported only provided results related to intervention engagement and technology or intervention features, not related to the actual use of the technology [50,52,59] (Multimedia Appendix 6).

**Behavior Change Theories and Behavior Change Techniques in Weight Loss and Weight Loss Maintenance Interventions**

**Behavior Change Theories Applied in Weight Loss and Weight Loss Maintenance Interventions**

All 45 included publications were theoretically anchored in behavior change theories. In approximately two-thirds of the interventions, specific behavioral change theories were mentioned as applied. Interventions that did not specify behavior change theories referred to behavioral strategies or techniques as crucial factors for behavior change [18,50,52,55,58,62,64,67-70,75,78-82]. Multimedia Appendix 7 shows an overview of the behavior change theories specified as applied in the weight loss and weight loss maintenance interventions.

### Behavior change technique clusters applied in weight loss and weight loss maintenance interventions

Analysis of all included publications (N=45) identified 15 of the 16 BCT clusters specified in Michie’s taxonomy [21] (Table 3).

The goal and planning and feedback and monitoring clusters were referred to as core self-regulation techniques for behavior change and weight outcomes in several of the publications [51,52,54,74,77]. These cluster techniques were also applied in most of the weight loss and weight loss maintenance interventions. Techniques contributing to the cluster shaping knowledge were present in 82% of the interventions (weight loss and weight loss maintenance). This cluster included providing relevant information on diet, physical activity, and how to change behavior, advice on how to perform a desired behavior, or advice to keep a record on social situations, emotions, or cognitions that typically occur before temptations (eg, snacking) [47,50,52,54,56,58,59]. Social support was a more frequently used technique in weight loss maintenance (91%) than in weight loss (68%) interventions, enabled with as well as without technology. Social support was typically provided through e-coaching and social reinforcement from professionals or peers [45,51-53,58,80], with encouragement and counseling on performed behavior [52,57].

**Table 3. Behavior change cluster of techniques according to Michie’s taxonomy.**

<table>
<thead>
<tr>
<th>Cluster labels</th>
<th>WM(^a) (n=11), n (%)</th>
<th>WL(^b) (n=34), n (%)</th>
<th>All (N=45), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduled consequences</td>
<td>1 (9)</td>
<td>2 (6)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Reward and threat</td>
<td>3 (27)</td>
<td>4 (12)</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Repetition and substitution</td>
<td>8 (73)</td>
<td>24 (71)</td>
<td>32 (71)</td>
</tr>
<tr>
<td>Antecedents</td>
<td>4 (36)</td>
<td>8 (24)</td>
<td>12 (27)</td>
</tr>
<tr>
<td>Associations</td>
<td>8 (73)</td>
<td>15 (44)</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Covert learning</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Natural consequences</td>
<td>3 (27)</td>
<td>7 (21)</td>
<td>10 (22)</td>
</tr>
<tr>
<td>Feedback and monitoring</td>
<td>11 (100)</td>
<td>34 (100)</td>
<td>45 (100)</td>
</tr>
<tr>
<td>Goals and planning</td>
<td>11 (100)</td>
<td>33 (97)</td>
<td>44 (98)</td>
</tr>
<tr>
<td>Social support</td>
<td>10 (91)</td>
<td>23 (68)</td>
<td>33 (73)</td>
</tr>
<tr>
<td>Comparison of behavior</td>
<td>0 (0)</td>
<td>9 (26)</td>
<td>9 (20)</td>
</tr>
<tr>
<td>Self-belief</td>
<td>2 (18)</td>
<td>6 (18)</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Comparison of outcomes</td>
<td>2 (18)</td>
<td>4 (12)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Identity</td>
<td>1 (9)</td>
<td>4 (12)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td>9 (82)</td>
<td>28 (82)</td>
<td>37 (82)</td>
</tr>
<tr>
<td>Regulations</td>
<td>3 (27)</td>
<td>3 (9)</td>
<td>6 (13)</td>
</tr>
</tbody>
</table>

\(^a\)WM: weight loss maintenance interventions.  
\(^b\)WL: weight loss interventions (Multimedia Appendix 5 provides an overview of the publications).

Michie’s cluster **associations** were more frequently applied in weight loss maintenance (73%) than in weight loss (44%) interventions, and these techniques were often an environmental or social stimulus or reminders with the purpose of prompting a specific behavior [52,54,56,57]. The comparison of behavior cluster was only present in 26% of the weight loss interventions.
and not identified at all in the weight loss maintenance interventions [43-45,71,75,80,83,84].

**Persuasive System Design Principles Applied in Weight Loss and Weight Loss Maintenance Interventions**

An overview of the PSD principles applied by or through the technology in the included publications (N=45) is presented in Table 4. In the included interventions, the *primary task support* category from the PSD model [16], supporting users to do primary tasks, was applied most often (50%), followed by *dialog support* (35%) and *social support* (15%).

Table 4. Persuasive system design principles.

<table>
<thead>
<tr>
<th>Persuasive principles</th>
<th>WMa (n=11), n (%)</th>
<th>WLb (n=34), n (%)</th>
<th>All (N=45), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary task support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>11 (100)</td>
<td>30 (88)</td>
<td>41 (91)</td>
</tr>
<tr>
<td>Tailoring</td>
<td>11 (100)</td>
<td>22 (65)</td>
<td>33 (73)</td>
</tr>
<tr>
<td>Personalization</td>
<td>8 (73)</td>
<td>16 (47)</td>
<td>24 (53)</td>
</tr>
<tr>
<td>Simulation</td>
<td>8 (73)</td>
<td>15 (44)</td>
<td>23 (51)</td>
</tr>
<tr>
<td>Reduction</td>
<td>3 (27)</td>
<td>4 (12)</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Tunneling</td>
<td>3 (27)</td>
<td>5 (15)</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Rehearsal</td>
<td>2 (18)</td>
<td>5 (15)</td>
<td>7 (16)</td>
</tr>
<tr>
<td><strong>Dialog support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reminders</td>
<td>9 (82)</td>
<td>15 (44)</td>
<td>24 (53)</td>
</tr>
<tr>
<td>Suggestions</td>
<td>7 (64)</td>
<td>20 (59)</td>
<td>27 (60)</td>
</tr>
<tr>
<td>Reward</td>
<td>6 (55)</td>
<td>5 (15)</td>
<td>11 (24)</td>
</tr>
<tr>
<td>Praise</td>
<td>4 (36)</td>
<td>13 (38)</td>
<td>17 (38)</td>
</tr>
<tr>
<td>Social role</td>
<td>1 (9)</td>
<td>2 (6)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Similarity</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Liking</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social comparison</td>
<td>2 (18)</td>
<td>8 (24)</td>
<td>10 (22)</td>
</tr>
<tr>
<td>Social facilitation</td>
<td>2 (18)</td>
<td>3 (9)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Social learning</td>
<td>1 (9)</td>
<td>7 (21)</td>
<td>8 (18)</td>
</tr>
<tr>
<td>Cooperation</td>
<td>1 (9)</td>
<td>3 (9)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Recognition</td>
<td>1 (9)</td>
<td>3 (9)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Competition</td>
<td>0 (0)</td>
<td>4 (12)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Normative influence</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feedback</td>
<td>11 (100)</td>
<td>31 (91)</td>
<td>42 (93)</td>
</tr>
<tr>
<td>Goal setting</td>
<td>10 (91)</td>
<td>27 (79)</td>
<td>37 (82)</td>
</tr>
<tr>
<td>Social support</td>
<td>7 (64)</td>
<td>18 (53)</td>
<td>25 (56)</td>
</tr>
</tbody>
</table>

aWM: weight loss maintenance interventions.
bWL: weight loss interventions.

In the weight loss interventions, the most frequently applied persuasive principles were *feedback* (91%), *self-monitoring* (88%), *goal setting* (79%), *tailoring* (65%), and *suggestions* (59%). In the weight loss maintenance interventions, *feedback*, *self-monitoring*, and *tailoring* (all 100%) were the most frequently applied persuasive principles, followed by *goal setting* (91%) and *reminders* (82%). *Social support* as a PSD principle, usually 2-way communication with peers or a coach, was used to support continued behavior change [46,54,56,84] and was identified and applied almost as often in weight loss (53%) as in weight loss maintenance (64%) interventions. Frequently reported PSD principles in weight loss maintenance interventions compared with weight loss interventions were *personalization* (73% vs 47%), *simulation* (73% vs 44%), and *rewards* (55% vs 15%). *Competition*, on the other hand, was one of the persuasive principles not identified in any weight.
loss maintenance interventions, although identified in 12% of the weight loss interventions, often related to weight changes and/or activity targets [45,75,84,85]. Application of the self-monitoring principle, one of the most frequently applied principles in both types of interventions, was associated with user recording of weight and behaviors connected to diet and physical activity targets [51,53,57] and reception of automated, tailored feedback through text messages or visually by graphs, charts, bars, symbols (eg, traffic light, colors when entering a danger zone) [51], and dashboard [50] related to their progress. Normative influence, similarity, and liking were the persuasive principles least applied in both types of interventions (Table 4). An overview of PSD principles identified in the included weight loss and weight loss maintenance interventions can be found in Multimedia Appendix 8.

Behavior Change Theories, Behavior Change Techniques, and Persuasive System Design Principles Used to Stimulate Motivation and Adherence in Electronic Health Weight Loss Maintenance Interventions

As seen in Tables 3 and 4, weight loss BCTs and PSD principles do not necessarily equal weight loss maintenance techniques. To meet the call for interventions evaluating novel methods to improve maintenance of lost weight [8] and meet the overall goal of this review, the next part of the Results section focuses solely on weight loss maintenance interventions.

Behavior Change Theories and Techniques Used to Stimulate Motivation and Adherence in Electronic Health Weight Loss Maintenance Interventions

Behavior Change Theories

Of the 11 weight loss maintenance interventions included in this review, 7 explicitly mentioned which behavior change theories were used [47,51,53,54,56,57,59] but did not describe using these to stimulate motivation or adherence directly as indicated in Table 5. Of the publications that described reasons for applying the identified behavioral theories, the following were mentioned: (1) to support long-term behavior change by increasing the individual coping capacity [57], (2) to facilitate goal setting, monitoring, and feedback [51], (3) to adapt the text messages to participant’s readiness for change [59], (4) to support existing behavior change, and (5) to develop new self-management skills [56]. Motivational interviewing was added to 1 eHealth intervention [53] through physical consultation to enhance adherence.

Behavior Change Techniques

Table 5 shows that all 11 weight loss maintenance interventions used various BCTs to stimulate weight loss maintenance. Of 11 interventions, 9 applied BCT clusters to stimulate motivation and/or adherence. Analyses indicate that feedback and monitoring was the most frequently mentioned cluster to stimulate motivation (55%) [47,51,53,54,57,58]. Within this cluster, motivation was enhanced through encouraging and supporting usually by automated messages [47,51,53,57]. Face-to-face contact was also offered to enhance participants’ motivation to engage with internet-delivered elements [51]. Monitoring was also mentioned as a key strategy to achieve weight behavior change and weight control in several studies, and different BCTs were used to support manually and automated monitoring of goals and target behavior [47,50-54,56,57]. Associations were, as indicated in Table 5, applied most often to stimulate adherence through prompts and cues in the weight loss maintenance interventions (27%) [54,56,57].

In 1 study, 3 clusters of BCTs, feedback and monitoring, goals and planning, and social support, were applied to stimulate motivation [52]. Target behavior was emphasized to be reduced from great overall goals to small steps, which could be more easily reached by the participants [53]. Other studies showed reward as 1 of the clusters mentioned applied to stimulate motivation as well as adherence in support of weight loss maintenance by linking financial rewards to submitting self-monitoring records ($1–$10 per week) [52] or accomplishing behavioral goals (eg, by offering direct payments ($2.80) each day the participants weighed in and met the weight loss goals) [55]. Incentive payouts were also made contingent on a dyadic partner performance to stimulate adherence [52], meaning that members of the partner dyad had to email for 5 days or more about self-monitoring, and both partners had to maintain their weight loss to get the financial incentives. The cluster shaping knowledge was used to offer general suggestions and theory-based advice on how to maintain weight loss, not to stimulate motivation or adherence (eg, information and supportive tools on diet, physical activity, and behavior change) [50,51,54,56,59]. A serious game-based eHealth intervention also offered access to information while playing (eg, general information about dieting, research news, and fact sheets) [58].
Table 5. Included weight loss maintenance interventions specifying behavior change theories and behavior change technique (BCT) clusters.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>WM 1</th>
<th>WM 2</th>
<th>WM 3</th>
<th>WM 4</th>
<th>WM 5</th>
<th>WM 6</th>
<th>WM 7</th>
<th>WM 8</th>
<th>WM 9</th>
<th>WM 10</th>
<th>WM 11</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WMb</td>
<td>WMc</td>
<td>WMd</td>
<td>WMe</td>
<td>WMf</td>
<td>WMg</td>
<td>WMh</td>
<td>WMi</td>
<td>Wmj</td>
<td>WMl</td>
<td>WMm</td>
</tr>
<tr>
<td><strong>Behavior change theories mentioned used</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social cognitive theory</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cognitive behavioral therapy, ABC model</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Health action process approach model</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>The transtheoretical model</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Goal setting and action theories</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-regulation theory</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Regulatory fit theory</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Control theory</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-determination theory</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Social support theories</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Motivational interviewing</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Stroebe’s theory on behavior change</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Conservation of resources theory</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Michie’s Behavior Change Wheel framework</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-directed behavior change theory</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Michie’s Behavior Change Taxonomy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduled consequences</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Reward and threat</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>A</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Repetition and substitution</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Antecedents</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Associations</td>
<td>A</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>A</td>
<td>A</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Covert learning</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Natural consequences</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Feedback and monitoring</td>
<td>M</td>
<td>M</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>M</td>
<td>M</td>
<td>✓</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>Goals and planning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>M</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social support</td>
<td>✓</td>
<td>M</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>M</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Comparison of behavior</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-belief</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Comparison of outcomes</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Identity</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Shaping knowledge</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Regulations</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
</tr>
</tbody>
</table>

---

aStudy ID in Multimedia Appendix 5.
bWM: weight loss maintenance interventions.
cWM7: the intervention [54] was also based on motivational theories, aspects of human motivation, and behavior change, not explicitly described.
dNo behavior change technique (BCT) or theory was mentioned applied.
eBCT or theory applied.
fA: BCT or theory mentioned applied to stimulate adherence.
gM: BCT or theory mentioned applied to stimulate motivation.
Despite linking individual BCTs to stimulation of adherence and/or motivation, as indicated in Table 5, the weight loss maintenance interventions included in the review did not specify the ideal combination of such techniques. The most frequently applied combinations of BCTs in the 11 weight loss maintenance interventions are illustrated in Figure 3. This figure illustrates, from the bold square left to right, how many maintenance interventions (n) that actually applied the BCTs, in combination with the previous ones. The combinations goals and planning and feedback and monitoring were applied in all interventions and were, as indicated in the flowchart (Figure 3), frequently combined with social support (91%), shaping knowledge (82%), and repetition and substitution (73%). A handful of publications described goals and planning and feedback and monitoring as key strategies or core self-regulation techniques for behavior change and weight outcome and therefore applied these clusters [51,52,54,74,77]. A few publications described social support as important for motivation and engagement, reflected in the application of behavioral strategies and the intervention content [51,53]. Social support, provided by professionals or peers, was enabled in various ways with or without technology or in combination (blended care) [50,52-54,56,59]. Shaping knowledge was present in several ways through offering general suggestions and theory-based advice related to weight loss maintenance [50,51,54,56,58,59]. Finally, the use of repetition and substitution typically included habit formation, graded tasks, and behavioral rehearsal [47,51,57,59]. When identifying a specific weight loss maintenance intervention in Figure 3, WM1 to WM11, the exact BCTs applied in the weight loss maintenance intervention can be identified by following the reverse flow to the bold square to the left.

**Persuasive System Design Principles Used to Stimulate Motivation and Adherence in Electronic Health Weight Loss Maintenance Interventions**

**Persuasive System Design Principles and Motivation**

The most frequently mentioned PSD principles applied to stimulate motivation in the weight loss maintenance interventions were, as indicated in Table 6, personalization (45%), praise (45%), and feedback (36%). Although self-monitoring was used in all included weight loss maintenance interventions and goal setting was used in 90% of the interventions, these principles were only mentioned applied once for the purpose to stimulate motivation [53,58].

The weight loss maintenance intervention where the most PSD principles were identified was an advanced gamified smartphone app where characters go through difficult situations, learning to cope with tempting situations (eg, social settings and holidays), and receive rewards through healthy habit points [47]. This intervention mentioned stimulating motivation through tailoring, personalization, and praise, for example, motivational messages or cognitive behavioral coping strategies depending on the challenges or situation [47]. Several technologies supporting weight loss maintenance stimulated motivation through motivational feedback messages and praise, often personalized and automated [47,51,53,54,56,57,62]. These messages were applied to motivate the user to stay on course or to provide support on good or bad days, often connected to self-reported feelings, weight (eg, when weight enters a red zone), or behaviors related to activities or food. In addition, 1 intervention delivered tailored, motivational messages, and coping suggestions through gaming elements to learn and simulate healthy behaviors [47].

**Persuasive System Design Principles and Adherence**

Feedback and rewards were persuasive principles mentioned to stimulate adherence (eg, 1 intervention used financial rewards to stimulate adherence to weekly weight loss maintenance goals) [35]. Reminders (27%) were often applied as automated notifications to submit self-monitoring information [47,52,57,59] or remind users about goals [51,53], although not explicitly mentioned as being applied to stimulate adherence [54,56,57]. Feedback and reminders (eg, when system usage decreased or when entering of monitoring data was required) and tailoring and personalization (eg, goal setting and system preferences)
were used to meet the individual needs to stimulate adherence [53,54,56,57].

**Persuasive System Design Principles Applied**
Several PSD principles were applied in the weight loss maintenance interventions, as presented in Table 6, although usually not explicitly mentioned applied with the purpose of stimulating motivation and adherence in particular.

### Table 6. Included weight loss maintenance interventions specifying persuasive system design (PSD) principles.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>WM 1</th>
<th>WM 2</th>
<th>WM 3</th>
<th>WM 4</th>
<th>WM 5</th>
<th>WM 6</th>
<th>WM 7</th>
<th>WM 8</th>
<th>WM 9</th>
<th>WM 10</th>
<th>WM 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary task support</td>
<td>WM 2</td>
<td>WM 3</td>
<td>WM 4</td>
<td>WM 5</td>
<td>WM 6</td>
<td>WM 7</td>
<td>WM 8</td>
<td>WM 9</td>
<td>WM 10</td>
<td>WM 11</td>
<td>WM 12</td>
</tr>
<tr>
<td>Reduction</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tunneling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tailoring</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Personalization</td>
<td>✓</td>
<td>M</td>
<td>✓</td>
<td>✓</td>
<td>A</td>
<td>M</td>
<td>✓</td>
<td>M</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>M</td>
</tr>
<tr>
<td>Simulation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rehearsal</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Dialog support</td>
<td>WM 3</td>
<td>WM 4</td>
<td>WM 5</td>
<td>WM 6</td>
<td>WM 7</td>
<td>WM 8</td>
<td>WM 9</td>
<td>WM 10</td>
<td>WM 11</td>
<td>WM 12</td>
<td>WM 13</td>
</tr>
<tr>
<td>Praise</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>Rewards</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reminders</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Suggestions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Similarity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Liking</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social role</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social support</td>
<td>WM 5</td>
<td>WM 6</td>
<td>WM 7</td>
<td>WM 8</td>
<td>WM 9</td>
<td>WM 10</td>
<td>WM 11</td>
<td>WM 12</td>
<td>WM 13</td>
<td>WM 14</td>
<td>WM 15</td>
</tr>
<tr>
<td>Social learning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social comparison</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Normative influence</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social facilitation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cooperation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Competition</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Recognition</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other</td>
<td>WM 6</td>
<td>WM 7</td>
<td>WM 8</td>
<td>WM 9</td>
<td>WM 10</td>
<td>WM 11</td>
<td>WM 12</td>
<td>WM 13</td>
<td>WM 14</td>
<td>WM 15</td>
<td>WM 16</td>
</tr>
<tr>
<td>Feedback</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Goal setting</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Social support</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

*aWM: weight loss maintenance intervention.
bNo PSD was identified applied.
cPSD identified.
dM: PSD mentioned applied to stimulate motivation.
eA: PSD mentioned applied to stimulate adherence.*

**Operationalization of Commonly Applied Persuasive System Design Principles**
Reasons to apply the self-monitoring principle were because users could monitor weight, diet, and/or activity, often related to short- or long-term goals [51,53,57], or self-monitoring of mood, stress, and/or habit tracking [47,51,53,57]. Monitoring data were registered automatically as well as manually (eg, through wireless trackers and scales) or using the website to enter weight, activity, and diet data [50,54,55].

*Goal setting*
was often integrated into the technology, allowing users to set, monitor, or review both short- and long-term goals (sometimes through reduction), related to the behavior they wanted to change [50-56,58,59]. Tailoring of messages or feedback to the users were again often linked to self-monitoring of weight, diet, and activity information, as participants received tailored feedback on their progress [51,52,56].

**Persuasive System Design Combinations**

The most frequent combinations of PSD principles used in all 11 weight loss maintenance interventions were tailoring, self-monitoring, and feedback (100%). As the flowchart in Figure 4 indicates, 90% of the interventions combined these frequently used features with goal setting (90%) and reminders (73%). The flowchart provides an overview of the number of maintenance interventions (n) that actually applied the various PSD principles, in combination with the previous ones.

**Figure 4.** Flowchart with combinations of persuasive system design (PSD) principles used in weight loss maintenance (WM) interventions 1-11. Illustrates the number (n) of WM interventions applying the PSD principles combined with previous principles to the left in the flowchart.

**Weight Loss Maintenance Effects (Weight Outcomes)**

Of the 11 included interventions targeting weight loss maintenance, only 3 evaluated effects of the intervention on body weight or BMI. All 3 interventions found significant effects for weight loss maintenance at 12 weeks postbaseline [59], 12 months postintervention [52], and up to 24 months postbaseline [50].

In addition, one of the interventions had a 6-month weight loss phase followed by a 6-month weight loss maintenance phase and presented characteristics of high-performing participants who had lost 10% or greater of their starting weight at the 1-year follow-up [50]. High performers compared with low performers had greater adherence to self-monitoring of weight, more days wearing activity trackers, and higher average number of steps per day [50].

In another study, rewards were applied to stimulate adherence, suggesting that an internet-delivered cost-benefit approach might be effective to support weight loss maintenance [52]. The third study, entailing a mobile health (ie, mobile or cellular phone technology) lifestyle program, implemented weekly text messages to prevent weight gain, using praise to stimulate motivation [59]. This intervention appeared successful in preventing unhealthy weight gain, resulting in modest weight loss and improved health behaviors [59].

The 3 weight loss maintenance interventions achieving effect in terms of weight outcomes were similar in that they all applied techniques and principles related to tailoring, self-monitoring, feedback, goals and planning, and shaping knowledge. A human social support component delivered through a blended format by e-coaching [52], telephone support [59], or expert coach by a Web-based electronic messaging feature [50] was also present in all 3 interventions.

**Discussion**

**Principal Findings**

This scoping review aimed to identify BCTs and PSD principles applied in eHealth interventions to support weight loss and weight loss maintenance, as well as techniques and principles applied to stimulate motivation and adherence for long-term weight loss maintenance. The most successful eHealth weight loss maintenance interventions entailed a combination of BCTs and PSD principles, and the analysis identified several techniques and principles applied to stimulate motivation and adherence.

**Adherence and Motivation**

Focus on and description of motivation and adherence were more prominent in the included weight loss maintenance interventions than in the weight loss interventions. Only 2 of the 45 publications described a definition for motivation, and motivation was measured in the weight loss interventions but...
not in the weight loss maintenance interventions. The results provided some indications that the delivery of tailored, real-time daily feedback messages related to diary entries could enhance motivation [67], use of a virtual coach could be used to motivate users to become more active [49], and autonomous motivation was predictive for adherence to self-monitoring [44]. Adherence was defined and measured in various ways in both types of interventions, including but not limited to behavioral adherence, program compliance, technology usage, or adherence to certain technology features (e.g., self-monitoring). The evaluation methods applied to measure adherence did not focus on evaluating actual use of the technology but only usage of certain technology features (e.g., self-monitoring). The results indicated that adherence or usage of self-monitoring techniques was associated with weight loss [50, 68, 69, 74]. The findings related to both motivation and adherence may provide an interesting input for eHealth development but makes it challenging to compare results across interventions because of diversity in study designs and reporting.

**Behavior Change Theories, Behavior Change Techniques, and Persuasive System Design Principles Applied in Weight Loss and Weight Loss Maintenance Interventions**

The most frequently used technology in the included interventions of this review was mobile phone, often used for monitoring, dialog, feedback, and support. All interventions had a theoretical anchoring and applied various BCTs and PSD principles. The analysis revealed that techniques and principles applied to support behavior change in weight loss interventions do not necessarily equal weight loss maintenance. However, some key BCTs and PSD principles, identified by applying the Michie’s Behavior Change Taxonomy and the PSD model [14, 82], including goal setting, self-monitoring, feedback, and shaping knowledge, were present in most of the included interventions. The PSD principles from the primary task support and dialog support category were most frequently applied. Social support was also identified as a frequently applied BCT in both types of interventions. Within the PSD model, social support was set as a separate PSD principle, as it was difficult to identify within the social support category based on the information provided in the publications.

**Weight Loss Interventions**

The typical weight loss interventions were usually of shorter duration than the weight loss maintenance interventions. Social cognitive theory was the most commonly applied behavior change theory in weight loss interventions. The identified core techniques and principles mentioned were used in the technology to support target behavior (weight loss). BCTs and PSD principles more frequently applied in weight loss than weight loss maintenance interventions included comparison of behavior and competition often to motivate or inspire healthy attitudes and performance between users of the technology (e.g., sharing progress, weight changes, and targets achieved).

**Weight Loss Maintenance Interventions**

The identified 11 weight loss maintenance interventions included in this review had a duration range between 12 and 52 weeks, were often presented as a protocol or described the design and development process only. Of 11 weight loss maintenance interventions, only 3 focused on evaluating weight loss maintenance effects. Self-regulation theory was the most often mentioned applied behavior change theory in weight loss maintenance interventions. The core BCTs and PSD principles (e.g., self-monitoring, feedback, goals and planning, tailoring, and shaping knowledge) were reflected in the technology design and considered important for behavior change and weight loss maintenance. Although the ideal combination of BCTs or PSD principles to stimulate motivation, adherence and weight loss maintenance was not explicitly stated, the most frequently mentioned techniques and persuasive principles applied to stimulate motivation were personalization, praise, and feedback, whereas associations were frequently mentioned to stimulate adherence. Rewards and social support were used to stimulate both motivation and adherence. Technologies applying techniques and principles supporting behaviors to deal with biological, environmental, social, behavioral, and cognitive factors (e.g., creation of self-determined goals related to healthy habits and self-monitoring) were represented in many of the included weight loss maintenance interventions. In the maintenance phase, social support, rewards, reduction, praise, repetition and substitution, and prompts and cues could be of particular importance in addition to the core techniques identified to address the cost-benefit ratio by incentive driven, rewarding, and persuasive technologies.

The findings in this review are in line with earlier research indicating that behavioral strategies may facilitate health behavior change to maintain weight loss [4, 86-88] but that more research focusing on long-term eHealth weight loss maintenance is needed [27, 35, 89-92].

A recent systematic review on determinants of weight loss maintenance confirmed that evidence related to motivation is sparse [93], and further evidence is needed. Standardization of the adherence concept and reporting [94, 95] may also contribute to open the black box of eHealth to understand how design and use of eHealth technologies may contribute to improved health and well-being [30].

Lack of information on the social support and the system credibility support categories have also been pointed to as sparsely reported on by an earlier review on key components in eHealth interventions promoting healthier lifestyle [96]. Earlier research has shown that these categories are important to include when reporting, as users have been less engaged with the technology if credibility was lacking, which again can affect health behavior [97]. This identifies a need for more diligent reporting on design of eHealth interventions and a need for investigation as to which design elements are actually required to achieve behavior change are needed.

This review also shows a lack of user involvement in several of the included interventions. To develop effective eHealth interventions, orchestrated content and system development are needed, as these are often separated by a variety of strategies initiated by researchers and designers of technologies. These challenges can be overcome by multidisciplinary and intertwined...
human-centered design approaches during the development of eHealth technologies aimed to change behaviors [12,25].

Although evidence related to theoretical explanation of sustainable maintenance of behavior change is limited [88], existing reviews of technologies point to the need for combinations of BCTs and PSDs to achieve successful health behavior change and weight management [35,91,96,98]. Existing research also points to frequent self-monitoring of weight and food intake, high levels of physical activity [87,99,100], and healthy diet as key ingredients often present in weight loss maintenance interventions associated with better weight loss maintenance over time [4,5,8,93,100-103].

Digital developments bring several design opportunities that allow for development and testing of meaningful, adaptive, and sustainable health-promoting solutions [25]. Integration of persuasive interaction and design elements (eg, gaming, avatars, and virtual coach) to reward, rehearse, or simulate cognitive, social, and biological aspects of healthy behaviors or attitudes can provide new methods to learn and maintain new lifestyle and the lost weight, as establishment of healthy behaviors takes time [102]. As smart monitoring is evolving and automatic tracking devices are available in almost all smartphones, this can allow for personalized feedback and long-term monitoring of wellness goals related to a healthy lifestyle that can be maintained lifelong.

Recommendation for Future Design and Research

First, research into design and application of new, personalized digital technologies that integrate sensors and long-term monitoring of data of behaviors and decisions can provide opportunities that may contribute to ultimately solve the conundrum of sustainable health behavior change and long-term weight loss maintenance. Second, the identification of central BCTs and PSD principles to support behavior change, motivation, and adherence in this review allow for user testing in predesign phases of behavioral eHealth interventions, which can aid in the evaluation of what is needed to truly support individuals in their health. This review also identified self-regulation techniques to support creation and maintenance of healthy habits, but the ideal combination of such techniques should be further investigated through design and evaluation of novel technologies to support long-term weight maintenance after weight loss. Building healthy habits and behaviors takes time, and future research should explore how personalized eHealth technologies can support patients’ motivation, long-term adherence, and sustained engagement to improve healthy behaviors over time.

Future research can also better facilitate comparison of interventions through following standardized guidelines and frameworks more diligently when reporting findings, including following guidelines and frameworks such as the CONSORT Guidelines [39], the BCT Taxonomy of Michie [21], and/or the PSD model by Oinas-Kukkonen [16].

Finally, eHealth interventions developed in line with user values and needs may have the potential to motivate and empower sustainable health behavior change, which calls for more user involvement and multidisciplinary approaches in design, development, and evaluation of eHealth interventions. Such an intertwined development process, combining the input, needs, and requirements of researchers, engineers, and stakeholders (including users), is needed to unravel or disentangle the black box and create technologies that engage, motivate, and support health behaviors that can be sustained to maintain lost weight for a lifetime.

Strengths and Limitations

This review has a number of limitations. First, identification and scoring of the persuasive features and BCTs could have been prone to subjectivity by the researcher(s). However, to prevent subjectivity, consultation and a 10% validation of included publications were performed. Second, system credibility support was not included in the analyses, as limited data were reported and examinations of the actual technology were not included in this review. However, the analysis reveals knowledge about the other 3 PSD categories, in particular, the primary tasks and dialog support. Third, no quality appraisal of evidence, often done in systematic reviews, was performed in this scoping review. This limits the possibility of drawing conclusions regarding cause and (long-term) effectiveness of interventions. However, as the aim of this scoping review was to provide insight into the design of eHealth interventions, particularly the PSD principles and BCTs mentioned applied to support sustained behavior change and weight loss maintenance, a quality assessment of the studies included was not considered to be as relevant. In addition, insight into various study designs provides an overview over this emerging research area. Finally, the heterogeneity of included designs and lack of long-term results complicate a comparison of the interventions and the possible impact of techniques and principles on reported outcomes, which may introduce bias.

The focus on weight loss maintenance is, however, a major strength of this scoping review, as weight loss maintenance is an area in dire need of further research and future recommendations. In addition, the inclusion of a variety of study designs allows for a consideration of existing interventions that describe design choices and formative evaluations, contributing to eventually opening up the black box and giving direction for future design of eHealth interventions.

Conclusions

To the best of our knowledge, this review is the first to identify BCTs and PSD principles applied in eHealth weight loss and weight loss maintenance interventions. Results reveal very limited existing research in the area of eHealth interventions to support weight loss maintenance. Motivation and adherence are clearly of essence in terms of achieving long-term weight loss maintenance, yet there is still a lack of standardization in definitions and measurement of these concepts. Results show how self-regulation strategies are applied in weight loss and weight loss maintenance interventions, reflected in the design through core techniques and principles such as self-monitoring, feedback, goals and planning, tailoring, and shaping knowledge. Frequently mentioned BCTs and PSD principles applied to stimulate motivation in weight loss maintenance interventions were personalization, praise, and feedback, whereas associations were mentioned to stimulate adherence. Social support and
rewards were mentioned as being applied to stimulate both motivation and adherence. The most effective combination of techniques or design features to stimulate motivation, adherence, and weight loss maintenance nevertheless remains somewhat obscure. Although few weight loss maintenance eHealth interventions indicated effect (i.e., weight outcome), the interventions with significant results all applied the identified core BCTs and PSD principles, as well as a human social support component.

In conclusion, this scoping review aimed to contribute to open the black box of eHealth in the design of weight loss maintenance interventions. The findings are expected to contribute to a better understanding of existing research in this field, and in addition to contribute to development and evaluation of future eHealth interventions and novel solutions to support sustained behavior change and long-term weight loss maintenance. The results of this review support the notion that the research of eHealth interventions in weight loss maintenance is still in its infancy, and more research is needed.
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Abstract

Background: Despite the relatively high prevalence of low health literacy among individuals living with chronic obstructive pulmonary disease (COPD), limited empirical attention has been paid to the cognitive and health literacy–related skills that can uniquely influence patients’ health-related quality of life (HRQoL) outcomes.

Objective: The aim of this study was to examine how health literacy, electronic health (eHealth) literacy, and COPD knowledge are associated with both generic and lung-specific HRQoL in people living with COPD.

Methods: Adults from the COPD Foundation’s National Research Registry (n=174) completed a cross-sectional Web-based survey that assessed sociodemographic characteristics, comorbidity status, COPD knowledge, health literacy, eHealth literacy, and generic/lung-specific HRQoL. Hierarchical linear regression models were tested to examine the roles of health literacy and eHealth literacy on generic (model 1) and lung-specific (model 2) HRQoL, after accounting for socioeconomic and comorbidity covariates. Spearman rank correlations examined associations between ordinal HRQoL items and statistically significant hierarchical predictor variables.

Results: After adjusting for confounding factors, health literacy, eHealth literacy, and COPD knowledge accounted for an additional 9% of variance in generic HRQoL (total adjusted $R^2=21%$; $F_{9,164}=6.09$, $P<.001$). Health literacy ($b=.08$, SE 0.02, 95% CI 0.04-0.12) was the only predictor positively associated with generic HRQoL ($P<.001$). Adding health literacy, eHealth literacy, and COPD knowledge as predictors explained an additional 7.40% of variance in lung-specific HRQoL (total adjusted $R^2=26.4%$; $F_{8,161}=8.59$, $P<.001$). Following adjustment for covariates, both health literacy ($b=2.63$, SE 0.84, 95% CI 0.96-4.29, $P<.001$) and eHealth literacy ($b=1.41$, SE 0.67, 95% CI 0.09-2.73, $P<.001$) were positively associated with lung-specific HRQoL. Health literacy was positively associated with most lung-specific HRQoL indicators (ie, cough frequency, chest tightness, activity limitation at home, confidence leaving home, sleep quality, and energy level), whereas eHealth literacy was positively associated with 5 of 8 (60%) lung-specific HRQoL indicators. Upon controlling for confounders, COPD knowledge ($b=-.56$, SE 0.29, 95% CI −1.22 to −0.004, $P<.05$) was inversely associated with lung-specific HRQoL.

https://www.jmir.org/2019/6/e12165/
Conclusions: Health literacy, but not eHealth literacy, was positively associated with generic HRQoL. However, both health literacy and eHealth literacy were positively associated with lung-specific HRQoL, with higher COPD knowledge indicative of lower lung-specific HRQoL. These results confirm the importance of considering health and eHealth literacy levels when designing patient education programs for people living with COPD. Future research should explore the impact of delivering interventions aimed at improving eHealth and health literacy among patients with COPD, particularly when disease self-management goals are to enhance HRQoL.
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**Introduction**

**Background**

Chronic obstructive pulmonary disease (COPD) is a leading cause of death in the United States, affecting up to 15 million US adults [1,2]. An estimated 65 million people across the globe are living with moderate to very severe COPD [3] contributing to significant morbidity and mortality [4]. The most significant symptoms in patients with severe COPD include shortness of breath (dyspnea), anxiety, depression, and sleep disturbances [5]. Nearly 1 million patients with COPD are hospitalized annually for acute disease exacerbations, with 20% of hospitalized patients readmitted within 30 days of being discharged [6-8]. Readmission is often because of low levels of hospital discharge readiness and confusion regarding discharge instructions [9]. Compared with other chronic diseases such as heart disease and diabetes, treatment adherence in COPD is lower [10], with only about half of medication doses taken as prescribed to treat dyspnea [11]. Many patients with COPD as well as their families have difficulty understanding medication directions and self-management guidelines, which inhibits them from experiencing the health benefits of current medical treatments. People living with COPD report low knowledge in several self-management domains [12], which leads to uncertainty about how to live with their condition [13]. Consequently, patients with COPD describe feeling frustrated, trapped, and socially isolated by their disease [14].

Living with COPD can significantly affect physical, mental, and emotional domains of health-related quality of life (HRQoL) [15]; however, the impact of COPD on HRQoL varies across age categories and presence of comorbidities. For example, among patients living with COPD, age tends to be inversely related to HRQoL, with younger patients faring worse on various HRQoL domains [15]. Similar levels of dyspnea produce greater influence on HRQoL among middle-aged adults as compared with older adults living with COPD. People living with COPD also experience significant burden as a result of comorbidities [16,17], which appear to contribute to poor clinical outcomes [18,16]. A history of previous breathing exacerbations represents another major determinant of lung-specific HRQoL among patients with stable COPD [16]. Surprisingly, only about one-third of patients create an action plan with their provider(s) on how to address potential breathing exacerbations [12].

Patients living with COPD generally receive little guidance in terms of how to recognize and avoid breathing exacerbations. Most patients can only answer about two-thirds of questions about their condition correctly [19], and 16% do not even know what an exacerbation is [20]. Inadequate access to disease-specific education on self-management is a major problem in COPD [21], which hinders the patients’ ability to manage symptoms and utilize health care effectively. Areas of knowledge deficiency include inadequate understanding of lung functioning and lack of information on lifestyle factors affected by COPD. Patients who are younger, attend pulmonary rehabilitation, and have more time since their COPD diagnosis have higher knowledge than older patients without access to pulmonary rehabilitation [21]. Nevertheless, patients who report attendance at pulmonary rehabilitation are only able to answer a few more knowledge questions correctly, on average, as compared with patients not enrolled in pulmonary rehabilitation [21].

Low health literacy, or reduced capacity to understand, evaluate, and act on health information, is associated with worse self-management, more severe COPD, learned helplessness, and lower respiratory-specific HRQoL [22,23]. Puente-Maestue and colleagues [24] found that over 50% of COPD patients have low health literacy, which is often compounded by cognitive impairments resulting from hypoxemia as well as by secondary comorbidities, such as depression and anxiety, which influence learning, comprehension, and decision making [23]. COPD patients with inadequate health literacy visit the emergency room and hospital more often, report greater difficulties carrying out their daily living activities, are more dependent on others, and experience higher rates of multimorbidity [24,25]. Low HRQoL places significant health and economic burdens on these patients as well as the health care system. Furthermore, prior research indicates low health literacy levels and lack of disease-specific knowledge also contribute to elevated emergency room and hospital visits [22], whereas higher levels of eHealth literacy result in greater patient knowledge of their diagnosis and better self-management behaviors [26]. In addition, regardless of lung functioning, patients with low health literacy scored worse on patient-reported outcomes. Limited health literacy can also compromise patient-provider communication about medication management, which interferes with a patient’s ability to acquire and use prescribed medications [24,25,27,28].

Although there are multiple communication modes and channels for COPD patient education, many patients are left to primarily locate answers to their disease-related questions outside of primary practice settings through self-directed sources such as the internet and Web-based support groups [26,29]. A growing
number of patients are beginning to access social media and mobile health apps for disease management support [30]. For example, 1 study found that almost 80% of patients living with COPD maintain an active social media account [20]. Accordingly, pharmaceutical companies, medical equipment companies, and hospital systems now sponsor numerous online communities and social media websites dedicated to COPD management. Popular social media websites, such as YouTube, demonstrate some potential to positively reach and engage patients living with COPD [31]; however, educational content and quality on social media varies [32]. Moreover, despite the increased availability of Web-based health information on COPD, patients still experience difficulties accessing evidence-based health information about their condition on the internet. Many patients diagnosed with COPD lack confidence in their ability to distinguish between high- and low-quality sources of Web-based health information [26]. Measuring eHealth literacy, or the ability to find, understand, evaluate, and apply health information from the internet to address health problems, is becoming increasingly important as patients with COPD continue to seek health education and medical advice from various internet-based sources.

Purpose

Although lower health literacy is associated with poorer HRQoL in patients with COPD, we do not yet know which aspects of HRQoL may be most impacted by inadequate health literacy skills. Despite the relatively high prevalence of low health literacy among individuals with COPD, limited empirical attention has been paid to the cognitive and health literacy skills that can uniquely influence patients’ general health status (generic HRQoL) and health outcomes faced primarily by people living with COPD (lung-specific HRQoL). Therefore, it remains unclear whether distinct types of health literacy are associated with both generic and lung-specific HRQoL among adults living with COPD. In addition, very few studies have examined the role that eHealth literacy may play in affecting HRQoL in people living with COPD [26]. The potential moderating role of COPD knowledge on relationships between health/eHealth literacy and HRQoL is also yet to be explored. It is expected that higher COPD knowledge could significantly increase (or enhance) the effects of health literacy and eHealth literacy on lung-specific HRQoL. The purpose of this study was to assess how health literacy, eHealth literacy, and COPD-related knowledge are associated with both generic and lung-specific HRQoL in people living with COPD, particularly after accounting for factors known to be associated with HRQoL, such as socioeconomic status and living with a comorbidity. The following 4 hypotheses were tested during this study:

1. Hypothesis 1: Health literacy, eHealth literacy, and COPD knowledge will be positively associated with generic HRQoL among patients living with COPD, even after controlling for potentially confounding factors affecting HRQoL.

2. Hypothesis 2: Health literacy, eHealth literacy, and COPD knowledge will be positively associated with lung-specific HRQoL among patients living with COPD, even after controlling for potentially confounding factors affecting HRQoL.

3. Hypothesis 3: COPD knowledge will moderate the effect of health literacy on lung-specific HRQoL, such that higher COPD knowledge will significantly increase (or enhance) the effect of health literacy on lung-specific HRQoL.

4. Hypothesis 4: COPD knowledge will moderate the effect of eHealth literacy on lung-specific HRQoL, such that higher COPD knowledge will significantly increase (or enhance) the effect of health literacy on lung-specific HRQoL.

Methods

Sample

Adults from the COPD Foundation’s National Research Registry were recruited to participate. This confidential database includes individuals from all 50 states of the United States who self-report physician or specialist-diagnosed COPD. Enrolled individuals can opt-in to being contacted about potential research opportunities that are promoted for patients enrolled in the Registry. Patients who choose to opt-in complete informed consent documentation indicating that they agree to be contacted about potential patient-oriented research opportunities. Enrolled adults older than 40 years with a valid email address were eligible to participate in this study (N=1270). COPD develops most often in adults older than 40 years [33]. Over three-quarters of eligible patients were older than 60 years (981/1270, 77.2%), and over half were female (703/1270, 55.35%). Most eligible patients were white (1184/1270, 92.23%). Patients who self-reported being unable to speak English were excluded because of lack of access to linguistically-appropriate instrumentation for all measures.

Procedures

Eligible participants received an email invitation to participate in a Web-based survey powered by Qualtrics. All eligible participants were required to provide electronic informed consent before completing the survey. Institutional Review Board (IRB) approval for the study was obtained from both a hospital-based regulatory body overseeing studies of Registry members, as well as a university-sponsored IRB. Participants were notified that their email address would be entered a random drawing to receive a small electronic gift card for their participation. Due to restrictions stipulating that registrants only be contacted once about opportunities to participate in research, the investigators were unable to recontact nonresponders (n=1071).

Measures

Demographic questions assessed several sociodemographic characteristics, including age (years), sex, race (white, black or African-American, Asian or Pacific Islander, American Indian or Alaska Native, Mixed Race, or other), marital status (now married, now widowed, never married, divorced, or separated), and education level (less than 8th grade, 8th–11th grade, completed high school, some college, college graduate, or postgraduate). Participants were also asked to affirm (yes/no) if they were currently living with 1 or more comorbidities (diabetes, hypertension, heart disease, cancer, stroke-related symptoms, arthritis or joint problems, or other health problems.
or conditions). Respondents reporting any of these diseases/disorders were coded as living with comorbidities, whereas respondents indicating none of these other conditions were marked as not living with comorbidities.

COPD knowledge was measured using the Chronic Obstructive Pulmonary Disease Knowledge Questionnaire (COPD-Q) [34]. The COPD-Q is a valid and reliable 13-item self-administered true/false questionnaire assessing COPD knowledge in patients, regardless of their health literacy. This instrument aids researchers and clinicians in identifying gaps in patients’ knowledge about COPD. COPD-Q scores demonstrate acceptable internal consistency (Cronbach alpha=.72) and are significantly related to health literacy and educational attainment [35]. The Spanish version of the COPD-Q has also demonstrated good internal consistency (Cronbach alpha=.85) and high reliability, with an intraclass correlation efficient of .84 for the total score [36].

The 3-item Health Literacy Screening Questionnaire (HLSQ) [37] was used to measure general health literacy. Use of screening questions to assess general health literacy is effective in detecting inadequate health literacy; these items have also been validated against widely used measures of health literacy [38-40]. HLSQ items assess the degree to which participants possess (1) problems with learning health information, (2) self-efficacy completing health-related forms, and (3) problems reading health information on Likert scales ranging from 1 (problems with health literacy) to 5 (no problems). HLSQ scores in this study demonstrated marginal internal consistency (Cronbach alpha=.64).

eHealth literacy was assessed using an 8-item rating scale called the eHealth Literacy Scale (eHEALS) [41]. This brief scale assesses one’s perceived ability to find, understand, and appraise health information from Web-based sources and apply knowledge to address health concerns. eHEALS is a reliable computer-based measure of patients’ knowledge and self-efficacy for obtaining and evaluating Web-based health resources [42]. Responders are asked to indicate their level of agreement with 8 statements describing their Web-based health information-seeking experiences on a Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). Mean Likert scale responses were computed for the 8-item eHEALS. Data collected using the eHEALS in this study showed high internal consistency (Cronbach alpha=.90).

Generic HRQoL was measured using the EuroQol (EQ)-5D [43], an instrument that assesses the following 5 relevant domains of HRQoL: (1) mobility, (2) self-care, (3) usual activity, (4) pain, and (5) anxiety/depression. In each domain, participants are asked to select from 3 responses ranging from no problems (level 1) to some problems (level 2) to inability or extreme difficulty (level 3). Responses are used to quantify an individual’s unique health state by using a 5-digit descriptor ranging from 11111 for perfect health to 33333 for worst possible health. Heights are applied to score responses on each of the 5 domains and then converted to a single index value ranging from 0 to 1, where a score of 1 represents a perfect health state. This index value is based on a value set derived from a Time Trade Off valuation study reflecting data collected in the US population [44]. For post hoc correlational analyses, item scores on each EuroQol-5D (EQ-5D) dimension were reverse scored to facilitate result interpretability (ie, no problems originally marked as level 1 were recoded to 3 to reflect higher self-report on HRQoL dimension). The EQ-5D is self-administered, written at a 7th-grade level and can be completed in 5 to 10 min [44]. Data collected with the EQ-5D in this study showed satisfactory internal consistency (Cronbach alpha=.74).

Lung-specific HRQoL was assessed using the COPD Assessment Test (CAT) [45]. CAT is a widely used 8-item self-reported questionnaire that quantifies the impact of COPD symptoms. Respondents are asked to self-report the extent to which they are affected by coughing, chest congestion, chest tightness, breathlessness, difficulty leaving their home, sleep quality, and low energy levels. Item responses range from 1 (no problems) to 5 (significant difficulties). For result interpretability, responses to all 8 items were reverse scored before computing the total CAT scores for each patient. After reverse scoring CAT items, lower scores indicated greater difficulties on relevant dimensions of lung-specific HRQoL (ie, score of 1 indicated significant difficulties on dimension of lung-specific HRQoL). Total possible CAT scores can range from 0 (mild) to 40 (very severe) [45,46]. Among clinically stable COPD patients, total CAT scores are highly correlated with scores on the St. George’s Respiratory Questionnaire [45], which is another commonly used, yet lengthy (50-item), instrument that measures lung-specific HRQoL in people with obstructive airway disease.

Data Analysis
Frequency statistics were used to summarize categorical data, whereas means (SDs) were computed to describe interval data. Missing items from multi-item scales were mean-imputed if at least half of the scale items were completed. Correlations between main study variables were analyzed using Pearson r correlation coefficients.

Hierarchical linear regressions were computed to examine the roles of health literacy and eHealth literacy on generic (model 1) and lung-specific (model 2) HRQoL by sequentially adding predictors into 2 blocks within each model. To control for the effects of demographic covariates and comorbidity status on the dependent variables of generic and lung-specific HRQoL, sociodemographic factors (ie, age, gender, race, ethnicity, marital status, and education level) and comorbidity (present/not present) were entered in block 1 as potential confounding factors affecting each type of HRQoL. Because we were primarily interested in the additional effects of COPD-related knowledge, health literacy, and eHealth literacy above and beyond these covariates, predictor variables were subsequently entered in block 2 of each model. To determine whether health literacy, eHealth literacy, and COPD knowledge provided any significant increment in the amount of variance explained in generic (model 1) and lung-specific (model 2), F-test statistics were evaluated to determine statistically significant R² changes in explained variance (%) at each step of the analysis. Unstandardized beta coefficients were examined for each control/predictor variable, and interaction effects were assessed.
by interpreting multiple $R^2$ and adjusted $R^2$. Tolerance and variance inflation factor (VIF) estimates for each hierarchical model were computed to ensure that tolerance estimates were below 0.10 and VIF were less than 10 [47]. In addition, Cohen $f^2$ is a useful measure of local effect size appropriate for hierarchical regression models [48], and this was calculated for each hierarchical linear regression in this study. According to guidelines by Cohen [49], $f^2 \geq 0.02$, $f^2 \geq 0.15$, and $f^2 \geq 0.35$ represent small, medium, and large effect sizes, respectively.

Associations between ordinally scaled HRQoL items and statistically significant predictor variables from hierarchical analyses were assessed using Spearman rank correlation procedures. In the third (and final) step of the hierarchical regression analyses, interaction terms of eHealth literacy × COPD knowledge and health literacy × COPD knowledge were entered in both models, one predicting generic HRQoL and another predicting lung-specific HRQoL. All statistical analyses were conducted using IBM SPSS Statistics version 24 (SPSS Inc, Chicago, IL, USA), with values of $P<0.05$ considered statistically significant.

**Results**

**Respondent Characteristics**

Overall, 199 adults with COPD submitted responses to the Web-based survey. List-wise deletion was used to remove cases that contained missing data (n=25); therefore, responses from 174 of 1270 patients (response rate=13.70%) were analyzed. Table 1 presents overall characteristics of the study sample (n=174). Participants reported a mean age of 66.06 years (SD 9.43). Slightly over half of the sample were female (88/174, 50.6%), and the clear majority were white (168/174, 96.6%). The sample was also well-educated, with over 80% (147/174, 84.5%) of the sample reporting at least some college education. Most participants were married (106/174, 60.9%); however, almost one-quarter were divorced or separated (42/174, 24.1%).

**Table 1.** Overall characteristics of the study sample (N=174).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Study participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>66.06 (9.43)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>88 (50.6)</td>
</tr>
<tr>
<td>Male</td>
<td>86 (49.4)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>168 (96.6)</td>
</tr>
<tr>
<td>Black</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Mixed race</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td>170 (97.7)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>8th to 11th grade</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>22 (12.6)</td>
</tr>
<tr>
<td>Some college</td>
<td>83 (47.7)</td>
</tr>
<tr>
<td>College graduate</td>
<td>37 (21.3)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>27 (15.5)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>106 (60.9)</td>
</tr>
<tr>
<td>Widowed</td>
<td>16 (9.2)</td>
</tr>
<tr>
<td>Never married</td>
<td>10 (5.7)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>42 (24.1)</td>
</tr>
<tr>
<td>Comorbidity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>143 (82.2)</td>
</tr>
<tr>
<td>No</td>
<td>31 (17.8)</td>
</tr>
</tbody>
</table>
Health Literacy, Electronic Health Literacy, and Chronic Obstructive Pulmonary Disease Knowledge

The mean score on HLSQ items measuring health literacy was 4.52 (SD 0.62), which was higher than self-reported scores on the 8-item eHEALS measure of eHealth literacy (mean 3.63, SD 0.71). On average, respondents answered almost 10 (mean 9.81, SD 1.63) out of 13 questions correctly on the COPD-Q measuring knowledge related to COPD.

Health Status Measures

The mean EQ-5D score was 0.723 (SD 0.18) on the EQ-5D index scale measuring generic HRQoL from 0 to 1, whereas the mean score on the CAT measuring lung-specific HRQoL on a scale of 0 to 40 was 24.02 (SD 6.65), indicating moderate lung-specific HRQoL. EQ-5D index scores were positively associated with CAT scores ($r=0.61$, $P<0.001$). More than 80% of the sample (143/174, 82.2%) reported living with at least one comorbidity.

Hypothesis Testing

Test of Hypothesis 1: Health Literacy, Electronic Health Literacy, and Chronic Obstructive Pulmonary Disease Knowledge on Generic Health-Related Quality of Life

In the hierarchical regression model examining effects of health literacy, eHealth literacy, and COPD knowledge on generic HRQoL, demographic characteristics and comorbidity (step 1) accounted for 16.0% (adjusted $R^2=13\%$) of the variance in generic HRQoL, $F_{6,167}=5.30$, $P<0.001$. Table 2 shows that older age ($b=0.01$, SE 0.001, $P<0.01$) and higher education level ($b=0.04$, SE 0.013, $P<0.01$) were associated with better generic HRQoL. Introducing health literacy, eHealth literacy, and COPD knowledge as predictor variables (step 2) explained an additional 9% of variance in generic HRQoL (adjusted $R^2=21\%$), $F_{9,164}=6.09$, $P<0.001$. After adjusting for confounding factors, health literacy ($b=0.08$, SE 0.02, 95% CI 0.04-0.12) was the only predictor variable positively associated with generic HRQoL ($P<0.001$). Cohen $f^2$ for the effects of health literacy, eHealth literacy, and COPD knowledge on generic HRQoL was 0.12, which is a medium effect size.

Table 2. Hierarchical linear regression model examining effects of health literacy, electronic health literacy, and chronic obstructive pulmonary disease knowledge on generic health-related quality of life (centered at the mean).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>$R^2$ change</th>
<th>$b$</th>
<th>SE $b$</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age$^b$</td>
<td>.16$^a$</td>
<td>$-0.01$</td>
<td>0.001</td>
<td>0.002 to 0.01</td>
</tr>
<tr>
<td>Gender (0=male, 1=female)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race (0=nonwhite, 1=white)</td>
<td></td>
<td>$-0.02$</td>
<td>0.03</td>
<td>$-0.04$ to 0.07</td>
</tr>
<tr>
<td>Marital status (0=unmarried, 1=married)</td>
<td></td>
<td>$-0.01$</td>
<td>0.02</td>
<td>$-0.05$ to 0.04</td>
</tr>
<tr>
<td>Education (1=less than 8 years, 6=postgraduate)</td>
<td></td>
<td>$-0.04$</td>
<td>0.01</td>
<td>0.02 to 0.07</td>
</tr>
<tr>
<td>Comorbidity (0=no, 1=yes)</td>
<td></td>
<td>$-0.06$</td>
<td>0.03</td>
<td>$-0.13$ to 0.004</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>$0.09^a$</td>
<td>$-0.01$</td>
<td>0.01</td>
<td>$-0.03$ to 0.002</td>
</tr>
<tr>
<td>COPD$^e$ knowledge$^a$</td>
<td></td>
<td>$-0.01$</td>
<td>0.01</td>
<td>0.04 to 0.12</td>
</tr>
<tr>
<td>Health literacy$^a$</td>
<td></td>
<td>$-0.02$</td>
<td>0.02</td>
<td>$-0.01$ to 0.06</td>
</tr>
<tr>
<td>Electronic health literacy$^a$</td>
<td></td>
<td>$-0.02$</td>
<td>0.02</td>
<td>$-0.01$ to 0.06</td>
</tr>
<tr>
<td>Total $R^2$</td>
<td>$0.25^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>$0.21^a$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^aP<0.001$.

$^b$Centered at the mean.

$^c$Not applicable.

$^dP<0.01$.

$^e$COPD: chronic obstructive pulmonary disease.
Table 3. Spearman rank correlations between EuroQol-5D dimension scores and statistically significant independent variables emerging from the hierarchical linear regression model predicting generic health-related quality of life.

<table>
<thead>
<tr>
<th>EuroQol-5D dimensions</th>
<th>Age</th>
<th>Education level</th>
<th>Comorbidity (yes=1 or no=0)a</th>
<th>Health literacy</th>
<th>Electronic health literacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Mobility</td>
<td>.11 (.16)</td>
<td>.15 (.05)</td>
<td>−.78 (.43)</td>
<td>.20b (.01)</td>
<td>.15c (.049)</td>
</tr>
<tr>
<td>(2) Self-care</td>
<td>.12 (.13)</td>
<td>.18c (.02)</td>
<td>−1.66 (.10)</td>
<td>.42 (&lt;.001)</td>
<td>.23b (.003)</td>
</tr>
<tr>
<td>(3) Usual activities</td>
<td>.10 (.20)</td>
<td>.23b (.004)</td>
<td>−.60 (.55)</td>
<td>.23b (.003)</td>
<td>.19c (.01)</td>
</tr>
<tr>
<td>(4) Pain/discomfort</td>
<td>.25b (.001)</td>
<td>.25b (.001)</td>
<td>−.237c (.02)</td>
<td>.29 (&lt;.001)</td>
<td>.05 (.49)</td>
</tr>
<tr>
<td>(5) Anxiety/depression</td>
<td>.33b (.001)</td>
<td>.12 (.11)</td>
<td>−.46 (.64)</td>
<td>.23b (.004)</td>
<td>.11 (.16)</td>
</tr>
</tbody>
</table>

aResults of Mann-Whitney Wilcoxon test.

bP<.01.

cP<.05.

Table 3 lists correlations between EQ-5D dimension scores and statistically significant predictor variables emerging from the 2-stage hierarchical linear regression model predicting generic HRQoL. Age, education, and health literacy were all significantly (P<.05) associated with at least one EQ-5D dimension score. Older participants reported less difficulty managing pain/discomfort (p=.25, P=.01) and anxiety/depression (p=.33, P<.001). However, age was not significantly associated with mobility (p=.11, P=.16), self-care ability (p=.12, P=.13), or engagement in usual daily activities (p=.10, P=.20). Higher educational attainment was associated with better ability to wash or dress oneself (p=.18, P=.05), greater engagement in usual activities such as housework and family or leisure time (p=.22, P=.004), and less difficulty with pain and discomfort (p=.25, P=.001). Education level was not significantly associated with mobility or anxiety/depression, although the association between education and mobility approached statistical significance (p=.15, P=.05). Participants living without comorbidities reported significantly less pain and discomfort (U=−2.37, P=.02, η2=0.03) but no significant associations with any other dimension of generic HRQoL. Higher health literacy scores were associated with significantly (P<.05) better scores on all 5 EQ-5D dimensions: mobility (p=.20, P=.01); self-care (p=.42, P<.001); usual activities (p=.23, P=.003); pain/discomfort (p=.29, P<.001); and anxiety/discomfort (p=.22, P=.004). eHealth literacy was positively associated with 3 generic HRQoL dimensions: mobility (p=.15, P=.049), self-care (p=.23, P=.003), and usual activities (p=.19, P=.01).

Test of Hypothesis 2: Health Literacy, Electronic Health Literacy, and Chronic Obstructive Pulmonary Disease Knowledge on Lung-Specific Health-Related Quality of Life

In the hierarchical regression model examining effects of health literacy, eHealth literacy, and COPD knowledge on lung-specific HRQoL, demographic characteristics and comorbidity status (step 1) accounted for 22.5% (adjusted R2=19.7%) of the variance in lung-specific HRQoL, F(6,163)=7.90, P<.001. Table 4 shows that older age (b=.21, SE .05, P<.001), higher education level (b=.18, SE .04, P<.01), and living with no comorbidities (b=−2.85, SE 1.120, P<.05) were associated with better lung-specific HRQoL scores. Adding health literacy, eHealth literacy, and COPD knowledge as predictor variables (step 2) explained an additional 7.4% of variance in lung-specific HRQoL (adjusted R2=26.4%), F(8,161)=8.59, P<.001. After adjusting for potentially confounding factors, health literacy (b=2.63, SE .84, 95% CI 0.96-4.29, P<.001) and eHealth literacy (b=1.41, SE .67, 95% CI 0.96-2.37, P<.001) were positively associated with lung-specific HRQoL. Interestingly, after adjusting for confounding variables, COPD knowledge (b=.56, SE .29, 95% CI 1.12 to −0.004, P<.05) was inversely associated with lung-specific HRQoL. In other words, higher COPD knowledge was related to lower lung-specific HRQoL among people living with COPD. Cohen J2 for the effects of health literacy, eHealth literacy and COPD knowledge on lung specific HRQoL was 0.13, which is a medium effect size.

Table 5 describes correlations between CAT item scores and 6 statistically significant predictor variables emerging from the 2-stage hierarchical linear regression model. A total of 5 of the 6 predictor variables were significantly (P<.05) associated with at least three CAT item scores, except for COPD knowledge, which was not significantly associated with any CAT item. Increased age was associated with better symptom scores related to cough frequency (p=.23, P=.002), chest congestion (p=.21, P=.005), chest tightness (p=.30, P<.001), sleep quality (p=.32, P<.001), and energy level (p=.22, P=.003). Older participants also demonstrated greater confidence leaving home (p=.18, P=.015). Education level was positively associated (P<.05) with better scores on every CAT item, except for chest congestion (p=.10, P=.17). Participants without comorbidities reported less challenges with chest tightness (U=−2.46, P=.014, η2=0.03), more confidence leaving home (U=−2.20, P=.03, η2=0.03), and better energy levels (U=−2.90, P=.004, η2=0.04). Health literacy was positively associated with scores on most lung-specific symptoms, including cough frequency (p=.18, P=.02), chest tightness (p=.25, P=.001), activity limitation at home (p=.24, P=.002), confidence leaving home (p=.29, P<.001), sleep quality (p=.25, P<.001), and energy level (p=.30, P<.001). eHealth literacy scores were also positively associated with over 60% (5/8) of the CAT items: chest congestion (p=.19, P=.013), chest tightness (p=.17, P=.02), activity limitations at home (p=.19, P=.01), sleep quality (p=.15, P=.04), and energy level (p=.18, P=.02).
Table 4. Hierarchical linear regression model examining effects of health literacy, electronic health literacy, and chronic obstructive pulmonary disease knowledge on lung-specific health-related quality of life (centered at the mean).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>( R^2 ) change</th>
<th>( b )</th>
<th>SE ( b )</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (0=male, 1=female)</td>
<td>(-1.22) to (-2.26)</td>
<td>(-.64)</td>
<td>0.82</td>
<td>(-2.52) to (-0.97)</td>
</tr>
<tr>
<td>Race (0=nonwhite; 1=white)</td>
<td>(-1.20) to (-0.03)</td>
<td>(-.64)</td>
<td>0.37</td>
<td>(-0.95) to (-0.53)</td>
</tr>
<tr>
<td>Marital status (0=unmarried, 1=married)</td>
<td>(-1.87) to (-0.47)</td>
<td>(-.64)</td>
<td>0.47</td>
<td>(-0.94) to (-0.28)</td>
</tr>
<tr>
<td>Education (1=less than 8 years, 6=postgraduate)</td>
<td>(-0.95) to (-0.21)</td>
<td>(-.64)</td>
<td>0.37</td>
<td>(-1.22) to (-.95)</td>
</tr>
<tr>
<td>Comorbidity (0=no, 1=yes)</td>
<td>(-2.85) to (-0.00)</td>
<td>(-.64)</td>
<td>0.98</td>
<td>(-2.26) to (-0.53)</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD(^c) knowledge(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health literacy(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic health literacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total ( R^2 )</strong></td>
<td>.28(^a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Adjusted ( R^2 )</strong></td>
<td>.28(^a)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)P<.001.

\(^{b}\)Not applicable.

\(^{c}\)Centered at the mean.

\(^{d}\)P<.05.

\(^{e}\)COPD: chronic obstructive pulmonary disease.

\(^{f}\)P<.01.

Table 5. Spearman rank correlations between Chronic Obstructive Pulmonary Disease-Assessment Test Item scores and statistically significant predictor variables emerging from hierarchical linear regression models. Values in parentheses indicate \( P \) values.

<table>
<thead>
<tr>
<th>CAT(^a) items</th>
<th>Age</th>
<th>Education level</th>
<th>Comorbidity (yes=1/no=0)(^b)</th>
<th>COPD(^c) knowledge</th>
<th>Health literacy</th>
<th>Electronic health literacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Cough frequency</td>
<td>.23(^d) (.002)</td>
<td>.20(^d) (.009)</td>
<td>(-1.18) (.24)</td>
<td>(-1.14) (.07)</td>
<td>.18(^e) (.02)</td>
<td>.15 (.06)</td>
</tr>
<tr>
<td>(2) Chest congestion</td>
<td>.21(^d) (.005)</td>
<td>.10 (.17)</td>
<td>(-1.40) (.16)</td>
<td>(-0.05) (.51)</td>
<td>.15 (.06)</td>
<td>.19(^d) (.013)</td>
</tr>
<tr>
<td>(3) Chest tightness</td>
<td>.30 (&lt;.001)</td>
<td>.31 (&lt;.001)</td>
<td>(-2.46) (&lt;.014)</td>
<td>(-0.06) (.45)</td>
<td>.25(^d) (.001)</td>
<td>.17(^c) (.02)</td>
</tr>
<tr>
<td>(4) Breathlessness walking uphill</td>
<td>.10 (.19)</td>
<td>.23(^d) (.002)</td>
<td>(-0.03) (.98)</td>
<td>.03 (.67)</td>
<td>.12 (.13)</td>
<td>.08 (.29)</td>
</tr>
<tr>
<td>(5) Activity limitations at home</td>
<td>.117 (.12)</td>
<td>.35 (&lt;.001)</td>
<td>(-1.83) (.07)</td>
<td>(-0.06) (.46)</td>
<td>.235(^d) (.002)</td>
<td>.19(^d) (.01)</td>
</tr>
<tr>
<td>(6) Confidence leaving home</td>
<td>.18(^c) (.02)</td>
<td>.24(^d) (.001)</td>
<td>(-2.20) (.03)</td>
<td>.04 (.62)</td>
<td>.29 (&lt;.001)</td>
<td>.14 (.06)</td>
</tr>
<tr>
<td>(7) Sleep quality</td>
<td>.32 (&lt;.001)</td>
<td>.24(^d) (.001)</td>
<td>(-1.71) (.08)</td>
<td>(-0.01) (.93)</td>
<td>.25(^d) (.001)</td>
<td>.15(^c) (.04)</td>
</tr>
<tr>
<td>(8) Energy level</td>
<td>.22(^e) (.003)</td>
<td>.31 (&lt;.001)</td>
<td>(-2.90) (.004)</td>
<td>(-0.01) (.93)</td>
<td>.30 (&lt;.001)</td>
<td>.18(^c) (.02)</td>
</tr>
</tbody>
</table>

\(^{a}\)CAT: COPD Assessment Test.

\(^{b}\)Results of Mann-Whitney Wilcoxon test.

\(^{c}\)COPD: chronic obstructive pulmonary disease.

\(^{d}\)P<.01.

\(^{e}\)P<.05.
Table 6. Moderating effect of chronic obstructive pulmonary disease knowledge on the relationship between health literacy and lung-specific health-related quality of life (centered at the mean).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>$R^2$ change</th>
<th>$b$</th>
<th>SE $b$</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>$.23$</td>
<td>$-0.21$</td>
<td>$0.05$</td>
<td>$0.11$ to $0.31$</td>
</tr>
<tr>
<td>Gender (0=male, 1=female)</td>
<td></td>
<td>$-0.64$</td>
<td>$0.82$</td>
<td>$-2.25$ to $0.97$</td>
</tr>
<tr>
<td>Race (0=nonwhite, 1=white)</td>
<td></td>
<td>$-0.21$</td>
<td>$0.37$</td>
<td>$-0.95$ to $0.053$</td>
</tr>
<tr>
<td>Marital status (0=unmarried, 1=married)</td>
<td></td>
<td>$1.87$</td>
<td>$0.47$</td>
<td>$0.94$ to $2.80$</td>
</tr>
<tr>
<td>Comorbidity (0=no, 1=yes)</td>
<td></td>
<td>$-2.85$</td>
<td>$1.20$</td>
<td>$-5.21$ to $-0.49$</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>$.07$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD knowledge</td>
<td></td>
<td>$-0.45$</td>
<td>$0.28$</td>
<td>$-1.00$ to $0.11$</td>
</tr>
<tr>
<td>Health literacy</td>
<td></td>
<td>$2.63$</td>
<td>$0.84$</td>
<td>$0.96$ to $4.29$</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>$.02$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD knowledge health literacy</td>
<td></td>
<td>$0.89$</td>
<td>$0.46$</td>
<td>$-0.02$ to $1.80$</td>
</tr>
<tr>
<td>Total $R^2$</td>
<td>$.31$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>$.27$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a P<.001$.  
$^b$Not applicable.  
$^c$Centered at the mean.  
$^d P<.05$.  
$^e$COPD: chronic obstructive pulmonary disease.  
$^f P<.01$.  

**Test of Hypothesis 3: Moderating Effect of Chronic Obstructive Pulmonary Disease Knowledge on the Relationship Between Health Literacy and Lung-Specific Health-Related Quality of Life**

The interaction between COPD knowledge and health literacy (step 3) did not account for significantly more variance in lung-specific HRQoL than COPD knowledge and health literacy alone, $R^2$ change=.01, $P=.10$ (Table 6). Moreover, the interaction effect of health literacy and lung-specific HRQoL ($b=.890, \ SE=0.461$) only approached statistical significance ($P=.055$). Greater knowledge of COPD did not significantly increase (or enhance) the effect of health literacy on lung-specific HRQoL in this sample of patients living with COPD. Cohen $f^2$ for the moderating effects of COPD knowledge on health literacy and lung-specific HRQoL was 0.12, which is a medium effect size.

**Test of Hypothesis 4: Moderating Effect of Chronic Obstructive Pulmonary Disease Knowledge on the Relationship Between Electronic Health Literacy and Lung-Specific Health-Related Quality of Life**

The interaction between COPD knowledge and eHealth literacy (step 3) also did not account for significantly more variance in lung-specific HRQoL than COPD knowledge and health literacy did alone, $R^2$ change=.01, $P=.28$ (Table 7). Greater knowledge of COPD did not significantly increase (or enhance) the effect of eHealth literacy on lung-specific HRQoL in the sample of patients living with COPD. Cohen $f^2$ for the moderating effects of COPD knowledge on eHealth literacy and lung-specific HRQoL was 0.07, which is a small effect size.
Table 7. Moderating effect of chronic obstructive pulmonary disease knowledge on the relationship between electronic health literacy and lung-specific health-related quality of life.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>( R^2 ) change</th>
<th>( b )</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age( ^c )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (0=male, 1=female)</td>
<td>-0.21( ^a )</td>
<td>0.05</td>
<td>0.11 to 0.31</td>
<td></td>
</tr>
<tr>
<td>Race (0=nonwhite; 1=white)</td>
<td>-0.72</td>
<td>0.98</td>
<td>-1.22 to 2.66</td>
<td></td>
</tr>
<tr>
<td>Marital status (0=unmarried, 1=married)</td>
<td>-0.64</td>
<td>0.82</td>
<td>-2.25 to 0.97</td>
<td></td>
</tr>
<tr>
<td>Education (1=less than 8 years, 6=postgraduate)</td>
<td>-0.21</td>
<td>0.37</td>
<td>-0.95 to 0.53</td>
<td></td>
</tr>
<tr>
<td>Comorbidity (0=no, 1=yes)</td>
<td>1.87( ^a )</td>
<td>0.47</td>
<td>0.94 to 2.80</td>
<td></td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD( ^f ) knowledge( ^c )</td>
<td>-0.56</td>
<td>0.29</td>
<td>-1.13 to 0.02</td>
<td></td>
</tr>
<tr>
<td>Electronic health literacy( ^c )</td>
<td>1.99( ^e )</td>
<td>0.66</td>
<td>0.69 to 3.29</td>
<td></td>
</tr>
<tr>
<td>Step 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COPD knowledge electronic health literacy</td>
<td>-0.25</td>
<td>0.40</td>
<td>-1.04 to 0.54</td>
<td></td>
</tr>
<tr>
<td>Total ( R^2 )</td>
<td>.28( ^a )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted ( R^2 )</td>
<td>.24( ^a )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)\( P < .001 \).
\( ^b \)Not applicable.
\( ^c \)Centered at the mean.
\( ^d \)\( P < .05 \).
\( ^e \)\( P < .01 \).
\( ^f \)COPD: chronic obstructive pulmonary disease.

Discussion

Principal Findings

This study aimed to assess how health literacy, COPD-related knowledge, and eHealth literacy are associated with both generic HRQoL and lung-specific HRQoL for people diagnosed with COPD while controlling for the effect of comorbid conditions, socioeconomic status, education level, and other factors known to be associated with HRQoL. Overall, results provide support for the importance of considering both health and eHealth literacy levels when developing patient education and self-management support programs for people living with COPD. More specifically, results revealed that health literacy was significantly associated with all 5 EQ-5D dimensions measuring generic HRQoL, whereas eHealth literacy was associated with significantly better scores on 3 generic HRQoL dimensions (mobility, self-care, and usual activities). Both health and eHealth literacies were positively associated with lung-specific HRQoL; however, higher levels of COPD knowledge did not significantly enhance the impact of health literacy or eHealth literacy on lung-specific HRQoL. These results also signified approximately moderate (\( f^2 \geq 0.15 \)) effect sizes according to Cohen’s guidelines [49], specifically with the effects of health literacy and eHealth literacy on both generic and lung-specific HRQoL yielding effect size coefficients in the moderate/medium range. Results indicate the need to consider both eHealth literacy and health literacy levels of patients when developing patient education and support programs, particularly when the intended outcome is to enhance lung-specific quality of life. In addition, given that COPD knowledge did not demonstrate an impact on health literacy and eHealth literacy, future research should explore addressing these 2 constructs in the context of patient self-management programs rather than traditional patient education programs that solely focus on knowledge dissemination alone.

Influence of Health Literacy, Electronic Health Literacy, and Chronic Obstructive Pulmonary Disease Knowledge on Generic Health-Related Quality of Life

Overall, results showed similar HRQoL mean scores and correlates (ie, age, education level) to previous studies. HRQoL is generally lower for individuals living with COPD compared with the general population [50]. This study found that the mean EQ-5D score for measuring generic HRQoL among participants with COPD was .723 (SD 0.18) on a 0 to 1 scale, with the higher score meaning better health. A report of nationally representative values for the US adult population, the average EQ-5D score for both males and females is reported to be above 0.80 for most age brackets, except for adults 80 years and older, which is slightly lower, but above the mean EQ-5D score for participants in this study [51]. The significant associations with age and education level to at least one dimension as assessed here by the EQ-5D are consistent with previous studies that
have demonstrated that age and education influence HRQoL [52-54]. According to van Manen and colleagues [54], HRQoL is a multidimensional construct that encompasses both a physical and mental component. Age negatively affects general health and physical function, whereas it positively influences mental health; and in general, those with higher, formal education levels report better mental health [54]. In addition, education level has been found to be a significant predictor of poor health outcomes with COPD [55] while directly affecting health status through associations with patient ability to navigate a complex health care system [56,57].

However, as this study showed, education and age were not significantly associated with all dimensions of HRQoL, as measured by the EQ-5D; therefore, more research should be conducted to better explain which dimensions are influenced by these variables and in what ways. Furthermore, after adjusting for confounding variables, including age and education level, only health literacy was found to be significantly associated with generic HRQoL. These findings are consistent with 2 previous research studies [22,24] that indicated limited health literacy influences general HRQoL of people living with COPD. Specifically, these studies indicate that lower health literacy levels are associated with worse COPD severity and greater levels of helplessness reported among patients living with COPD [22,24]. In addition, these research results suggest that the role of health literacy in COPD may be more important than education when it comes to health outcomes [22].

Although the current investigation demonstrates a strong association between health literacy and general HRQoL, even when controlling for sociodemographic variables such as education and age, eHealth literacy and COPD knowledge were not statistically associated with all 5 EQ-5D dimensions. However, eHealth literacy was significantly associated with scores on 3 generic HRQoL dimensions, including mobility, usual activities, and self-care. Collectively, these dimensions reflect the ability of a patient to manage their illness, and prior research supports that higher levels of eHealth literacy can improve patient self-management of COPD [26]. Nevertheless, there are few existing studies examining associations between eHealth literacy with self-reported health status, which limits what inferences can be made. More longitudinal studies are needed to examine whether better self-management and HRQoL outcomes are experienced by patients with COPD who are more eHealth literate [58].

The results regarding COPD knowledge support previous research findings that the transfer of disease-specific knowledge does not necessarily have a long-term impact on behavior change that could lead to improved quality of life for patients living with COPD [59]. In fact, these findings imply that COPD knowledge alone is not enough to improve HRQoL; however, the potential for using COPD knowledge in conjunction with skill acquisition approaches and self-efficacy–building strategies, with a goal of reaching behavior change, could prove to be collective core elements that are helpful in achieving long-term impact on general HRQoL of patients with COPD [59]. More research is warranted to assess the specific role COPD knowledge plays in factors impacting behavior changes that are associated with general HRQoL.

### Influence of Health Literacy, Electronic Health Literacy, and Chronic Obstructive Pulmonary Disease Knowledge on Lung-Specific Health-Related Quality of Life

The results, overall, showed that after adjusting for potentially confounding variables, health literacy and eHealth literacy levels were significantly associated with lung-specific HRQoL. The impact of distressing COPD symptoms, such as dyspnea, fatigue, coughing, anxiety, wheezing, pain interference, and breathlessness, can help explain much of the variance in lung-specific HRQoL among patients living with the disease [60-62]. This study sought to evaluate the impact of health literacy, eHealth literacy, and COPD knowledge on lung-specific HRQoL. These findings support previous research on the associations between poor health literacy and COPD-related outcomes, revealing lower levels of health literacy relate to worse COPD severity, higher levels of COPD helplessness, and poorer levels of lung-specific HRQoL [22]. As such, this study demonstrates similar results to that of past research indicating poor health literacy is a risk factor associated with poor health outcomes for patients living with COPD, including lung-specific HRQoL, and these patients could be more at-risk for COPD-related emergency health care utilization and overall economic cost burdens associated with the disease. Certainly, these results, as they stand, do not provide reason to support causal relationships between health literacy and lower health outcomes, including lung-specific HRQoL; however, Omachi and colleagues [22] suggest that such relationships could exist, and more research on causality is needed. In addition, the results support the need to consider addressing both health literacy and eHealth literacy in COPD patient education programming.

eHealth literacy is also positively associated with patients’ lung-specific HRQoL in this sample. The eHealth literacy scores are comparable with those in other studies assessing eHealth literacy in the general older adult population [63], as a majority of adults self-reported moderate to above average levels of eHealth literacy. Patients living with COPD who can evaluate the quality of Web-based health information for use in their own care are more amenable to engaging in formal disease self-management programs and more skilled in making decisions related to their specific diagnosis [64]. Therefore, individuals with COPD who have these skills to delineate the quality of resources found on the internet for clinical decision making to manage the distressing symptoms of COPD have enhanced lung-specific HRQoL. Future patient-centered research should emphasize the importance of patients having better eHealth literacy skills to not only enhance lung-specific HRQoL but also potentially better health outcomes among patients living with COPD.

Although eHealth literacy was positively associated with lung-specific HRQoL, it was not associated with generic HRQoL. Patients with COPD who use Web-based media for health-related purposes readily disclose unmet needs related to respiratory symptoms, including cough, mucus production, and dyspnea [65]. Rather than accessing generic health information, patients who go on the internet may be more inclined to access health information that is relevant to COPD and its...
symptomology [29]. This includes self-management topics focused more on lung-specific outcomes (eg, shortness of breath and chest congestion) rather than generic HRQoL outcomes (eg, mobility, pain, or discomfort). Therefore, high eHealth literate patients with COPD may be accessing self-management information about behavior changes that have the potential to improve lung functioning yet not directly lead to enhanced general HRQoL. More research is needed to understand eHealth approaches to self-management education for individuals with COPD, and how eHealth skill-building strategies impact overall, functional health outcomes for patients.

Effect of Chronic Obstructive Pulmonary Disease Knowledge on the Relationship Between Health Literacy, Electronic Health Literacy, and Generic/Lung-Specific Health-Related Quality of Life

Greater COPD knowledge did not enhance the effect of health literacy or eHealth literacy on general or lung-specific HRQoL. COPD knowledge, however, was inversely related to lung-specific HRQoL; therefore, the higher the knowledge level, the lower was the self-reported lung-specific HRQoL of study participants. This finding was not anticipated, but one explanation for this result is that even with increased knowledge of the disease, patients might lack the skills or self-efficacy to change their behaviors that are linked to one’s disease state, impacting their lung-specific HRQoL. In addition, it is possible that more knowledge related to the serious diagnosis may result in higher levels of anxiety, fear, and even depression, which could, in turn, negatively affect their general and/or lung-specific HRQoL [66].

Limitations

This study has several limitations related to recruitment techniques employed, a low sample size, and lack of a representative sample. Despite collaborating with the COPD Foundation’s National Research Registry, this Web-based survey had a low response rate of patients with COPD (13.7%) as compared with other internet surveys conducted with the general population [67]. Our recruitment approach was limited to a single email. Given that recruitment approaches are rarely effective at reaching target enrollment with a one-time invitation, our 13.7% response rate is quite commendable for this patient population. Patients with COPD are generally older and experience frequent hospitalizations that prevent them from engaging in their everyday routines, which may include email checking. This study recruited from a research registry, which requires patients to register for program, and may not be representative of all patients with COPD and may have contributed to the low response rate. This selection bias is essentially unavoidable when using research registries but should be considered when interpreting results. In addition, the magnitude of this bias toward the main results is unknown, as data on unenrolled patients from the underlying population base are unavailable for further analyses. It would only help internal validity to have data on patients not enrolled in the national registry on the exact factors being assessed in this study. Therefore, generalizability of results may be affected and limited to patients in similar registries. Future studies should explore if results from this study are similar with recruitment that includes both Web-based and non-Web-based techniques.

The statistically significant associations found in this cross-sectional study cannot be used to establish cause-and-effect relationships; however, use of hierarchical predictor variable entry provided some advantages when attempting to identify relationships between health/eHealth literacy, COPD knowledge, and relevant health-related outcomes. The construct of eHealth literacy was measured with eHEALS, a widely used scale that has been questioned in the age of new media where communication technologies such as social media are pervasive [68,69]. Studies assessing population eHealth literacy may consider using more updated measures now available to researchers [68,70].

In addition, low socioeconomic status minorities living with COPD were underrepresented. Most participants in this study identified as being white and highly educated, which is not reflective of the sociodemographics of COPD [71]. As mentioned elsewhere [26], future studies assessing health information technology use among patients with COPD should seek to recruit larger numbers of participants with more diverse racial or ethnic, geographic, and economic characteristics. Recruitment should also entail more inclusive strategies than email only, which will likely encourage participation among patients being treated in community-based and clinical settings.

Conclusions

Although previous research has shown a relatively high prevalence of low health literacy among individuals living with COPD, little empirical attention has been directed at exploring the cognitive and health literacy–related skills that can influence patients’ HRQoL. Findings from this study indicated that health literacy, but not eHealth literacy, was positively associated with generic HRQoL. In addition, health literacy and eHealth literacy were found to be positively associated with lung-specific HRQoL, with higher COPD knowledge associated with lower lung-specific HRQoL. These results confirm the importance of considering patient health and eHealth literacy levels when designing self-management support programs for people living with COPD. Future research should explore the impact of delivering COPD interventions aimed at improving eHealth and health literacy, particularly when self-management program goals include improving HRQoL outcomes.
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Abstract

Background: The World Health Organization is in the process of developing an international administrative classification for health called the International Classification of Health Interventions (ICHI). The purpose of ICHI is to provide a tool for supporting intervention reporting and analysis at a global level for policy development and beyond. Nurses represent the largest resource carrying out clinical interventions in any health system. With the shift in nursing care from hospital to community settings in many countries, it is important to ensure that community nursing interventions are present in any international health information system. Thus, an investigation into the extent to which community nursing interventions were covered in ICHI was needed.

Objective: The objectives of this study were to examine the extent to which International Classification for Nursing Practice (ICNP) community nursing interventions were represented in the ICHI administrative classification system, to identify themes related to gaps in coverage, and to support continued advancements in understanding the complexities of knowledge representation in standardized clinical terminologies and classifications.

Methods: This descriptive study used a content mapping approach in 2 phases in 2018. A total of 187 nursing intervention codes were extracted from the ICNP Community Nursing Catalogue and mapped to ICHI. In phase 1, 2 coders completed independent mapping activities. In phase 2, the 2 coders compared each list and discussed concept matches until consensus on ICNP-ICHI match and on mapping relationship was reached.

Results: The initial percentage agreement between the 2 coders was 47% (n=88), but reached 100% with consensus processes. After consensus was reached, 151 (81%) of the community nursing interventions resulted in an ICHI match. A total of 36 (19%) of community nursing interventions had no match to ICHI content. A total of 100 (53%) community nursing interventions resulted in a broader ICHI code, 9 (5%) resulted in a narrower ICHI code, and 42 (23%) were considered equivalent. ICNP concepts that were not represented in ICHI were thematically grouped into the categories family and caregivers, death and dying, and case management.

Conclusions: Overall, the content mapping yielded similar results to other content mapping studies in nursing. However, it also found areas of missing concept coverage, difficulties with interterminology mapping, and further need to develop mapping methods.

(J Med Internet Res 2019;21(6):e12847) doi:10.2196/12847
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Introduction

Introduction and Objectives

The digitalization of health care information is increasing rapidly. The use of standardized terminologies and classifications to unambiguously represent this information is a fundamental principle in the field of clinical and biomedical informatics [1]. The World Health Organization Family of International Classifications (WHO-FIC) contains a suite of standardized administrative classification products, which are used internationally and nationally to statistically report on the health and well-being of individuals, families, communities, and populations [2]. The WHO-FIC includes the International Classification of Diseases (ICD), the International Classification of Functioning, Disability and Health (ICF), and the International Classification of Health Interventions (ICHI, in development) [2].

ICHI is the newest classification of this group, and its purpose is to provide a common tool for reporting and analyzing health care interventions [3]. A series of international evaluative projects had been planned for the beta-1 release (eg, terminology mapping and standard case reporting) [4]. The goal of the evaluation projects was to ensure the terminology is (1) robust enough to capture interventions provided across the continuum, (2) appropriate to cover interventions provided by different health care disciplines, (3) has a functional browser tool, and (4) has the depth of educational and training material sufficient to support its future use [4]. Evaluations and releases of the ICHI beta version are ongoing, with a future goal of seeking World Health Assembly approval in 2019 [5].

This descriptive study represents an international evaluative project. Its objectives were to (1) examine the ability of ICHI to represent community nursing interventions found in the International Classification for Nursing Practice (ICNP), (2) provide recommendations for content development, and (3) support continued advancements in understanding the complexities of knowledge representation in standardized clinical terminologies and classifications. In this context, a community nursing intervention refers to the actions carried out by nurses practicing in a community setting to support the health and well-being of patients, families, communities, or populations [6-8]. The multiple research methods used to achieve these research objectives were based on a content mapping approach. Specifically, 2 clinical experts individually matched equivalent (or near equivalent) concepts from ICNP to ICHI. The results were compared and reviewed until matching consensus was reached between the 2 coders. This study is unique in that it is the first to bring a community nursing care perspective to the evaluation of ICHI, informing broader discussions about the representation of health care activities and resourcing in administrative classifications. To the best of our knowledge, it is also the first published study to evaluate aspects of the 2017 ICHI beta-1 release.

Background

Community Nursing

With rapid population growth occurring worldwide, health care systems are challenged both socially and economically, with changing demographics, shifting disease patterns, increased prevalence of chronic diseases, and financial reforms [9]. The delivery of health care services outside of acute care centers is necessary to manage these complex phenomena. Therefore, community nursing is an essential global service. The WHO defines community nursing as a service which “combines the skills of nursing, public health and some phases of social assistance and functions as part of the total public health program for the promotion of health, the improvement of the conditions in the social and physical environment, rehabilitation of illness and disability” [10,11].

Nurses practicing in the community context provide care that directly improves the health outcomes of individuals, families, communities, and populations [12]. This can be attributed to the ethos of community nursing, where work is founded on the principles of social justice, holistic care, equity, ethics, community capacity building and empowerment, and action upon the intersectoral determinants of health [12]. The types of interventions community nurses provide are extensive and can include home visits for new baby and family care, school classes on the topic of sexual health, wound care, interventions that address preventing elder abuse, and advocacy for health and wellness initiatives [13]. Despite the increasing international recognition and support for this nursing service, there remains a limited understanding of the full impact of community nursing on health outcomes [14-16].

The International Classification of Health Interventions

Since its early initiation, ICHI was envisioned as a standardized classification system to describe health care interventions provided by health professionals [17]. To structure the context of this work, developers defined health intervention to mean “an act performed for, with or on behalf of a person or a population whose purpose is to assess, improve, maintain, promote or modify health, functioning or health conditions” [18]. The purpose of ICHI was to facilitate the comparison of semantically equivalent information at local, national, or international levels; act as a national classification for countries where no existing (or outdated) intervention classification systems existed; and complement the existing WHO-FIC classifications, ICD and ICF [17,18].

In 2007, working groups within the WHO-FIC began to direct the development of this international classification. A categorial structure, developed by the European Standard Body CEN TC 251/International Standards Organization TC 215 group, was used to build and define the included ICHI content including a framework that defined the way concepts would be related to each other [4,17-19].

Semantic categories within ICHI are structured into 3 axes:
• Target: the semantic categories that the intervention (action) is carried out on, to, or with (eg, person, family, and community)
• Action: the semantic categories describing the intervention done by the actor to the target (eg, assessment, treating, assisting, and informing)
• Means: the semantic categories defining the intervention (action) method or process (eg, method, approach, and technique)

In 2012, an alpha version of the classification became available (in Excel format) to affiliated researchers and partners [18]. After several years, iterations, and evaluative projects, the beta version of ICHI became available to the public through a functional Web browser. This browser allowed users to search through over 7000 concepts in 4 category sections [3,4].

1. Interventions on Body Systems and Functions (eg, biomedical body systems)
2. Interventions on Activities and Participation Domains (eg, activities of daily living)
3. Interventions on the Environment (eg, products, services, and systems)
4. Interventions on Health-related Behaviours (eg, safety and lifestyle)

In a recent release of ICHI, developers defined the use of extension codes allowing for the broadening of the intervention classification (eg, assistive and therapeutic products) [4]. This inclusion has allowed for the classification to grow and to continue in relevance [20]. In late 2018, ICHI released a beta-2 version, which included a noted increase in concept coverage and updated resource materials.

The International Classification for Nursing Practice

The International Council of Nurses (ICN) represents around 20 million nurses in more than 130 nursing associations across the world [21]. ICN develops and distributes ICNP, a standardized terminology system for nursing [22,23]. ICNP conforms to 18104:2014 Health informatics—Categorial structures for representation of nursing diagnoses and nursing actions in terminological systems (previously published as ISO 18104:2003) [24,25]. As a formal standardized nursing terminology, ICNP provides a polyhierarchical framework into which nursing diagnoses, interventions, and outcomes are structured and coded for multiple uses [26].

Since 2005, ICNP has utilized the Web Ontology Language to permit automated description logic reasoning, ensure coherence, and support the classification development [27]. Due to its robustness and compliance to international standards, ICNP is widely recognized as a standard terminology appropriately suited to describe the professional practice of nursing. The WHO has included ICNP as a related classification in the WHO-FIC, using it to extend coverage into the domain of nursing [28].

As an invested partner in the advancement of ICHI, ICN has maintained a working relationship with the ICHI development task force. For example, in 2016, researchers mapped 100 frequently recorded ICNP nursing interventions from acute care settings to the 2015 ICHI alpha release [29]. The purpose was to evaluate the degree of ICNP content coverage in ICHI as well as provide recommendations for additions and changes. The researchers in that study found that 80% of ICNP concepts were represented in ICHI. They also found missing content coverage, ambiguities in concept description, and uncertainties in the semantic matching [30].

Methods

Research Design

This is a descriptive research study. The presented work was conducted using a content mapping approach (the most common method used to perform terminology mapping [29,31-35]) in 2 main phases in July and August, 2018. In phase 1, 2 coders completed independent content mapping activities. In phase 2, the 2 coders compared each list and discussed content matches until consensus on ICNP-ICHI match and on mapping relationship was reached. Additional details about these phases are included below.

The community nursing interventions used in this study were derived from the ICNP Community Nursing Catalogue. This catalogue was developed in 2011, updated most recently in 2017, and created in partnership between the Scottish Government and the ICN [36]. The ICN Guidelines for Catalogue Development encourages worldwide validation through global use. The ICNP Community Nursing Catalogue contains 187 community nursing interventions [36]. These interventions (source) were used to identify if there were any equivalent ICHI precoordinated interventions (target) in the draft 2017 beta-1 release.

This study did not require research ethics board review as it had no human subjects or materials and was considered a quality assurance and quality improvement evaluation [37,38].

Phase 1: Independent Content Mapping

In phase 1, 2 coders (LB, GS) independently mapped 187 ICNP community nursing interventions to ICHI. The mapping process used by each coder to identify a possible ICNP match to an ICHI intervention was completed using the ICHI online browser and followed the method outlined in Figure 1. For example, if exact or equivalent terms were not immediately found in the ICHI browser search bar, the coders manually searched through the axial categories (eg, interventions on body systems and functions), drilling down through the hierarchical layers (eg, interventions on the integumentary system) until a match (or not) was found. These mapping processes facilitated different mechanisms to manage the search of concepts among the thousands of concepts available to view in the ICHI browser. Different mapping relationships were further considered as exact or equivalent (eg, dog-dog), broader than (eg, dog-mammal), or narrower than (eg, dog-Siberian husky) based on their semantic representation.
The coding was performed in batches to ensure consistency in process and to allow the coders to refine the process over time. This was a mechanism that was established to improve the quality and reliability of the mapping process overall. In the first batch, a systematic sampling method was used to mark every 20th ICNP intervention for a total of 10 (n=10) ICNP intervention codes. This small number allowed the coders to refine the mapping process without having a potentially negative influence on the level of agreement calculated at the end of the study. In the second batch, a total of 30 (n=30) different interventions were selected for coding. This number was selected as it allowed for an additional opportunity to include more types of interventions for refinement in the mapping process. Finally, the remaining interventions (n=147) were coded in the final batch. Other members of the team (LC, NH) were regularly consulted throughout this mapping process and acted to ensure the decision process (Figure 1) was maintained. The mapping took place over a period of 2 months (July and August of 2018).

**Results**

**Phase 1: Independent Content Mapping**

In phase 1, independent coding was completed for all of the ICNP interventions. The percentage agreement between the 2 coders was calculated for each batch. When the coders had different findings from one another, a discussion was carried out until agreement of 1 mapping match was met. The coders also collectively determined the type of mapping relationship for each concept match (equivalent, broader than, narrower than, or no match). These methods are typically followed in content mapping methods to resolve disagreements and come to consensus [29]. As a result, a single ICHI intervention (or no match) was identified for each ICNP intervention. Once completed, final mapping results were presented and discussed among the entire research team, providing opportunity to examine themes and trends of the findings.

**Phase 2: Reaching Consensus**

In phase 2, the independent mapping results were compiled into 1 shared spread sheet. The file contained a list of all ICNP interventions from a particular batch and the matched ICHI intervention from each coder. A percentage agreement between the 2 coders was calculated for each batch. When the coders had different findings from one another, a discussion was carried out until agreement of 1 mapping match was met. The coders also collectively determined the type of mapping relationship for each concept match (equivalent, broader than, narrower than, or no match). These methods are typically followed in content mapping methods to resolve disagreements and come to consensus [29]. As a result, a single ICHI intervention (or no match) was identified for each ICNP intervention. Once completed, final mapping results were presented and discussed among the entire research team, providing opportunity to examine themes and trends of the findings.
Table 1. Phase 1 examples of independent content mapping results.

<table>
<thead>
<tr>
<th>International Classification for Nursing Practice source term/code</th>
<th>ICHI term/code by coder #1</th>
<th>ICHI term/code by coder #2</th>
<th>Coding result</th>
</tr>
</thead>
<tbody>
<tr>
<td>10030440 Advising About Employment</td>
<td>SU2.PN.ZZ Advising about work and employment</td>
<td>SU2.PN.ZZ Advising about work and employment</td>
<td>Agreement (map)</td>
</tr>
<tr>
<td>10024570 Supporting Caregiver</td>
<td>No ICHI match identified</td>
<td>No ICHI match identified</td>
<td>Agreement (no map)</td>
</tr>
<tr>
<td>10031062 Counselling Patient</td>
<td>PZB.PP.ZZ counselling, not elsewhere classified</td>
<td>No ICHI match identified</td>
<td>Disagreement (different ICHI code was identified)</td>
</tr>
</tbody>
</table>

aICHI: International Classification of Health Interventions.

Phase 2: Reaching Consensus

During phase 2, consensus was achieved for all ICNP interventions (source) through discussion between the 2 coders. A total of 151 cases (81%) of ICNP intervention concepts resulted in an ICHI match. A total of 36 cases (19%) of ICNP intervention concepts resulted in no ICHI match. In the cases where an ICHI match was identified, a conversation ensued about whether ICHI was equivalent to ICNP, whether ICHI was narrower than ICNP, or whether ICHI was broader than ICNP.

Table 2. Summary of mapping results in phase 2 and examples of mapping specificity.

<table>
<thead>
<tr>
<th>Mapping result</th>
<th>Statistics, N (%)</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICHI was equivalent to ICNP</td>
<td>42 (23)</td>
<td>10030558 Assessing bowel continence</td>
</tr>
<tr>
<td>ICHI was narrower than ICNP</td>
<td>9 (5)</td>
<td>10032994 Teaching about effective parenting</td>
</tr>
<tr>
<td>ICHI was broader than ICNP</td>
<td>100 (53)</td>
<td>10030429 Administering vaccine</td>
</tr>
<tr>
<td>No match</td>
<td>36 (19)</td>
<td>10032859 Supporting family coping process</td>
</tr>
</tbody>
</table>

aICNP: International Classification for Nursing Practice.  
bICHI: International Classification of Health Interventions.

Discussion

Principal Findings

The inclusion of community nursing interventions in administrative classifications is essential when evaluating the health and well-being of individuals, families, communities, and populations. The results of this study indicated that 151 of 187 (81%) ICNP community nursing intervention concepts were represented (equivalent, broader, and narrower matches combined) in the beta-1 release of ICHI. Although there is no industry gold standard with which to judge these results, we suggest the representation of community nursing interventions in ICHI appears encouraging. For the 36 (19%) concepts that did not have matches in ICHI, further analysis revealed (1) instances where ICHI was missing representative concepts and (2) inherent differences in terminology system design [29,30]. In addition, the results highlight key considerations related to the representation of knowledge in administrative terminology systems.

Missing Concept Coverage in International Classification of Health Interventions

A total of 36 ICNP intervention concepts were not represented in the ICHI classification. After examining these missing concepts in greater detail, we were able to thematically group several of the intervention concepts into “family and caregivers,” “death and dying,” and “case management.” Inclusion of concepts in ICHI, which consider these themes, is recommended to ensure related concepts are available for administrative reporting and analysis. A focus on the collection of relevant information about community health care provision is necessary to gain knowledge about general health service provision [9].

It is within the scope of practice for community nurses to care for the families and caregivers of a patient [40-45]. In our sample of 187 community nursing interventions, 10 ICNP concepts related to family or caregivers were not represented in ICHI (ie, 10032859 Supporting Family Coping Process; 10032068 Monitoring For Impaired Family Coping). In particular, this was noted for those concepts specific to community nursing interventions for caregivers of young children (ie, 10032837 Supporting Caregiver During Weaning;
Foundational Design Decisions of a Classification System

The foundational design of a classification or terminology system considers scope, hierarchical orientation, concept granularity, and concept placement. Standards such as ISO 18104:2014 Health informatics--Categorial structures for representation of nursing diagnoses and nursing actions in terminological systems, direct design decisions. For example, ICHI concepts are required to include a defined target, action, and means. ICNP interventions are required to have a target and action but no means. When researchers conduct interterminology mapping exercises, discord between concept representations may be related to these foundational development decisions.

In this mapping activity, several missing ICNP matches were related to differences in concept granularity (ie, specificity or level of detail for related concept). For example, the ICNP concept 10033126 Teaching Patient was determined to have “no match” in ICHI. This was not because of the lack of codes in ICHI, which could be used to describe patient education. Rather, the ICNP concept was “broader than” what was available in ICHI. One may then ask, why not choose an ICHI concept that was more specific and call it a “narrower match?” The ICNP concept 10033126 Teaching Patient could have been a “narrower match” to over 300-specific ICHI educational concepts. Practically speaking, the terminology coders could not make a meaningful one-to-one match. The following examples represent additional “broader than” ICNP concepts that did not have meaningful matches in ICHI.

- 10030673 Assessing During Encounter
- 10024570 Supporting Caregiver
- 10032844 Supporting Family
- 10031912 Managing Disease
- 10031965 Managing Symptom
- 10033086 Teaching Caregiver
- 10033126 Teaching Patient

This example highlights the complexities of knowledge representation when attempting to map terminologies of varying granularity and overlapping coverage. When decisions are made on how a terminology or classification is to be foundationally structured, and then mapped to another with a different foundational base, clashes in semantic matching may be part of the expected results.

Representation of Community Nursing Practice

As noted above, a total of 151 (81%) ICNP community nursing interventions are represented in ICHI. Two-thirds of these concept matches were classified as “broader than” (ie, meaning that an ICNP concept could fit as a “child” into the broader ICHI “parent” concept). From the vantage of developing an administrative classification to represent health, it can be understood that there has to be a threshold of low specificity to allow for a higher aggregation of data. However, the question remains as to whether these “broader than” ICHI concepts satisfactorily represent nursing care interventions and at what point knowledge representation turns from meaningful coverage to diluted meaninglessness.

10033093 Teaching Caregiver About Toilet Training 10032973 Teaching Infant Massage). This practice is often performed by visiting nurses concerned about the functioning and development of young families. Mapping difficulties were also noted when attempting to match ICNP concepts with the specific word “caregiver,” as ICHI uses different terms in target descriptions (eg, family, friend, peers, colleagues, neighbors, and community members). Although each of these ICHI target terms could be a “caregiver,” in practice, they are not always equivalent. Caring for the caregiver and family is essential to the overall health of a population and necessary to account for in administrative classifications [40-45].

Another area with missing content coverage was noted for those specific ICNP intervention concepts on “death” and “dying” (ie, 10041254 Supporting Dignified Dying; 10033296 Verifying Death). In the ICHI beta-1 version, no codes specifically used these terms, or even the broader terms of “palliative care,” “hospice,” or “end of life.” This area of practice has always been part of nursing and is increasingly viewed an essential service in the community setting [13]. Cultural, legal, and practice changes are also occurring on this topic of end of life care. For example, in Canada, medical assistance in dying is a legally administered intervention provided by physicians and nurse practitioners and is supported by other health care providers such as registered nurses [46]. Ensuring the representation of appropriate end of life concepts in administrative classifications is necessary as it supports the evaluation of health interventions provided in the community setting.

A theme emerged related to missing content for community nursing “case management”. Case management is the coordination of a wide variety of services, which benefit the care of individuals, families, and communities [13]. For example, the role of community nursing in case management activities may include screening of health and functional needs, arranging services, planning care, ongoing reassessment, and provision of continuity between services [13]. In the report Crossing the Quality Chasm [47], the need to improve the organization and coordination of care around the needs of a person was stated as a measure to improve the health care system. Though the mapping between ICNP and ICHI did find matches between related concepts (ie, 10030455 Advising About Housing), several were not found (ie, 10032598 Referring To Housing Service; 10030625 Assessing Housing Condition; 10030493 Arranging Transport of Device). These missing concepts describe the type of ongoing case management community nurses provide on behalf the persons outside of institutionalized care. It is again recommended that case management intervention concepts continue to be developed and added to administrative classification systems as a means to increase our understanding and inform future health care decisions.
Table 3. International Classification for Nursing Practice concepts not elsewhere classified.

<table>
<thead>
<tr>
<th>International Classification for Nursing Practice concept</th>
<th>“Broader than” International Classification of Health Interventions concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>10031117 Diabetic Ulcer Care</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10031690 Malignant Wound Care</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10032420 Pressure Ulcer Care</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10032863 Surgical Wound Care</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10033208 Traumatic Wound Care</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10033254 Ulcer Care</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10030710 Assessing Risk For Pressure Ulcer</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10030723 Assessing Risk For Transfer Injury</td>
<td>LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified</td>
</tr>
<tr>
<td>10031931 Managing Postpartum Care</td>
<td>NUE.ZY.ZZ Other interventions on functions related to pregnancy, not elsewhere classified</td>
</tr>
<tr>
<td>10031949 Managing Prenatal Care</td>
<td>NUE.ZY.ZZ Other interventions on functions related to pregnancy, not elsewhere classified</td>
</tr>
<tr>
<td>10030706 Assessing Risk For Depressed Mood During Postpartum Period</td>
<td>NUE.ZY.ZZ Other interventions on functions related to pregnancy, not elsewhere classified</td>
</tr>
<tr>
<td>10031769 Managing Postpartum Depressed Mood</td>
<td>NUE.ZY.ZZ Other interventions on functions related to pregnancy, not elsewhere classified</td>
</tr>
<tr>
<td>10031805 Managing Enuresis</td>
<td>NTD.ZY.ZZ Other interventions on urination function, not elsewhere classified</td>
</tr>
<tr>
<td>10031879 Managing Urinary Incontinence</td>
<td>NTD.ZY.ZZ Other interventions on urination function, not elsewhere classified</td>
</tr>
<tr>
<td>10033135 Teaching Self-Catheterisation</td>
<td>NTD.ZY.ZZ Other interventions on urination function, not elsewhere classified</td>
</tr>
<tr>
<td>10033277 Urinary Catheter Care</td>
<td>NTD.ZY.ZZ Other interventions on urination function, not elsewhere classified</td>
</tr>
<tr>
<td>10035958 Facilitating Grief</td>
<td>AUD.ZY.ZZ Other interventions on emotional functions, not elsewhere classified</td>
</tr>
<tr>
<td>10031711 Managing Anxiety</td>
<td>AUD.ZY.ZZ Other interventions on emotional functions, not elsewhere classified</td>
</tr>
<tr>
<td>10031851 Managing Negative Emotion</td>
<td>AUD.ZY.ZZ Other interventions on emotional functions, not elsewhere classified</td>
</tr>
</tbody>
</table>

In the case of community nursing skin and wound care concepts, 90% were matched to ICHI as “broader than” (10% no matches). For example, 8 skin and wound care ICNP concepts were rolled up into the closest ICHI match, *LZZ.ZY.ZZ Other interventions on integumentary system, not elsewhere classified*. Similar outcomes were found for ICNP concepts related to prenatal and postpartum care, continence and catheter care, and supporting care for grief and anxiety (Table 3). If these concepts were subsequently mapped against health care data, the knowledge represented would be so vague that extracting knowledge back out of it could be lost. These are important considerations, especially as these concepts not only represent the care provided by community nursing but also many other health care professional groups. ICHI is being developed for countries to report and analyze on health interventions [3]. It is recommended, therefore, that ongoing work continues to evaluate the practical use (eg, to support resourcing) of those concept groups frequently mapped as “broader than,” to ensure the meaningful representation of health care phenomena is available in administrative classifications [20].

**Mapping Methods of Coding and Consensus**

There is no agreed upon method of mapping concepts from a source to a target classification or terminology. Multiple examples of mapping clinical content between interterminology groups, datasets to terminologies, or raw clinical content exist [23,29,39,48,49]. In this study, we presented a method of using 2 coders to manually map 187 concepts from 1 standardized
clinical terminology to another standardized clinical classification. This mapping exercise was greatly aided by both the ICHI and ICNP publicly available Web browsers. During phase 1, only 47% (n=88) of the concept matches were the same between the 2 coders; this increased to 100% in phase 2. Although the percentage agreement was low at the beginning, statistically suggesting weakness in the initial findings [50], the science of clinical informatics is still maturing and has yet to demonstrate how this value fully impacts the reliability of mapping results [51]. It is possible that this lower agreement was related to large number of target concepts (eg, ICHI beta-1 version had 7000 concepts), differences in concept understanding (eg, differences between counseling, advising, education, and emotional support), and different levels of experience in mapping ICNP and ICHI content.

To increase the trustworthiness of the content mapping process, batches of coding and consensus gathering were completed to provide a quality assurance mechanism by allowing the coders to further clarify and consistently manage the coding process. During the first batch of intervention discussions, senior researchers in field (LC, NH) provided coaching regarding how to consistently manage the coding process. This acted as a quality control mechanism before the remainder of the content mapping was completed. The remaining batches were discussed and resolved without the senior researchers’ presence. The browser tool was also used throughout the consensus discussions between the 2 coders. In particular, when debating between 2 different ICHI concepts, the coders would consult the concept definition and inclusion fields found when clicking the ICHI concept. This discussion process facilitated a final 100% agreement of mapping results by the end of phase 2.

Finally, it should be noted that the coders are registered nurses with both clinical practice and content mapping experience. This facilitated the coders to use explicit knowledge to understand concept meaning in context to community care, to find concept synonyms (eg, step 2 in the mapping method process), and to easily navigate the ICHI Web browser. It is outside the scope of this study to examine how tacit knowledge, experiential judgment, or social relationships (eg, consensus agreement) may have contributed to the coders’ mapping choices. Future researchers may wish to examine the influence of these variables on concept terminology mapping results. For example, those research methods that capture the decision-making process of a coding task (eg, Think Aloud protocols) may potentially be a fruitful line of inquiry.

Limitations
There are limitations related to the repeatability of this study. Though we have attempted to be clear and robust in the methods and processes used to map the ICNP community content to ICHI, the findings may have been different had there been different coders or different versions of classifications. For example, the ICHI beta-1 version (utilized over the coding period of Summer 2018) was updated in October 2018 to ICHI beta-2, increasing clinical concepts from approximately 7000 to 8000. It is possible that the rate of agreement between the 2 classifications would be different with updated and ongoing versions.

Conclusions
The collection of standardized information from electronic health records is used to help institutions to determine priorities and effective allocation of resources [10]. As the shift toward preventative and community-based health care increases, so too does the need for health organizations to have well informed administrative data about this domain. The work presented in this study helps advance the representation of community nursing concepts in administrative datasets, a relatively new challenge for nursing informatics; however, although this is a necessary step, it does not guarantee that these data will be utilized in reporting. Continued work is necessary to champion and value the work of community nursing, which will further contribute to a wholesome account of the health and well-being of individual, families, communities, and populations.
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Abstract

Background: Increasing numbers of patients consult Web-based rating platforms before making health care decisions. These platforms often provide ratings from other patients, reflecting their subjective experience. However, patients often lack the knowledge to be able to judge the objective quality of health services. To account for this potential bias, many rating platforms complement patient ratings with more objective expert ratings, which can lead to conflicting signals as these different types of evaluations are not always aligned.

Objective: This study aimed to fill the gap on how consumers combine information from 2 different sources—patients or experts—to form opinions and make purchase decisions in a health care context. More specifically, we assessed prospective patients’ decision making when considering both types of ratings simultaneously on a Web-based rating platform. In addition, we examined how the influence of patient and expert ratings is conditional upon rating volume (ie, the number of patient opinions).

Methods: In a field study, we analyzed a dataset from a Web-based physician rating platform containing clickstream data for more than 5000 US doctors. We complemented this with an experimental lab study consisting of a sample of 112 students from a Dutch university. The average age was 23.1 years, and 60.7% (68/112) of the respondents were female.

Results: The field data illustrated the moderating effect of rating volume. If the patient advice was based on small numbers, prospective patients tended to base their selection of a physician on expert rather than patient advice (profile clicks beta=.14, P<.001; call clicks beta=.28, P=.03). However, when the group of patients substantially grew in size, prospective patients started to rely on patients rather than the expert (profile clicks beta=.23, SE=0.07, P=.004; call clicks beta=.43, SE=0.32, P=.10). The experimental study replicated and validated these findings for conflicting patient versus expert advice in a controlled setting. When patient ratings were aggregated from a high number of opinions, prospective patients’ evaluations were affected more strongly by patient than expert advice (mean patient positive/expert negative=3.06, SD=0.94; mean expert positive/patient negative=2.55, SD=0.89; F1,108=4.93, P=.03). Conversely, when patient ratings were aggregated from a low volume, participants were affected more strongly by expert compared with patient advice (mean patient positive/expert negative=2.36, SD=0.76; mean expert positive/patient negative=3.01, SD=0.81; F1,108=8.42, P=.004). This effect occurred despite the fact that they considered the patients to be less knowledgeable than experts.

Conclusions: When confronted with information from both sources simultaneously, prospective patients are influenced more strongly by other patients. This effect reverses when the patient rating has been aggregated from a (very) small number of individual opinions. This has important implications for how to present health care provider ratings to prospective patients to aid their decision-making process.
Introduction

Background

The rise of the internet, with its abundance of information, has changed human decision making [1,2]. To reduce their uncertainty when facing a choice, people have always sought advice from other people [3-5]. Web-based information sources that provide electronic word of mouth have become ubiquitous, which has also influenced people’s health care decisions [6-8]. When choosing a physician, for example, many patients consult health care rating platforms to obtain information about the quality of different providers [9,10]. Such platforms may be provided by governments (eg, United States: medicare.gov, United Kingdom: nhs.uk) or companies (eg, healthgrades.com, betterdoctor.com) and allow people to consult other patients’ ratings of institutions, physicians, or specific procedures [11]. Parallel to this increased use of ratings by consumers, these ratings have also gained importance in public health systems; for example, in the United States [12,13]. Medicare social insurance program financially penalizes hospitals that perform poorly in their patient ratings [14,15].

Such uses of patient ratings might be questionable though, because health care, similar to other professional services, is complex and marked by credence qualities [16,17]. Even after it has been performed, it is difficult for patients to assess the actual quality of a health service, especially because laypeople often lack the skills needed to evaluate the complex offerings [18]. Accordingly, when prior patients evaluate a physician on a Web-based rating platform, they tend to highlight easily observable features related to the care, such as a physician’s convenient location or friendly office staff [7,19], rather than cure-related outcomes [20]. A positive service experience is integral to health care, in that it contributes to psychological and physiological health [21], but such assessments ignore another essential element: the technical quality of health care procedures [13]. Moreover, though consumers often use their service experience as a proxy for technical quality, these factors are at best related, not substitutive, components of the same assessment [22,23]. To address this problem, many rating platforms include outcome-focused expert judgments based on statistics, such as readmission rates, as complementary sources of information. However, little is known about how consumers combine information from the 2 different sources—namely, similar patients or experts (with detailed knowledge)—to form opinions and make purchase decisions.

This study aims to fill this gap. On the basis of source effects literature, we investigated prospective patients’ decision making when simultaneously exposed to other patients’ and expert ratings on Web-based platforms. Whereas previous research primarily focused on the effects of either user or expert ratings on decision making in various contexts (eg, as seen in some studies [24-27]), we focused on situations where both types of ratings are provided simultaneously. This design feature of Web-based rating platforms is not only of increasing practical interest, but it also allows for disagreement between the patient and expert advice, which is of theoretical interest because it forces prospective patients to make a decision about which source they want to follow. The literature on source effects suggests that patients may overly rely on information from similar sources, so that patients may base their decisions more strongly on advice from other patients (who are more similar to them) than from experts, although the latter may be seen as more competent to give advice in the respective situation [27].

We further investigated how the influence of patient and expert ratings is dependent on the number of patient opinions that contributed to the aggregated patient rating (hereafter referred to as “rating volume”). Rating volume has been widely studied in the literature on Web-based reviews and ratings (eg, [11,28-30]), but little is known about how website users make use of this additional cue when simultaneously confronted with different sources of advice. A common design practice of Web-based rating platforms is to present only 1 expert rating, whereas the patient rating typically is based on the aggregated opinion of multiple patients. On the basis of social influence theory, we argue that the influence of patient over expert ratings is dependent on the number of underlying patient opinions that contributed to the overall rating. This is not only an important insight for practitioners who have to decide about the design of such a platform, but it also helps to understand the psychological processes underlying patients’ preferences for advice from other patients or experts.

Source Effects

To determine the usefulness of a recommendation, a receiver must evaluate its source [31]. A source’s perceived expertise and perceived similarity to the receiver offer the best predictors of its impact on decision making [32,33]. Although other patients can be expected to be perceived as more similar than experts, they most likely lack the experts’ detailed knowledge.

Similarity

Source similarity describes the extent to which people resemble one another on certain attributes. Demographic similarity refers to attributes such as gender, age, or socioeconomic status; attitudinal similarity instead pertains to values, attitudes, or lifestyles [32]. Similar sources tend to be particularly influential because they share similar needs and preferences with the receiver and thus deliver relevant information [34,35]. Similarity also leads to greater attractiveness, trust, and understanding [36], which facilitates communication [37]. Therefore, information from similar others is more persuasive and has a stronger influence on decision making than information from dissimilar others (eg, [35,38]). However, socially meaningful similarities can create a perceived bond between people, in addition to the fact that they share a similar experience or situation [39]. In the present health care context, the user might realize that other patients have been in the same situation of
needing a certain treatment. Experts instead might be perceived as being less similar as they do not share the same situation and probably approach the assessment of a service in a more abstract and technical manner.

**Expertise**

Expertise is the source’s “ability to perform product-related tasks successfully” [40]. Perceptions of a source’s expertise stem from evaluations of its knowledge, experience, or occupation [41]. In a Web-based environment, this evaluation relies on the limited available cues [42], although most consumers accept an expert source presented on a website and do not investigate the basis of its expertise further [43,44]. The influence of expert sources stems from their expansive knowledge base, compared with nonexpert sources [32,45]. They have greater knowledge about various, alternative offerings because of their enduring involvement in a certain product or service category [46]. In turn, experts’ opinions appear to be of high quality, and their advice has a strong, positive impact on receivers (eg, [32,47,48]).

**Comparing the Impact of Similarity Versus Expertise**

Both perceived expertise and perceived similarity enhance the persuasiveness of a source (eg, [49]), but we do not know which source has the stronger influence: the expert or the similar peer. Research so far compares their impact only indirectly, by employing survey methods or confronting participants with either type. An early study found that consumers are more inclined to follow the advice of a similar but inexperienced salesperson compared with a dissimilar but experienced one [34]. In line with this, expert reviews have been found to reduce consumers’ willingness to visit a restaurant’s website, whereas consumer reviews increase it [50]. Similarly, when looking for a new doctor, most participants in a US study sought advice from similar sources rather than those with medical expertise [51]. Yet, other studies indicate instead that source expertise is a better predictor of influence [32,52]. A recent meta-analysis affirms a greater impact on sales elasticities from a review provided by an expert rather than a consumer source [53]. Thus, there is conflicting evidence from various contexts, which leads to our main research question:

**What is the impact of expert and patient ratings when simultaneously provided on a Web-based rating platform?**

**The Moderating Role of Rating Volume Information**

In the present context of a simultaneous presentation of patient and expert ratings, website users might look for additional cues, such as volume information, to help them make inferences about the sources [54,55]. Rating platforms very often not only simultaneously provide star ratings from experts and patients but also inform website users about how many individual patient opinions have been aggregated to compute a rating. However, this ancillary information is usually only given for patient ratings, whereas expert ratings are not further qualified by specific volume information (eg, betterdoctor.com, nhs.uk, and independen.nl). Thus, this additional cue might impact the way website users construe the patient rating in relation to the simultaneously provided expert rating. This design feature leads to the theoretically profound question—whether information about rating volume (ie, the number of opinions of other patients that underlie a physician rating) may constitute an important moderator for the influence of such ratings on other patients’ service evaluations.

Social influence literature states that the likelihood that an individual imitates a certain behavior increases with the number of other individuals who display this behavior [56,57]. The high number of such individuals increases the perceived benefits of adopting a certain behavior compared with its perceived costs [58,59]. Numerical information has been found to be automatically encoded by the human brain and thus easy to process relatively independent of individual differences [60]. The numerical dominance of a majority opinion signals its correctness [61,62]. Humans have been found to be especially prone to the influence from a large number of others when it comes to making purchase decisions (eg, [63-65]). Humans engage in such imitative behavior because a high volume increases the diagnosticity of a message’s valence and thus its persuasiveness [29]. This might be due to the fact that high consensus signals that those others might possess a piece of information that is not yet available to the decision maker, (ie, “they must all know something I don’t”) [63,66]. In line with that, the credibility as well as the impact of a group’s judgment on an individual have been found to be positively correlated with the group’s size—both Web-based and offline (eg, [28,67]). Hence, rating volume is likely to amplify the effect of advice from similar patients (compared with expert advice) on physician evaluation and decision making. In other words: the larger the number of patients who rate a physician, the more influential the (averaged) patient rating. We thus hypothesize the following:

The influence of patient (versus expert) ratings on (1) evaluations and (2) usage intentions of a health service is moderated by rating volume, such that with increasing numbers of underlying patient opinions, the influence of the patient over the expert rating increases.

**Methods**

**Study 1: Field Study**

Study 1 relies on clickstream data from an actual US health care rating platform to assess the impact of simultaneously provided patient and expert ratings as well as the moderating role of explicit rating volume information. The US-based rating platform provides expert and patient ratings on more than 1 million doctors, dentists, and eye doctors throughout the United States to help patients find a suitable service provider. For each doctor, an algorithm calculates an expert rating on the basis of the physician’s education, experience, training, and referrals by other doctors. It also displays the average Yelp (patient) rating for each doctor. Both rating types are presented next to each other on overview and search results pages from which patients can access the individual doctor profiles. We assessed the impact of both rating types on 2 behavioral actions: the number of times website users viewed a certain doctor’s profile and the number
of times they clicked a button to obtain the doctor’s contact information.

Data Collection
We obtained clickstream data for 5299 doctors during May 1 to July 31, 2015 from the rating platform’s Web analytics tool and aggregated the click-level data (21,897 profile clicks and 1842 call clicks, see below) to the doctor-level (n=5299). We only included doctors whose profiles featured both expert and patient ratings and whose profiles had been viewed at least once by a prospective patient during the data collection period. We extracted how many times each doctor’s profile had been viewed and how many times users clicked to obtain the doctor’s contact information. Furthermore, for each doctor, we extracted the expert star rating, the Yelp (patient) star rating, and the rating volume; the overall Yelp rating was based on at the moment of the click. In addition, we collected several control variables (see below).

Measures
We have 2 dependent variables: number of profile clicks and number of call clicks, that is, we counted the number of times each doctor profile was viewed by prospective patients in the data collection period. We also determined how many times visitors to a specific doctor’s profile clicked on a button to obtain this doctor’s phone number. This behavioral measure provides a proxy for doctor choice.

The independent variables reflected expert and patient ratings. Expert ratings were the professional star ratings provided for each doctor, which ranged from 1 to 5 in 0.5 steps (half stars). The average expert rating was very positive (mean 4.27, SD 0.94). Patient ratings were provided in the form of Yelp star ratings on each doctor’s profile. The Yelp ratings could change during the data collection period; we therefore used the respective Yelp rating at the moment of each individual click to calculate an average patient rating for each doctor over the data collection period. Patient ratings also varied from 1 to 5, in 0.5 steps, and the average patient rating in our sample was also positive (mean 3.89, SD 1.21). To be able to test the effect of rating volume, we included the number of individual patient opinions the Yelp star rating was based on in our model. This number could also change over the course of the data collection period; therefore, we calculated an average rating volume for each doctor again (the correlations can be found in Multimedia Appendix 1).

Finally, to isolate the effects of expert and patient ratings on the click-based dependent variables, we included doctor-specific control variables. We controlled for the number of doctor referrals. On the basis of 160 million Medicare referrals from 2009 to 2012, this number indicated how many patients were referred by other doctors to a specific doctor. Doctor referrals only appear on a profile when they are greater than 0, so we included a dummy variable for whether doctors had any referrals or not (0=no, 1=yes). Furthermore, we controlled for each doctor’s specialty; the number of practices in which she or he is employed; and whether the doctor has a profile image (0=no, 1=yes), photo gallery (0=no, 1=yes), or Web-based booking system incorporated in the profile (0=no, 1=yes), as well as whether a doctor has a premium profile (0=no, 1=yes) on the platform.

Model Specification
Most doctors in our sample received few profile or call clicks during the data collection period, and a few doctors had many visitors. Thus, both dependent count variables are overdispersed (mean_profile_clicks 4.12, variance 85.89; mean_call_click 0.34, variance 3.03), and we therefore modeled both dependent variables with a negative binomial regression [68]. To account for systematic differences between different kinds of doctors, we included a random intercept for each of the 57 doctor specialties:

\[
\log(\text{profile clicks}_i) = \alpha_0 + \alpha_1 + \beta_1(\text{expert rating}_i) + \beta_2(\text{consumer rating}_i) + \beta_3(\text{consumer rating}_i \times \text{rating volume}_i) + \Omega X_i + \epsilon_i,
\]

where \(i\) indexes the doctor and \(j\) the doctor specialty. \(X_i\) is the vector of doctor-specific control variables, and \(\epsilon_i\) is the error. The model specification for our second dependent measure, call clicks, is analogous. For our call clicks model, we controlled for all variables; for the profile clicks model, we only controlled for doctor specialty, practice count, profile image, and premium profile, as the other control variables only become visible to consumers once they have clicked on a doctor’s profile (and not on the search results page).

Although the analysis of real clickstream data is useful for getting first insights into the effect of simultaneously provided expert and patient ratings, these are only descriptive in nature. As we are interested in the causal process, we complement our first study with an experimental study in a controlled setting. In study 2, we systematically manipulated expert and patient ratings as well as rating volume. As such, study 2 aimed at finding further support for the causal influence of the number of underlying patient opinions (H1) by replicating the findings from study 1 in an experimental setting.

Study 2: Experimental Study
Procedure and Sample
We employed a 2×2 between-subjects design, in which we manipulated the valences of the expert and patient rating (positive vs negative) and the number of individual opinions the patient rating is based on (high volume vs low volume). We included only manipulations of conflicting ratings (ie, expert positive and patient negative and vice versa—we refer to this variable as “positive source type,” as it can be “patient positive” or “expert positive”). Our objective was to compare a very high and a very low rating volume to be able to effectively contrast the respective effects. Drawing from prior research [64], observations of a Dutch health care rating platform (indipender.nl), and especially from our study 1 dataset, we set the high rating volume to 142 (among top 1% of number of underlying opinions in our dataset). We set the low rating volume to 3 so that the aggregated patient rating resembled more than just a single but still only very few opinions. We recruited 125 undergraduate students from a Dutch university in exchange for course credit and randomly assigned them to 1 of the 4 experimental conditions in a computer lab. We excluded 13 participants who did not recall that there was a patient and
expert star rating on the site. In our sample (n=112), participants had a mean age of 23.1 years, and 60.7% (68/112) were female.

Participants imagined that they were looking for a hospital to perform a surgery, so they consulted a rating platform to help make their decision (the manipulation can be found in Multimedia Appendix 2). On the following page, the evaluation of a fictional hospital, on a fictional health care rating platform, featured both an expert and a patient star rating. Those ratings were conflicting and either negative (1.5 out of 5 stars) or positive (4.5 out of 5 stars). The patient rating was either based on 3 or 142 individual opinions. Next, participants indicated their attitudes toward the hospital and their usage intentions [69,70] and their usage intentions [71]. These variables correlated (r=.83, P<.01), so we combined them into a single evaluative index (“hospital evaluation”; alpha=.96). We also measured participants’ evaluations of experts and patients with regard to their expertise (experts: alpha=.94; consumers: alpha=.83 [72]) and trustworthiness (experts: alpha=.95; consumers: alpha=.88 [73]). All these measures featured 5-point scales (the correlations can be found in Multimedia Appendix 1; the reliability of scales are presented in Multimedia Appendix 3).

**Results**

**Study 1: Field Study**

Table 1 shows the results of the regression models. The analyses for the profile clicks and call clicks models exclude 5 doctors (profile clicks model) and 1213 doctors (call clicks model) because of missing values for the predictors, resulting in a sample size of 5294 for the profile clicks model and 4086 for the call clicks model. In our 2 initial models (models 1 and 3), we found a significant positive effect of the expert rating on both profile clicks (beta=.13, P<.001) and call clicks (beta=.32, P<.001) and of the patient rating on profile clicks (beta=.03, P=.02) but not on call clicks (beta=.04, P=.76). The interactions of patient rating and rating volume (mean centered [74]) on profile clicks (beta=.01, P<.001) and call clicks (beta=.01, P<.001) were, however, significant. To investigate these interaction effects further and assess the effect of the patient rating on the dependent variables with different numbers of underlying individual ratings, we repeated the analyses with a mean-centered value for the rating volume plus 3 SDs (models 2 and 4). As expected, the effect of the patient rating increased with the number of individual reviews aggregated to create the rating. As we noted previously, the effects of patient ratings were only significant for profile but not for call clicks for an average rating volume (Yelp rating based on 9 opinions), but their effects were significant and comparable with those of expert ratings when the underlying number of patient opinions was 1 SD higher (Yelp rating based on 27 opinions; profile clicks beta=.14, P<.001; call clicks beta=.28, P=.03). The effects of expert and patient ratings were not significantly different from each other: profile clicks beta=.01, SE 0.04, P=.37; call clicks beta=.05, SE 0.15, P=.38. When the patient rating was based on the average rating volume plus 3 SDs (Yelp rating based on 63 opinions), the effects on both dependent variables (profile clicks beta=.35, P<.001; call clicks beta=.75, P=.02) were even stronger. With the number of underlying patient opinions increasing to 63, the effect of the patient rating becomes (marginally) significantly stronger than the effect of the expert rating (difference profile clicks beta=.23, SE 0.07, P=.004; call clicks β=.43, SE 0.32, P=.10).

The results of the analysis of field data thus confirm rating volume (ie, the number of underlying patient reviews) to be an important moderator of the impact of patient versus expert advice. Specifically, we find that when confronted with both sources simultaneously, prospective patients tend to base their evaluations of a physician on expert rather than patient advice in case the patient advice is based on small numbers. However, when the group of patients substantially grows in size, prospective patients start to rely more on patients rather than the expert in making a decision, which supports H1. Thus, patients are indeed influenced more strongly by advice from other patients than by advice from experts, but this occurs only when the patient advice is based on a large number of individual opinions. This finding is in line with prior research stating that volume increases the perceived diagnosticity and the effect of Web-based reviews (eg, [28,29]).
Table 1. Regression results of study 1.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Model 1</th>
<th></th>
<th></th>
<th>Model 2</th>
<th></th>
<th></th>
<th>Model 3</th>
<th></th>
<th></th>
<th>Model 4</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>SE</td>
<td>Coefficient</td>
<td>SE</td>
<td>Coefficient</td>
<td>SE</td>
<td>Coefficient</td>
<td>SE</td>
<td>Coefficient</td>
<td>SE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependent variable: log profile clicks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert rating</td>
<td>0.13a</td>
<td>0.02</td>
<td>0.13a</td>
<td>0.02</td>
<td>0.32a</td>
<td>0.06</td>
<td>0.32a</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient rating × rating volume (centered at mean)</td>
<td>0.01a</td>
<td>0.00b</td>
<td>—</td>
<td>—</td>
<td>0.01a</td>
<td>0.01</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient rating (at mean level of rating volume)</td>
<td>0.03c</td>
<td>0.01</td>
<td>—</td>
<td>—</td>
<td>0.04a</td>
<td>0.05</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating volume</td>
<td>0.00a</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependent variable: log call clicks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expert rating</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient rating × rating volume (centered at mean + 3 SD)</td>
<td>—</td>
<td>—</td>
<td>0.01a</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>0.01a</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient rating (at mean level of rating volume + 3 SD)</td>
<td>—</td>
<td>—</td>
<td>0.35a</td>
<td>0.07</td>
<td>—</td>
<td>—</td>
<td>0.75a</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating volume</td>
<td>—</td>
<td>—</td>
<td>0.00a</td>
<td>0.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.01a</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Controls

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>SE</th>
<th>Coefficient</th>
<th>SE</th>
<th>Coefficient</th>
<th>SE</th>
<th>Coefficient</th>
<th>SE</th>
<th>Coefficient</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctor referrals</td>
<td>—</td>
<td>—</td>
<td>N/A</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Doctor referrals count</td>
<td>—</td>
<td>—</td>
<td>N/A</td>
<td>—</td>
<td>0.00b</td>
<td>0.00</td>
<td>0.00a</td>
<td>0.00</td>
<td>0.00a</td>
<td>0.00</td>
</tr>
<tr>
<td>Practice count</td>
<td>0.00a</td>
<td>0.01</td>
<td>0.00b</td>
<td>0.01</td>
<td>0.07a</td>
<td>0.02</td>
<td>0.07a</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profile image</td>
<td>0.03a</td>
<td>0.03</td>
<td>0.03b</td>
<td>0.03</td>
<td>—</td>
<td>0.10</td>
<td>—</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photo gallery</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.64a</td>
<td>0.15</td>
<td>0.64a</td>
<td>0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based booking</td>
<td>0.19a</td>
<td>0.03</td>
<td>0.19a</td>
<td>0.03</td>
<td>0.05a</td>
<td>0.11</td>
<td>0.05a</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Premium profile</td>
<td>2.03a</td>
<td>0.12</td>
<td>2.03a</td>
<td>0.12</td>
<td>0.98a</td>
<td>0.44</td>
<td>0.98a</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.72a</td>
<td>0.07</td>
<td>84a</td>
<td>0.09</td>
<td>—</td>
<td>257.7</td>
<td>—</td>
<td>257.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>—12910.8</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akaike information criterion</td>
<td>25843.5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>4543.4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aSignificant at the P<.01 level.

bNot applicable.

cSignificant at the P<.05 level.

Study 2: Experimental Study

To check whether participants indeed perceived the experts and patients in our stimuli as such, we investigated whether expert and patient ratings were perceived differently with regard to expertise and trustworthiness, and whether this depended on the additional rating volume information. Experts were generally perceived as higher in expertise (mean 3.95, SD 0.73) than patients (mean 2.57, SD 0.69; F\textsubscript{1,110}=190.33, P<.001), which was independent of the number of underlying patient opinions in the experimental condition (F\textsubscript{1,108}=13.06, P<.001). Further analyses demonstrated that when patient ratings are aggregated from a high number of opinions, prospective patients’ evaluations are affected more strongly by patient than expert advice (mean\textsubscript{patient positive/expert negative} 3.06, SD 0.94; mean\textsubscript{expert positive/patient negative} 2.55, SD 0.89; F\textsubscript{1,108}=4.93, P=.03). Conversely, when patient ratings are aggregated from a low volume, participants are affected more strongly by expert compared with patient advice (mean\textsubscript{patient positive/expert negative} 2.36, SD 0.76; mean\textsubscript{expert positive/patient negative} 3.01, SD 0.81; F\textsubscript{1,108}=8.42, P=.004; Figure 1). Thus, study 2 finds further support for H1.
The results of study 2 thus further support the findings from study 1: prospective patients are influenced more strongly by other patients when the patient evaluation is based on a larger number of individual opinions, but not when it is based on only a few observations. When the patient rating has been aggregated from only a small number of individual opinions, website users are instead more inclined to follow the expert advice. However, we find that participants still perceive experts to be higher in expertise, even than a large number of other patients. Moreover, and in contrast to prior findings [75], website users do not seem to trust experts less than other patients or assume any biases or ulterior motives. Consequently, prospective patients seem to be aware of the fact that a large number of other patients still lack the expertise to judge the objective outcome quality of a health service and also do not trust them more than an expert giving a rating. Yet, they are more inclined to follow their peers’ compared with an expert’s advice when choosing a health service.

Discussion

Principal Findings

This study examined how the evaluations and usage intentions of a health service is influenced by the simultaneous exposure to conflicting patient versus expert ratings and how this relationship is moderated by rating volume. The findings support the hypothesis that with increasing numbers of underlying patient opinions, the influence of the patient over the expert rating increases. In case the patient advice is based on small numbers, prospective patients tend to base their evaluations on an expert rather than patient advice. However, when the group of patients substantially grows in size, prospective patients start to rely more on patients rather than experts in making a decision. These patients are considered to be more similar yet less knowledgeable than experts. Thus, in line with social influence and source effects literature, patients are influenced more strongly by advice from other patients than by advice from experts but only when the patient advice is based on a large number of individual opinions. This has important implications for practitioners who design health care rating platforms. These implications hold special importance for how and which ratings to present to prospective patients to aid their decision-making process. It further helps us to understand the psychological processes underlying patients’ preferences for advice from other patients or experts.

To the best of our knowledge, this study is the first to analyze the impact of the simultaneous presence of conflicting ratings from patient and expert sources on patient decision making. Research that provides participants with 1 source offers conflicting evidence for the preference for peer over expert advice (eg, [28,50]), but such studies cannot explicate the disaggregated effects of advice from different sources on a receiver or how consumers decide “which electronic word-of-mouth messages to adopt and which ones to reject” [76]. In 1 field study and 1 experimental study, we shed light on the differential effects of patient and expert advice in a health care context.

Limitations

In providing initial insights into the use of conflicting advice from different sources in patient decision-making, this study features several limitations that provide directions for further research. First, in our experimental study, we did not specify who the “experts” were. Prior research indicates that users mainly look for authority cues when assessing a website’s credibility, but they rarely investigate who the expert sources actually are [44]. The participants in our studies perceived the experts as such. However, it would be interesting to explore whether the findings change when the advice comes from various experts, such as family doctors or specialist physicians.

Second, our findings only lay the foundation for understanding how users make a decision when confronted with different sources of information simultaneously. Although our analysis of clickstream data is high in external validity, it only produces correlational results. The sample was further not taken at random and should thus be interpreted with caution. Study 2 can likewise not quantify the exact effects of expert and patient ratings. Future research should investigate this further by making users choose between different offerings. Doing so will enable us to quantify the relative importance of different pieces of information.

Third, we did not analyze the potential moderating roles of other rating and platform characteristics. Platforms tend to feature both numerical ratings and textual reviews [77]. Other important characteristics, including language use, salience of the valence,
or further information about the sources and their reputation [76] thus deserve further inquiry.

Fourth, this study investigated Web-based ratings, one of many potential information sources a consumer employs to make health service decisions. Offline sources such as friends and family also strongly influence health service choice (eg. [78]). Further research might examine the differential effects of offline versus Web-based word of mouth and their interaction across the different stages of the decision-making process.

Conclusions

First, this study enhances the understanding of patients’ use of Web-based decision support tools. More specifically, we shed light on the integration of simultaneously provided information from other patients and experts. We found that the opinion of a moderate number of other patients strongly influenced users’ evaluations and choices of physicians, even overruling the conflicting opinions of experts. In this sense, choosing a health care provider does not seem to differ much from purchase choices for (for example) movies or restaurants. Even for credence services such as health care, others’ subjective ratings of service experiences have a greater impact on decision making than more objective ratings of the service. Although the subjective patient experience is also important, it often fails to acknowledge the actual outcome quality of the service which patients have difficulties evaluating even after it has been performed [79]. These 2 aspects should be considered complementary for well-informed decisions, but our study suggests that this combination is not the route most consumers take when considering different sources of quality information on a Web-based rating platform. Even in health care contexts, users turn to consumers over expert advice, and this negligence of objective outcome quality information might lead them to make suboptimal choices, with considerable consequences for their health and society at large.

Second, for rating platform providers, our results support the trend of providing advice from both expert and patient sources. Experts and patients differ in their expertise and access to information, so they often emphasize different features in their judgments. These 2 sources of advice therefore should be regarded as complementary instead of substitutive input. Furthermore, the platform providers need to include the number of individual opinions underlying a patient rating because users might assume a rating is based on many opinions if the information is not evident. When this information is present, it acts as an important moderator, preventing an overemphasis on a collection of just a few patient ratings.
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Abstract

Background: Physician review websites have empowered prospective patients to acquire information about physicians. However, little is known about how Web-based ratings on different aspects of a physician may affect patients’ selection of physicians differently.

Objective: The objectives of this study were to examine (1) how patients weigh ratings on a physician’s technical skills and interpersonal skills in their selection of physicians and (2) whether and how people’s choice of a primary care physician versus a specialist is affected differently by Web-based ratings.

Methods: A 2×2×2 between-subjects experiment was conducted. Over 600 participants were recruited through a crowdsourcing website and randomly assigned to view a mockup physician review Web page that contained information on a physician’s basic information and patients’ ratings. After reviewing the Web page, participants were asked to complete a survey on their perceptions of the physician and willingness to seek health care from the physician.

Results: The results showed that participants were more willing to choose a physician with higher ratings on technical skills than on interpersonal skills compared with a physician with higher ratings on interpersonal skills than on technical skills, \( t_{369.96} = 22.36, P < .001, \text{Cohen } d = 1.22 \). In the selection of different types of physicians, patients were more likely to choose a specialist with higher ratings on technical skills than on interpersonal skills, compared with a primary care physician with the same ratings, \( F_{1,521} = 5.34, P = .021 \).

Conclusions: The findings suggest that people place more weight on technical skills than interpersonal skills in their selection of a physician based on their ratings on the Web. Specifically, people are more likely to make a compromise on interpersonal skills in their choice of a specialist compared with a primary care physician. This study emphasizes the importance of examining Web-based physician ratings in a more nuanced way in relation to the selection of different types of physicians.

Trial Registration: ISRCTN Registry ISRCTN91316463; http://www.isrctn.com/ISRCTN91316463

(J Med Internet Res 2019;21(6):e11188) doi:10.2196/11188
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**Introduction**

**Background**

The role of patients in health care is undergoing a remarkable transition. Although traditional patients took a passive role in their health care, modern patients are actively involved in health decision making [1,2]. For instance, patients are increasingly turning to Web-based physician review websites (PRWs) to learn information about their physicians [3,4]. Indeed, a national survey suggests that more than half of the respondents consider PRWs as an important source for information when choosing a physician [3]. These websites not only provide information about a physician’s basic information and qualifications but also present peer-to-peer consumer reviews of the physician. On the basis of the reviews, health consumers are able to learn about other patients’ experiences, concerns, and levels of satisfaction about a specific physician.

With the growing popularity of PRWs, researchers have recently begun to examine the role of these websites in people’s health decision making [5-8]. The scholarship on PRWs covers a wide range of topics, including but not limited to demographics of website users, structures of the portals, patterns of website usage, and content of reviews [9-11]. Technical skills and interpersonal skills reside at the core of a physician’s qualifications and are commonly rated on PRWs [12,13]. However, little is known about how ratings on these different aspects of a physician may affect patients’ choice differently [14]. Previous research presents mixed results on how people set the priority of technical and interpersonal skills in physician selection [15,16]. Therefore, the first goal of this study was to examine how patients prioritize technical and interpersonal skills in their physician selection based on ratings on PRWs.

The second objective of this study was to examine whether and how people’s choice of a primary care physician versus a specialist is affected differently by Web-based ratings. In the United States, patients are allowed greater autonomy to choose their primary care physicians compared with specialists. As a result, significantly more research focuses on people’s selection of primary care physicians than physicians of other types [16-18]. Nowadays, however, patients are more involved in the choice of specialists in part because of the easy access of health information on the Web. Given that primary care physicians and specialists take on different roles in health care, patients may apply different criteria to select different types of physicians [3]. In this study, we specifically examine how ratings on a physician’s technical and interpersonal skills may affect patients’ choice of primary care physicians and specialists differently. We only examine medical doctors and exclude dentists because medicine and dentistry are often considered separately in health care. They involve different education systems, physician networks, medical records, and payment systems. Some PRWs list dentist as a different category from medical doctors and other sites might not include dentists.

**Technical Versus Interpersonal Skills**

In the era of health consumerism, people tend to evaluate a wide array of factors in their selection of physicians. Research on physician selection criteria has shown that people not only consider the factors pertaining to a physician (eg, sex, age, race, and qualification) but also evaluate many other contextual and economic factors, such as office location and insurance coverage [12,16,18].

Despite a large collection of factors to consider, technical skills and interpersonal skills are central to the evaluation of a physician’s qualifications [12,13]. Technical skills concern medical knowledge and expertise in a physician’s area. Overall, patients prefer a physician who is skilled and knowledgeable in their domain of expertise with the ability to provide accurate diagnosis and treatment [12]. Interpersonal skills center on the communication style of a physician [19]. Especially with the recent push for patient-centered care, physicians of all types are reevaluating their approach to communicating with patients [20,21]. Patients, in general, prefer a physician who is easy to talk to and willing to listen [22]. Physicians with a caring and friendly style lead to high levels of patient satisfaction [23].

Although both technical and interpersonal skills are important considerations in patients’ choice of physicians, it is unclear how patients set the priority of the 2 factors. Research has presented inconsistent findings regarding patients’ selection criteria of a physician [15,16,24,25]. A body of literature focusing on primary care physicians found that people expressed a clear preference for technical skills over interpersonal skills [12,26]. However, other studies show that communication skills are the most important determinant in patients’ choice of a primary care physician [15,16,22]. Various aspects of interpersonal skills, such as a caring attitude and responsiveness, are found to be preferred over technical skills in people’s choice of a primary care physician [16,27].

Similarly, research on patients’ selection of specialists has generated mixed findings on patients’ preferences on technical skills versus interpersonal skills [13,24,25]. Hoerger and Howard [25] found that women rated medical expertise as the leading reason for choice of a prenatal care physician. On the contrary, Dunlea and Lenert [24] surveyed people over their preference of a specialist with a hypothetical referral of an asymptomatic condition and concluded that communication skills and the shared decision-making style were considered more important than medical expertise in their choice.

PRWs provide prospective patients with valuable information regarding physicians. The valence of Web-based reviews tends to affect people’s perceptions of physicians and their intention to choose the physicians [10]. The decision is even more complicated when people are exposed to reviews with opposite valence in different skills. For example, physicians may receive positive feedback on their technical competence but negative or neutral reviews on their interpersonal skills (or vice versa). Under such circumstances, patients may need to make tradeoffs between a physician’s technical and interpersonal skills. As previous research presented conflicting findings on patients’ preference over a physician’s technical skills versus interpersonal skills, the following research question was raised:

**RQ1**: Are people more willing to choose a physician with higher ratings on technical skills than on interpersonal skills, or a physician with higher ratings on interpersonal skills than on technical skills?
Physician Types and Skills

Extant literature has demonstrated the importance of technical skills and interpersonal skills in people’s consideration of a physician, regardless of specialty [13]. However, the relative importance of technical and interpersonal skills may vary as a function of physician types. First, primary care physicians and specialists provide distinct medical services that require different levels of technical skills. In the United States, patients visit primary care physicians mainly for comprehensive care at the point of first contact, whereas they count on specialists for more specialized and advanced care. Primary care physicians generally have a wide range of medical knowledge and offer comprehensive care to patients, but they may not have advanced training for a particular domain of health. Specialists, as compared with primary care physicians, have advanced training in a particular branch of medicine (eg, bone or lung health) and are capable of providing more specialized care for patients. Patients who need advanced care for specific health conditions are usually referred by their primary care physicians to a specialist. Owing to the distinct services provided by primary care physicians and specialists, patients’ expectations for the technical skills of their physicians may vary between the types. Technical skills are likely more important in the assessment of specialists compared with primary care physicians.

Beyond differing responsibilities in health care, primary care physicians and specialists differ in their relationships with patients. Long-term relationships are typically expected with primary care physicians whereas specialist-patient relationships are largely bound by specific health problems and in many cases are short-lived [13,28]. Many patients choose to stay with the same primary care physician for an extended period of time. These relationships, for instance, might last over 10 years [29]. On the contrary, patients who are having a specific health condition treated may not need to keep a long-term relationship with their specialists. As sophisticated interpersonal skills are found to be important factors for building long-term relationships [30], patients may place more weight on interpersonal skills in their selection of a primary care physician compared with a specialist.

A limited body of literature has compared the relative importance of technical and interpersonal skills in people’s choice of primary care physicians and specialists. Hanna et al [31] found that communication skills were the leading factor in the selection of a primary care physician, whereas medical expertise was the key determinant in the choice of a specialist. In addition, a study on female patients’ selection of a primary care physician versus a specialist showed that people rated medical expertise to be a more important determinant in selection of a surgeon compared with a primary care physician [13]. Although we know little about the comparison between primary care physicians and specialists based on their skills, the sparse research evidence indicates that technical skills are likely to be more valued in the selection of specialists and interpersonal skills to be more valued in the selection of primary care physicians. When physicians receive Web-based ratings that indicate different qualities of their technical and interpersonal skills, patients may need to make a tradeoff. It is expected that patients are more willing to sacrifice interpersonal skills for technical skills in their selection of a specialist compared with a primary care physician. In contrast, patients are more likely to make a compromise on technical skills than interpersonal skills in their selection of a primary care physician versus a specialist. The following hypotheses were proposed:

H1: People are more willing to choose a specialist who has higher ratings on technical skills than on interpersonal skills, compared with a primary care physician who has the same ratings.

H2: People are more willing to choose a primary care physician who has higher ratings on interpersonal skills than on technical skills, compared with a specialist who has the same ratings.

Methods

Ethical Approval

The Institutional Review Board at the Ohio State University approved all study procedures.

Sample

A total of 608 participants completed the Web-based experiment. Participants were recruited via the crowdsourcing website, Amazon’s Mechanical Turk (mTurk), and compensated for their time. We excluded people who failed the attention checks (n=26) and those who spent no time (n=1) or less than 5 seconds on the Web page (n=41). Of the 540 valid cases, 300 (300/540, 55.6%) were male and 239 (239/540, 44.3%) were female, with an average age of 35.83 (SD 11.30) years. The majority of the participants indicated that they were Caucasian (402/40, 74.4%), Hispanic/Latino (60/540, 11.1%), Asian/Asian American (60/540, 5.7%), African American (31/540, 5.7%). Demographics are provided in Table 1.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total</th>
<th>Experimental group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Primary care physician</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moderate ratings on technical skills</td>
</tr>
<tr>
<td>IS(^a), Moderate (n=65)</td>
<td>IS, High (n=69)</td>
<td>IS, Moderate (n=70)</td>
</tr>
<tr>
<td>IS, Moderate (n=64)</td>
<td>IS, High (n=67)</td>
<td>IS, Moderate (n=69)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>300 (55.6)</td>
<td>39 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>239 (44.3)</td>
<td>26 (40)</td>
</tr>
<tr>
<td>Unspecified</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>74 (13.7)</td>
<td>9 (13.8)</td>
</tr>
<tr>
<td>Some college</td>
<td>135 (25)</td>
<td>12 (18.5)</td>
</tr>
<tr>
<td>2-years degree</td>
<td>84 (15.6)</td>
<td>13 (20)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>190 (35.2)</td>
<td>23 (35.4)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>57 (10.6)</td>
<td>8 (12.3)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>35.8 (11.3)</td>
<td>35 (10.6)</td>
</tr>
<tr>
<td>Income, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 20,000</td>
<td>100 (18.5)</td>
<td>11 (16.9)</td>
</tr>
<tr>
<td>20,000 to &lt;40,000</td>
<td>163 (30.2)</td>
<td>17 (26.1)</td>
</tr>
<tr>
<td>40,000 to &lt;60,000</td>
<td>114 (21.1)</td>
<td>17 (26.1)</td>
</tr>
<tr>
<td>60,000 to &lt;80,000</td>
<td>80 (14.8)</td>
<td>6 (9.2)</td>
</tr>
<tr>
<td>80,000 to &lt;100,000</td>
<td>39 (7.2)</td>
<td>7 (10.7)</td>
</tr>
<tr>
<td>100,000 and higher</td>
<td>44 (8.1)</td>
<td>9 (13.8)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>402 (74.4)</td>
<td>52 (80)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>32 (5.9)</td>
<td>1 (1.5)</td>
</tr>
<tr>
<td>African American</td>
<td>31 (5.7)</td>
<td>6 (9.2)</td>
</tr>
<tr>
<td>Native American/ Alaskan Native</td>
<td>5 (0.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>60 (11.1)</td>
<td>5 (7.7)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>2 (0.4)</td>
<td>1 (1.5)</td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (1.1)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\text{IS: interpersonal skills}\)

**Research Design**

To investigate the proposed research question and hypotheses, a 2 (ratings on interpersonal skills: high versus moderate) × 2 (ratings on technical skills: high versus moderate) × 2 (physician specialty: primary care physician versus specialist) × 2 (order of ratings: interpersonal skills first versus technical skills first) between-subjects factorial design was employed. Participants were randomly assigned to one of the 16 experimental conditions and instructed to read through a cover story describing a medical condition in which they need to find a new physician. They were then asked to view a mockup physician review page and complete a questionnaire about their perceptions of the reviewed physician and their willingness to choose the physician.

**Stimulus Materials**

Following consent, participants were presented a cover story to read. On the basis of the type of physician that they were assigned to, participants were asked to imagine themselves in a situation looking for either a primary care physician or a surgeon. The vignette about a primary care physician depicted a situation that the participant recently moved to a new city and...
was in need of a new primary care physician. Owing to a lack of input from family members and friends, they decided to search for primary care physicians on PRWs. The vignette about a surgeon described a situation in which the participant had lasting back pains. The primary care physician suspected that the patient may need spinal surgery and provided a list of surgeons to choose from. The participant decided to search for the recommended surgeons on PRWs. After reading through the scenario and imaging themselves in the described situation, each participant was directed to a physician review page to learn about the physician.

A total of 16 physician review pages were developed for this study (see Figure 1). The top part of each page listed basic information about a physician, including the physician’s name (Dr J Smith), the specialty (family medicine or surgeon), and information on new patient acceptance (accepting new patients). To manipulate the type of a physician, half of the Web pages listed the physician’s specialty as family medicine and the other half described the physician as a surgeon.

Each page contained 4 aggregated rating categories about Dr Smith, including 2 items on technical skills (“My doctor accurately diagnosed my problem” and “My doctor effectively treated my problem”) and 2 on interpersonal skills (“My doctor was caring” and “My doctor spent enough time with me”). Past research has suggested that a physician’s skills on diagnosis and treatment are among the most important considerations when selecting a physician [32]. In addition, a physician’s personal manner as well as time spent with a patient are critical to a patient’s satisfaction on the physician’s interpersonal skills [32,33]. These 4 categories frequently appear on PRWs [34] and thus are adopted in this study. To manipulate the valence of physician ratings, these rating categories were assigned different star ratings. Each rating category was presented in the form of aggregated ratings. In the conditions where a physician received high ratings on technical skills, the 2 items pertaining to technical skills were given 5/5-star ratings. In the conditions of moderate ratings on technical skills, the same items were assigned 3/5-star ratings. We chose to examine moderate ratings instead of low ratings in this study because research suggests that low ratings are relatively uncommon on PRWs. The valence of a physician’s interpersonal skills was manipulated in the same way. Furthermore, the rating categories were presented to participants in counterbalanced order to control for the impact of rating order effects. In half of the experimental conditions, the 2 rating categories on technical skills were displayed before the 2 categories on interpersonal skills. In the other half, ratings on technical skills were presented beneath the ratings on interpersonal skills.
Measures

**Willingness to Choose a Physician**
A participant’s intention to choose the reviewed physician was assessed with 3 items on a 7-point scale (1=would definitely not choose/definitely unwilling; 7=would definitely choose/definitely willing). The 3 items are “How likely is it that you would choose someone like Dr Smith to be your primary care doctor or surgeon?” (depending on the assigned physician condition), “How willing would you be to go to a doctor like Dr Smith for your medical care?”, and “How willing would you be to recommend a doctor like Dr Smith to your family member and friends if they have the need?” An exploratory factor analysis yielded only 1 factor with an eigenvalue greater than 1, explaining 94.17% of the total variance. All 3 items have factor loadings above .90. The items were then averaged to create a composite variable (mean 4.23, SD 1.79, alpha=.97).

**Manipulation Checks**

**Perceptions of a Physician’s Technical Skills**
To determine whether or not the manipulation of a physician’s technical skills was successful, 7 items were used to assess participants’ perceptions of this aspect (eg, knowledgeable, competent, and skilled). Participants were asked how well each of the 7 items described Dr Smith on a 7-point scale (1=very poorly, 7=very well). The items were averaged (mean 5.42, SD 1.34, alpha=.98). As predicted, participants assigned to conditions of high technical skills (mean 6.39, SD 0.75, t_{483.47}=24.78, P<.001) perceived the physician to be more skilled technically compared with those assigned to conditions of moderate technical skills (mean 6.39, SD 0.75) perceived the physician to be more skilled technically compared with those assigned to conditions of moderate technical skills (mean 5.26, SD 1.24, alpha=.96). As predicted,
participants assigned to conditions of high interpersonal skills (mean 6.15, SD 0.79) perceived physicians to be more skilled interpersonally compared with those assigned to conditions of moderate interpersonal skills (mean 4.38, SD 0.95, $t_{320.51}=23.54, P<.001$).

### Control Variables

Current search for a physician. Participants were asked 2 questions to determine whether they were currently searching or recently intending to search for a primary care physician or back surgeon, dependent on the condition they were assigned to (eg, “How likely are you to try and find a new primary care physician or back surgeon in the next 12 months?”). They answered the questions on a 7-point scale (1=will definitely not; 7=will definitely; mean 2.88, SD 1.59).

### Past Experience With a Physician

Participants were also asked 2 questions about their past experiences about looking for or having a primary care physician or back surgeon based on the physician type they were assigned to (eg, “Have you ever had a primary care physician or back surgeon?”, “Have you ever searched for a primary care physician or back surgeon?”). Participants answered either yes (1) or no (2) to both questions. For participants assigned to conditions involving a primary care physician, 76.6% (209/273) reported that they have had a primary care physician and 76.2% (208/273) reported that they have searched for a primary care physician. For participants assigned to conditions involving a back surgeon, only 5.2% (14/267) reported that they have had a back surgeon and 12.4% (33/267) reported that they have searched for a back surgeon.

### Perceived Reliability of Ratings

Previous research has suggested that people may perceive the reliability of Web-based ratings differently [3,35], which, in turn, may affect their willingness to choose a physician. To control for the variation, participants were asked 1 question to assess the extent to which they consider the Web-based ratings reliable (ie, “To what extent do you consider the patient ratings are reliable measures of Dr Smith’s quality?”). The item was rated on a 7-point scale with the anchors 1=not reliable at all and 7=completely reliable (mean 5.14, SD 1.05).

### Data Analysis

We first examined whether data met the assumption on normality. For sample sizes greater than 300, an absolute skew value greater than 2 or an absolute kurtosis greater than 7 suggests data are non-normal [36]. The dependent variable of willingness to choose a physician has a relatively normal distribution, skewness$=-.22$, kurtosis$=-1.08$. Parametric tests were used to examine the research question and hypotheses.

We then conducted a 4-way (valence of technical skills $\times$ valence of interpersonal skills $\times$ physician type $\times$ orders of ratings) analysis of covariance (ANCOVA) on people’s willingness to choose a physician, controlling for current searching for a physician, past experience with a physician, and perceived reliability of Web-based ratings. As the order of ratings did not affect people’s willingness to choose a physician, $F_{1,521}=.017$, $P=.90$, this factor was not examined further in subsequent analyses. After conducting the ANCOVA, a planned comparison $t$ test was conducted to examine the research question on whether people place more weight on technical or interpersonal skills when selecting a physician. H1 and H2 were tested with tests of simple main effects. All analyses were run using SPSS Statistics version 25. The significance level to reject a null hypothesis was set to .05 for all analyses.

### Results

#### Selection of a Physician in General

The research question concerns people’s willingness to choose a physician with higher ratings on one aspect than the other. The ANCOVA test suggests that the 2-way interaction between ratings of technical skills and ratings of interpersonal skills significantly affected people’s willingness to choose a physician, $F_{1,521}=30.42, P<.001, \eta^2_p=.06$. A planned comparison $t$ test was then conducted to further examine whether people are more willing to choose a physician with higher ratings on technical skills or interpersonal skills. The condition of high ratings on both skills was assigned a weight of 2; the condition of moderate ratings on both skills was assigned a weight of −2; the condition of high ratings on technical skills and moderate ratings on interpersonal skills was assigned a weight of 1; the condition of high ratings on interpersonal skills and moderate ratings on technical skills was assigned a weight of −1. The results suggested that people were significantly more likely to choose a physician with higher ratings on technical skills than on interpersonal skills (mean 4.79, SD 1.28) compared with a physician with higher ratings on interpersonal skills than on technical skills (mean 3.06, SD 1.55, $t_{569.96}=22.36, P<.001$, Cohen $d=1.22$).

#### Importance of Technical Versus Interpersonal skills in Selection of Different Types of Physicians

The first hypothesis predicted that people had higher intention to choose a specialist who has higher ratings on technical skills than on interpersonal skills, compared with a primary care physician with the same ratings. A 3-way interaction among ratings of technical skills, ratings of interpersonal skills, and physician type was not significant, $F_{1,521}=3.68, P=.06, \eta^2_p=.01$. A posthoc analysis was then conducted to test the simple main effects of physician types within the interaction of technical and interpersonal skills. As predicted, participants were more willing to choose a specialist with higher ratings on technical skills than on interpersonal skills (mean 5.07, SD 1.38) compared with a primary care physician with the same ratings (mean 4.50, SD 1.36), $F_{1,521}=5.34, P=.02$. Hence, H1 was supported. Table 2 presents means and SDs of the measured variable for all conditions.
The second hypothesis proposed that people were more willing to choose a primary care physician who has higher ratings on interpersonal skills than on technical skills, compared with a specialist with the same ratings. Contradictory to the prediction, the test of simple main effects suggested that people did not differ in their willingness to select a primary care physician (mean 3.09, SD 1.40) and a specialist (mean 3.06, SD 1.39) when the physician had higher ratings on interpersonal skills than on technical skills, F(1, 521)=0.013, P=.91. Therefore, H2 was not supported.

**Discussion**

**Principal Findings**

Patients are increasingly empowered in this rapidly changing health care landscape. With the access to physician reviews on the Web, patients are taking a more active role in their selection of physicians. Physicians and patients have different attitudes toward reviews provided on PRWs [6]. Physicians tend to question the accuracy of Web-based reviews and view them as a threat to their reputations [4], whereas patients generally have a favorable attitude and would consult these reviews in their choice of physicians [3]. It is thus imperative to understand how Web-based reviews affect patients’ perceptions and choice of physicians, which may help patients and health professionals have a better understanding of the role of PRWs in health consumerism.

Specifically, this study took the initiative to examine if Web-based physician ratings affect patients’ selection of primary care physicians and specialists differently. We investigated how Web-based reviews focusing on physicians’ technical and interpersonal skills affect people’s intention to select different types of physicians. The results showed that people were more willing to choose a physician with higher ratings on technical skills than on interpersonal skills compared with a physician with higher ratings on interpersonal skills than on technical skills. Furthermore, people perceived technical skills as more important and were more willing to compromise on interpersonal skills in their choice of a specialist compared with a primary care physician.

This study contributes to previous research on physician selection via PRWs by experimentally testing one’s preference for a physician who is high on technical skills versus interpersonal skills. Apart from previous research that relied on survey measures to assess patient’s preference for a physician’s skills, little work has experimentally tested the preference. By presenting patients with a mockup physician review site and a medical care vignette, we are able to aid the patients in imagining themselves in a medical situation and thus make their preferences more accessible. Before this study, it was unclear how specific factors such as rating categories or physician characteristics may affect people’s choice of physicians on PRWs [14]. With an experimental design, physician types and rating categories could be separately operationalized and directly compared to examine their role in people’s choice of physicians.

This study provides insight into understanding the impact of Web-based ratings on people’s physician selection. Beyond valence of Web-based reviews examined in previous research [10], this study investigated how ratings of different domains could affect people’s choice of physicians. The results suggested that patients tend to place more weight on technical skills than interpersonal skills when they choose physicians, regardless of physician types. Although previous research presented mixed findings on the relative importance of technical and interpersonal skills in people’s physician selection [12,15,16], this study found strong support for the greater importance of technical skills over interpersonal skills. It appears that sophisticated interpersonal skills cannot make up for the lack of medical competence. Therefore, having strong interpersonal skills, although still important, does not make a physician more competitive in the health market unless the physician is also technically competent. In fact, a post hoc analysis provided further evidence by showing that people did not differ in their willingness to choose a physician with high or moderate ratings on interpersonal skills, if the physician has mediocre ratings on technical skills.

Although technical skills, in general, are more valued than interpersonal skills in patients’ choice of physicians, the relative importance of these 2 skills may differ as a function of physician types [3]. It was unclear whether patients place different weightage on technical and interpersonal skills when choosing different types of physicians. To fill the gap, this study employed a controlled experiment to investigate this matter in the context of PRWs. As a primary care physician usually serves as the first check-up point before patients’ visit to a specialist who diagnoses and treats more complex problems, patients tend to expect more technical skills from a specialist compared with a primary care physician. Consistent with this prediction, when people were asked to make tradeoffs between a physician’s technical and interpersonal skills, they were more willing to compromise on interpersonal skills in their selection of a specialist compared with a primary care physician. Contradictory to our prediction, patients did not seem to value interpersonal skills more in their selection of primary care physicians versus specialists. Although many patients want to establish long-term relationships with their primary care physicians and value...
interpersonal rapport, they may set up high standards for primary care physicians’ technical skills as well. Interpersonal skills, to a certain extent, might be secondary to technical skills when people choose primary care physicians. After all, the cost of misdiagnosis or mistreatment is tremendous and may lead to irreversible consequences on patients’ health. The impact of ineffective interpersonal skills on a patient’s health seems to be less severe. Therefore, patients may take into account a primary care physician’s interpersonal competence only if this physician meets the high standards for technical skills.

**Practical Implications**

These results have practical implications for physicians who have profiles on PRWs. Given that patients value technical skills over interpersonal skills, physicians who are confident with their technical skills should try to highlight this aspect in their Web presence. For instance, quite a few medical sites allow physicians to include self-descriptions or video biographies, which can serve as important venues to promote physicians’ technical skills [37]. Physicians should take advantage of these channels to advocate their technical skills. Moreover, research has shown that patients and physicians tend to have different attitudes toward PRWs. Patients are generally in favor of using this service, whereas physicians have some legitimate concerns over these sites [6]. If some patients present biased opinions about a physician’s technical skills, this may mislead other patients and harm the physician’s reputation. To mitigate the influence of biased reviews, PRWs may consider providing both parties (ie, patients and physicians) equal opportunities to present their opinions. For example, PRWs could expand physicians’ profile sections by allowing them to post multimedia contents, such as photos and videos of their work. In addition, physicians should be offered the option to respond to patient ratings and reviews on PRWs.

PRWs provide patients aggregated ratings on physicians’ technical and interpersonal skills, which could be indicative of physicians’ qualities and thus affect the patient choice of physicians. Although people consider ratings on both skills, ratings on technical competence, such as diagnosis and treatment, are given more weightage when choosing physicians, regardless of physician types. Therefore, PRWs could prioritize this skill set by providing more nuanced rating categories on technical skills.

**Limitations**

This study has several limitations that point to directions for future research. First, because previous research suggests that only a small proportion of reviews on PRWs are negative [7,38], this study did not include negative ratings. Although we deliberately excluded negative ratings to represent the reality of PRWs, it would still be worthwhile to learn how negative ratings may affect people’s choice of physicians. In particular, negativity effects may take place such that patients are more impacted by negative ratings than positive ones on their selection of physicians. Under such circumstances, people may not be willing to choose a technically skilled physician who receives negative feedback on interpersonal skills.

Second, this study examined the impact of numerical ratings, but not narrative comments, on patients’ willingness to choose physicians. Although patients’ evaluations are primarily displayed in the format of aggregated numerical ratings on PRWs, many portals also allow patients to leave narrative comments to detail their satisfaction and dissatisfaction. Aggregated numerical ratings tend to provide patients a holistic view of physicians and the services they provide. Narrative comments, on the contrary, can capture more detailed and nuanced feedback that is not reflected in structured rating systems. A direction for future research is to investigate how numerical ratings and narrative comments work together to affect people’s willingness to choose a physician, especially if 2 sources present contradictory information.

Third, this study focused on rating categories pertaining to a physician’s technical and interpersonal skills. In selection of a physician, patients take into account many considerations beyond a physician’s qualifications. For example, previous research has found that management practices such as punctuality and staff quality are also considered in patients’ choice of physicians [31,39]. Besides reviewing a physician’s qualifications, many PRWs also include rating categories on management practices. Future research should look into these aspects in addition to a physician’s skills.

Fourth, despite a wide range of specialties, this study operationalized a specialist to be a back surgeon. However, it is likely that patients use different selection criteria for specialists of different types. Under certain circumstances, patients may place more weightage on a specialist’s interpersonal skills than technical skills (eg, visiting a gynecologist for a check-up). Future research thus needs to examine if the influence of Web-based ratings on physician choice differs as a function of physician specialties and medical conditions.

Finally, a patient’s willingness to choose a physician is influenced by a variety of factors beyond numerical ratings displayed on PRWs. For example, demographic information of a physician (eg, sex and age) and environmental factors (eg, office location) should be taken into account when examining patients’ choice of physicians. Another direction for future research is to explore underlying mechanisms, especially perceptual processes, through which physician types and patient reviews affect people’s choice of physicians.

**Conclusions**

Patients increasingly seek information on the Web when looking for health care providers. The recent growth of PRWs has resulted in efforts to investigate how these platforms affect patients’ health decision making. This study sheds light on this matter by examining how Web-based ratings on a physician’s technical and interpersonal skills may affect people’s willingness to choose a primary care physician versus a specialist. The results suggest that patients value physicians’ technical skills more than their interpersonal skills when they select physicians. Patients are more willing to make a compromise on a physician’s interpersonal skills than technical skills in their choice of specialists compared with primary care physicians. Given the importance of technical skills in people’s choice of physicians,
physicians who are confident in their technical skills should make efforts to promote such skills in their Web-based profiles. Carriers of PRWs should enhance the functionality of these platforms by allowing the upload of multimedia contents that physicians could use to deliver a strong Web presence. In addition, PRWs should enable physicians to respond to patients’ reviews if this function is not made available on platforms. Patients, as the primary users of PRWs, need to be aware of their impact on other users and be more responsible when leaving ratings about their physicians on the Web.
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Abstract

Background: With the advancement in information technology and mobile internet, digital health interventions (DHIs) are improving the care of cardiovascular diseases (CVDs). The impact of DHIs on cost-effective management of CVDs has been examined using the decision analytic model–based health technology assessment approach.

Objective: The aim of this study was to perform a systematic review of the decision analytic model–based studies evaluating the cost-effectiveness of DHIs on the management of CVDs.

Methods: A literature review was conducted in Medline, Embase, Cumulative Index to Nursing and Allied Health Literature Complete, PsycINFO, Scopus, Web of Science, Center for Review and Dissemination, and Institute for IEEE Xplore between 2001 and 2018. Studies were included if the following criteria were met: (1) English articles, (2) DHIs that promoted or delivered clinical interventions and had an impact on patients’ cardiovascular conditions, (3) studies that were modeling works with health economic outcomes of DHIs for CVDs, (4) studies that had a comparative group for assessment, and (5) full economic evaluations including a cost-effectiveness analysis, cost-utility analysis, cost-benefit analysis, and cost-consequence analysis. The primary outcome collected was the cost-effectiveness of the DHIs, presented by incremental cost per additional quality-adjusted life year (QALY). The quality of each included study was evaluated using the Consolidated Health Economic Evaluation Reporting Standards.

Results: A total of 14 studies met the defined criteria and were included in the review. Among the included studies, heart failure (7/14, 50%) and stroke (4/14, 29%) were two of the most frequent CVDs that were managed by DHIs. A total of 9 (64%) studies were published between 2015 and 2018 and 5 (36%) published between 2011 and 2014. The time horizon was ≤1 year in 3 studies (21%), >1 year in 10 studies (71%), and 1 study (7%) did not declare the time frame. The types of devices or technologies used to deliver the health interventions were short message service (1/14, 7%), telephone support (1/14, 7%), mobile app (1/14, 7%), video conferencing system (5/14, 36%), digital transmission of physiologic data (telemonitoring; 5/14, 36%), and wearable medical device (1/14, 7%). The DHIs gained higher QALYs with cost saving in 43% (6/14) of studies and gained QALYs at a higher cost at acceptable incremental cost-effectiveness ratio (ICER) in 57% (8/14) of studies. The studies were classified as excellent (0/14, 0%), good (9/14, 64%), moderate (4/14, 29%), and low (1/14, 7%) quality.

Conclusions: This study is the first systematic review of decision analytic model–based cost-effectiveness analyses of DHIs in the management of CVDs. Most of the identified studies were published recently, and the majority of the studies were good quality cost-effectiveness analyses with an adequate duration of time frame. All the included studies found the DHIs to be cost-effective.

(J Med Internet Res 2019;21(6):e13166) doi:10.2196/13166
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Introduction

Digital Health Interventions

The application of information technology and mobile internet in the health care industry takes the practice of patient care to the era of digital health. Digital health is the convergence of science and technology with health, health care, living, and society [1]. According to the US Food and Drug Administration (FDA), the broad scope of digital health includes a wide range of subsectors: mobile health, telemedicine, telehealth, wearable devices, and personalized medicine [2]. Stakeholders, such as health care practitioners and researchers, have adopted digital health interventions (DHIs) aiming to promote access, reduce costs, personalize medicine, and improve outcomes of patient care. Various types of digital devices or technologies are used to deliver the health interventions, such as the short message service (SMS); mobile app; telephone; video conferencing system; digital, broadband, satellite, wireless, or Bluetooth for monitoring and transmission of physiologic data (telemonitoring [TM]); and wearable medical device [3-6].

Use of Digital Health Interventions in Cardiovascular Diseases

Cardiovascular diseases (CVDs) cause 17.9 million deaths per year, accounting for 31% of all mortality globally [7]. It is estimated that the global costs of CVDs will rise from US $863 billion in 2010 to US $1044 in 2030 [8]. The potential benefits of DHIs in CVDs were examined in clinical trials. TM was applied in an intensive follow-up of heart failure (HF) patients after discharge in the TMLe monitoring in the MAnagement of Heart Failure study [9]. Compared with the usual care group, all-cause mortality was significantly lower in the TM group. The number of follow-up days lost to HF-related events was also significantly reduced in the TM group. A randomized controlled trial investigated the effect of CardioFit, an internet-based expert system, in patients with coronary heart disease (CHD) [10]. Patients in the CardioFit group received 5 Web-based tutorials over a period of 6 months for activity planning and tracking and were in contact with an exercise specialist. Physical activity, measured by a pedometer and self-report, was improved over a period of 12 months. A meta-analysis on 51 studies of DHIs in patients with CVDs or risk factors of CVDs reported that DHIs were associated with reduction of cardiovascular event rates and had a positive impact on risk factors for CVDs [11].

Decision Analytic Model–based Health Technology Assessment

In addition to the improved clinical outcomes of DHIs for CVD patients, evaluating the health economic outcomes is also crucial for clinicians, patients, and third-party payers in deciding the role of DHIs for CVD management. Decision analytic modeling is an approach that synthesizes cost-effectiveness evidence of health technologies and interventions in health technology assessment (HTA) [12]. This approach provides a framework to incorporate relevant clinical probabilities and cost items, simulates outcomes of disease management, and allows cost-effectiveness evaluation of medical interventions. Decision tree and Markov models are 2 commonly used forms of decision analytical modeling in health economic evaluation. In a decision tree, distinct branches are used to represent a potential set of outcomes for the patient cohort managed by an alternative treatment. Outcomes and costs for each branch are combined using branch possibilities to simulate the expected outcomes and costs for the treatment option. In a Markov model, hypothetical patients proceed through different health states over time based on transition probabilities between health states. Outcomes and costs expected by the patient cohort in an alternative treatment group are estimated from subject-time spent in various health states. The confidence level in the output of an economic modeling analysis, in relation to uncertainty in the model inputs, is typically quantified by techniques such as one-way and probabilistic sensitivity analyses. By applying model-based HTA, the cost-effectiveness impacts of various types of health technologies and interventions are compared using findings from corresponding clinical trials [12,13]. The implementation cost of DHIs is usually substantial, and HTA is, therefore, essential to inform the decision makers on the potential impact of the DHIs on both clinical and health economic outcomes [14]. The cost-effectiveness of DHIs is subject to the balance of 3 elements: clinical and economic benefits of DHI, cost of DHI, and payer’s willingness-to-pay (WTP) threshold. A previous review of HTA studies on DHIs indicated that there were few health economic studies of DHIs [15].

Objective

With increasing publications on the cost-effectiveness of DHIs in CVDs, the purpose of this study is to conduct a systematic review of decision analytic model–based health economic analyses of DHIs for CVD management.

Methods

Search Strategy

The investigators developed the search strategies from September to October 2018 to include a wide range of DHIs. Analogously, search terms included different types of CVDs, such as HF, myocardial infarction, and stroke. The literature search was conducted in the following databases: Medline, Embase,Cumulative Index to Nursing and Allied Health Literature Complete, PsycINFO, Scopus, Web of Science, Center for Review and Dissemination, and Institute for IEEE Xplore. A preliminary search found an evident surge of publications on digital technologies in the field of health and medical research starting in the 2000s, and all databases were, therefore, searched back to 2001. A manual search of reference lists of both included studies and relevant systematic reviews was also conducted. Multimedia Appendix 1 provides detailed information about the search terms. This study was registered on PROSPERO with the registration number of CRD42018111473.

Inclusion and Exclusion Criteria

Full-text journal articles written in English were included if (1) the target population was patients with CVDs, (2) DHIs were aimed to promote or deliver clinical interventions and had an
impact on cardiovascular conditions, (3) decision analytic models (including decision tree and/or the Markov model) were applied to evaluate health economic outcomes of DHIs, (4) the interventions were compared with conventional care or other DHIs, and (5) a full-scale health economic evaluation was performed as a cost-effectiveness analysis, cost-utility analysis, cost-benefit analysis, or cost-consequence analysis.

The exclusion criteria included the following: (1) DHIs were only used for recording patients’ information, (2) studies were conducted alongside a clinical trial, (3) quality-adjusted life years (QALYs) were not reported, or (4) the articles were reviews, protocol papers, letters, editorials, conference abstracts, poster presentations with insufficient details, or case reports.

Study Selection

After removing the duplicates, titles and abstracts were screened for eligibility. The full text of eligible articles was then reviewed for verification of eligibility. The primary search was conducted by one of the investigators (XJ). The abstracts were reviewed by two of the investigators (XJ and WM), independently. Any disagreements were discussed with the third investigator (JY) to reach a consensus. At the final stage of the full-text review, the included articles that met all the predefined criteria were read by all the investigators (XJ, WM, and JY) to confirm inclusion of the articles.

Data Extraction

A pilot data extraction was conducted by two of the investigators (XJ and WM), independently. Any discrepancy pertinent to data extraction was discussed to reach a consensus. After that, an abstraction form was adopted for guiding further data extraction. The collected information included the following items: (1) general information (including authors, title, country, and publication date), (2) study characteristics (including types of diseases and interventions), (3) methodology (including modeling method, time horizon, and perspective), and (4) summary of quantitative findings and conclusions. The primary outcomes collected were the cost-effectiveness of the DHIs, presented by incremental cost per QALY as the incremental cost-effectiveness ratio (ICER). If the ICER was not available, incremental cost and incremental QALY were assessed.

Assessment of Methodological Quality

The Consolidated Health Economic Evaluation Reporting Standards (CHEERS) checklist, developed by the International Society for Pharmacoeconomics and Outcomes Research for good reporting of health economic outcomes, was used to assess the methodological quality of each study [16]. The CHEERS checklist included 24 items, and the recommendations were subdivided into 6 categories: (1) title and abstract, (2) introduction, (3) methods, (4) results, (5) discussion, and (6) other. One point was assigned to each item when the quality criteria were fulfilled (and zero points for not entirely conforming to the criteria) to generate a total score (maximum score is 24). The included studies were classified into 4 quality categories: excellent (scored in 100% of the items), good quality (scored between >75% and ≤100% of the items), moderate quality (scored between >50% and ≤75% of the items), and low quality (scored ≤50% of the items) [17].

Two of the investigators (XJ and WM) independently assessed the quality of each study and assigned the scores based on the CHEERS checklist. Any disagreement was resolved by discussion and consensus with the third investigator (JY).

Data Analysis and Presentation

The number of studies included and excluded during the selection process was presented in a flowchart. The included studies were categorized by the type of devices or technologies used for DHI delivery. The descriptive characteristics and the study quality of the included studies and ICERs of DHIs were summarized. The DHI was categorized as cost-effective if (1) it was more effective and less costly than the comparator (DHI dominated the comparator) or (2) it was more effective at a higher cost and the ICER was less than the WTP threshold. The cost-effective DHI identified in each included study was presented.

Results

Search Results

The data extraction and selected results are shown in Figure 1. The search retrieved 3771 studies from targeted databases and 21 studies from manual searches. After removal of the duplicates, 2936 articles remained. A total of 14 out of the 36 full-text articles screened according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines were included in the review [18].
**Study Characteristics**

Table 1 summarizes the characteristics and main health economic outcomes of the included studies.

A total of 10 out of the 14 studies (10/14, 71%) were conducted using the Markov model [19-21,25,27-32] and 4 studies (4/14, 29%) used the decision tree model [22-24,26]. All the 14 studies conducted (14/14, 100%) a cost-utility analysis with cost and QALYs as the outcome measures and 7 studies (7/14, 50%) also performed a cost-effectiveness analysis to include survival as the effectiveness measure [19,20,28-32]. Types of targeted CVDs were CHD [19], HF [20,21,27-31], congenital heart disease (CoHD) [22], stroke [23-26], and sudden cardiac arrest (SCA) [32]. A total of 9 studies (9/14, 64%) were published between 2015 and 2018 [19,20,22,23,25,26,28-32] and 5 studies (5/14, 36%) between 2011 and 2014 [21,22,24,25,27]. The types of devices or technologies used to deliver the health interventions were SMS (1/14, 7%) [19], telephone support (1/14, 7%) [20], mobile app (1/14, 7%) [21], video conferencing system (5/14, 36%) [22-26], digital transmission of physiologic data (TM; 5/14, 36%) [27-31], and wearable medical device (1/14, 7%) [32]. The model time horizon in 3 studies (3/14, 21%) was ≤1 year [23,24,26], whereas 10 studies (10/14, 71%) used a time horizon longer than 1 year [19,20,22,25,27-32] and 1 study (1/14, 7%) did not declare the time horizon. In total, 3 studies (3/14, 21%) received funding from the industry [19,25,30], 6 (6/14, 43%) received grants from public organizations [21,23,24,26,27,29], 1 (1/14, 7%) received no funding [22], and 4 (4/14, 29%) did not declare their funding source [20,28,31,32]. All the included studies (14/14, 100%) found the DHIs to be cost-effective: DHIs gained higher QALYs with cost-saving in 6 (6/14, 43%) studies [19,20,22,23,25,32]; DHIs gained QALYs with a higher cost at an acceptable ICER in 8 studies (8/14, 57%) [21,24,26-31]. All the 14 studies conducted a sensitivity analysis, including a probabilistic sensitivity analysis in 10 studies (10/14, 71%) [19,20,22,24,26-29,31] and a one-way sensitivity analysis in 10 studies (10/14, 71%) [22-26,28-32]. A scenario analysis, a subtype of a sensitivity analysis, was performed for the best-case, worse-case or base-case scenarios in 6 (6/14, 43%) studies to inform the optimal scenario for cost-effective use of the DHIs [19,20,26-28,31].

---

**Figure 1.** The article selection process according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guideline.
| Technologies or devices for digital health intervention delivery with references and year | Country | Targeted disease | Model type | Perspect 

ive | Time horizon | Intervention versus comparator | Incremental cost-effectiveness ratio | Cost-effective strategy (willingness-to-pay where available) | Source of funding | CHEERS° (%) (quality classification) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Short message service</td>
<td>Burn et al, 2017 [19]</td>
<td>Australia</td>
<td>Coronary heart disease</td>
<td>Markov model</td>
<td>Australia health care system</td>
<td>Life-time</td>
<td>TEXT ME program versus UC</td>
<td>€12,479 /QALY</td>
<td>Industry (Aus $64,000)</td>
<td>92 (Good)</td>
</tr>
<tr>
<td>Telephone support</td>
<td>Grustam et al, 2018 [20]</td>
<td>United Kingdom</td>
<td>HF</td>
<td>Markov model</td>
<td>UK third-party payer</td>
<td>0 years</td>
<td>TM program versus UC</td>
<td>€8795 /QALY</td>
<td>NTS* (€9000)</td>
<td>92 (Good)</td>
</tr>
<tr>
<td></td>
<td>Grustam et al, 2018 [20]</td>
<td>United Kingdom</td>
<td>HF</td>
<td>Markov model</td>
<td>UK third-party payer</td>
<td>0 years</td>
<td>NTS versus UC</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mobile apps</td>
<td>Martín et al, 2014 [21]</td>
<td>Spain</td>
<td>HF</td>
<td>Markov model</td>
<td>Spain health care system</td>
<td>Not declared</td>
<td>CardioManager versus UC</td>
<td>€303/ QALY</td>
<td>CardioManager</td>
<td>50 (Low)</td>
</tr>
<tr>
<td>Video conferencing system</td>
<td>Mistry et al, 2013 [22]</td>
<td>United Kingdom</td>
<td>Congenital heart disease</td>
<td>Decision tree</td>
<td>UK health service</td>
<td>Life-time</td>
<td>Telemedicine screening versus direct assessment</td>
<td>ACCESS program versus no program</td>
<td>Telemedicine screening dominated direct assessment</td>
<td>Telemedicine screening (€20,000)</td>
</tr>
<tr>
<td></td>
<td>Whetten et al, 2018 [23]</td>
<td>United States</td>
<td>Stroke</td>
<td>Decision tree</td>
<td>US health care payer</td>
<td>90 days</td>
<td>Telestroke versus UC</td>
<td>ACCESS program versus no program</td>
<td>ACCESS program dominated no program</td>
<td>Access program</td>
</tr>
<tr>
<td></td>
<td>Demaerschalk et al, 2013 [25]</td>
<td>United States</td>
<td>Stroke</td>
<td>Markov model</td>
<td>Society</td>
<td>Life-time</td>
<td>Telestroke versus UC</td>
<td>Telestroke dominated UC</td>
<td>Telestroke (US $50,000)</td>
<td>Telestroke (US $50,000)</td>
</tr>
<tr>
<td></td>
<td>Nelson et al, 2016 [26]</td>
<td>United States</td>
<td>Stroke</td>
<td>Decision tree</td>
<td>A spoke hospital</td>
<td>Inpatient stay</td>
<td>Telestroke versus UC</td>
<td>US $25,991 /QALY</td>
<td>Telestroke (US $50,000)</td>
<td>Telestroke (US $50,000)</td>
</tr>
<tr>
<td>Telemonitoring</td>
<td>Thokala et al, 2013 [27]</td>
<td>United Kingdom</td>
<td>HF</td>
<td>Markov model</td>
<td>National Health Service in England and Wales</td>
<td>30 years</td>
<td>STS HMj versus UC</td>
<td>STS HMj dominated STS HM</td>
<td>Telestroke (US $20,000)</td>
<td>Public organization</td>
</tr>
<tr>
<td>Technologies or devices for digital health intervention delivery with references and year</td>
<td>Country</td>
<td>Targeted disease</td>
<td>Model type</td>
<td>Perspective</td>
<td>Time horizon</td>
<td>Intervention versus comparator</td>
<td>Incremental cost-effectiveness ratio</td>
<td>Cost-effective strategy (willingness-to-pay where available)</td>
<td>Source of funding</td>
<td>Source of CHEERS(^a) (%) (quality classification)</td>
</tr>
<tr>
<td>------------------------------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>-----------------</td>
<td>------------</td>
<td>-------------</td>
<td>--------------</td>
<td>-------------------------------</td>
<td>--------------------------------------</td>
<td>-----------------------------------------------------------------</td>
<td>------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Thokala et al, 2013 [27]</td>
<td>United Kingdom</td>
<td>HF</td>
<td>Markov model</td>
<td>England and Wales</td>
<td>30 years</td>
<td>TM versus UC</td>
<td>£11,873 /QALY</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Thokala et al, 2013 [27]</td>
<td>United Kingdom</td>
<td>HF</td>
<td>Markov model</td>
<td>England and Wales</td>
<td>30 years</td>
<td>Structured telephone support with a human-to-human contact. versus TM</td>
<td>£228,035 /QALY</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cowie et al, 2017 [28]</td>
<td>United Kingdom</td>
<td>HF</td>
<td>Markov model</td>
<td>UK health care payer</td>
<td>10 years</td>
<td>CardiMEMS versus UC</td>
<td>£19,274 /QALY</td>
<td>CardioMEMS (US $20,000)</td>
<td>Not declared</td>
<td>79 (Good)</td>
</tr>
<tr>
<td>Sandhu et al, 2015 [29]</td>
<td>United States</td>
<td>HF</td>
<td>Markov model</td>
<td>Society</td>
<td>Life time</td>
<td>CardiMEMS versus UC</td>
<td>US $71,462 /QALY</td>
<td>CardioMEMS (US $150,000)</td>
<td>Public organization</td>
<td>88 (Good)</td>
</tr>
<tr>
<td>Martinson et al, 2017 [31]</td>
<td>United States</td>
<td>HF</td>
<td>Markov model</td>
<td>US health care payer</td>
<td>5 years</td>
<td>CardiMEMS versus UC</td>
<td>US $12,262 /QALY</td>
<td>CardioMEMS (US $50,000)</td>
<td>Not declared</td>
<td>83 (Good)</td>
</tr>
</tbody>
</table>

**Wearable medical device**

<table>
<thead>
<tr>
<th></th>
<th>Country</th>
<th>Targeted disease</th>
<th>Model type</th>
<th>Perspective</th>
<th>Time horizon</th>
<th>Intervention versus comparator</th>
<th>Incremental cost-effectiveness ratio</th>
<th>Cost-effective strategy (willingness-to-pay where available)</th>
<th>Source of funding</th>
<th>Source of CHEERS(^a) (%) (quality classification)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healy et al, 2015 [32]</td>
<td>United States</td>
<td>SCA(^k)</td>
<td>Markov model</td>
<td>Society</td>
<td>5 years</td>
<td>WCD(^l) versus discharge home</td>
<td>US $26,436 /QALY</td>
<td>WCD (US $50,000)</td>
<td>Not declared</td>
<td>71 (Moderate)</td>
</tr>
<tr>
<td>Healy et al, 2015 [32]</td>
<td>United States</td>
<td>SCA(^k)</td>
<td>Markov model</td>
<td>Society</td>
<td>5 years</td>
<td>WCD versus SNF(^m)</td>
<td>WCD dominated SNF</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Healy et al, 2015 [32]</td>
<td>United States</td>
<td>SCA(^k)</td>
<td>Markov model</td>
<td>Society</td>
<td>5 years</td>
<td>WCD versus in-hospital stay</td>
<td>WCD dominated in-hospital stay</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)CHEERS: Consolidated Health Economic Evaluation Reporting Standards is a 24-item checklist with a maximum score of 24. Studies that fulfilled 100% of the items were classified as excellent quality, those that fulfilled between >75% and <100% of the items were classified as good quality, those that fulfilled between >50% and ≤75% were classified as moderate quality, and those that fulfilled ≤50% were classified as low quality.

\(^b\)TEXT ME: Tobacco, Exercise, and Diet Messages.

\(^c\)UC: usual care.

\(^d\)HF: heart failure.

\(^e\)TM: telemonitoring.

\(^f\)QALY: quality-adjusted life year.

\(^g\)NTS: nurse telephone support.

\(^h\)Not applicable.

\(^i\)ACCESS: Access to Critical Cerebral Emergency Support Services.

\(^j\)STS HM: structured telephone support with a human-to-machine interface.

\(^k\)SCA: sudden cardiac arrest.

\(^l\)WCD: wearable cardioverter-defibrillator.

\(^m\)SNF: skilled nursing facility.
Study Quality

The percentage of items fulfilled by each study per the CHEERS checklist is shown in Table 1. The number of studies classified as excellent quality, good quality, moderate quality, and low quality were 0 (0/14, 0%), 9 (9/14, 63.6%), 4 (4/14, 28.6%), and 1 (1/14, 7%), respectively. The CHEERS checklist items and detailed quality assessment for each study are listed in Multimedia Appendix 2. In total, 3 CHEERS checklist items were fulfilled by <7 (50%) studies: (1) the abstract was fulfilled in 3 (3/14, 21%) studies [23,24,31], (2) target population and subgroups were fulfilled in 4 (4/14, 29%) studies [19,20,22,29], and (3) characterizing heterogeneity in results was fulfilled in 3 (3/14, 21%) studies [20,26,29]. In total, 7 CHEERS checklist items were fulfilled by all studies (100%): (1) title, (2) background and objectives, (3) comparators, (4) choice of health outcomes, (5) choice of model, (6) analytic methods, and (7) study findings, limitations, generalizability, and current knowledge. The remaining 14 CHEERS items were fulfilled in ≥50% of the studies: (1) setting and location [19-24,27,28,31], (2) study perspective [19,20,22,24,26-29,31,32], (3) time horizon [19,20,22-32], (4) discount rate [19,20,22,24-32], (5) measurement of effectiveness [19,20,24,25,27,31,32], (6) measurement and valuation of preference-based outcomes [19,20,23-31], (7) estimating resources and costs [19-21,23-32], (8) currency, price date, and conversion [19,21-23,32], (9) assumptions [19,20,22-24,29,31,32], (10) study parameters [19,20,22-30], (11) incremental costs and outcomes [19,20,22-32], (12) characterizing uncertainty [19,20,22-25,27-32], (13) source of funding [19,21-27,29,30], and (14) conflicts of interest [19-21,23-32].

Type of Devices or Technologies for Digital Health Intervention Delivery

Short Message Service

The Tobacco, Exercise and Diet Messages (TEXT ME) intervention sent text messages via SMS to CHD patients in addition to their usual physician counseling. The text messages included 4 types of information: general information on heart diseases, nutrition, physical activity, and smoking cessation. A total of 4 text messages were sent per week for 24 weeks. The TEXT ME program was reported to gain 1143 QALYs and save a direct medical cost of Aus $10.56 million over a lifetime horizon for a hypothetical cohort of 50,000 CHD patients in Australia [19].

Telephone Support

Structured telephone support is the use of phone calls by specialists, such as nurses, to deliver self-care support and/or management. Nurse telephone support (NTS) for HF patients, managed by a specialist nurse, included monthly assessments of symptoms, current medication, and delivery of timely feedback to physicians and patients. A cost-effectiveness analysis examined the NTS strategy for HF patients in the United Kingdom [20]. NTS gained .14 QALYs and saved €3190 (including direct medical costs) in a 20-year time horizon.

Mobile App

CardioManager, a mobile app, was divided into 3 sections to allow the patients to self-manage their heart disease conditions. An informative section that provided medical information and a patient guide. A section that recorded the user’s activities (physical activities and food intake) and health measurements (vital signs). A registry of medications was also included for patients to set alarms for medication administration time. The ICER of the CardioManager was £9,303/QALY (including total direct medical costs) in Spain, yet the study did not specify the time horizon and WTP threshold [21].

Video Conferencing System

A total of 5 of the included studies evaluated the cost-effectiveness of delivering specialist consultation services via a video conferencing system for remote patients with heart disease–associated conditions [22-26].

An app of the video conferencing system, using the telemedicine equipment installed in the district hospital, allowed the remote specialist to view live or prerecorded ultrasound images of a pregnant woman and to help the local specialist to identify fetal CoHD. The telemedicine service was reported to gain .042 QALYs and save £30 (total direct medical cost) per child’s lifetime in the United Kingdom [22].

The video conferencing system is applied in the Telestroke network for delivery of neurology care to remote stroke patients. Telestroke operates on a hub-and-spoke system. The spoke facilities are regional hospitals connecting to a hub hospital. The hub hospital serves as the complex stroke care provider and accepts patients from the spoke hospitals. The 4 cost-effectiveness studies of telestroke for management of acute ischemic stroke were all conducted in the United States [23-26]. The Access to Critical Cerebral Emergency Support Services with 12 partner hospitals was reported to save a total direct medical cost of US $4241 and gain .202 QALYs per patient over a period of 90 days [23]. A telestroke system with 1 hub and 8 spokes was found to be accepted as cost-effective with an ICER of US $2449/QALY [24], whereas a network with 1 hub and 7 spokes gained .222 QALYs and saved US $1436 per patient in the lifetime horizon (including both direct medical and indirect costs) [25]. A short-term analysis (duration of inpatient stay) on a network with 2 hubs and 17 spoke facilities reported the network to be accepted as cost-effective (including direct medical costs) for both the hub hospital (ICER=US$47,033/QALY) and the spoke hospital (ICER=US $25,991/QALY) [26].

Telemonitoring

TM of HF deterioration indicators (such as changes in blood pressure, intrathoracic impedance, heart rates during rest, and exertion), transmitted to health care providers for review, facilitates early detection of significant changes and allows early intervention for patients with signs of deterioration to prevent emergency admissions and avoid complications. The cost-effectiveness of TM of HF patients postdischarge was examined in the United Kingdom [27]. It was accepted to be cost-effective with an ICER of £11,873/QALY (including direct medical costs) in a 30-year time frame.
CardioMEMS, a wireless pulmonary artery pressure sensor, was the first implantable HF monitoring device approved by the FDA in 2014. The wireless sensor is permanently implanted into the distal pulmonary artery and transmits hemodynamic data to a secure website (as the patient database). Changes in pulmonary artery pressure are used, in conjunction with HF signs, to guide physicians in treatment initiation and adjustment. The cost-effectiveness of CardioMEMS was evaluated in 4 studies (3 studies in the United States and 1 study in the United Kingdom) [28-31]. CardioMEMS was accepted to be cost-effective in the 3 US studies in a lifetime horizon (ICER=US $71,462/QALY including direct and indirect medical costs) [29] and in a 5-year time frame (ICER less than US $50,000/QALY including direct medical cost) [30,31]. Similarly, a 10-year UK analysis also accepted CardioMEMS to be cost-effective with an ICER of £19,274/QALY including direct medical costs [28].

**Wearable Medical Device**

Wearable cardioverter-defibrillator (WCD) is an external device used for monitoring heart rhythm continuously. The WCD alarm the patient by vibration when ventricular arrhythmia (ventricular tachycardia or ventricular fibrillation) is detected. If the patient does not respond to the alarm, the WCD then delivers electric shocks to resuscitate the patient from presumed SCA. The cost-effectiveness of WCD against sudden cardiac death in patients who require temporary removal of the implantable cardioverter-defibrillator was examined [32]. WCD gained higher QALYs and saved total cost (including direct and indirect costs) when compared with discharge-to-skilled nursing facility (by .076 QALYs and US $6681) and in-hospital stay (by .039 QALYs and US $26,001).

**Discussion**

**Principal Findings**

This is the first systematic review of a decision analytic model–based cost-effectiveness analysis of DHIs in the management of CVDs. This review identified a small but growing body of evidence (14 studies) evaluating the cost-effectiveness of DHIs. These findings were similar to those of a previous review (on cost-effectiveness of telehealth interventions for HF patients) where 7 studies assessed both costs and effectiveness outcomes comprehensively [33].

The assessment of the study quality found that the majority of the methodology items (including comparators, time horizon, choice of models and health outcome measures, and analytical methods; Multimedia Appendix 2) met the requirements of the CHEERS checklist, indicating the scientific rigor of the modeling approaches applied in the included studies. All the 14 included studies were conducted in developed countries, suggesting that DHIs were more ready to be implemented in developed regions. Most of the studies were funded by a public organization (6/14, 43%), followed by the industry (3/14, 21%), showing that both the public sectors and the technology industry have a strong interest to implement cost-effective DHIs for CVD management in the health care system.

The DHIs that showed to be cost saving were SMS for CHD patients [19], telephone support for HF patients [20], wearable medical device for patients at risk of SCA [32], and video conferencing systems for prenatal screening [22] and stroke patients [23,25], whereas the DHIs found to incur higher costs were mobile app for HF patients [21], video conferencing systems for stroke management [24,26], and TM for HF patients [27-31]. The type of DHIs is, therefore, one of the influential cost drivers in the management of CVD patients.

The impact of a technology on health economics is highly subjected to the difference between the technology cost and the change (reduction or increase) in health care resource utilization as a result of the clinical effect of this technology. For instance, the effective technologies improving the survival rate of stroke patients inevitably increased the total treatment costs associated with long-term care for stroke survivors. The cost-effectiveness of the technology was influenced by both the difference in cost and in QALY gained. In this review, all studies (except one in which the time frame was not declared [21]) of DHIs for HF, CHD, CoHD, and SCA patients had used a long-term time frame (ranged from 5 years to lifelong). Both short- and long-term models were used for stroke. As shown by the studies of the Telestroke network, the cost-effectiveness of DHI improved in models with lifelong versus short-term (90 days and inpatient stay) time horizon [24-26]. The time horizon of the model needs to be adequate to capture the QALYs gained by the technology.

**Limitations**

This systematic review was limited by the search approach. Only studies written in the English language were included, and limited databases with fixed number keywords were used. Some relevant studies, therefore, might not be identified by this search approach, limiting both the total number and origins of studies (all in developed countries) included. The search was also limited to studies conducted by decision analytic modeling. Despite the fact that the decision analytic model–based methodology allows a cost-effectiveness analysis of multiple treatment strategies (supported by the evidence of corresponding clinical trials) for disease management, economic evaluations conducted alongside clinical trials produce valid and rigorous cost-effectiveness evidence. Further review of cost-effectiveness studies of DHIs for CVDs conducted alongside clinical trials is highly warranted.

**Implications**

Despite the small number of model-based health economic analyses on DHIs for CVD management, the majority were ranked to be good quality health economic evaluations and were conducted in the past 5 years. It showed an up-and-rising demand for cost-effective application of DHIs in the management of CVD patients. The development of DHIs has blossomed with the advancement of technology on the internet and mobile devices over the past 2 decades. An increasing number of digital health tools, including wearable and smart devices, make early or real-time detection, monitoring, and intervention possible for CVD patients to prevent events with high morbidity and mortality. Model-based health economic analysis is a well-accepted tool used in the technology appraisal process by national institutes, such as the National Institute for
Health and Care Excellence in the United Kingdom, to inform the clinical criteria and intervention cost for reasonable cost-effective use of health technology. In this review, the decision analytic model–based analyses evaluated the cost-effectiveness of DHIs and identified scenarios in which DHIs were likely to be accepted as cost-effective. The evidence generated by the health economic analyses facilitates the timely implementation of digital technologies in health care systems. Quality research is, therefore, highly warranted in health economic evaluation of DHIs for the management of chronic illnesses, in both developed and developing countries.

**Conclusions**

This is the first systematic review of decision analytic model–based cost-effectiveness analyses of DHIs in the management of CVDs. Most of the identified analyses were published recently, and the majority were good quality cost-effectiveness analyses with an adequate duration of time frame. All included studies found the DHIs to be cost-effective.
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Abstract

**Background:** Individuals with chronic obstructive pulmonary disease (COPD) live with the burden of a progressive life-threatening condition that is often accompanied by anxiety and depression. The severity of the condition is usually considered from a clinical perspective and characterized according to the Global Initiative for Chronic Obstructive Lung Disease (GOLD) classification of severity (1–4) and a risk assessment (A through D) that focuses on the patient’s symptoms and number of exacerbations, but information about perceived health or ability to manage the condition are rarely included.

**Objective:** We evaluated 3 patient-reported outcome measurements (PROMs) to examine how these can be used to report on individuals with COPD who were supported by a digitally assisted intervention that aims to increase the patient’s management of their condition to improve their well-being.

**Methods:** A total of 93 individuals with COPD were enrolled. At baseline and after 6 and 12 months, we measured self-reported self-management (Health Education Impact Questionnaire, heiQ) and health literacy (Health Literacy Questionnaire, HLQ), and physical and mental health (Short Form-36, SF-36) PROMs were collected. The scores of the 19 PROM dimensions were related to COPD severity, that is, GOLD risk assessment, pulmonary function at entry, and number of exacerbations of a period up to 12 months. The initial PROM scores were also compared with pulmonary function, exacerbations, and GOLD risk assessment to predict the number of contacts within the first 90 days.

**Results:** At baseline, 2 dimensions from heiQ and SF-36 Physical health differed significantly between GOLD risk factor groups, indicating more distress and poorer attitudes and health status with increasing severity (GOLD risk assessment). Pulmonary function (FEV1) was negatively associated with the severity of the condition. After 6 months, we observed an increase in heiQ6 (skill and technique acquisition) and a reduction in emotional distress. The latter effect persisted after 12 months, where heiQ4 (self-monitoring and insight) also increased. HLQ3 (actively managing my health) decreased after 6 and 12 months. The number of exacerbations and the GOLD risk factor assessment predicted the number of contacts during the first 90 days. Furthermore, 2 of the PROMS heiQ6 (skill and technique acquisition) and HLQ8 (ability to find good health information) evaluated at baseline were associated with the number of contacts within the first 90 after enrollment. The pulmonary function was not associated with the number of contacts.

**Conclusions:** Our data suggest that selected dimensions from HLQ, heiQ, and SF-36 can be used as PROMs in relation to COPD to provide researchers and clinicians with greater insight into how this condition affects individuals’ ability to understand
and manage their condition and perception of their physical and mental health. The PROMs add to the information obtained with the clinical characteristics including the GOLD risk factor assessment.

**International Registered Report Identifier (IRRID):** RR2-10.2196/resprot.6506

(J Med Internet Res 2019;21(6):e10924) doi:10.2196/10924
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health literacy; empowerment; patient reported outcome measures; self-reported mental and physical health; health literacy questionnaire; health education impact questionnaire; SF-36; epital living lab; chronic obstructive pulmonary disease

### Introduction

#### Background

People diagnosed with chronic obstructive pulmonary disease (COPD) are affected by the burden of living with a deteriorating life-threatening condition. This condition is characterized by breathlessness, with a feeling of a burden that those living with COPD need to learn how to coexist with and have control over [1]. Increasing severity of COPD may result in a decreased level of activity, experience of isolation, increasing dependency on health professionals, and development of distress and often result in comorbidities such as anxiety and depression [2]. The severity of the condition is often described according to the Global Initiative for Chronic Obstructive Lung Disease (GOLD) classification of severity, which builds on clinical characteristics and numbers of exacerbations, but no information about how the condition affects the patient’s well-being, ability to manage their condition, or need of support is currently evaluated [3]. Here, the usage of psychometric instruments used as patient-reported outcome measures (PROM) may fill in a gap and contribute to a better understanding of how it is to live with COPD.

We here report on the utility of 3 validated PROMs to better understand people living with COPD and how a proactive and person-centered intervention, the Epital living lab, may influence the participants’ ability to manage their condition and well-being.

The Epital living lab was established in 2013 to develop and test a new way to offer services to people living with COPD for increasing their independence and well-being and relieving the burden of the condition and treatment. The findings of the Epital living lab is reported elsewhere [4]. The Epital living lab was organized to provide services in a proactive way, taking full advantage of digitalization. The participants are actively involved in the management of their own condition and are supported by a 24/7 response and coordination center, which connects participants to all services they need and also initiate treatments in collaboration between the participants and care providers including medical doctors. This creates an environment where the participants are not restricted by or confined to predefined schedules of monitoring but can use the provided technologies to monitor themselves and consult health care professionals whenever they wish to.

It was hypothesized that this redesign with its involvement of the participants in taking care of their own condition would increase their health literacy, ability to manage their condition, and ultimately their physical and mental well-being.

### Patient-Reported Outcome Measures

To evaluate how living with COPD affects the participants as well as the impact of the Epital living lab intervention, we used a set of multidimensional PROMs that assess diverse patient-centered outcomes—the Health Literacy Questionnaire (HLQ), Health Education Impact Questionnaire (heiQ), and the Short Form-36 (SF-36) [5-7].

The HLQ covers 9 conceptually distinct dimensions of health literacy. These dimensions reflect important elements from the perspective of the general population, health care providers, as well as policy makers. HLQ was developed using a validity-driven approach [7] to be a sensitive measure for the evaluation of interventions [7]. Recently, 2 of the 9 dimensions, HLQ6 (ability to actively engage with health care providers) and HLQ9 (ability to understand health information), were applied in 29,473 people within the Danish National Health Survey [8]. It has been validity tested in the Danish language [9] and other European languages and was found to have robust psychometric properties [10,11].

The heiQ is a widely used PROM to evaluate patient education interventions and self-management among people with a broad range of chronic conditions including COPD [12,13]. It was also developed using a validity-driven approach [6] and measures proximal outcomes related to self-management behavior across 8 dimensions. The heiQ has been found to capture dimensions strongly related to empowerment [14]. Of interest for our study, heiQ has been used in Denmark to evaluate the impact of telemedicine [15] and in Norway to access self-management in COPD [2].

The SF-36 was developed by the US Medical Outcomes Study to measure self-reported health status across 8 dimensions [16]. SF-36 is widely used and has been applied previously among patients with COPD and has identified psychological distress and poor health status when compared with the general population [17].

The aim of this study is three-fold. First, it is explored whether the clinical risk assessment of COPD is related to the individuals’ perception of living with their condition as measured with the following 3 PROMs: HLQ, heiQ, and SF-36. Thereafter, it is evaluated how the Epital living lab with its innovative reorganization of services influences participants’ perception of their condition measured by the 3 PROMs over a 12-month period. Finally, we explore whether clinical characteristics, commonly used by clinicians to evaluate the likelihood of deterioration or PROM scores capturing the participant’s perspective, predict the participants’ need of contact to the Epital response and coordination center.
Methods

Overview

This paper is part of a larger longitudinal study of the Epital living lab, which is described elsewhere [4]. In short, participants were recruited from the municipality of Lyngby-Taarbæk’s rehabilitation centers via leaflets at the local pharmacies and through the Danish Lung Association. In total, 93 individuals were included from April 2013 to December 2015: 61 women (mean age 74.3 years; range 47-91 years) and 32 men (mean age 73.0 years; range 49-87 years) participated. Data about exacerbations and number of contacts were first registered by November 2013. Hence, data about these 2 parameters are not available for the first 22 participants. Each participant was offered to be part of the Epital living lab for an unlimited period, and by the end of the study period, 66 participants were still enrolled. Participants were enrolled in average for 406 days (range 8-983 days).

Patients with a COPD diagnosis were included based on the criteria that they were able to cooperate and communicate using the Epital living lab equipment and had a Mini-Mental State Examination score above 22 [4]. The test is used to examine whether the cognitive function is sufficient to cooperate when using technology. Exclusion criteria were psychosis (including severe bipolar disease) or expected lifetime less than 90 days because of a diagnosed condition other than COPD, for example, cancer.

At the time of inclusion in the study, participants received a 2-hour visit from a medical doctor in their home where they were examined to verify the diagnosis of COPD. The severity of COPD was classified based on both spirometry to measure the airflow limitation (GOLD 1-4) and according to a risk assessment combining symptoms and exacerbation (GOLD A-B-C-D) and per the criteria of the GOLD Guidelines for COPD [3].

At entry to the study, the participants were examined by the Epital eDoctors and classified based on the number of exacerbations and hospital admissions during the last year before inclusion, symptoms, and the Medical Research Council breathlessness scale and lung function.

The initial spirometry, with measurements of the forced expiratory volume during the first second (FEV1), forced vital capacity, oxygen saturation, pulse, and temperature, was supervised by the eDoctor to serve as a baseline for the algorithm developed to be used by the participants to self-monitor their condition. Full datasets were only obtained for 88 of the 93 participants. The reason was that FEV1 is a mean value of first 3 measurements, which not all participants completed. A member of the municipality’s technical service team visited the participant and introduced the telemonitoring equipment: a tablet with applications for monitoring daily condition and communication with the response and coordination center by videoconference, a spirometer, a pulse oximeter, and a medical acute box [4].

Before the introduction to the equipment, the technical service team completed a mental score with the participant. The Mini Mental State Examination clarifies the mental state of the participants. If the score was above 22, the inclusion process was continued, and the participant filled in the PROMs (HeiQ, HLQ, and SF-36); if necessary, the participant was assisted by the technical service team. Filling in PROMs took approximately 30 to 50 min. If the participant appeared to be tired or not able to focus, the PROMs were collected at the next visit to avoid exhaustion. After 2 weeks, the participant was revisited by the technical service team to follow up on the usage of the equipment and to answer the participant’s questions. At baseline and at 6 and 12 months, the HLQ version 1.0DK, heiQ version 2.0DK, and the SF-36 version 1.1 DK were administered.

The HLQ consists of 9 dimensions, each ranging between 4 and 6 items [7]. The response options for dimensions 1 to 5 consist of a scale of values 1 to 4 (strongly disagree to strongly agree). Dimensions 6 to 9 consist of a difficulty scale from 1 to 5 (cannot do to very easy). Each dimension score was calculated as the mean of the items comprising the dimension (19).

The heiQ consists of 8 dimensions, with 4 to 6 items with response options ranging from 1 to 4 (strongly disagree to strongly agree). Each dimension score was calculated as the mean of the items comprising the dimension [6]. Dimension 3 (emotional distress) is normally reported as impact of distress, meaning a high score reflects a high impact of distress [6]. For this study, the scale was reversed for ease of interpretation. In this way, a high score means less distress and a low score more distress.

The SF-36 includes 8 multi-item scales, comprising a total of 36 items that assess health-related dimensions. The scoring further includes 2 components’ summary scores for physical and mental health [16]. To accommodate the multiple testing and reduce the risk of type 1 errors, we used only the 2 component summary scores for physical and mental health in the SF-36 questionnaire.

For all scales, missing items were imputed using the mean of other items in the dimension; however, if more than half of the items in a dimension were missing for an individual, the score for the dimension was regarded as missing.

A total of 431 questionnaires were completed, 237 (55%) under supervision and 178 (41%) without supervision (supervision status for 16 questionnaires was unregistered). Due to different inclusion periods, not all of the 93 participants completed questionnaires at 6 months and 12 months (Table 1). All questionnaires were completed between April 2013 and December 2015 except for 2 questionnaires, which were completed in January 2016. Due to a communication error with the technical service team, 15 questionnaires between January 2014 and May 2014 were not collected, resulting in a lower response rate at the 6-month follow-up.
From the clinical program and database used in the Epital living lab (Epiprocess), data were available on sex, age, FEV1, exacerbations, and contacts with the Epital response and coordination center. Participants’ FEV1 was calculated as an average of the first 3 (supervised) spirometer tests. Percentage of expected FEV1 was based on participant’s age, sex, and height. The percentage was calculated with a predicted FEV1 based on data from a Danish norm population. Sufficient data were only available for 67 of the 88 patients grouped in the GOLD risk factor groups.

For the purpose of this study, we classified the participants as having an exacerbation when they were treated for a severe exacerbation through prescription of medication (addition of oral prednisolone, broad-spectrum antibiotics, and in addition short-acting beta-2-agonist). When a participant was in contact with the response and coordination center, the Epital nurse made a note; thus, the number of notes in the records was equal to the number of contacts with the response and coordination center.

Documentation of the participants’ exacerbations and contacts with the response and coordination center during the first 90 days of participation was available from November 2013 to December 2015. The participants’ exacerbations and contacts with the response and coordination center was documented for each participant for the period they participated. For analysis of relation between the GOLD risk factor and PROMs to contacts and exacerbation, only the data for the first 90 days were used; 90 days was chosen as a lower number of days were assumed to not detect a sufficient number of exacerbations, and a longer period may be influenced by the variations in the patients’ deterioration.

Statistical Analysis

We reported outcome measure scores, FEV1, age, contacts, and exacerbations as means with SDs. The PROMs are reported as means and percentage of maximum score and range. One-way analysis of variance (ANOVA) was used to test for differences in PROM score, FEV1, and age between risk groups. A posteriori test (Tukey honest significant difference method) was used to determine whether differences existed between severity groups.

Changes in scores of HLQ, heiQ, and SF-36 dimensions over the 6 and 12 months were modeled using linear mixed models to account for the correlation of repeated measurements within participants.

For the analysis of association between the number of contacts within the first 90 days of participation and FEV1, GOLD risk factor assessment, exacerbations, age, sex, and PROM scores, we calculated rate ratios with corresponding 95% CIs using quasi-Poisson regression models with a scale parameter to account for overdispersion.

For all tests, a significance level of .05 was used. To accommodate for multiple testing and reduce the risk of type 1 errors, we used only the 2-component summary scores for physical and mental health in the SF-36 questionnaire. The open source statistical program R version 0.98.1028 was used for the analysis.

Ethics and Data Protection

The study was assessed and found not to need specific approval by the Regional office of the National Danish Ethics Committee (H-3-2012-FSP31). The program was also registered with the National Danish Data Agency by first the University of Copenhagen (2012-41-0384) and since January 2014 by the municipality of Lyngby-Taarbæk, Denmark (20150910229). All data were stored at the municipality and handled according to Danish legislation and regulations.

Results

Clinical Characteristics and Relationship to Health Literacy Questionnaire, Health Education Impact Questionnaire, and Short Form-36 Scores

The 93 participants recruited had a wide range of COPD severity (Table 2). There was no difference in age among the 4 risk assessment groups (A to D). The FEV1 differed across all risk assessment groups except for A, which did not differ from B and C (D and A, \(P<.001\); C and B, \(P<.05\); D and B, \(P<.001\); D and C, \(P<.01\)).

In relation to the differences in PROM scores according to severity across the heiQ, HLQ, and SF-36 (19 dimensions), only 3 dimensions showed significant differences between groups (Table 2): heiQ3 (emotional distress) (D and C, \(P<.05\)), heiQ5 (constructive attitudes and approaches; D and C, \(P<.01\)) and SF-36 Physical health (D and A, \(P<.001\); D and B, \(P<.01\), indicating more distress, poorer attitudes, and poorer health status with increasing severity. It should be noted that heiQ3 (emotional distress) in group C was higher than the other groups, indicating less distress for this group. A similar but not significant pattern was seen in SF-36 Mental health, supporting this reduced burden of the condition in group C. FEV1, which is a direct measure of pulmonary function, declined with increasing GOLD risk assessment score.
Table 2. Baseline mean and standard deviation across chronic obstructive pulmonary disease severity.

<table>
<thead>
<tr>
<th>Clinical characteristics and patient-reported outcome measure dimensions</th>
<th>Risk factor</th>
<th>A (N=11)</th>
<th>B (N=23)</th>
<th>C (N=13)</th>
<th>D (N=41)</th>
<th>Total (N=88)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
<td>73.1 (6.3)</td>
<td>72.2 (10.1)</td>
<td>74.8 (13.3)</td>
<td>74.7 (10.3)</td>
<td>73.9 (10.1)</td>
<td>_a^</td>
</tr>
<tr>
<td>FEV1^b (L), mean (SD)</td>
<td></td>
<td>1.47 (0.46)</td>
<td>1.52 (0.45)</td>
<td>1.15 (0.21)</td>
<td>0.75 (0.27)</td>
<td>1.11 (0.5)^c</td>
<td>(A:B); (B:C); (B:D); (C:D)^d</td>
</tr>
<tr>
<td>Expected FEV1^c, n (%)</td>
<td></td>
<td>61 (10)</td>
<td>61 (7)</td>
<td>44 (8)</td>
<td>35 (17)</td>
<td>45 (18)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ1^f: Feeling understood and supported by health care providers, mean (SD)</td>
<td></td>
<td>3.05 (0.23)</td>
<td>2.95 (0.63)</td>
<td>3.04 (0.46)</td>
<td>3.06 (0.54)</td>
<td>3.04 (0.51)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ2: Having sufficient information to manage my health, mean (SD)</td>
<td></td>
<td>2.93 (0.37)</td>
<td>2.90 (0.53)</td>
<td>2.85 (0.36)</td>
<td>3.00 (0.51)</td>
<td>2.95 (0.47)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ3: Actively managing my health, mean (SD)</td>
<td></td>
<td>2.73 (0.44)</td>
<td>2.72 (0.54)</td>
<td>2.78 (0.34)</td>
<td>2.96 (0.34)</td>
<td>2.84 (0.42)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ4: Social support for health, mean (SD)</td>
<td></td>
<td>2.89 (0.59)</td>
<td>2.91 (0.58)</td>
<td>3.18 (0.42)</td>
<td>2.93 (0.56)</td>
<td>2.96 (0.54)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ5: Appraisal of health information, mean (SD)</td>
<td></td>
<td>2.75 (0.44)</td>
<td>2.73 (0.63)</td>
<td>2.60 (0.55)</td>
<td>2.66 (0.47)</td>
<td>2.70 (0.53)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ6: Ability to actively engage with health care providers, mean (SD)</td>
<td></td>
<td>3.98 (0.28)</td>
<td>3.84 (0.53)</td>
<td>3.75 (0.40)</td>
<td>3.83 (0.51)</td>
<td>3.85 (0.46)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ7: Navigating the health care system, mean (SD)</td>
<td></td>
<td>3.73 (0.56)</td>
<td>3.59 (0.50)</td>
<td>3.47 (0.35)</td>
<td>3.66 (0.56)</td>
<td>3.62 (0.50)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ8: Ability to find good health information, mean (SD)</td>
<td></td>
<td>3.87 (0.49)</td>
<td>3.82 (0.59)</td>
<td>3.58 (0.37)</td>
<td>3.74 (0.40)</td>
<td>3.75 (0.46)</td>
<td>—</td>
</tr>
<tr>
<td>HLQ9: Understanding health information well enough to know what to do, mean (SD)</td>
<td></td>
<td>3.82 (0.36)</td>
<td>3.85 (0.52)</td>
<td>3.80 (0.27)</td>
<td>3.91 (0.41)</td>
<td>3.87 (0.41)</td>
<td>—</td>
</tr>
<tr>
<td>heiQ1^g: Health directed activities, mean (SD)</td>
<td></td>
<td>3.09 (0.56)</td>
<td>2.85 (0.69)</td>
<td>3.15 (0.74)</td>
<td>2.73 (0.77)</td>
<td>2.89 (0.72)</td>
<td>—</td>
</tr>
<tr>
<td>heiQ2: Positive and active engagement in life, mean (SD)</td>
<td></td>
<td>2.98 (0.55)</td>
<td>3.18 (0.57)</td>
<td>3.13 (0.42)</td>
<td>2.99 (0.43)</td>
<td>3.07 (0.48)</td>
<td>—</td>
</tr>
<tr>
<td>heiQ3: Emotional distress, mean (SD)</td>
<td></td>
<td>2.74 (0.63)</td>
<td>2.67 (0.72)</td>
<td>3.07 (0.68)</td>
<td>2.34 (0.68)</td>
<td>2.61 (0.71)^h</td>
<td>(C:D)^i</td>
</tr>
<tr>
<td>heiQ4: Self-monitoring and insight, mean (SD)</td>
<td></td>
<td>3.03 (0.32)</td>
<td>3.02 (0.42)</td>
<td>3.14 (0.49)</td>
<td>3.12 (0.41)</td>
<td>3.08 (0.40)</td>
<td>—</td>
</tr>
<tr>
<td>heiQ5: Constructive attitudes and approaches, mean (SD)</td>
<td></td>
<td>3.13 (0.46)</td>
<td>3.15 (0.50)</td>
<td>3.33 (0.38)</td>
<td>2.78 (0.50)</td>
<td>3.02 (0.51)^j</td>
<td>(C:D)^k</td>
</tr>
<tr>
<td>heiQ6: Skill and technique acquisition, mean (SD)</td>
<td></td>
<td>3.11 (0.39)</td>
<td>2.93 (0.43)</td>
<td>3.00 (0.52)</td>
<td>2.95 (0.41)</td>
<td>2.98 (0.42)</td>
<td>—</td>
</tr>
<tr>
<td>heiQ7: Social integration and support, mean (SD)</td>
<td></td>
<td>3.05 (0.43)</td>
<td>3.03 (0.56)</td>
<td>3.07 (0.52)</td>
<td>3.03 (0.54)</td>
<td>3.04 (0.51)</td>
<td>—</td>
</tr>
<tr>
<td>heiQ8: Health services navigation, mean (SD)</td>
<td></td>
<td>3.24 (0.39)</td>
<td>3.28 (0.41)</td>
<td>3.40 (0.44)</td>
<td>3.23 (0.54)</td>
<td>3.28 (0.47)</td>
<td>—</td>
</tr>
<tr>
<td>SF-36: Physical, mean (SD)</td>
<td></td>
<td>45.9 (8.1)</td>
<td>40.5 (10.8)</td>
<td>39.3 (9.7)</td>
<td>31.7 (7.5)</td>
<td>37.2 (10.1)^b</td>
<td>(A:D) (B:D)^l</td>
</tr>
<tr>
<td>SF 36: Mental, mean (SD)</td>
<td></td>
<td>49.5 (14.9)</td>
<td>46.5 (16.0)</td>
<td>53.3 (14.1)</td>
<td>40.8 (13.3)</td>
<td>45.8 (10.1)</td>
<td>—</td>
</tr>
</tbody>
</table>

^aNo difference.

^bFEV1: forced expiratory volume during the first second.

^cP<.001.

^dRegarding FEV1, all GOLD risk factor groups differ from each other except for A, which did not differ from B and C. D and A, P<.001; C and B, P<.05; D and B, P<.001; D and C, P<.01.

^eNumber in GOLD risk factor groups: A=9, B=15, C=9, and D=34.

^fHLQ: Health Literacy Questionnaire.

^gheiQ: Health Education Impact Questionnaire.

^hP<.05.

^iThe difference is between C and D, P<.05.

^jP<.01.

^kThe difference is between C and D, P<.01

^lThe difference is between A and D, P<.001; D and B, P<.01

https://www.jmir.org/2019/6/e10924/ J Med Internet Res 2019 | vol. 21 | iss. 6 | e10924 | p.672
Using correlation test, FEV1 was found to be positively associated with heiQ2 (positive and active engagement in life, \(P<.05\)), heiQ3 (emotional distress, \(P<.05\)), heiQ5 (constructive attitudes and approaches, \(P<.001\)), and heiQ8 (health service navigation, \(P<.05\)) but also with SF-36 Physical health (\(P<.01\)). Furthermore, we found a negative association between FEV1 and HLQ3 (actively managing my health, \(P<.05\)).

Over a 12-month period, various changes in PROMs were found. After 6 months, an increase was observed for heiQ6 (skill and technique acquisition) as well as in the reversed heiQ3 (emotional distress). The latter effect persisted after 12 months. HeiQ4 (self-monitoring and insight) also increased slightly. Meanwhile, HLQ3 (actively managing my health) decreased after 6 and 12 months. No changes in the SF-36 mental and physical components were observed (Table 3).

### Table 3. Change in patient-reported outcome measures over 6 and 12 months using linear mixed models to account for the correlation of repeated measurements within participants.

<table>
<thead>
<tr>
<th>Patient-reported outcome measures</th>
<th>Baseline (N=74)(^a), mean</th>
<th>6 months (N=36)(^b)</th>
<th>12 months (N=28)</th>
<th>Mean</th>
<th>Mean baseline to 6-month difference (95% CI)</th>
<th>Mean</th>
<th>Mean baseline to 12-month difference (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HLQ1(^c): Feeling understood and supported by health care providers</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>0.00</td>
<td>(−0.19 to 0.19)</td>
<td>3.0</td>
<td>0.00 (−0.19 to 0.19)</td>
</tr>
<tr>
<td>HLQ2: Having sufficient information to manage my health</td>
<td>2.9</td>
<td>3.0</td>
<td>2.9</td>
<td>0.03</td>
<td>(−0.12 to 0.17)</td>
<td>2.9</td>
<td>0.00 (−0.15 to 0.16)</td>
</tr>
<tr>
<td>HLQ3: Actively managing my health</td>
<td>2.8</td>
<td>2.8</td>
<td>2.7</td>
<td>−0.14</td>
<td>(−0.25 to −0.02)</td>
<td>2.8</td>
<td>−0.06 (−0.22 to 0.09)</td>
</tr>
<tr>
<td>HLQ4: Social support for health</td>
<td>3.0</td>
<td>3.0</td>
<td>2.9</td>
<td>0.04</td>
<td>(−0.11 to 0.18)</td>
<td>2.9</td>
<td>−0.06 (−0.22 to 0.09)</td>
</tr>
<tr>
<td>HLQ5: Appraisal of health information</td>
<td>2.7</td>
<td>2.8</td>
<td>2.6</td>
<td>0.06</td>
<td>(−0.08 to 0.21)</td>
<td>2.6</td>
<td>−0.08 (−0.23 to 0.08)</td>
</tr>
<tr>
<td>HLQ6: Ability to actively engage with health care providers</td>
<td>3.8</td>
<td>3.9</td>
<td>3.7</td>
<td>0.10</td>
<td>(−0.07 to 0.27)</td>
<td>3.7</td>
<td>−0.07 (−0.26 to 0.12)</td>
</tr>
<tr>
<td>HLQ7: Navigating the health care system</td>
<td>3.6</td>
<td>3.6</td>
<td>3.6</td>
<td>0.01</td>
<td>(−0.17 to 0.18)</td>
<td>3.6</td>
<td>−0.04 (−0.24 to 0.14)</td>
</tr>
<tr>
<td>HLQ8: Ability to find good health information</td>
<td>3.7</td>
<td>3.7</td>
<td>3.6</td>
<td>−0.04</td>
<td>(−0.23 to 0.13)</td>
<td>3.6</td>
<td>−0.10 (−0.29 to 0.10)</td>
</tr>
<tr>
<td>HLQ9: Understanding health information well enough to know what to do</td>
<td>3.9</td>
<td>3.9</td>
<td>3.9</td>
<td>0.00</td>
<td>(−0.16 to 0.16)</td>
<td>3.9</td>
<td>−0.05 (−0.22 to 0.13)</td>
</tr>
<tr>
<td>heiQ1(^d): Health directed activities</td>
<td>2.9</td>
<td>2.9</td>
<td>2.8</td>
<td>−0.01</td>
<td>(−0.21 to 0.19)</td>
<td>2.8</td>
<td>0.06 (−0.17 to 0.28)</td>
</tr>
<tr>
<td>heiQ2: Positive and active engagement in life</td>
<td>3.1</td>
<td>3.1</td>
<td>3.1</td>
<td>−0.03</td>
<td>(−0.17 to 0.10)</td>
<td>3.1</td>
<td>0.05 (−0.10 to 0.20)</td>
</tr>
<tr>
<td>heiQ3: Emotional distress(^e,h)</td>
<td>2.6</td>
<td>2.8</td>
<td>2.8</td>
<td>0.24(^d) (0.08 to 0.40)</td>
<td>2.8</td>
<td>0.20(^e) (0.02 to 0.38)</td>
<td></td>
</tr>
<tr>
<td>heiQ4: Self-monitoring and insight(^d)</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>0.01</td>
<td>(−0.14 to 0.15)</td>
<td>3.0</td>
<td>0.16(^e) (0.00 to 0.32)</td>
</tr>
<tr>
<td>heiQ5: Constructive attitudes and approaches(^d)</td>
<td>3.0</td>
<td>3.1</td>
<td>3.1</td>
<td>0.08</td>
<td>(−0.07 to 0.23)</td>
<td>3.1</td>
<td>0.06 (−0.10 to 0.23)</td>
</tr>
<tr>
<td>heiQ6: Skill and technique acquisition(^d)</td>
<td>2.9</td>
<td>3.1</td>
<td>3.0</td>
<td>0.17(^e) (0.02 to 0.33)</td>
<td>3.0</td>
<td>0.14 (−0.04 to 0.32)</td>
<td></td>
</tr>
<tr>
<td>heiQ7: Social integration and support(^d)</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>−0.05</td>
<td>(−0.18 to 0.07)</td>
<td>3.0</td>
<td>−0.03 (−0.17 to 0.11)</td>
</tr>
<tr>
<td>heiQ8: Health services navigation(^d)</td>
<td>3.2</td>
<td>3.3</td>
<td>3.2</td>
<td>0.05</td>
<td>(−0.10 to 0.21)</td>
<td>3.2</td>
<td>0.02 (−0.15 to 0.20)</td>
</tr>
<tr>
<td>SF-36(^j): Physical</td>
<td>37.2</td>
<td>37.2</td>
<td>36.1</td>
<td>−0.01</td>
<td>(−2.5 to 2.5)</td>
<td>36.1</td>
<td>−1.1 (−4.0 to 1.8)</td>
</tr>
<tr>
<td>SF-36: Mental</td>
<td>45.5</td>
<td>47.3</td>
<td>47.0</td>
<td>1.8</td>
<td>(−1.8 to 5.4)</td>
<td>47.0</td>
<td>1.5 (−2.6 to 5.7)</td>
</tr>
</tbody>
</table>

\(^a\)N=82 for SF-36 Physical SF-36 Mental.
\(^b\)N=42 for SF-36 Physical SF-36 Mental.
\(^c\)HLQ: Health Literacy Questionnaire.
\(^d\)Range 1–4.
\(^e\)\(P<.05\).
\(^f\)Range 1–5.
\(^g\)heiQ: Health Education Impact Questionnaire.
\(^h\)Scale reversed, that is, high score is low emotional distress.
\(^i\)\(P<.01\).
\(^j\)SF-36: Short-Form-36.
Association Between Patient-Reported Outcome Measures and the Number of Contacts to the Response and Coordination Center

As seen in Table 4, the number of contacts and exacerbations increased with increasing COPD severity. There was a positive association between severity and contacts ($P<.05$) and severity and exacerbations ($P<.001$), respectively.

To determine whether the number of contacts is associated with clinical characteristics or PROM scores at the baseline, a quasi-Poisson regression model was constructed (Table 5).

Of the clinical characteristics, the number of exacerbations and severity expressed as the GOLD risk factor assessment predicted the number of contacts during the 90 days.

There was no association between baseline-FEV1, sex, or age in relation to the number of contacts.

Of the PROMs, we found that an increase in HLQ3 (actively managing my health) predicted higher number of contacts ($P<.05$); however, adjustment for severity proved this effect insignificant. In contrast, SF-36 Physical health component score predicted a decrease in the number of contacts, but it was also found to be insignificant after adjustment for severity of COPD. Higher baseline scores on heiQ6 (skill and technique acquisition) and HLQ8 (ability to find good health information) predicted lower number of contacts. The association between number of contacts and heiQ6 was significant both with and without adjustment for severity, whereas the association with HLQ8 was only significant after adjustment.

There were no associations between PROM scores at entry and exacerbations over the 90 days (data not shown).

Table 4. Number of contacts with the response and coordination center and registered severe exacerbations grouped by chronic obstructive pulmonary disease severity over 90 days.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contacts, mean (SD)</td>
<td>6.0 (2.8)</td>
<td>7.6 (6.6)</td>
<td>12.0 (20.1)</td>
<td>15.9 (16.0)</td>
<td>11.6 (13.8)</td>
</tr>
<tr>
<td>Exacerbations, mean (SD)</td>
<td>0.0 (0.0)</td>
<td>0.21 (0.42)</td>
<td>0.42 (1.13)</td>
<td>0.54 (0.83)</td>
<td>0.36 (0.72)</td>
</tr>
</tbody>
</table>
Table 5. Association between clinical characteristics, patient-reported outcome measures, and number of contacts during the first 90 days after entry (rate ratios and 95% CIs). Column 2 presents the unadjusted rate ratio and column 3 gives rate ratio adjusted for GOLD severity. Rate ratio greater than 1 indicates a higher frequency and lesser than 1 a lower frequency in number of contacts with increased values of the variable.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline prediction of number of future contacts over 90 days, rate ratio (95% CI)</th>
<th>Adjusted for GOLD severity score</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEV1(^b)</td>
<td>Unadjusted: 0.76 (0.42-1.32)</td>
<td>Adjusted: 1.96 (0.92-4.02)</td>
</tr>
<tr>
<td>GOLD severity score</td>
<td>Unadjusted: 0.71(^c) (0.54-0.90)</td>
<td>Adjusted: NA(^d) variable used as covariate</td>
</tr>
<tr>
<td>Sex (1=m, 0=f)</td>
<td>Unadjusted: 1.04 (0.56-1.85)</td>
<td>Adjusted: 1.13 (0.64-1.93)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>Unadjusted: 0.99 (0.96-1.02)</td>
<td>Adjusted: 0.99 (0.96-1.01)</td>
</tr>
<tr>
<td>Exacerbations (number)</td>
<td>Unadjusted: 1.99(^e) (1.64-2.40)</td>
<td>Adjusted: 1.89(^c) (1.54-2.31)</td>
</tr>
<tr>
<td>HLQ1(^f): Feeling understood and supported by health care providers</td>
<td>Unadjusted: 1.14 (0.63-2.14)</td>
<td>Adjusted: 0.97 (0.57-1.70)</td>
</tr>
<tr>
<td>HLQ2: Having sufficient information to manage my health</td>
<td>Unadjusted: 1.18 (0.63-2.21)</td>
<td>Adjusted: 0.93 (0.52-1.68)</td>
</tr>
<tr>
<td>HLQ3: Actively managing my health</td>
<td>Unadjusted: 1.94(^e) (1.02-3.71)</td>
<td>Adjusted: 1.47 (0.75-2.86)</td>
</tr>
<tr>
<td>HLQ4: Social support for health</td>
<td>Unadjusted: 1.02 (0.58-1.76)</td>
<td>Adjusted: 0.92 (0.54-1.55)</td>
</tr>
<tr>
<td>HLQ5: Appraisal of health information</td>
<td>Unadjusted: 1.24 (0.70-2.17)</td>
<td>Adjusted: 1.17 (0.70-1.94)</td>
</tr>
<tr>
<td>HLQ6: Ability to actively engage with health care providers</td>
<td>Unadjusted: 0.85 (0.46-1.61)</td>
<td>Adjusted: 0.87 (0.50-1.52)</td>
</tr>
<tr>
<td>HLQ7: Navigating the health care system</td>
<td>Unadjusted: 0.88 (0.52-1.53)</td>
<td>Adjusted: 0.81 (0.51-1.34)</td>
</tr>
<tr>
<td>HLQ8: Ability to find good health information</td>
<td>Unadjusted: 0.55 (0.30-1.00)</td>
<td>Adjusted: 0.55(^c) (0.32-0.96)</td>
</tr>
<tr>
<td>HLQ9: Understanding health information well enough to know what to do</td>
<td>Unadjusted: 0.80 (0.41-1.57)</td>
<td>Adjusted: 0.72 (0.39-1.33)</td>
</tr>
<tr>
<td>heiQ1(^g): Health directed activities</td>
<td>Unadjusted: 0.72 (0.47-1.08)</td>
<td>Adjusted: 0.78 (0.54-1.13)</td>
</tr>
<tr>
<td>heiQ2: Positive and active engagement in life</td>
<td>Unadjusted: 0.92 (0.52-1.62)</td>
<td>Adjusted: 0.94 (0.54-1.62)</td>
</tr>
<tr>
<td>heiQ3: Emotional distress(^h)</td>
<td>Unadjusted: 0.81 (0.56-1.18)</td>
<td>Adjusted: 0.90 (0.63-1.28)</td>
</tr>
<tr>
<td>heiQ4: Self-monitoring and insight</td>
<td>Unadjusted: 1.35 (0.68-2.60)</td>
<td>Adjusted: 1.18 (0.62-2.20)</td>
</tr>
<tr>
<td>heiQ5: Constructive attitudes and approaches</td>
<td>Unadjusted: 0.62 (0.36-1.07)</td>
<td>Adjusted: 0.74 (0.43-1.26)</td>
</tr>
<tr>
<td>heiQ6: Skill and technique acquisition</td>
<td>Unadjusted: 0.47(^e) (0.26-0.86)</td>
<td>Adjusted: 0.49(^c) (0.29-0.84)</td>
</tr>
<tr>
<td>heiQ7: Social integration and support</td>
<td>Unadjusted: 0.76 (0.43-1.34)</td>
<td>Adjusted: 0.73 (0.43-1.23)</td>
</tr>
<tr>
<td>heiQ8: Health services navigation</td>
<td>Unadjusted: 0.64 (0.34-1.18)</td>
<td>Adjusted: 0.67 (0.40-1.14)</td>
</tr>
<tr>
<td>SF-36(^i): Physical</td>
<td>Unadjusted: 0.96(^j) (0.94-0.99)</td>
<td>Adjusted: 0.98 (0.95-1.00)</td>
</tr>
<tr>
<td>SF 36: Mental</td>
<td>Unadjusted: 0.98 (0.96-1.01)</td>
<td>Adjusted: 0.99 (0.97-1.01)</td>
</tr>
</tbody>
</table>

\(^a\)GOLD: Global Initiative for Chronic Obstructive Lung Disease.

\(^b\)FEV1: forced expiratory volume during the first second.

\(^c\)\(p<.05\).

\(^d\)N/A: not applicable.

\(^e\)\(p<.001\).

\(^f\)HLQ: Health Literacy Questionnaire.

\(^g\)heiQ: Health Education Impact Questionnaire.

\(^h\)Scale reversed, that is, high score is low emotional distress.

\(^i\)SF-36: Short Form-36.

\(^j\)\(p<.01\).

**Discussion**

In this study, we have systematically explored, prospectively, the utility of 3 PROMs to evaluate the impact of living with COPD and how an innovative reorganization of services improves participants’ understanding, self-management, and well-being. We used 3 psychometrically robust PROMs that have previously been used to assess health literacy, empowerment, and self-management in COPD and self-reported physical and mental health.
When this study was initiated in 2013, there was limited literature on the HLQ and heiQ in relation to chronic conditions, such as COPD. Given that the Epital living lab was a substantial clinical and self-care change for patients, we regarded it as critical to explore the participants’ severity of COPD in relation to their reported impact of living with the condition and how this changed over time; hence, we employed the HLQ, heiQ, and SF-36 to assist with this task.

**Characteristics of Participants in Relation to Severity of COPD**

The increase in skills and behavior related to being more active in self-managing while experiencing a highly active disease is likely to reflect direct learning over time from closer contact and regular interactions with the health care services and through increasing competence in engaging with the technology. Our data show that those who had increased contact with the 24/7 response and coordination center tended to report a decrease in heiQ3 (emotional distress) as well as a higher heiQ6 (skill and technique acquisition) at entry to the study.

Overall, there was a tendency for those in risk assessment group C, the second highest category, to report a lower burden related to COPD compared with the other groups. This was evident through heiQ3 (emotional distress) and SF-36 Mental health scores. This may be explained by the fact that COPD patients in group C, and also D, were followed up by hospital specialists in Denmark, in contrast to patients in groups A and B, who were followed up by their general practitioners. The poorer mental well-being of group D may reflect the very poor and debilitating health status they experience that is not alleviated by specialist contacts. This is only speculative and needs to be confirmed in further studies, examining a larger sample and also applying a mixed-methods approach. Recently, a Norwegian study examined the relation between heiQ domains, burden of the condition, and severity in people with COPD. In agreement with our findings, they demonstrated high distress but in contrast to our study, also showed that all 8 heiQ dimensions, except for the heiQ4 (self-monitoring and insight), were directly associated with the burden of living with COPD [2].

**The Impact of the Intervention Over a 6- and 12-Month Period**

The 24/7 access to health resources provided by the Epital living lab was associated with a reduction in the burden of the condition (lower emotional distress—ie, reduced negative affective responses to the disease). This may be due to their knowledge that assistance and treatment options are always only one click away. The training during and after the inclusion and the regular use of the technology may also have resulted in an increase in both heiQ4 (self-monitoring and insight) and heiQ6 (skill and technique acquisition) as the participants acquire confidence in using the technical solution with the tablet, apps, pulse oximeter, and spirometer. Surprisingly, HLQ3 (actively managing my health) declined over the period. This may be related to the intervention being on hand 24/7. It is possible that some reduced vigilance in self-care may have occurred given the constant presence of strong and immediate support and security.

The finding that heiQ3 (emotional distress) and heiQ4 (self-monitoring and insight) increase over 12 months are in line with a regional study in Denmark with telemedicine interventions regarding COPD where 3 heiQ dimensions were found to increase over a 6-month period: heiQ3 (emotional distress), heiQ4 (self-monitoring and insight), and heiQ8 (health services navigation) [15], with the first 2 being in accordance with our results. Interestingly, we also found an increase in heiQ6 (skill and technique acquisition) but not in heiQ8 (health services navigation). This may be explained by differences in the design between the studies. In the Epital living lab, participants had continuous access to the services and were supported by municipality nurses, who were in turn, supported by eDoctors. The other study did not offer daily access and was administered by a hospital. These findings indicate that digitally supported health services may decrease the distress and relieve the burden of COPD and contribute to better self-management, self-monitoring, and insight.

**Predictors of Number of Contacts During the First 90 Days**

As anticipated, the severity of the condition as estimated by the GOLD risk assessment groups predicted the number of contacts with the response and coordination center during the first 90 days. This may be the result of the high number of exacerbations found in the higher risk groups. This supports the GOLD risk factor assessment as a useful tool to predict necessary resources [3]. Interestingly, the participants’ FEV1 at entry did not correlate to the number of contacts. This supports the intent of the new GOLD risk assessment, as FEV1 is not an essential indicator for the need of contacts.

Only 2 of the PROMs, heiQ6 (skill and technique acquisition) and HLQ8 (ability to find good health information), were independently associated with the number of contacts after a correction for severity of the condition. Higher scores for these 2 domains were related to a lower number of contacts, which suggests that development of skills to handle the condition and ability to find information reduces the need for assistance from the response and coordination center. It may be of value to focus on these competences for people living with COPD to reduce the burden of disease they experience.

Interestingly, our findings suggest that selected PROMs can contribute to a richer understanding of how participants are influenced by their condition. An example is how the HLQ3 (actively managing my health) is higher in GOLD group D, indicating that a higher number of contacts to the health professionals and over time decreases when participating in the Epital living lab intervention. This indicates that this PROM may capture a new perspective on the burden of the condition.

Overall, our results demonstrate that selected dimensions from heiQ and HLQ may be used to better understand people living with COPD and how a digitally assisted intervention affects them with less emotional distress, acquired skills to handle the condition, and at the same time, an indication of feeling less actively involved. Whether the latter is due to a supportive environment or relief of the burden of the condition remains to be seen.
be further investigated in larger studies supplemented with inclusion of interviews and observations. In pursuing the idea of using selected dimensions from heiQ and HLQ, we developed a new instrument inspired by our findings from this study and other reports, where we combine heiQ dimensions 3 to 6 and HLQ dimensions 1 and 4 with the 7 dimensions of the recently developed eHealth Literacy Questionnaire (eHLQ), resulting in an instrument to measure readiness and enablement of technology called Readiness and Enablement Index for Health Technology [18].

Limitations of the Study

The investigators expected that the participants in the living lab would develop their knowledge, skills, attitudes, and motivation during the study. The relatively few dimensions, which increased and the decreased in HLQ3 (actively managing my health), was unexpected. It is likely that we in the implementation of the Epital living lab as an action research project focused too much on the technical setup, stability and usability of solutions, and the medical support when needed. We therefore recommend that when the Epital living lab is implemented at other sites, more attention should be paid to the development of activities strengthening the participants’ understanding of how to live with COPD and other conditions. Examples are educational and training programs, coaching, and other tools such as the guided self-determination program [19,20], which is designed to increase life skills and empower the participants.

Another limitation of the study was that the number of participants was small, and it was not possible to design a control study or match with controls in other studies. There is a risk of type 2 error because of the limited number of participants and the further reduction of participants after 6 and 12 months.

The convenience sampling in a community with a relatively high average income is also a weakness, limiting generalization to other settings. However, given the aims of the study, we expect the data are internally valid and provide reasonable guidance regarding selection of PROMs for wider study of the Epital living lab.

A final weakness is that we were not able to include some of the most recent PROMs that measure eHealth literacy at the time of the data collection. A recently published tool, the eHLQ, may have provided clearer indicators of participants’ ability to engage with the technology and reasons for limited participation and consequent well-being improvement [21].

Conclusions

In this study, we demonstrated how the HLQ, heiQ, and SF-36 can be used as PROMs in relation to COPD to provide researchers and clinicians with greater insight into how this condition affects individuals’ ability to understand and manage their condition and how they perceive their physical and mental health. The PROMs add to the information obtained with the clinical characteristics including the GOLD risk assessment.

At baseline, the PROM data from the GOLD risk group D provided a more nuanced picture of how living with COPD affects their well-being. The combination of self-reported increased emotional distress, lower self-reported physical health, and a less constructive approach and attitude to their condition provides a clear impression of how frail they are.

The PROMs also help to understand how the Epital living lab affects the participants over a 12-month period, including the potential for increasing skills and at the same time reducing both emotional distress and the perception of being active in managing their condition.
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Abstract

Background: Consumer-generated health data (CGHD) are any clinically relevant data collected by patients or their carers (consumers) that may improve health care outcomes. Like patient experience measures, these data reflect the consumer perspective and are part of a patient-centric agenda. The use of CGHD is believed to enhance diagnosis, patient engagement, and thus foster an improved therapeutic partnership with health care providers.

Objective: The aim of this study was to further identify how these data were used by consumers and how it influences engagement via a validated framework. In addition, carer data has not been explored for the purpose of engagement.

Methods: Study 1 used interviews with CGHD-experienced patients, carers, and doctors to understand attitudes about data collection and use, developing an ontological framework. Study 2 was a pilot trial with carers (parents) of children undergoing laparoscopic appendectomy. For 10 days carers generated and emailed surgical site photographs to a tertiary children’s hospital. Subsequently, carers were interviewed about the engagement framework. In total, 60 interviews were analyzed using theme and content analysis.

Results: This study validates a framework anchored in engagement literature, which categorizes CGHD engagement outcomes into 4 domains: physiological, cognitive, emotional, and behavioral. CGHD use is complex, interconnected, and can be organized into 10 themes within these 4 domains.

Conclusions: CGHD can instigate an ecosystem of engagement and provide clinicians with an enhanced therapeutic relationship through an extended view into the patient’s world. In addition to clinical diagnosis and efficient use of health care resources, data offer another tool to manage consumers service experience, especially the emotions associated with the health care journey. Collection and use of data increases consumers sense of reassurance, improves communication with providers, and promotes greater personal responsibility, indicating an empowering consumer process. Finally, it can also improve confidence and satisfaction in the service.

(J Med Internet Res 2019;21(6):e12367) doi:10.2196/12367
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Introduction

Consumer-generated health data (CGHD) is any clinically relevant data, collected and controlled by a patient or carer, to be used in the health care setting [1]. It has been dubbed the “blockbuster drug of the century” [2] because of the speculation that CGHD will promote engagement [3]. Research indicates CGHD improves quality of life [4], promotes health behaviors [5], increases considerations of service value and satisfaction [6,7], and has the potential to increase patient empowerment [8]. CGHD can be distinguished from patient-reported outcome measures, which are typically managed by providers [9], although both are now recognized to promote patient engagement and enhance care through monitoring and assessing symptoms, informing treatment decisions, tracking outcomes, agenda setting, and enhancing patient-provider communication [10].

CGHD is primarily useful to health care professionals in the diagnosis and management of conditions. Data can be clinician requested (solicited) or patient initiated (unsolicited) and are aggregated in many forms [1]. Quantitative measures of spirometry, qualitative descriptions such as a diary of emotions, and visual information such as photographs of dietary intake are common [11], with data capture encouraged through mobile phone apps and wearable technology. This research focuses on consumer-generated photographs that are useful for rheumatology [12], dermatology [4], surgical documentation [13], and wound management [14].

Research on CGHD has predominantly focused on benefits for the health care professional. The use and engagement outcomes promoted by the data for the patient and carer is still under-researched [15]. Previous studies show that data improves patient activation [16], a state characterized by an informed, knowledgeable, active patient who can sustain a course of health care under pressure [17]. Tang et al (2006) [16] suggest patients could experience a better quality of life and Frühaufl et al (2012) [4] report this in a study of tele-dermatology where “all patients perceived they had made savings of time and expenses, and moreover, they believed they had gained a more flexible and empowered lifestyle.” Tan et al (2012) conducted a qualitative interview study based on perceptions of unsolicited photographs. Notably, general practitioners also believed the images could empower patients, saying it helped patients retain control and “the patient became more part of the team” [8]. In addition, carers are critical to engagement in some patient groups [18]; thus, their perspective is also valuable to explore.

A recent systematic review of patient engagement found that of the 89 randomized controlled trials that purported to instigate and measure engagement, 21 of those had no quantifiable measure. Of the 10 high-quality papers elected for review, only 1 study defined engagement a-priori [19]. Little research has evaluated the effect of CGHD on engagement, and an ontological framework for describing and measuring patient engagement is absent in extant literature [20]. Given the importance of patient engagement, the growing evidence of its ability to improve health outcomes, defining engagement is critical.

Using the education engagement literature, this study defines engagement as composed of physiological (clinical), cognitive, emotional, and behavior dimensions [21]. Engagement was chosen because it is a multifaceted, situation-specific concept, which can include a process and an end state. Focusing on consumers’ individual experiences of CGHD and engagement as an end state, “outcome” is consistent with the patient centric aspirations of this study. Hence, this research explores an ontological engagement framework of cognitive, emotional, behavioral, and physiological outcomes for the use of consumer data to answer the research questions: How are consumer generated health data used by consumers? How does this data influence engagement?

Methods

Study 1 was conducted to explore experiences of CGHD, whereas study 2 was used to validate these findings in clinical care and explore carer-generated data. This 2-study research agenda improves construct validity through cumulative validation and confirmation by key informants [22,23] and clinician interviews used to validate consumer perspectives.

Study 1 sought a purposive sample of patients, carers, and doctors who were experienced in consumer-generated photography and used semistructured interviews to explore data use. Maximum variation sampling was applied by sampling from across the medical subspecialties of general practice, emergency health care, surgical care, and trainee. In addition, all consumers were judged as once-off users, intermittent users, regular users, and constant users of CGHD. This offered an opportunity to explore the widest possible attitudes, perceptions, and beliefs about the data via a cohort who understands the implications and complexity of its use. The sample size used in qualitative research relies on idea saturation to ensure reliability, and 30 participants was deemed suitable.

Study 2 utilized a pilot clinical trial with theoretical sampling of 30 parents of children undergoing laparoscopic appendectomy surgery at a large tertiary children’s hospital. Using a standard operating procedure, parents were trained to take photographs of their children’s surgical site wounds every 2 days and email them to the staff for the 10 days after the procedure. All-comers approach consistent with other laparoscopic interventions was used [24]. Postintervention interviews were conducted by the researcher using introductory open and probing questions to deepen the understanding of CGHD use, engagement, and to validate the ontological framework.

Using grounded theory, interviews were analyzed using constant comparison for meaning using a 5-step process: (1) Gaining familiarity through reading all transcripts, (2) Data reduction via coding, (3) Thematic analysis of the codes, (4) Data reorganization into the 4 domains and comparison across both studies, and (5) A discussion of the key considerations related to the research question [25].

The 2 studies were analyzed sequentially but iteratively compared. Codes and themes from study 1 (perceptions of the CGHD) emerged from the data, then were then mapped to the ontological framework. Study 2 (use of data in care) provided
validation of the existing codes and themes and contributed new information. When new codes and themes emerged from study 2, they were compared and validated by study 1 findings and reorganized into the final framework. The combination of the 2 approaches ensured consumers’ perceptions of CGHD use matched actual use in clinical care.

**Results**

**Overview**

Saturation was achieved at 60 interviews. In study 1, 19 males and 16 females participated in 34 interviews (Multimedia Appendix 1). Participants were aged between 22 to 69 years. A total of 16 patients and 7 carers were from a wide range of socioeconomic situations, with doctors from the predefined categories. In study 2, 5 male and 21 female carers completed the trial by taking between 1 and 6 photographs of their child’s surgical site wounds over 10 days (Multimedia Appendix 2). Of the original 30, 4 participants did not complete the trial. Participants were aged between 18 to 70 years, with children aged between 1 to 17 years.

Although there was significant similarity, study 1 and study 2 contributed unique findings to the results. Study 1 provided the 8 themes of improved health outcomes, self-perception, emotional regulation, empowerment preventative mind-set, self-management, social support, and partnership with providers, with study 2 contributing service optimization and service assessment. Although there were no major differences between patients and carers, doctors contributed the finding of patient deviance, which was supported then by carers.

In this context, CGHD has 30 main use outcomes grouped into 10 themes fitting within the ontological framework. Although outcomes have been placed into the physiological, cognitive, emotional, and behavioral groups, engagement is contextual and dynamically present in individual consumers. Outcomes were thus found to overlap and be interrelated, consistent with previous seminal research [21]. When the health care consumer perspective is analyzed, the physiological, cognitive, emotional, and behavioral outcomes of engagement are present but with a strong emphasis on the emotional outcomes of CGHD-related engagement.

**Improved Health Outcomes**

If you can take photos over time of visual things like rashes and growths and whatever, you can see whether they’re getting worse or better. It’s easy to miss subtle changes over time. [Female Patient]

I also do think that there is a certainly much bigger potential in terms of research, and you know, into ongoing treatment or into the monitoring all sorts of illnesses. [Male Carer]

Data had multiple, overlapping uses for physiological engagement including diagnosis, management, and medical research. Diagnosis and management of transient conditions, chronic conditions, slow healing, and slow-progressing conditions occurred with CGHD. This was enabled through the recording of changes and treatment over time. Doctors’ opinions of the data were mixed, with it considered redundant information, partial information, and key information. A specific area of both opportunity and concern was remote diagnosis. Patients and carers agreed that remote diagnosis was possible with these data, indicating it overcame barriers of distance improving their quality of life, saving them time and money [4], although clinicians were skeptical about diagnosing without seeing the patient in person. In addition, CGHD can be used for research purposes, with the majority of discussion about projects led by health care staff. Patients were comfortable sharing CGHD, providing adequate consent is obtained. The caveat to this was that patient age, sensitivity of the condition, sensitivity of the body part, and anonymity were all factors in the consent process.

**Self-Perception**

With the breast cancer, the motivation [to take images] was this weird thing. I had to remember what I looked like before the surgery and come to terms with the fact that it’s really happening to me. It’s like a concrete object that reflects what’s happening. [Female Patient]

I think it [photography] makes me feel like a more responsible by engaging in that process...It definitely made me feel like you’ve been more responsible about the healing of the wound, without a doubt. [Female Carer]

One of the most discussed themes in all interviews was the notion the data were evidence of a patient’s personal record and of the medical experience. Recording the health care journey is a preliminary step toward health care sense-making and a reaction to the stressors of disease, which is intended to generate a sense of coherence [26]. In short, generating data is an expression of a patient’s desire for control in the face of a stressful illness and helpful consumers make sense of what was occurring. Patients documented their bodies before and after medical interventions as an act of both vanity and the documentation of survivorship [27]. Carers suggested the data were going to kept as mementos for adolescent children so that when they grow up they have a record about what they have gone through in their own lifetime.

Responsibility was a category that emerged as important for both patients and carers when discussing CGHD. Taking on extra responsibility through documentation was considered a consequence of data use. Increasing a patient’s responsibility was suspected to improve health outcomes; however, doctors were wary with many concerned about this practice. One commented:

The disadvantage is that – I guess, the patient is now responsible for looking after the moles themselves, they may slightly be falsely assured in some way. [Emergency Medicine Consultant]

**Service Assessment**

The opportunity to send those pictures and assess the risk of infection and things like that to a trained professional have a look like rather than making your own judgment or Googling. I think that’s really
Trust for the doctor, satisfaction with the service, and service confidence were all considered cognitive outcomes of the use of CGHD in clinical care; however, consumers did acknowledge trust was influenced by more than just using the data. Indeed, patients thought using the data may signal an increase in their trustworthiness and equate to more respect from the clinician in the service interaction. Doctors agreed that using data increased a sense of trust:

Patients feel that we trust them...it sort of creates a relationship where the patient is sure the doctor trusts this picture. [Surgical Registrar]

In general, service assessment relies on evaluating the frontline service interactions through a prism of relational factors between the consumer and provider [28]. Satisfaction was present and discussed in interviews but remains an indistinct concept, conflated with service confidence, reassurance, and going beyond what is expected. Study 1 suggested CGHD could improve satisfaction, and in study 2, many parents commented that was indeed the case. One female carer was enthusiastic about her service experience, commenting that satisfaction was about “[when] those photos had gone back to the surgeon you know that that feels like going above and beyond the normal standard service.”

Preventative Mind-Set

I was probably just made more aware of just healthcare in general by being involved in taking the photos. [Female Carer]

They [wound photographs] just reminds me that I’ve got to watch what I’m doing. As the doctor explained to me when I was leaving the hospital, he says because I’ve got diabetic feet which is neuropathy in the feet, I’ve gotta’ wear shoes all the time. [Male Patient]

CGHD increased awareness of a condition and promoted health behaviors. This was most clearly expressed by 1 patient who noted photographs reminded her to reduce her stress levels to improve facial acne. Although it is clear that data can help awareness and serve as a reminder for healthy behaviors, recent literature suggests that although engagement using devices has the potential to facilitate health behavior change, this might not be driven by devices alone [29]. Commensurate with these findings, this research suggests data were a facilitator and prompt for behaviors, not a mechanism for change in itself.

In study 2, parents who documented their child’s wounds used data collection as an excuse and reminder to check healing progress. It was discussed that adolescent children may not allow parents to observe wound healing, but the photography was “for the doctor” and therefore permitted. Interestingly, participants used the photography as a prompt to self-manage care episodes, with 1 parent saying:

It was really good for me because otherwise my management of time can be quite poor sometimes and I would - may forget to - I probably would have forgotten to check his wound. [Female Parent]

Emotional Regulation

I did that [taking photographs] around the time I started caring for Dad. You start noticing all these other things when you start caring for someone, so it also worked well for my own peace of mind. It's reassurance, yes they will believe that yes this has occurred, and this is ongoing. [Female Carer]

I was going to take a photo of my butt because I had a big bruise there, but that wasn’t for any, it wasn’t for any kind of diagnosis or anything. That was just posting on social media because, you know, getting a response from people. [Male Patient]

CGHD provided reassurance by helping consumers cope with difficult emotions, and this phenomenon was recognized by all 3 participant groups. Patients and carers used data for increased emotional reassurance that healing was occurring and that they were performing the required tasks to get better. In opposition to reassurance, anxiety was suggested as creating data might cause undue stress. Interestingly, both doctors and patients recommended that capturing data may increase the anxiety related to the condition, and hence, not all participants would be suitable for data collection. Indeed, although data collection may be a sign of diligence in a patient, it might also be a sign of hypochondria, tracking conditions that are not required, which in turn cause distress.

CGHD offered consumers an avenue to share data with others as a form of entertainment within the peer network and to improve the lives of others through altruistic acts. Despite being characterized as “grotesque” and “embarrassing,” male participants used the graphic nature of medical images for play and entertainment of others. Patients were also motivated to share data by a feeling of altruism, giving information to benefit the wider community, which is commensurate with Spencer et al [30] who reported 98% of participants who shared anonymous health information for research purposes “considered that the altruistic benefits of sharing health care data outweighed the risks.”

Empowerment

[With videos] the doctors can see that I’m not making this thing up. I had a history of depression before so they would say, “well, funny things can happen when you get depressed.” So, it was valuable for me to be able to show it to someone, like “here it is”…. I became more of an advocate myself. [Male Patient]

When the patient takes the photograph, the patient themselves has thought, “Oh this is something. I need to do something about it and actually pick up the camera.” To do that gives you a little bit of sense of control. [Female Carer]
The most important finding of emotional engagement is that generating data was an empowering process promoting self-advocacy, self-confidence, and a feeling of control. A patient with a history of depression suffered intermittent hand twitching generated medical videos for a diagnosis. As such, the data provided an avenue for self-advocacy, giving the consumer more credibility with health care professionals. Self-advocacy was also present when carers used data to assert their role within families. Data focused conversations with family, making the process of healing easier and reassuring the carers that patients were improving. Data also promoted self-confidence, suggesting they were functioning as a “good” carer.

Furthermore, establishing a sense of control was important to many consumers, who felt health care services can be “dehumanizing” and “disempowering.” Generally, the sense of control was expressed as both health situation and health system control. CGHD use improved the patient’s feeling of equality with the health care provider and helped access health care services in a timely manner equating to a sense of control over the health care service. At home, it reassured patients and carers that they had a role in managing care, improving their perception of control over the health situation.

**Self-Management**

*The main thing I wanted to track was the rate at which it was healing. So, I used to take photographs, along with a ruler on the side of the wound and that way, we could actually pick up, at some point that the wound had arrested.* [Male Patient]

*If you wanted to do some self-diagnosis, you’ve got the proof sitting there behind you of these photos.* [Female Parent]

Even before digital devices, patients were offered opportunities to monitor their own condition. This occurred for chronic diseases such as diabetes and improved self-efficacy, even in patients from diverse backgrounds [31]. It was universally observed by patients, carers, and doctors that digitally created CGHD is used for self-monitoring and self-education, which can lead to the self-diagnosis. Patients considered the use of Dr Google a health care right but realized that not all information is accessible or reliable. Finding a legitimate source for self-education was considered difficult because of multiple illegitimate sources, and the readability of most authoritative Web pages exceeds average national levels of literacy [32].

Doctors stressed that although the data may be useful for self-diagnosis, they can lead to misdiagnosis and misinformation. Misinformation has medico-legal implications for health care professionals, and although 1 doctor commented they would never be “stupid enough” to diagnose from consumer-generated data, others acquiesced, suggesting that treating the patient also means treating data and the ideas they present with. Refusal to engage with patients who present data will impact the service experience. Indeed, patients who present data-evidenced opinions switched doctors if their perspectives were not recognized.

**Social Support**

*I think it’s a bit of a connection thing. If people do see it [a photograph] and they say “Oh,” you know, “I can sympathise,” and I think that’s what the medical profession is lacking.* [Male Patient]

*I have a colleague at work who is also a very good friend. She’s having surgery on Monday I was glad I had my daughter’s photos and was able to send my friend at work the progressive photos to show her how well the wounds were healing.* [Male Carer]

Data has an important function in the social support of patients with both data sharing and information seeking, improving a sense of connectedness through internet surrogates. Data sharing in online and offline networks for social support was very common. For example, an older female patient was supported through her knee reconstruction and encouraged to continue treatment with supportive comments that she was “doing well” and to “keep up the good work.” This is concordant with literature that suggests social networks support adherence to short duration activity regimes [33].

CGHD was shared with the patient network for an update on the patient status and information seeking in study 1. Notably, no information seeking was observed in study 2, disconfirming the use of the data in this context. When participants were asked why, approximately half mentioned the absence of this behavior, suggesting they did not need to search online or use the peer network for information seeking, potentially reducing instances of self-diagnosis. The reasons given were both that a diagnosis was already made, and that because of the remote support of the doctors’, self-diagnosis was not required.

**Partnership With Providers**

*By the time I saw my doctor I had a skin graft taken and applied to my arm, so it looked pretty normal. However, the photos after the operation, when I was changing the dressing, pretty much showed an arm that was cut from elbows to palm with all the muscles sort of hanging out, sitting on the table. And that it would have been impossible for the doctor to understand or see that scenario without taking photos.* [Male Patient]

*I took a photo and in a series of about 3 hours, you could see the breakdown of it [the wound] happening; we were able to use it as a thing, to say this needs urgent attention now…I bumped into one of the doctors and she told the surgeon…I think I showed her the photo of it breaking down and she called the surgeon, and the surgeon stepped in.* [Female Carer]

CGHD instigated cooperation between consumers and providers, improved communication, and gave the provider an opportunity to offer parents support by distance and equated to more perceived respect for the consumer. Improved patient–provider communication was a well-documented outcome of data use [34]. It was universally discussed by patients, carers, and doctors that a feature of photographic data was that it overcame an inability to describe a condition. Furthermore, when the data were used in clinical care, it could be used as a focus of
conversation or for agenda setting. It prompted questions and feedback with participants commenting the data improved meeting participation with health care providers. Importantly, the communication was bidirectional, with clinicians also experiencing the benefit of improved communication, suggesting it prompted other questions they might not have asked.

In addition to improved communication, cooperation was noted in interviews. Data were used to educate and motivate clinicians, increasing a sense of urgency for the treatment of patient conditions. Images were not only used as a “call to action” between the patient and doctor, but clinicians used patient data to convince their colleagues to urgently treat their patients. Consumers understood the “power relationship in a medical model,” however, they sought cooperation with clinicians when using CGHD. It was suggested that health care professionals could cooperate with patients by training them on the data capture, and clinicians agreed it was part of their job to educate patients. If cooperation was not enacted, for example, by “shrugging off” consumer data, it caused dissatisfaction with the service experience.

Consumer-generated data affected parents’ perceptions of the service through supported autonomy at home. Patients and carers experienced a sense of autonomy in their health situation, however, are still supported by health care professionals within the health system through remote diagnosis of the images. This helped rebuke the feeling of “having the door swing shut on you once you have left the service” and was considered going above and beyond what was expected, extending the service relationship beyond the clinical context.

Finally, a regular theme prominent in study 2 was parents recognizing that through the act of providing data, they gained greater attention and more respect. Typically, this was expressed as being taken more seriously. Participants attributed this to being more aware of the health condition, proactive when caring, and taking on greater responsibility for their child’s health. A total of 1 patient experienced greater respect when she alerted medical staff to an infection discovered through consumer-generated photography:

I think that they probably may take you a little bit more seriously because you said you were aware that you know 12 hours ago that wasn’t there, or six hours ago that wasn’t there, and then suddenly it was something like we have maybe a bit more respect for parents. [Female Parent]

Service Optimization

You can monitor things yourself. If you notice a significant change in 6 months’ time, because you’re looking at yourself and you can compare it with the original photo that was taken. So, you might go back to the doctor in 6 months, rather than waiting the 12 months for your scheduled check-up. [Male Patient]

[Using photographs] people might have demanded to see a surgeon straight away, or, whatever and I probably just tried to stay calm, and just say, you know, “when you got to me that you just popped in here and have a look at this.” [Female Carer]

Patients and carers experienced a greater ability to effectively manage their own resources and reduce health care services use by eliminating unnecessary appointments. The main way patients used data in this context was to alter their own treatment plan, but this could also lead to deviant behaviors. Typically, this meant reviewing photographs for evidence of clinical improvement and then making appointment changes based on symptoms shown in the data. Consumers commented the data could provide detection of adverse health events, motivating an early visit to a health care service. Doctors, patients, and carers all agreed that getting timely appointments for transient conditions was difficult and that health services lacked continuity between appointments, with CGHD overcoming these limitations. Finally, when clinician’s expertise was limited, CGHD could be sent to experts for review.

Deviant customer behavior refers to actions that patients take to abuse the health care system that violate accepted norms of behavior and result in harm [35]. The research found no evidence that patients will take actions that affect other patients but may exhibit deviant behaviors toward the health care provider. Carers and doctors, but not patients, agreed that deviant behavior involved asking for diagnosis based on the data for someone not present; self-diagnosis, which delays seeking medical help; and insisting that the patient’s interpretation of the data is correct despite contradicting the clinical expert. A total of 4 doctors commented that when patients use the data for self-diagnosis, they often come to the consultation with a preconception about what they have. When diagnosis is inconsistent with expectations, patients may get a second opinion and change providers.

As clinical costs rise, private telehealth offerings emerge, and health tracking gains popularity. Providers face unprecedented pressure to develop cheaper, patient-centric, value-based health services. Engaging patients has become a key focus patient-centered care and has the potential to improve both the quality and efficiency of health care services. CGHD can improve service accessibility and promote engagement. Thus, Figure 1 demonstrates CGHD use attributes go beyond the physiological gains of improved health outcomes to incorporate an ecosystem of physiological, cognitive, emotional, and behavioral engagements (also see Multimedia Appendix 3).
**Discussion**

**Principal Findings**

*Having those medical photos going to a medical practitioner has meant that I felt more and more engaged, more involved and more responsible. I was given some sort of capability to assist in the process.*

[Female Carer]

Consumers use data for improved health outcomes, self-perception, service assessment, emotional regulation, empowerment, social support, partnership with providers, and service optimization. For providers, data can aid diagnosis and management, improve communication, and can reduce unnecessary consultations. CGHD is another tool to manage the patient journey, allowing providers an opportunity to assure consumers that healing is occurring. For consumers, data aides sense making, instigates greater personal responsibility for health care outcomes, can foster improved awareness of a condition, and promotes healthy behaviors.

**Limitations**

The concepts demonstrated have been explored qualitatively, and no quantitative confirmation of relationships was undertaken. In addition, many of the themes and uses overlap, and some may be categorized into more than 1 area. The subjective nature of qualitative research does introduce the possibility of researcher bias; however, the techniques of intercoder reliability, maximum variation sampling, and a theoretical framework developed from the patient engagement literature were used to mitigate these issues. A further limitation is that patients may have very different perspectives on CGHD use, with other technologies and clinical scenarios thus impacting on engagement.
Comparison With Prior Work

Although patients and carers wholeheartedly supported data use, 1 clinician refused to see the data at all. This confirms other findings that a small percentage of health care practitioners will not be interested in CGHD and may miss the opportunity to improve the therapeutic relationship [3,36]. Importantly, this study confirms and explains why empowerment occurs, suggesting it is an experience of self-advocacy, self-confidence, health system control, and health situation control and more than just “being part of the team” [8].

Conclusions

Today, consumers are connecting in online and offline networks, collating health information through mobile technology, and looking for innovative services that improve their participation. Thus, managers should aim to develop strategies to promote CGHD, as refusal to engage with patients who present data will impact service experience. Indeed, our research shows patients who present data-evidenced opinions will switch doctors if their autonomy is not recognized.

Furthermore, patients are much more likely to attempt to self-diagnose using consumer-generated data when the doctor was not available and when they have a peer network. Therefore, “prescribing” data collection may reduce instances of self-diagnosis. If data are supported then it can lead to higher service satisfaction, higher service confidence, and an improved therapeutic relationship. Finally, future research should address the use of other data in other clinical settings adding to the existing theoretical framework limited to acute and chronic health care.
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Abstract

Background: Web-based self-directed mental health applications are rapidly emerging to address health service gaps and unmet needs for information and support.

Objective: The aim of this study was to determine if a multicomponent, moderated Web-based mental health application could benefit individuals with mental health symptoms severe enough to warrant specialized mental health care.

Methods: A multicenter, pragmatic randomized controlled trial was conducted across several outpatient mental health programs affiliated with 3 hospital programs in Ontario, Canada. Individuals referred to or receiving treatment, aged 16 years or older, with access to the internet and an email address, and having the ability to navigate a Web-based mental health application were eligible. A total of 812 participants were randomized 2:1 to receive immediate (immediate treatment group, ITG) or delayed (delayed treatment group, DTG) access for 3 months to the Big White Wall (BWW), a multicomponent Web-based mental health intervention based in the United Kingdom and New Zealand. The primary outcome was the total score on the Recovery Assessment Scale, revised (RAS-r) which measures mental health recovery. Secondary outcomes were total scores on the Patient Health Questionnaire-9 item (PHQ-9), the Generalized Anxiety Disorder Questionnaire-7 item (GAD-7), the EuroQOL 5-dimension quality of life questionnaire (EQ-5D-5L), and the Community Integration Questionnaire. An exploratory analysis examined the association between actual BWW use (categorized into quartiles) and outcomes among study completers.

Results: Intervention participants achieved small, statistically significant increases in adjusted RAS-r score (4.97 points, 95% CI 2.90 to 7.05), and decreases in PHQ-9 score (−1.83 points, 95% CI −2.85 to −0.82) and GAD-7 score (−1.55 points, 95% CI −2.42 to −0.70). Follow-up was achieved for 55% (446/812) at 3 months, 48% (260/542) of ITG participants and 69% (186/270) of DTG participants. Only 58% (312/542) of ITG participants logged on more than once. Some higher BWW user groups had significantly greater improvements in PHQ-9 and GAD-7 relative to the lowest use group.

https://www.jmir.org/2019/6/e10838/
Conclusions: The Web-based application may be beneficial; however, many participants did not engage in an ongoing way. This has implications for patient selection and engagement as well as delivery and funding structures for similar Web-based interventions.


Methods

Trial Design
This study was a multicenter, parallel-arm, pragmatic randomized controlled trial. Participants seeking services at specialized mental health and addiction programs at the participating sites were randomized 2:1 to receive immediate access to the BWW for 3 months (immediate treatment group, ITG) or delayed access after a 3-month control period (delayed treatment group, DTG). The trial protocol has been previously published and is available open access [16]. The trial was sponsored by Ontario Telemedicine Network and Canada Health Infoway, both government-funded organizations. Sponsors specified the recruitment target and study settings, but had no involvement in the study design, procedures, data collection, or analysis.

Ethics
This study received ethical approval from the research ethics boards at all participating sites. All participants gave informed consent before taking part in the study.

Changes to Trial Design After Commencement
In response to automated follow-up surveys going to email junk boxes, personalized emails were sent with the survey link embedded. The frequency of contact to remind participants to complete follow-up surveys was increased, and surveys were completed over the phone when possible. To meet sponsor recruitment targets, recruitment was extended early in the study to individuals attending clinics rather than the initial approach targeting those on waitlists or being discharged. Given a large amount of referral between programs, early on in recruitment, it became apparent that participants were commonly on waitlists for specialized clinics while receiving active treatment in other recruitment settings, so this change had little impact on the overall composition of the study sample.

Recruitment of Participants and Baseline Assessment
Participants were recruited from outpatient mental health programs affiliated with 3 hospitals in Ontario: (1) a public psychiatric hospital in a medium-sized city with satellite...
treatment sites in smaller urban centers; (2) a large community hospital located in another medium-sized city with satellite addictions programs; and (3) a large ambulatory academic hospital located centrally in a large metropolitan area. The aim of the study was to determine the utility of the BWW as a broad reaching multicomponent Web-based intervention that crosses all mental health and addiction-related needs. The BWW contains guided educational and course content applicable to a wide range of mental health needs, and the peer support component offers various opportunities to engage in discussion relevant to one’s personal needs. Thus, we recruited from a range of outpatient programs which included: adult mood and anxiety psychiatry programs, a substance use program, an emergency department, an urgent care clinic, youth mood and anxiety programs, mood and anxiety psychotherapy programs, trauma therapy programs, and a borderline personality disorder program. Program coordinators, clinicians, and administrators at each site reviewed referral waitlists and clinic rosters to identify potential participants and refer them to the study coordinator, who reached out by telephone or met the individual at the clinic. Eligible participants were aged 16 years or older, had access to the internet and an email address, were able to read English, and willing and able to access and use a Web-based mental health intervention. There were no exclusion criteria but referring clinicians were asked to consider if person would be able to participate appropriately in Web-based peer interactions. There were no imposed restrictions on the use of concomitant care, including accessing other Web-based interventions that may be like the one under investigation. All participants provided informed consent and baseline variables either in person or by phone with a study team member. Baseline assessment included sociodemographic data and all outcome measures. Participants were also asked about baseline belief in the treatment credibility and outcome expectancy. Participants were asked to rate their agreement with the author-generated question, “Self-help tools including web-based services and books are helpful for people with mental health problems.” Item 4 from the Credibility and Expectancy Questionnaire [17] was adapted for this study, “By the end of the [BWW access period], how much improvement in your health problems do you think will occur?” Participants were asked to rate their response from 0% to 100% with options available in 10% increments. This single item has been shown to correlate strongly with mental health treatment outcomes such as psychotherapy [18]. Participants were given the option to complete additional symptom, function, and service utilization measures over the phone or by computerized survey. Secure computerized assessments were sent electronically to each participant’s email address. All data were entered into a REDCap database [19]. Trial recruitment took place between July 2016 and January 2017.

Participant Safety
The team at each study site monitored adverse events. A data safety and monitoring board consisting of 3 experts external to the research team reviewed the trial data at 3 and 6 months after recruitment started, specifically examining change in item 9 (suicidal ideation) scores on the Patient Health Questionnaire-9 item (PHQ-9), as well as all serious adverse events reported by the participating sites throughout the trial.

Intervention—The Big White Wall
The BWW is a multicomponent, self-directed, and moderated Web-based intervention founded in 2007 and hosted in the United Kingdom. Access to the BWW was free for study participants for 3 months (ITG during the 3-month trial period and DTG after the initial 3-month trial period). The developers advocate that the BWW can improve mental health symptoms through increasing social engagement, normalizing experiences, educating, and equipping with skills to manage difficulties. All participants maintain anonymity on the site through a unique nonidentifiable user alias and use is participant dependent [15]. The BWW is monitored 24/7 by Wall Guides who are trained mental health professionals employed by the BWW and based in the United Kingdom and New Zealand. These individuals constantly review user activity and posts to ensure the content is appropriate and sensitive to all users. They will engage with users through instant communication and in the case of identified risk, the Wall Guides can identify the location of the user and direct them to use local crisis services. Contact information for local crisis services was provided on the unique landing page created for the Ontario users. The BWW components include (1) educational material, (2) guided support courses based on principles of cognitive behavioral therapy and behavior change, and (3) text communication posts as either 1:1 with another member or a Wall Guide or open to discussion groups composed of any members of the peer community. The educational materials and guided support courses cover a wide range of mental health related topics including grief, depression, anxiety, smoking cessation, substance use, trauma, among others. Users can also post and comment on bricks—creative self-expressions whereby the user designs a brick which they can place in the digital wall. See Figures 1–4 for screenshots of the BWW components. The BWW reaches out to users through their registration email if there has been a prolonged period of inactivity, encouraging users to log on. In this study, all participants received an email alias that linked to their personal email and a unique prescription for a BWW account. A follow-up call was made by a study team member 3 days after sending the prescription and again after 2 weeks, if the account had not been activated. Technical support was available from the research team, the BWW, and the Ontario Telemedicine Network.
**Figure 1.** The Big White Wall offers self-assessments across a range of mental health concerns including depression, anxiety, and substance use.

![Assess Yourself](image)

**Figure 2.** The Useful Stuff pages provide information on mental health conditions and interventions.

![Useful Stuff](image)

**Figure 3.** The Wall is a space for users to post self-expression statements through the creation of artistic bricks. Users can also comment on each other’s bricks.

![The Wall](image)
Follow-Up

Follow-up data were collected between October 2016 and April 2017. All follow-up data were collected by self-report via electronic surveys through REDCap or collected by phone or in person by a study team member and subsequently input into the REDCap database.

Participants received an automated survey link by email 1 week before 3 months postrandomization with a follow-up personalized email containing the survey link. In these emails, DTG participants were reminded that they would receive access to the BWW once the survey was completed, although all participants were ultimately given access regardless of survey completion. At 3 months and 3 months plus 1 week, reminder phone calls were made. Surveys were closed 2 weeks after the 3-month time point. Study team members collecting the outcome assessments were blinded to group allocation. Both baseline and 3-month postrandomization surveys were completed via the Web-based survey in 95% of cases, with the remainder by phone or in person.

Outcomes

The primary outcome was mental health recovery at 3 months assessed with the Recovery Assessment Scale-revised (RAS-r). This outcome assesses an individual’s orientation toward recovery and self-management across 5 domains: (1) personal confidence and hope, (2) willingness to ask for help, (3) goal and success orientation, (4) reliance on others, and (5) not dominated by symptoms [20]. The study intervention claims to promote self-management specifically, and the RAS-r was chosen as an outcome relevant to participants across all diagnoses. The use of the RAS-r also reflects the current recovery era for mental health policy and services with the focus of treatment shifting to consumers finding satisfying and fulfilling lives, rather than being symptom free [20]. The RAS-r is the most widely used and validated recovery assessment tool and has been studied in several patient populations and shown to correlate with symptoms and function [20]. It is a 24-item scale, with all items scored on a 5-point scale from strongly disagree to strongly agree, with total scores ranging from 24 to 120.

Secondary outcomes were the PHQ-9 to assess symptoms of depression, Generalized Anxiety Disorder Questionnaire-7 item (GAD-7) to assess symptoms of anxiety, EuroQOL 5-dimension quality of life questionnaire (EQ-5D-5L) to assess quality of life, and the Community Integration Questionnaire (CIQ) [21]. The PHQ-9 scale contains 9 items rated on a 4-point Likert scale from never to almost every day, with a higher score representing more symptoms [22]. The GAD-7 scale has 7 items rated on a 4-point Likert scale from never to almost every day, with a higher score representing a higher likelihood of an anxiety disorder. The EQ-5D-5L questionnaire from the EuroQOL group [23] comprises 5 dimensions: mobility, self-care, usual activities, pain or discomfort, and anxiety/depression, which are rated on 5 levels and can be interpreted as an index score by comparing with available normative values for adult populations. The EQ-5D-5L is paired with a visual analog scale (VAS) rated from 0 to 100 to assess perceived overall health at the time of survey completion. The CIQ consists of 15 items and is intended as a brief, reliable measure of a person’s level of integration into the home and community. The overall score can range from 0 to 29 with a higher score indicating better integration [24].

Actual BWW utilization data were obtained for all ITG participants including activation of account and number of logins.

Sample Size

The target sample size for our trial was set by the sponsors at 1000 participants. We aimed to recruit this number of participants, with an expectation that loss to follow-up would be approximately 30% based on data from other similar trials [25]. We calculated the minimal detectable difference between the 2 treatment groups for a linear regression analysis controlling
for baseline score assuming a 0.8 correlation between baseline and 3-month follow-up RAS-r measurements. Assuming 30% loss to follow-up, for a sample size of 700 after attrition, allocated in a 2:1 ratio, using an alpha of .05 and power of 0.9, the minimal detectable difference was 1.35 on the RAS-r.

Randomization, Concealment, and Blinding
Participants were randomized 2:1 to the ITG and DTG groups. A 2:1 randomization ratio was used to offer the intervention immediately to a higher number of participants and increase recruitment. Randomization sequences, using block sizes of 3 or 6 were computer generated by an organization external to the research team, with stratification by site and recruitment setting. Group allocation sequence was concealed but once allocated, participants were not blinded. Participants allocated to the DTG group received a telephone or email notification that they would gain access to the website after a 3-month delay. Most follow-up data were collected by Web-based survey, but in the case where follow-up data were collected by an assessor, the assessor was not the same as the person who did the initial data collection, as this person also disclosed randomization to the participant and would not be blinded at follow-up. Data analysts remained blinded throughout the study.

Statistical Analysis
The primary outcome, RAS-r, was analyzed at 3 months for all participants regardless of whether they activated their BWW account, but individuals with missing data at 3 months were excluded. We planned to repeat the analysis using a marginal structural model to account for attrition; however, owing to higher than expected attrition that was nonrandom, this analysis was not completed. RAS-r scores at 3 months were modelled with a linear regression controlling for baseline RAS-r score and treatment group. A second analysis controlled for prespecified covariates including baseline PHQ-9, baseline GAD-7, age, gender, recruitment setting, and age of first onset of mental health problems. The same analysis was repeated for all secondary outcomes at 3 months. Analyses were completed after data collection was complete. BWW utilization data were analyzed descriptively to illustrate uptake of the intervention in the ITG participants only.

Exploratory Analysis
Among ITG participants who completed the 3-month outcome measures, we examined whether there was an association between actual utilization of the application and the primary and secondary outcomes. Utilization of the application was defined by number of BWW logins, with users categorized into 4 groups based on distribution quartiles: 0 to 1 login, 2 to 3 logins, 4 to 9 logins, and 10 or more logins. Owing to degree of missingness, primary and secondary outcomes were separately modeled with repeated measures ANOVA using time as a repeated measure. We tested for an interaction between BWW use and time, after adjusting for same covariates as in the main analysis. Significant main effects were explored with post-hoc Bonferroni tests adjusted for multiple comparisons.

Results
We approached 1455 individuals, of whom 975 (67.0%) consented. Of the 975, 163 (16.7%) did not complete the baseline assessment questionnaire, leaving 812 to be randomized, 270 (33.3%) to DTG and 542 (67.7%) to ITG (see Figure 5). Distribution of participants across recruitment settings was as follows: adult mood and anxiety psychiatry programs (n=294/812, 36.2%), youth mood and anxiety programs (n=42/812, 5%), mood and anxiety psychotherapy programs (n=73/812, 9%), emergency department/urgent care clinic (n=139/812, 17.1%), borderline personality/trauma therapy programs (n=114/812, 14.0%), and substance use program (n=150/812, 18.5%). Follow-up was achieved for 446/812 (54.9%) at 3 months, 260/542 (48.0%) in the ITG group and 186/270 (68.9%) in the DTG. At baseline, the randomized groups were well-balanced in terms of sociodemographic, mental health variables, and previous 3-month health care utilization (Table 1).

Figure 5. CONSORT flow diagram of participants through the trial. BWW: Big White Wall.
Table 1. Baseline characteristics of study participants by group.

| Variables | Immediate Treatment Group (n=542)
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Delayed Treatment Group (n=270)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.5 (13.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>143 (27)</td>
</tr>
<tr>
<td>Female</td>
<td>391 (73)</td>
</tr>
<tr>
<td>Transgendered</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>440 (82)</td>
</tr>
<tr>
<td>Non-white</td>
<td>98 (17)</td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
</tr>
<tr>
<td>In a relationship</td>
<td>286 (53)</td>
</tr>
<tr>
<td>Not in a relationship</td>
<td>252 (47)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Full-time (including homemaker with young children)</td>
<td>181 (33)</td>
</tr>
<tr>
<td>Part-time/volunteer/homemaker without young children</td>
<td>100 (19)</td>
</tr>
<tr>
<td>Not working (retired owing to age or actively looking for work)</td>
<td>33 (13)</td>
</tr>
<tr>
<td>Not working (not looking for work)</td>
<td>84 (35)</td>
</tr>
<tr>
<td>Household income in Can $, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;35K</td>
<td>238 (48)</td>
</tr>
<tr>
<td>35K-50K</td>
<td>56 (11)</td>
</tr>
<tr>
<td>50K-80K</td>
<td>82 (16)</td>
</tr>
<tr>
<td>&gt;80K</td>
<td>123 (25)</td>
</tr>
<tr>
<td>Age first experienced mental health problems (years), mean (SD)</td>
<td>18.7 (12.5)</td>
</tr>
<tr>
<td>Age first sought help (years), mean (SD)</td>
<td>26.7 (12.9)</td>
</tr>
<tr>
<td>Taking medication at baseline, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>438 (81)</td>
</tr>
<tr>
<td>No</td>
<td>47 (9)</td>
</tr>
<tr>
<td>Previous 3-month hospitalization, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>77 (14)</td>
</tr>
<tr>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Agree with: Self-help tools helpful for people with mental health problems, n (%)</td>
<td></td>
</tr>
<tr>
<td>Definitely agree</td>
<td>203 (38)</td>
</tr>
<tr>
<td>Somewhat agree</td>
<td>310 (58)</td>
</tr>
<tr>
<td>Somewhat or completely disagree</td>
<td>24 (4)</td>
</tr>
<tr>
<td>How much expected improvement in mental health through BWWb,c, n (%)</td>
<td></td>
</tr>
<tr>
<td>Less than 50%</td>
<td>194 (38)</td>
</tr>
<tr>
<td>50%</td>
<td>141 (26)</td>
</tr>
<tr>
<td>More than 50%</td>
<td>179 (35)</td>
</tr>
</tbody>
</table>

aPercentages calculated after missing data removed.
bResponses were recorded in 10% increments but based on their distribution have been recategorized.
cBWW: Big White Wall.

There were some differences between those who were lost to follow-up and those who completed the 3-month survey overall and in each group (see Multimedia Appendices 1 and 2). Overall, the survey completers were older, and more likely to be working full-time or unemployed and not looking for work. ITG survey completers were more likely to activate their BWW accounts and have more logins than noncompleters in that group, with the same age and employment patterns as overall. In the DTG group, the only significant difference found was for recruitment setting; those from youth and emergency or urgent care settings were most likely to complete follow-up. A proportion of survey noncompleters from both the ITG and
DTG groups withdrew early from the study (46 out of 282 ITG survey noncompleters (16%) and 12 out of 84 (14%) DTG survey noncompleters).

**Primary Outcome**

The primary analysis showed a statistically significant difference between the ITG and DTG groups for the RAS-r at 3 months, with the ITG participants having an RAS-r score on average 5.34 points higher than the DTG participants at 3 months (Table 2). In the adjusted model, the effect remained significant but slightly lower in magnitude (Table 2).

### Table 2. Baseline and 3-month primary and secondary outcomes among survey completers with linear regression results for outcomes at 3 months.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Immediate treatment group (n=260), mean (SD)</th>
<th>Delayed treatment group (n=186), mean (SD)</th>
<th>Unadjusted treatment effect size (95% CI)</th>
<th>Adjusted treatment effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recovery Assessment Scale, revised</td>
<td>77.4 (14.0)</td>
<td>76.3 (14.1)</td>
<td>5.32 (3.33 to 7.31)</td>
<td>4.97 (2.90 to 7.05)</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Health Questionnaire-9 item</td>
<td>14.8 (6.9)</td>
<td>16.0 (6.5)</td>
<td>−1.95 (−2.94 to −0.95)</td>
<td>−1.83 (−2.85 to −0.82)</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder Questionnaire-7 item</td>
<td>11.5 (5.6)</td>
<td>12.3 (5.6)</td>
<td>−1.75 (−2.60 to −0.90)</td>
<td>−1.56 (−2.42 to −0.70)</td>
</tr>
<tr>
<td>EuroQOL 5-dimensional quality of life questionnaire</td>
<td>0.68 (0.16)</td>
<td>0.68 (0.16)</td>
<td>0.014 (−0.009 to 0.036)</td>
<td>0.008 (−0.015 to 0.031)</td>
</tr>
<tr>
<td>EuroQOL Visual Analog Scale</td>
<td>56.8 (19.2)</td>
<td>55.1 (19.8)</td>
<td>2.55 (−1.17 to 6.26)</td>
<td>1.68 (−1.97 to 5.32)</td>
</tr>
<tr>
<td>Community Integration Questionnaire</td>
<td>16.9 (5.0)</td>
<td>16.7 (4.6)</td>
<td>−0.32 (−0.93 to 0.29)</td>
<td>−0.30 (−0.93 to 0.33)</td>
</tr>
</tbody>
</table>

^a Delayed treatment group is the reference group in all analyses; all models include baseline score.

^b Adjusted for age, sex, recruitment setting, baseline PHQ-9 score, baseline GAD-7 score, and age of first onset of mental health problems.

### Secondary Outcomes

PHQ-9 and GAD-7 scores were significantly lower in the ITG group compared with the DTG group in the main and adjusted analyses (Table 2). No statistically significant differences were found for EQ-5D-5L index score, EQ-VAS, or CIQ (Table 2).

### Participant Safety

The data safety monitoring board reviewed data at 3 and 6 months after the start of recruitment and did not find any substantial increase in suicidal ideation between groups to warrant investigation or early termination. Over the course of the study, one death was reported to the study team and deemed unrelated to the intervention.

### Uptake, Use, and Satisfaction With the Intervention

#### Big White Wall Activation

Among the 542 participants who were randomized to receive immediate access to the BWW, 76 (14%) never activated their BWW account during the study period. Half of these individuals (n=39, 51%) withdrew early from the study. Reasons for early withdrawal included the following: technical issues, loss of perceived need or interest, and lack of time owing to competing priorities.

#### Utilization

There was large variability in the range of total number of times that participants logged on to the site, from 0 to 236 times. The mean number of logins was 8.7, with a standard deviation of 18.1, a median of 2, and a mode of 1. Only 58% (312/542) of participants logged on 2 or more times, with approximately 20% of all participants accounting for 80% of the total logins.

### Exploratory Analysis

There was no significant interaction between BWW use and time for the primary outcome of RAS-r. The interaction was significant for PHQ-9 (F<sub>3,257</sub>=4.14; P<.007) and GAD-7 (F<sub>3,287</sub>=3.89; P=.009). In post-hoc analysis for PHQ-9, a significantly greater reduction in score over time was present for the groups with 10 or more logins and 2 to 3 logins, relative to the 0 to 1 login group (4.14 points vs 1.43, P=.03 and 5.00 vs 1.43, P=.02, respectively). In post-hoc analysis for GAD-7, only the group with 2 to 3 logins had a significantly greater reduction in score over time compared with the group with 0 to 1 login (4.36 points vs .91 points, P=.006). There was no significant effect of the interaction between BWW use and time on the other secondary outcomes.

### Discussion

#### Principal Findings

Immediate access to the BWW resulted in small, significant improvements in mental health recovery, as well as depressive and anxiety symptoms at 3 months compared with those randomized to delayed access. These statistically significant findings are limited by high, differential drop out between treatment groups and overall, and were below minimal clinically important differences for these outcome measures (eg, a
comparison with other studies, the observed low engagement is similar [25]. A comparatively large pragmatic trial that examined 2 computerized modular CBT programs with added telephone support reported that fewer than 20% of participants had completed all modules at follow-up [25]. Modular-style courses are one only component of the BWW, the other components being peer support, artistic self-expression, and more general psychoeducation. Compared with a modular program, it is more difficult to define an adequate dose for multicomponent interventions such as the BWW [13]. We examined different self-directed doses of the BWW based on logins and did not find a linear relationship between higher use and better outcomes, although it appeared that some engagement may have been better than none. Some users may benefit from a few targeted uses to get direction or motivation. A systematic review examining the relationship between e-therapy adherence and outcomes reported that studies targeting depression did not find a significant impact of total number of logins on outcomes in contrast to studies examining physical health outcomes like weight management or smoking [9]. Studies using modular interventions, however, did report that module completion led to better outcomes. Conversely, one of the main features of the BWW used more often by the higher engagers is its moderated virtual community of peers [15], an intervention for which the evidence has yielded some very mixed results [27,28]. Some authors have described a potential harm through aggravated symptoms and what Takahashi et al termed the downward depressive spiral, which was linked to higher depressive tendencies at baseline [29]. This may have tempered the improvements in the higher engager groups or conversely may have led to early disengagement from the application as a result of negative reactions to the peer community.

Limitations
This study experienced loss to follow-up that was proportionally higher in the intervention group. High drop out of up to 50% in trials of Web-based mental health interventions has been reported [10] and retention in digitized trials has specifically been discussed as a challenge [30]. In our study, the issues encountered with our automated survey were addressed quickly but may have impacted survey completion. More specifically, other studies of Web-based mental health programs have also reported disproportionate dropout in the intervention group [10]. This trend likely represents some study disengagement for intervention-specific reasons such as dislike of the intervention format or lack of perceived utility. In this study, some very early technology issues with BWW activation likely affected early user engagement and the Web-based platform did not include a mobile version of the site or application which could have deterred use for some. To partially address this limitation, we conducted the exploratory analysis on study completers.

We chose the pan-diagnostic RAS-r as the primary outcome, given that our study sample was recruited from a range of mental health settings and participants had a range of mental health needs. The promise of Internet-based mental health interventions specifically to support recovery has been discussed [31]; however, this outcome lacks established clinically important cutoffs. Secondary outcomes may have been affected by the lack of diagnostic specificity relative to other studies that have focused on specific diagnoses such as depression and anxiety [6]. In this study, we evaluated the BWW as a solution for any mental health or addiction-related need; although we adjusted for recruitment program, it is possible that the BWW may work better for certain diagnostic or need subgroups, which represents an area for further evaluation.

Conclusions and Policy Implications
From this trial, we cannot definitively conclude the effectiveness of this or similar solutions at a population level for individuals accessing specialized mental health care. However, Internet-based interventions built on evidence-based principles of mental health care are likely to be beneficial where users are motivated to engage and where the format of the application is a good fit. Determining this subset and/or how to effectively motivate more people to engage with the interventions is a critical next step. Pragmatic studies that build in process evaluations and subset analyses that examine moderators of use and related outcomes are required. This study was undertaken as part of a large provincial implementation program with multiple research, clinical, and policy stakeholders involved throughout, a type of integrated, real-world approach to evaluation that is essential to establish effective health systems solutions [32].
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Abstract

Background: In publicly funded health systems, digital health technologies are strategies that aim to improve the quality and safety of health care service delivery and enhance patient experiences and outcomes. In Canada, governments and health organizations have invested in digital health technologies such as personal health records (PHRs) and other electronic service functionalities and innovation across provincial and territorial health systems.

Objective: Patients’ access to their own information via secure, Web-based PHRs and integrated virtual care services are promising mechanisms for supporting patient engagement in health care. We draw on current evidence to develop an economic model that estimates the demonstrated and potential value of these digital health initiatives.

Methods: We first synthesized results from a variety of Canadian and international studies on the outcomes for patients and service providers associated with PHRs across a continuum of services, ranging from viewing information (e.g., laboratory results) on the Web to electronic prescription renewal to email or video conferencing with care teams and providers. We then developed a quantitative model of estimated value, grounded in these demonstrated benefits and citizen use (2016-2017). In addition to estimating the costs saved from patient and system perspectives, we used a novel application of a compensating differential approach to assess the value (independent of costs) to society of improved health and well-being resulting from PHR use.

Results: Patients’ access to a range of digital PHR functions generated value for Canadians and health systems by increasing health system productivity, and improving access to and quality of health care provided. As opportunities increased to interact and engage with health care providers via PHR functions, the marginal value generated by utilization of PHR functionalities also increased. Web-based prescription renewal generated the largest share of the total current value from the patient perspective. From the health systems perspective, Canadians’ ability to view their information on the Web was the largest value share. If PHRs were to be implemented with more integrated virtual care services, the value generated from populations with chronic illnesses such as severe and persistent mental illness and diabetes could amount to between Can $800 million and Can $1 billion per year across Canadian health systems.

Conclusions: PHRs with higher interactivity could yield substantial potential value from wider implementation in Canada and increased adoption rates in certain target groups—namely, high-frequency health system users and their caregivers. Further research is needed to tie PHR use to health outcomes across PHR functions, care settings, and patient populations.

(J Med Internet Res 2019;21(6):e12277) doi:10.2196/12277
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Introduction

Health Systems and Digital Health Technologies

Digital health technology is an umbrella term encompassing a variety of innovations such as mobile health, health information technology, wearable devices, telehealth and telemedicine, and personalized medicine. Digital health technologies are envisioned as a step forward in empowering patients to participate in their health care decisions and, thereby, democratize health care. In publicly funded health systems, digital health technologies are strategies aimed at improving the quality and safety of health care service delivery as well as enhancing patient experiences and outcomes [1-3]. For example, the United Kingdom and Australia have launched large-scale personal health records (PHRs) initiatives—the NHS.UK and My Health Record, respectively—to connect patients with their electronic health and medical records [4-6].

In Canada, federal and provincial governments and health organizations have invested in digital health technologies and innovation across provincial and territorial health systems, including PHRs with a variety of electronic service (e-service) functionalities [7]. Canada Health Infoway is a federally funded, nonprofit organization whose mandate is to “realize the vision of healthier Canadians through innovative digital health solutions.” Through Infoway, Canada has invested in the development, implementation, and evaluation of various digital health solutions, including PHRs.

Personal Health Records and Health System Improvement

A PHR is defined as a digital space, or Web/mobile, application-based, health or medical record that holds all or a portion of clinical information about an individual (eg, laboratory results or prescribed medications) [8-11]. Multiple terms exist to refer to platforms through which patients can access their health care information, including PHR, patient portal, or consumer portal (to maintain consistency, we use PHR throughout). PHRs can be either stand-alone and driven by information entered by individuals and stored on their personal devices or tethered to a health care organization or system. Information shared via PHRs can come from multiple sources and is managed, shared, and controlled by the individual patient; therefore, PHRs should conform to nationally recognized interoperability standards [12].

PHRs in the scope of analyses presented in this paper:

1. are integrated with point-of-care clinical health information systems, allowing individuals to view their health record information from electronic medical records, hospital (or hospital consortium) information systems, laboratory testing and results information systems, electronic health records (EHRs), or health information exchanges;
2. are tethered to a health care organization or system, and are linked to information provided within the EHR attached to that system (hospital, insurance plan, or other health care organization); and
3. contain connected care functionalities/services such as communication and consultation features with point-of-care clinics, providers, or care organizations.

Stand-alone PHRs were considered out of scope, including goal- or outcome-defined clinician-patient coaching models that allow patients to input information and PHRs that do not link to clinical-source information systems.

Patients access their PHRs through a secure personal identification authorization process. PHRs can provide a range of e-service functionalities, categorized in-depth by the Center for Information Technology Leadership as comprising 4 overarching types of informational interaction—collection, sharing, self-management, and exchange [13]. How PHRs facilitate these interactions can vary; functions include the ability to (1) view health care information (electronic view [e-View]), (2) exchange secure emails and messages with health care providers (electronic visit [e-Visit]), (3) renew prescription medication on the Web (electronic prescription renew [e-Rx renew]), and (4) visit virtually via videoconference with their health care providers (virtual visit). These functionalities are illustrated in Figure 1, alongside Canadian adoption and use rates from 2016 and 2017. As such, PHRs have the potential to influence value-based outcomes in terms of avoided direct and indirect costs but also as a mechanism to improve longer-term trends in health literacy, patient satisfaction [14], access and user-centered design [15-17], and clinical outcomes.

The terms patient activation, engagement, empowerment, and patient-centered care, although used and measured distinctly, are often used interchangeably and broadly refer to mechanisms by which patients and caregivers interact with their care trajectory and the degree to which they feel confident and satisfied in doing so [18]. Efforts to enhance patient activation and patient engagement in health and health care, as well as improve patient experience, are increasingly at the forefront of health policy and strategy in both high-resource and low- to middle-income health systems worldwide [19-21].

A growing body of literature highlights how PHRs can increase patient activation by providing seamless access points through which patients access their health care information and communicate with their providers or care teams [11,22,23]. Patients’ interaction with their health care information has been shown to positively influence patient engagement, health behaviors, and associated health outcomes in a variety of settings [24-26]. However, this body of work has focused largely on patient activation in health care and health outcomes and less on the process by which activation occurs through engagement with digital health solutions [27-29]. For the remainder of the paper, we use the term patient activation to refer to the desired outcome of patients’ interactions with their PHR and patient engagement as the mechanism through which PHRs facilitate patient activation.
PHRs have been shown to influence patient engagement by reducing barriers to access to information via seamless Web-based platforms [18]. In certain high-volume health management organizations in the United States (eg, Kaiser Permanente and Veterans Affairs), where tethered PHRs have been implemented and value-based outcomes evaluated, PHR functionalities involving high levels of patient interaction with their regular health care providers (via e-Visits and virtual visits) have been shown to improve health outcomes, while reducing per capita costs of care [21,41]. Despite these benefits, it is important to note that a digital divide exists between those who can and do access these technologies and those for whom there are barriers to using technology to engage with their health care provider. Differences in access are influenced by multiple sociodemographic factors. However, there is little consensus about determinants of access and uptake across intersections of individual-level characteristics: often there are differences in use by socioeconomic status, education, and age, those in lower-income quintiles having lower levels of education and those of older age tend to access digital health technologies less [30-32]. Physical access to internet and to technological devices, in addition to technology-related skills and literacy, all contribute to perpetuating or bridging the digital divide in high-resource contexts [33,34]. A recent electronic health equity framework notes the complex interplay of macro (socio-techno-economic-political context), patient (social position and intersection between various demographics), intermediary (material circumstances and social capital), and digital technology implementation factors that influence access to health technologies [35].

**Evaluation of Value-Based Outcomes and Digital Health Technology/Personal Health Records**

Although there are a growing number of economic evaluations of digital health solutions, there are conceptual, methodological, and practical challenges to assessing the economic benefit of implementing and adopting PHRs, both in terms of increased health system efficiency and improved quality of and access to medical care [10,11]. These challenges include the lack of a clearly defined perspective resulting from multiple investors and sources of funding, the lack of identified options for comparison, and having comparable costs and outcomes across different PHR interventions/sites [11,36]. In addition, economic analyses and evaluations often take place in single health care settings with a focus on a specific patient population, and are not easily interpretable at a systems level. Conversely, analyses focusing solely on the benefits of PHRs and associated cost-savings or financial outcomes for a broader population are
often based on relatively few sources of evidence, which may or may not reflect the health system contexts in which the benefit estimates are applied.

Using an established approach developed by DeLone and McLean [37] for evaluating information technology initiatives, Canada Health Infoway (Infoway) has developed a comprehensive benefits evaluation framework for sites implementing PHRs, inclusive of net benefits or value-based outcomes [38]. This framework facilitates the evaluation of implementation factors as well as aligning outcomes with PHR use.

Our objectives in this study were as follows:

1. To synthesize outcomes generated by benefits evaluations conducted at multiple sites implementing PHRs in Canada, across different types of care settings, and serving different patient populations.
2. To estimate the relative economic benefit of implementing PHRs in those different care settings and patient populations compared with business as usual (either before or in the absence of PHR implementation) from 3 perspectives—health system (payer), patient and caregiver, and the economic benefit to society resulting from improved population health (societal perspective).

We used contextually specific data as well as cost and outcome data from the peer-reviewed literature to demonstrate the current and potential added value generated by PHR adoption and implementation at a national level across various health care settings, patient populations, and 4 specific PHR functionalities. In addition to estimating value based on resources saved by patients and caregivers and clinician and clinic productivity gains, we used a novel application of various approaches to empirically link PHR use and improved health, health behaviors, and increased life satisfaction.

Methods

Overview

We developed 3 quantitative models to estimate the economic benefit of patients and health care organizations having access to PHRs, relative to what occurred or would occur in the absence of being able to access PHRs (ie, business as usual). Typically, economic analyses of interventions or technologies in health care estimate the comparative effectiveness, utility, or broader opportunity cost between 2 or more alternative interventions [11,39]. Given the variability of implementation costs, relative provincial investment in digital health initiatives, and amount of financial support allocated to each PHR implementation site in Canada, we opted to present a cost-outcome description that synthesizes the aggregate population-level economic benefits of PHR adoption and implementation in Canada. Specifically, we applied a 1-sided economic analysis that estimates the economic benefits of the relative health care quality, access, and productivity gains from PHR implementation versus nonimplementation. Each of the 3 models reflects a different perspective from which we conducted our analyses:

1. Patient and caregiver perspective
2. Health systems perspective
3. Societal perspective/improved health

Data and Model Inputs

We drew on the benefits evaluation studies of recent PHR initiatives conducted by Canadian health care organizations (n=12) to derive estimates of any added economic benefits. Data from these evaluations represented PHR sites in 5 provinces (British Columbia, Saskatchewan, Ontario, Quebec, and Nova Scotia). Each study employed a system and use survey that examined the use of PHR functions as well as PHR user experiences and also explored quantitative outcomes of use. In addition, the sites used administrative records and user reports to assess the odds of user versus nonuser requests for health care information, average number of visits avoided (for both groups), and resulting organizational efficiency gains (eg, full-time equivalent staffing saved). Further information regarding the studies included in our 3 quantitative models can be found in Multimedia Appendices 1 and 2.

To expand our models to include relevant benefits found in the peer-reviewed literature, we conducted a systematic search of the following electronic bibliographic databases: EconLit, Health Systems Evidence, PsycINFO, and MEDLINE. Our key search terms included personal health record OR patient portal AND (economic benefit OR benefit). The following limits were applied to all searches: (1) keyword search to abstract and title, (2) English or French, and (3) 2010 to 2017. A team of 2 researchers conducted the searches and subsequent stages of review and extraction.

Selection of Model Inputs

For inclusion in our study, the peer-reviewed and gray literature had to (1) provide estimates of the economic benefit of PHR use from the patient, system, or societal perspectives, (2) provide clinical benefits of PHR use, and (3) take place in a high-resource health system context. The excluded studies were those without a counterfactual scenario (ie, PHR use compared with no health system use), those that included PHRs with functionalities out of scope, or intervention studies without a quantified clinical outcome clearly attributable to PHR use. After applying the selection criteria, a total of 81 studies were selected for full-text review, and 21 of these were used as the primary input sources to the quantitative models developed. From studies selected for inclusion (including the benefits evaluations conducted in Canada), 2 researchers reviewed each document and extracted data on clinical and economic benefits of PHR use. A third member of the research team (CL) validated each extracted benefit and model input. The outcomes reported by the respondents in these evaluations generated a range of values of effectiveness, using a series of classification factors in the Infoway Benefits Evaluation framework. As seen in Table 1, these classification fields included PHR functionality, care setting, benefit domain, and benefit recipient or patient population targeted by the intervention and care setting.
Table 1. Classification factors for benefit estimation.

<table>
<thead>
<tr>
<th>Field of classification</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHR(^a) functionality</strong></td>
<td>The method by which the PHR engages patients/caregivers.</td>
</tr>
<tr>
<td>Electronic view</td>
<td>Primary function of PHR is the viewing of health information.</td>
</tr>
<tr>
<td>Electronic visit</td>
<td>A patient e-service that allows patients and their caregivers the ability to communicate with their health care team through secure email or short message service text messaging.</td>
</tr>
<tr>
<td>Virtual visit</td>
<td>A patient e-service that allows patients and their caregivers the ability to meet with their health care provider via a face-to-face virtual encounter through functions such as video calls.</td>
</tr>
<tr>
<td>Electronic prescription renew</td>
<td>A patient e-service that allows patients and their caregivers to renew prescriptions.</td>
</tr>
<tr>
<td><strong>Care setting</strong></td>
<td>The medical care setting in which the benefit of PHR was found to accrue.</td>
</tr>
<tr>
<td>Primary care</td>
<td>Day-to-day health care delivered by a health care provider (eg, general practitioner’s office).</td>
</tr>
<tr>
<td>Specialist care—mental health</td>
<td>Health care provided for issues related to mental health, including community-based and inpatient care.</td>
</tr>
<tr>
<td>Specialist care—chronic conditions</td>
<td>Health care provided for issues related to other chronic conditions such as diabetes.</td>
</tr>
<tr>
<td>Hospital-based care</td>
<td>Inpatient and outpatient care provided in hospital/hospital-affiliated settings.</td>
</tr>
<tr>
<td>Pediatric care</td>
<td>Health care provided to children.</td>
</tr>
<tr>
<td><strong>Benefit domain</strong></td>
<td>Areas of value.</td>
</tr>
<tr>
<td>Quality</td>
<td>An increase in health quality as a result of PHR use, such as increased healthy behaviors, improved health outcomes, or increased life satisfaction.</td>
</tr>
<tr>
<td>Productivity</td>
<td>An increase in productivity as a result of PHR use, such as saved time or resources.</td>
</tr>
<tr>
<td>Access</td>
<td>An increase in access to health care as a result of PHR use.</td>
</tr>
<tr>
<td><strong>Benefit recipient</strong></td>
<td>The recipient of the benefit.</td>
</tr>
<tr>
<td>Patient/caregiver</td>
<td>The benefit accrued directly to the patient or caregiver.</td>
</tr>
<tr>
<td>Health system</td>
<td>The benefit accrued to the health system (eg, the primary care provider or the hospital).</td>
</tr>
<tr>
<td>Health outcomes</td>
<td>The benefit involved an improvement in population health.</td>
</tr>
<tr>
<td><strong>Resource saved</strong></td>
<td>The way in which patients/caregivers, the health system, and health outcomes benefitted from PHR use.</td>
</tr>
<tr>
<td>Avoided visits to health care providers</td>
<td>The primary way by which patients/caregivers benefitted from PHR use, including saved time and cost related to travel, saved time arranging caregiving and caregiving costs, and avoided time off work.</td>
</tr>
<tr>
<td>Increased productivity among health systems</td>
<td>The primary way by which health systems benefitted from PHR use, including avoided visits and reduced calls from patients/caregivers, avoided emergency department visits, and avoided preventable adverse drug events.</td>
</tr>
<tr>
<td>Improved healthy behaviors</td>
<td>A way in which health outcomes benefitted from PHR use, such as better medication adherence.</td>
</tr>
<tr>
<td>Increased life satisfaction</td>
<td>A way in which health outcomes benefitted from PHR use, using a validated life satisfaction scale.</td>
</tr>
<tr>
<td>Improved health</td>
<td>A way in which health outcomes benefitted from PHR use, through changes in patient activation.</td>
</tr>
</tbody>
</table>

\(^a\) PHR: personal health record.

Once we classified areas of value to benefit domains, as outlined above, we created a hierarchy of specific value-based outcomes, as outlined in Figure 2, such that benefit recipients were the primary classification factor, followed by the associated PHR functionality, care setting, benefit domain, and empirical value of resource saved. Estimates were adjusted to the specific yearly (2016 and 2017) utilization rates for each PHR functionality, the Canadian population aged over 18 years reporting access or use of indicated health services, and affected clinical populations for health outcomes estimates, both nationally and by care setting.
As it is unknown if and to what extent certain PHR functionalities might increase health care costs, we defined and included value-based outcomes in terms of the change in units of resources used (by patients and health systems) relative to a counterfactual scenario. The extracted outcomes data represented the added value of PHR use reported compared with an alternative scenario or counterfactual. For example, 1 health system outcome was avoided medical errors achieved through patient use of an electronic prescription renewal when compared with traditional prescription renewal processes. The value to the health system in this regard results from reduced preventable adverse events (primarily drug-related events) and a resulting reduction in unnecessary health system utilization. To avoid double-counting benefits or discounting costs related to PHR implementation in terms of patient and health system resources, we included only benefits that were clearly separate from resource costs. For example, because e-Visit functionalities in primary care settings involve physician time, we did not count avoided in-person visits to primary care physicians as an economic benefit to the health system but did for patients who saved time and financial costs.

Multimedia Appendices 3, 4, and 5 provide an overview of the included Infoway studies, the final sample of respondents from which the reported outcomes are derived, the counterfactual/comparison group or alternative scenario used for comparison, and the type of indicators used for the patient, health system, and societal perspectives, respectively. In addition to the outcomes extracted from Canadian PHR initiatives, we drew on various sources to identify relevant estimates for classification factors from publicly available data. See Multimedia Appendices 1 and 2 for an overview of the data sources used to estimate economic benefits Canada-wide from patient/caregiver and health system cost perspectives, respectively.

**Model Estimation**

We defined the economic benefit or value $V$ to each perspective as the reported costs to patients and health systems in the absence of PHRs, less the cost savings $S$ reported as a result of PHR adoption or implementation within a health care setting. We offset the cost savings reported by subtracting an estimate of the deadweight, or cost savings that may have occurred naturally, in the absence of PHR adoption.

\[
V_{\text{Patient}} = C_{\text{PCurrent}} - (S_T + S_LF + S_C - D)
\]

Costs to patients and caregivers were expenses related to attending an in-person appointment with their health care provider. Resources saved by patients included travel costs and travel time, caregiving costs and time spent arranging care, and reduced time away from paid employment. Direct average costs were obtained from primary data collected from patients’ and caregivers’ self-reporting from Canadian PHR implementations and used as model inputs. In terms of indirect costs, the amount of time saved was obtained from patients’ and caregivers’ self-reporting and valued using median Canadian income for time away from paid employment. For time costs that did not relate to paid employment, time was valued at 25% and 50% of median income. Multimedia Appendix 1 contains details related to the sources used to value patient/caregiver costs, and Multimedia Appendix 6 provides a narrative summary of how we calculated estimates from this perspective.

\[
V_{\text{Health system}} = C_{\text{HSCurrent}} - (S_U(AV,H0) + S_PG + S_PS - D)
\]

From the health system perspective, current costs are a function of the quantity of health care services provided within the...
relevant health care setting and to the relevant patient population and the cost per service. Resources saved for health systems include health care provider time (reduction in clinician time to complete tasks/patient consultation), increased productivity, and savings resulting from improved patient safety (eg, reduced preventable adverse drug events). For example, patients and caregivers having access to prescription information on the Web can increase patient and caregiver awareness of their current and previous medications, resulting in decreased prescription error on the supply side (pharmacists and health care providers) and increased medication adherence by patients. See Multimedia Appendices 2 and 7 for details regarding valuation sources and an overview of methods used to estimate the value of citizens’ use of PHR functionalities to health systems in Canada.

\[ V_{\text{Population}} = C_{\text{HSCurrent}} - (V_{\text{Satisfaction}} + S_{\text{Health}} + S_{\text{Health behavior}} - D) \]

Where there are tangible costs avoided to the health system attributable to PHR use (eg, unnecessary in-person visits avoided and provider time on operational tasks mitigated by Web-based communication or automation), estimates of benefit to the health care systems in Canada are more straightforward than for less tangible benefits such as improved health, health care behaviors, and health status. To provide estimates of improvements to behaviors and health status, we converted positive health outcomes reported in the amassed evidence base into specific econometric indicators of resources saved, according to associated PHR functionalities.

In addition to estimating the value of improved health behavior and health status of PHR users compared with nonusers, we created a direct empirical link between improvement in life satisfaction reported by adults with severe and persistent mental illness as a result of using PHR functionalities and a household income equivalent. We applied a compensating differential approach developed by Helliwell and Huang (2010) [40] that takes the difference in life satisfaction before/after for PHR users versus nonusers and then divides this by the coefficient for the marginal effect of life satisfaction on household income for Canadians (beta=0.14). For a detailed overview of the approaches used to estimate the value of improved health behaviors and health status, see Multimedia Appendix 8.

**Range of Values**

In each of the 3 models, we estimated a range of value for initial benefit areas with advanced utilization rates. Ranges in current utilization rates of available PHR functionalities were measured in 2016 and 2017 from nationally representative surveys designed by Canada Health Infoway and administered by an independent research organization [7,8]. To model potential value-based outcomes, we applied projected utilization rates of 25%, 35%, and 50%. The magnitude of ranges illustrated in our final estimates represent variations in the reported outcomes realized, in the way in which personal time can be valued as a proportion of income, and in reported uses of the health care system.

**Assumptions**

The assumptions underlying our calculations were as follows:

1. The benefits realized by the study sample from source evidence reflect benefits that could be realized by populations with similar case mixes or diagnoses.
2. Benefits realized by health care organizations in terms of increased productivity are transferable to other similar contexts across Canada.
3. The proportion of the population represented by each province in Canada can be used to expand province-level benefits to national-level benefits. Conversely, national-level benefits can be disaggregated into those at the provincial-level.
4. Outcomes related to PHR effectiveness remain constant over time.

All the estimates generated by valuing provider time (ie, time saved by health care providers and organizations) were created on the basis of a range of values from the least expensive unit of time (eg, an administrative staff) to the most expensive unit of time (eg, a physician).

**Results**

**Overview**

Table 2 summarizes the outcomes identified in our review by PHR functionality and outlines areas in which PHRs have led to identified benefits and in which care settings those benefits were realized. Current Canadian PHR adoption rates range from 3% to 4% for virtual visit technology to 10% to 12% for e-Rx renew functionalities. The benefits realized included avoided visits and time costs saved across different care settings, such as community-based clinics, primary care clinics, and hospitals.
Canadians have varying health care needs and, accordingly, different patterns of service use within the health care system. These factors affect the range and magnitude of value to citizens from use of the PHR functionalities estimated in this study and are important to interpret in context. We present below the range of total value for Canadian population subgroups based on frequency of visits per year [8], represented in terms of avoided costs because of avoided unnecessary in-person visits, weighted by utilization rates of PHR functionalities and the proportion of the population that reported each frequency of visit to their health care provider. The current annual aggregated value to Canadian patients/caregivers based on health system utilization for low-, medium-, and high-volume health system user segments of the Canadian population is as follows:

1. Can $61 to 153 million for the 41% of the Canadian population that makes 1 to 2 visits to a health care provider per year,
2. Can $87 to 148 million for the 19% of the Canadian population that makes 3 to 4 visits to a health care provider per year, and
3. Can $143 to 180 million or more for the 19% of the Canadian population that makes 5 or more visits to a health care provider per year (value estimates are based on 5 visits per year).

### Table 2. Summary of evidence of Canadians’ current use of personal health records and electronic services.

<table>
<thead>
<tr>
<th>Personal health record functionality</th>
<th>Electronic view</th>
<th>Electronic visit</th>
<th>Virtual visit</th>
<th>Electronic prescription renew</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adoption rate</td>
<td>7%-8% of Canadians can and have accessed their health care information on the Web.</td>
<td>5%-8% of Canadians can and have communicated with their health care provider securely on the Web.</td>
<td>3%-4% of Canadians can and have visited virtually with their health care provider securely on the Web.</td>
<td>10%-12% of Canadians can and have renewed their prescription medication on the Web.</td>
</tr>
<tr>
<td>Care setting</td>
<td>Primary care, hospital care, and community-based mental health services were care settings where Canadians and health systems benefited from accessing their health care information on the Web.</td>
<td>Community-based mental health services were the care setting where Canadians and health systems benefited from communicating with their health care provider securely on the Web.</td>
<td>Primary care was the care setting where Canadians and health systems currently benefited from visiting virtually with their health care provider on the Web.</td>
<td>Community-based mental health services and hospitals were the care settings where Canadians and healthy systems benefited from renewing their prescription medication on the Web.</td>
</tr>
<tr>
<td>Resource saved (patient)</td>
<td>Canadians benefited by avoiding visits to primary and mental health care providers.</td>
<td>Canadians benefited by avoiding visits to primary and mental health care providers.</td>
<td>Canadians benefited by avoiding visits to primary and mental health care providers.</td>
<td>Canadians benefited by avoiding visits to primary and mental health care providers.</td>
</tr>
<tr>
<td>Resource saved (health system)</td>
<td>Health systems benefited by increased productivity (time saved because of avoided visits and calls).</td>
<td>Health systems benefited by increased productivity (resources saved because of avoided emergency department visits).</td>
<td>Health systems benefited by increased productivity (resources saved because of avoided emergency department visits).</td>
<td>Health systems benefited by increased productivity (time saved because of avoided visits) and increased quality (preventable adverse drug events avoided).</td>
</tr>
</tbody>
</table>

### Patient/Caregiver Perspective

#### Current Benefit

For patients and caregivers, direct value from PHRs currently manifests in the form of avoided in-person visits to health care providers, leading to savings in travel time and costs, caregiving costs and time arranging care, and time off work. These savings are generally shared across e-Visit, e-Visit, e-Rx renew, and virtual visit functionalities, with variations resulting from differing adoption rates, care settings, and the number of Canadians accessing certain types of health care services (ie, Canadians with a primary care physician or Canadians having a laboratory test in the past year).

Evidence of the value of PHRs for patients and caregivers in Canada has so far been demonstrated in primary care and mental health care settings (see Multimedia Appendix 9). Given this, model estimates were associated with population-level access estimates in these care settings. The value to Canadians who use currently available PHR functionalities is estimated to be Can $119 to Can $150 million per year (aggregated across all Canadians at current adoption rates). Figure 3 demonstrates the way in which this value is distributed across PHR functionalities: overall, our patient model demonstrates that most of the current value (2016-2017) to patients and caregivers is derived from e-Rx-renew (34%), followed by e-Visit (28%), e-View (26%), and virtual visit (12%).
Figure 3. Current annual value to Canadians who use personal health records, by functionality. e-View: electronic view; e-Visit: electronic visit; e-Rx renew: electronic prescription renew.

Potential Benefit
On the basis of these value estimates, if Canadians were to increase PHR adoption from current adoption rates to 25%, 35%, or 50%, the total value to patients and caregivers would increase to Can $470 million, Can $658 million, and Can $940 million, respectively. Figure 4 represents how increasing adoption rates of each PHR functionality would increase the value from the patient perspective, assuming a steady-state of benefits realized (i.e., that the benefits to Canadians remained constant over time).
Health System Perspective

Current Benefit

From the health system perspective, we found that direct value from PHRs currently manifests in the form of increased productivity, leading to clinic or clinician time saved because of avoided visits and operational and clinician processes involved in responding to and resolving patient phone calls. There is also some evidence of increased health care quality, manifested by avoided preventable adverse drug events. Evidence of the value of PHRs for health systems in Canada has so far been demonstrated in primary care, hospital, pediatric, and mental health care settings, with value also identified internationally in other areas of specialized care (eg, veteran health services and chronic illnesses; see Multimedia Appendix 10). The non-Canadian evidence mentioned above also shows promising evidence of benefits for virtual visit functionalities.

The current estimated value to health systems where PHR functionalities are in use is estimated to be Can $106 to Can $134 million a year. Figure 5 demonstrates the way in which that value is distributed across PHR functionalities. Overall, the health system model demonstrates value primarily related to e-View (72%)—the most widely available and utilized functionality—followed by e-Rx renew (15.2%), e-Visit (11.1%), and virtual visit (1.7%). We see below that most of the cost savings to the health system are driven by e-View functionality and are estimated at between Can $81 and Can $96 million per year.

Under the assumption that the savings associated with virtual visit use for specialized care can be realized in Canada at the same rate it has been realized internationally, savings for that functionality would rise from Can $27 to Can $54 million. In addition, in 2 of the identified studies, outcomes of PHR use were measured separately for different functionalities, allowing the model to explore the marginal benefit of increased PHR-enabled provider interaction within the same patient population. Using these studies, the model for valuing health system benefits of PHR use found that with increased opportunities for patients to directly consult or communicate with their providers, the value to the health system increased by 24% to 32%. In other words, moving from being able to passively view health care information on the Web to communicating or consulting virtually with a health care provider generated substantially more value to both patients and the health system. For example, in 1 study [31], the estimated benefit of patients using only e-Rx renew in a hospital setting was Can $105 million, whereas the estimated benefit of patients who used the e-Visit function was Can $127 million.
Figure 5. Current annual value to health systems where personal health record functionalities are in use. e-view: electronic view; e-visit: electronic visit; e-Rx renew: electronic prescription renew.

**Potential Benefit**

Using the estimates of value to health systems in Canada, we found that if Canadians were to increase PHR adoption to 25%, 35%, or 50%, the total value to patients and caregivers would increase to Can $362 to Can $391 million, Can $505 to Can $543 million, and Can $720 to Can $769 million, respectively. Figure 6 represents how increasing adoption rates of each PHR functionality would increase the value from the health system perspective, assuming a steady state of benefits realized. The second set of totals (represented by italicized figure ranges in parentheses below) represent the integration of benefits estimates that assume increased adoption and integrate evidence from jurisdictions outside of Canada with wrap-around PHR functionalities (inclusive of virtual visits). If Canadians had access to comparable PHRs, the total value to health systems in Canada would be Can $131 to Can $185 million at current adoption rates, and when projected to 25%, 35%, and 50%, the estimated values would range from Can $1.3 to Can $5.4 billion, Can $1.8 to Can $7.5 billion, and Can $2.6 to Can $10.7 billion, respectively.
Societal Perspective

Most evidence regarding PHR use and health outcomes was generated in hospital or integrated care settings in the United States; 1 study was based in Canada. All of the evidence used as inputs into our population health model related to outcomes of interventions targeted specifically to people with diabetes or people with severe and persistent mental illness. Specific outcomes with sufficient evidence included improved health status through greater glycemic control, increased household income through improved life satisfaction, and increased positive health behaviors through improved medication adherence [21,26,40].

The monetary value of those improved health outcomes breaks down as follows in Figure 7, with the majority of the economic benefit realized being driven by the e-Visit functionality.

Multimedia Appendices 9, 10, and 11 provide summaries of each of the 3 quantitative models (patient/caregiver, health system, and population health).
Discussion

Understanding how implementation of PHRs could benefit patients and caregivers, as well as health care systems in high-resource settings such as Canada, is an important step in exploring ways in which digital health technologies can facilitate improved patient engagement and, ultimately, population health outcomes and system transformation strategies for sustainability. We found that Canadians having Web access to their health care information, as well as communication and consultation services with providers via PHR functionalities, generates a substantial economic benefit from patient, health system, and broader societal perspectives. The hierarchy of classification factors we developed presents a practical approach to estimating economic benefit within the field of digital health and patient empowerment research, where questions of who accrues benefits and from which PHR functionalities are likely to inform decisions as to where and how increased access to PHR functionalities should be supported.

Current Benefits

The majority of the current benefits seen in this study to Canadian patients and caregivers were realized in primary care and mental health settings and were resulting from the use of e-Rx renew functionalities. For health systems, the majority of the benefits were realized by citizens’ use of e-View functionalities within primary care settings. Comparing these 2 perspectives, the range of estimates for the health systems perspective was much wider than that of the patient/caregiver perspective (1.7%-72% vs 12%-34%, respectively). The relatively large share of benefits driven by e-Views for health systems, particularly in primary care settings, is likely a function of the limited available evidence, as well as the relatively broad population base that reports having access to primary care services in Canada. Patient access to health care information on the Web is therefore clearly linked to cost savings for both patients and health systems.

Evidence for benefits related to improved health outcomes was found in relation to PHR functionalities that enabled greater interaction and communication with health care providers and services: e-Visit, virtual visit, and e-Rx renew. This suggests that having access to technology that allows for more timely interactions between patients and health care providers and clinic administration has added benefits and value for the health of participating patients.
Potential Benefits

For patient and health system perspectives, potential benefits were estimated using 2 different methods. The first method projected increases in adoption rates, and the second method relied on evidence from health management organizations in the United States that had implemented PHRs with integrated communication and clinical consultation e-service functionalities (e-Visit and virtual visits) [42,43]. Although such integrated PHR models are not yet available in Canada, the health outcomes reported resulted from patient use of PHR consultation and communication functionalities and may indeed be applicable to health outcomes in the Canadian context and that of other international health systems. Evidence from current and emerging models of care provides insight into key factors that facilitate health systems modernization to advance clinic/clinician adoption and integration of virtual care electronic services (e-Services), such as remuneration of health care providers.

The majority of potential improvement in health outcomes in our model is driven by increased integration of e-Services within health care organizations and by increased adoption of PHRs by older adults, particularly those in long-term care facilities. We were able to establish a direct link between increased life satisfaction for adults with severe and persistent mental illness who used PHRs compared with those who did not, with an equivalent increase in household income. This contributes to the literature by creating an empirical association between PHR use, patient activation and engagement [18], well-being, and ultimately economic benefit to populations accessing health care services.

Process Matters—Effectiveness and Value of Personal Health Records in Context

Our findings are in line with other studies measuring the value of PHR use compared with business as usual or the absence of a PHR initiative within a health care organization [22,23,44]. There is added value of PHR implementation and adoption by patients and health care organizations, compared with settings with a lack of PHR access, but the degree to which realization of economic value offsets costs of investment and implementation of PHRs is difficult to assess. Similarly, it is challenging to understand the opportunity cost of investing in PHR implementation when benefit estimation perspectives and those sectors investing resources may not be wholly connected.

Critical Mechanisms and Factors of Success

Ultimately, it is likely that PHRs with integrated communication and consultation functionalities will become business as usual in many health care settings and the suite of e-Services available will broaden to include a variety of automated machine learning and artificial intelligence features to support and advance health and wellness needs and facilitated interactions with care providers, organizations, and resources. As availability and adoption become more widespread, factors informing successful implementation, such as integration within health system workflows and provider remuneration structures, will become increasingly important.

Limitations

We drew on evidence synthesized from the peer-reviewed literature as well as benefits evaluations of PHR implementation sites in Canada to develop 3 models estimating benefits of PHR use to Canadians and Canadian health systems. As such, our models are limited by the quality of the evidence generated from these studies. Variability in the number of respondents comprising study sample sizes, as well as the typical absence of a comparison group or counterfactual, also limits the generalizability of our estimates and may result in the over- or underestimation of benefits across the 3 models.

To estimate the value of PHR use from the patient/caregiver perspectives, we valued indirect costs using median income estimates in Canada and 50% of median hourly income to calculate nonlabor costs. It is likely that the distribution of income varies greatly across participants of the studies from which model inputs were drawn. As those who use PHRs tend to have higher income, this likely underestimates the value to current PHR users; however, it may more realistically represent the broader population who could potentially adopt PHRs.

To obtain a Canada-wide set of estimates, we used average costs for health services in Canada; however, these were weighted by the total Canadian population and appropriate adoption rates.

Finally, we did not include the cost of investment in PHR development, implementation, and evaluation, therefore, we do not make any claims about the relative benefit with respect to overall cost. We do, wherever possible, account for variable costs by using only the marginal benefit experienced by health care organizations to calculate estimates of economic value by perspective.

Implications for Research and Practice

PHRs with high levels of direct interaction with care teams showed promising potential value if broadly implemented in the Canadian context with a particular focus on advancing adoption among certain clinical populations—namely, high-frequency health system users and their caregivers. Gaps in evidence include information about PHR use and related outcomes across PHR functions, care settings, and patient populations (see Table 3). From the patient/caregiver perspective, the care settings of studies that generated value-based estimates across e-Services did not include in-patient hospital care. Further research is needed to understand the value to patients and caregivers of PHR use when interacting with acute in-patient care settings. From the health system perspective, gaps in evidence available for estimating values differed according to PHR functionality. To gain a more fulsome understanding of how viewing medical records benefits both patients and health systems, research is needed to evaluate how this may differ across primary care versus specialized in-patient and outpatient hospital settings. There is also a paucity of information available concerning e-Visit, virtual visit, and e-Rx renew service use and related benefits. Finally, an important area for further research is understanding if and how PHR functionalities—particularly virtual visit—influence health system utilization and health outcomes for individuals with chronic conditions, especially older cohorts of adults.
Overall, more evidence is needed to expand the scope of benefits to include care settings outside of primary care and specialized mental health services, as well as settings advancing access to connected care e-service functionalities (beyond e-View). Understanding the different ways in which different populations benefit—and in which care settings—from saving resources because of PHR use will require further data development, especially regarding:

1. How caregivers use PHRs and how they benefit,
2. How geographic location and proximity to health services influences value for patients,
3. How key determinants of technology adoption may influence who and how patients, caregivers, and health systems use PHRs, and how this relates to any outcomes experienced, and
4. How different populations with high potential value approach PHR use and technology use more broadly.

Conclusions
There is clear value to patients, health systems, and society of patients having Web-based access to their health care information and to consultation and communication e-Services with their providers and care organizations. Increasing this value and benefit would include bridging the digital divide and helping to facilitate training for both patients/caregivers and providers/organizations. To our knowledge, this is the first study synthesizing and estimating the value-based outcomes of PHR adoption and use across multiple sites at a national level. In addition, we feel we have contributed to the field by generating care setting and patient population–specific estimates across a range of adoption rates, effectiveness, and cost levels to explore how targeting various populations (eg, high-volume users, adults with severe and persistent mental illness, older adults in long-term care facilities, and individuals with chronic conditions) could yield further economic and health benefits to patients, caregivers, and health systems. Finally, our findings point to priority areas for new research that can allow for robust economic evaluations of PHRs, guide strategic health system policy and strategy, and identify empirical links between PHR use and cost savings, as well as determinants and mediators of PHR use and individual/population health outcomes across modernizing health care systems around the world.
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Abstract

Background: Restroom cleanliness is an important factor in hospital quality. Due to its dynamic process, it can be difficult to detect the presence of dirty restrooms that need to be cleaned. Using an Internet of Things (IoT) button can permit users to designate restrooms that need cleaning and in turn, allow prompt response from housekeeping to maintain real-time restroom cleanliness.

Objective: This study aimed to describe the deployment of an IoT button–based notification system to measure hospital restroom cleanliness reporting system usage and qualitative feedback from housekeeping staff on IoT button use.

Methods: We deployed IoT buttons in 16 hospital restrooms. Over an 8-month period, housekeeping staff received real-time notifications and responded to button presses for restroom cleaning. All button presses were recorded. We reported average button usage by hospital area, time of day, and day of week. We also conducted interviews with housekeeping supervisors and staff to understand their acceptance of and experience with the system.

Results: Over 8 months, 1920 requests to clean restrooms in the main hospital lobby and satellite buildings were received. The hospital lobby IoT buttons received over half (N=1055, 55\%) of requests for cleaning. Most requests occurred in afternoon hours from 3 PM to midnight. Requests for cleaning remained stable throughout the work week with fewer requests occurring over weekends. IoT button use was sustained throughout the study period. Interviews with housekeeping supervisors and staff demonstrated acceptance of the IoT buttons: actual use was centered around asynchronous communication between supervisors and staff in response to requests to clean restrooms.

Conclusions: An IoT button system is a feasible method to generate on-demand request for restroom cleaning that is easy to deploy and that users will consistently engage with. Data from this system have the potential to enable responsive scheduling for restroom service and anticipate periods of high restroom utilization in a hospital.

(J Med Internet Res 2019;21(6):e13588) doi:10.2196/13588
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Introduction

Background
Cleanliness of restrooms frequently serves as a gauge of an organization’s ability to maintain cleanliness throughout all of its facilities. The maintenance of restroom cleanliness is important for 3 reasons. First, dirty restrooms are frequently cited as a source of complaints in many industries. In a 2010 poll, individuals identified dirty restrooms as the top reason to avoid a restaurant with the most common complaints being about clogged toilets, foul odors, out-of-stock supplies, and broken soap or paper dispensers [1,2]. Hospitals are also frequently cited as a source of dirty restrooms; a 2004 survey of 86,000 patients in the United Kingdom showed that only 48% of individuals thought their hospital restrooms were clean [3]. Second, the cleanliness of hospital restrooms is associated with the quality of hospital. In national focus groups designed to inform the Hospital Consumer Assessments of Healthcare Providers and Systems Hospital Survey, 15 of 16 focus groups identified cleanliness of restrooms as a gauge through which participants would measure hospital quality [4]. Similarly, focus groups in Greece demonstrated that patients use cleanliness of restrooms as an indicator of overall quality of the hospital [5]. Third, in health care facilities where nosocomial infections continue to be a great concern, dirty restrooms can be a source of bacterial pathogens from biowaste. Toilets left unclean may lead to aerosolization of biowaste after flushing, serving as a potential source of infection, especially in immunocompromized individuals [6-8].

Maintaining Restroom Cleanliness in the Hospital Setting
Hospitals utilize various systems to maintain restroom cleanliness from scheduled, periodic cleaning of high-traffic restrooms to on-demand cleaning based on user feedback. These strategies are symbiotic—ideally, a restroom is cleaned on a schedule based on the number of user requests. Restroom users may request restroom cleaning by notifying nearby staff or calling a posted phone extension to report a dirty restroom. Novel digital techniques to deliver just-in-time notification of restroom cleanliness may use smartphones to report dirty restrooms via a quick response code (QR code), short message service (SMS) short code, or a dedicated app. Digital solutions have the advantage of automating the process of data collection into a central database that can be queried and analyzed to anticipate staffing needs or times when restrooms are most dirty. Yet, existing digital solutions still require user input (eg, using an individual’s smartphone to access an app or to scan a QR code), or require programming of an app, which may be barriers to adoption of such technologies.

An Internet of Things (IoT) button may serve as a simpler, acceptable method to deliver just-in-time notifications of dirty restrooms [9]. An IoT button is a small, electronic device that can be programmed to deliver a customized message to the end user via a wireless network when pressed. In this study, we describe the feasibility and acceptability of deploying an IoT button-based notification system to measure restroom cleanliness in our hospital. We also report descriptive statistics on the use of IoT buttons and share qualitative feedback from housekeeping supervisors and staff on use of IoT buttons.

Methods
Overview
We utilized a modified IoT button (GoButton, Visybl Inc, Germantown, MD, USA) configured to deliver just-in-time messages to the housekeeping staff regarding restroom cleaning requests and grounded our investigation in a plan-do-study-act model [10,11]. We conducted our project at a large, urban, academic quaternary care hospital with 763 beds. Our hospital receives approximately 30,000 visitors daily and emergency department (ED) has an annual volume of 60,000 patients.

Before the implementation of the IoT buttons, our housekeeping staff used to clean designated restrooms on a schedule that reflected estimated daily restroom use. For example, our highest volume restrooms in the main lobby have a dedicated housekeeper who inspects the restroom on an hourly basis, whereas an inpatient floor restroom is cleaned once daily. We initially selected 9 high-traffic public restrooms throughout the hospital in collaboration with housekeeping leadership (Figure 1). Selection criteria were based on the level of foot traffic and historical high utilization of housekeeping services in these restrooms. We also selected the public restrooms on the oncology floor as restroom cleanliness on this floor had previously been a priority for housekeeping staff due to the presence of immunocompromized patients. After 1 month at the request of ED and housekeeping leadership, we also equipped each restroom in the ED (a total of 7) with the IoT button because the cleanliness of these restrooms was identified as an important contributor to patient satisfaction in our hospital. Overall, we included 16 restrooms in our data analysis.
Internet of Things Button Programming and Deployment

We mapped each IoT button to a single restroom using the vendor’s Web-based administrator interface [9]. We also used this system to program the IoT button to deliver notifications via SMS messages to housekeeping supervisors based on specific button actions (Figure 2). We designated a single press as a notification that restrooms needed cleaning. In addition, a double press (2 presses of the IoT button within 1s of each other) delivered a notification that the restroom was cleaned by housekeeping staff. Each action—single or double press—was automatically logged on a cloud-hosted, shared spreadsheet. As our housekeeping standard is to respond and clean a restroom within 30 min of a request, we created a button lockout period of 30 min where only the first single press during a 30-min period would deliver a message to housekeeping supervisors. Single presses during the 30-min lockout period were still logged by the interface.

We conducted periodic in-service training for housekeeping staff using a demonstration IoT button. Housekeeping supervisors introduced the device and its intended use to housekeeping staff at daily morning staff meetings. We also conducted in-service training in the evening for housekeepers working the overnight shift. After demonstration of the IoT button, we allowed housekeeping staff to inspect and use the demonstration button. The demonstration button was kept in the housekeeping supervisor’s office so that housekeeping staff could readily access and retrain as needed.

IoT buttons were mounted in readily accessible areas on restroom walls with public facing signage asking users to press the IoT button once if the restroom needed service (Figure 3). Each button press delivers an SMS message to the designated housekeeping supervisor responsible for restrooms in a specific region who would then dispatch housekeeping staff to assess and clean the restroom. Housekeeping staff were trained by the supervisors to double press the IoT button each time they cleaned the restroom in routine cleanings as well in response to button requests. Periodic retraining occurred during onboarding of new housekeeping staff and during daily housekeeping meetings.

At the end of the study period, we conducted face-to-face group interviews grounded in the technology acceptance model with 4 housekeeping supervisors and 2 staff regarding their experience using the IoT button system [12]. Housekeeping staff and supervisors were recruited during regular operational staff meetings. We utilized a standard interview guide aimed at the intended use of the IoT button, experience integrating the IoT button into the existing restroom cleaning workflow, and optimization of the IoT button for future use. The deployment of the IoT buttons and analysis of the log data was a quality improvement initiative, not human subjects’ research. For the qualitative interview component of the investigation, we obtained institutional review board exemption.
Figure 2. Process diagram of Internet of Things button activation and response.

1) Patient/visitor/staff identifies restroom needing cleaning
2) IoT Button Single Press
3) Single press logged on Google Sheet
4) Supervisor notifies housekeeping staff of restroom that needs cleaning
5) IoT Button Double Press upon cleaning
6) Double press logged on Google Sheet

Figure 3. Signage around Internet of Things buttons instructing the public to press the button if they think the restroom needs cleaning.

Data Analysis

We analyzed the audit logs of the IoT buttons, which we obtained from the cloud-based, shared spreadsheet. Audit logs contained the coded location of the IoT button, and the date and time as well as type (single or double press) of the button press. We aggregated all single and double button presses by restroom and also region of the hospital corresponding to the regions of each housekeeping supervisor. We excluded button presses that originated from one IoT button designated as a training device for housekeeping staff. Next, we separated button presses according to housekeeping shifts (7 am to 4 pm, 3 pm to 12 midnight, and 7 am to 8 am). Presses that occurred during the overlapping shift periods (3 pm to 4 pm, 11 pm to 12 midnight, and 7 am to 8 am) were accounted for in the earlier shift. For example, if a button was activated at 3:30 PM, we counted it as an activation during the 7 am to 4 pm shift. We measured trends of button presses across days of the week. We also calculated a time to next request defined as the number of hours between a single press and a subsequent single press of the same IoT button, as a proxy for how long it took for the bathroom to need cleaning again. We analyzed whether the time to next request was different when cleaning occurred after a request (as evident by a double press of the same IoT button in between the 2 single presses). Data were summarized and reported as mean (SD) and comparisons were made using standard
parametric tests (t test and Chi-squared); we used R version 3.6.0 (The R Foundation, Vienna, Austria) to conduct the analyses [13].

Group interviews were conducted by the study staff. Notes regarding participant responses were taken in real time and findings were discussed by members of the study team. Major themes from these discussions were recorded and presented to the group for review. The purpose of qualitative interviews was to gather formative data regarding the early stage deployment of the IoT Button. As a result, we did not complete a formal applied thematic analysis.

Results

Overview

We collected data from 16 restroom IoT buttons from November 2017 to July 2018 (Table 1). Overall, we recorded a total of 2678 presses. We excluded 70 recorded IoT button presses, which were used during housekeeping staff training. A total of 1920 single-press requests for cleaning were recorded, whereas 688 cleaning confirmations (double-press events) were recorded. We observed persistent use of IoT buttons during the study period (Figure 4). During the course of the study period, we had to replace 3 IoT buttons in 3 distinct restrooms that were reported lost. We noted on examination that these buttons likely fell off the signage due to lost integrity of the adhesive originally used. This did not impact our analyses, as we reused the previous button identifiers.

We recorded 1055 total requests for cleaning in the main hospital (ie, men and women’s restrooms in the main entrance lobby of the hospital), accounting for 55% of all requests recorded during the study. The main hospital lobby restrooms were also responsible for the highest number of confirmed cleanings in the main hospital (393/688, 57.1%). On average, 263 button presses were recorded from buttons in the main hospital during the study period (Table 1). There were 384 requests to clean these restrooms in our cardiology building connected to the main hospital over the course of the study period (Table 1). There were 86 confirmed cleaning episodes (86/688, 12.5%). The oncology floor comprised the fewest requests for cleaning in our sample with only 132 (7%) requests during the study period and 22 confirmed cleaning episodes (3%).

Table 1. Internet of Things button utilization by hospital location over the study period (8 months).

<table>
<thead>
<tr>
<th>Location</th>
<th>Number of buttons deployed</th>
<th>Average single presses per button (SD)</th>
<th>Average double presses per button (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main hospital</td>
<td>4</td>
<td>263.8 (179.8)</td>
<td>97.3 (51.0)</td>
</tr>
<tr>
<td>Cardiology building</td>
<td>4</td>
<td>96.0 (43.0)</td>
<td>21.5 (5.4)</td>
</tr>
<tr>
<td>Oncology floor</td>
<td>1</td>
<td>132.0 (0)</td>
<td>22.0 (0)</td>
</tr>
<tr>
<td>Emergency department</td>
<td>7</td>
<td>49.9 (26.1)</td>
<td>31.1 (14.1)</td>
</tr>
<tr>
<td>Overall</td>
<td>16</td>
<td>120.0 (22.8)</td>
<td>45.9 (41.5)</td>
</tr>
</tbody>
</table>

Figure 4. Trends of Internet of Things button utilization stratified by type of press. Each column represents 1 week.
We equipped restrooms in the ED and ED waiting room with IoT buttons 1 month after the start of the study. Despite a late deployment, we recorded an average of 49.9 requests for cleaning in the ED over the study period. There was a total of 349 requests for cleaning in the ED during the study period. Of requests in the ED, 28.7% (100/349) originated from the waiting room. There was a total of 197 confirmed cleans within the ED, 85 of which occurred in the waiting room.

Next, we grouped requests for cleaning by shift (Table 2). An average of 120 requests for cleaning occurred per month during the afternoon shift (3 PM to midnight). There was no variation in requests for cleaning during the work week, although there were fewer requests for cleaning during the weekend, defined as Saturday to Sunday (Table 3).

The median time between 2 single-press events of the same IoT button was 15.2 hours (interquartile range 45.5 hours; Figure 5). This time was longer when a cleaning event happened in between 2 single-press events (difference 57 min; 95% CI 9-138 min; \( P = .008 \)). We also measured IoT button use over time. Outside of an increase in presses 1 month after deployment with the addition of IoT buttons in the ED, we observed a steady number of button presses per month.

### Table 2. Average Internet of Things button utilization per month by shift time.

<table>
<thead>
<tr>
<th>Shift time</th>
<th>Single press, mean (SD)</th>
<th>Double press, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morning (7 am to 4 pm)</td>
<td>38.9 (18.6)</td>
<td>23.7 (14.9)</td>
</tr>
<tr>
<td>Afternoon (3 pm to 12 midnight)</td>
<td>120.0 (53.9)</td>
<td>37.7 (22.9)</td>
</tr>
<tr>
<td>Evening (11 pm to 8 am)</td>
<td>33.1 (13.5)</td>
<td>7.4 (5.5)</td>
</tr>
</tbody>
</table>

### Table 3. Average Internet of Things button utilization by day of the week.

<table>
<thead>
<tr>
<th>Day of the week</th>
<th>Single press, mean (SD)</th>
<th>Double press, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>29.8 (14.3)</td>
<td>13.4 (7.0)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>37.6 (19.5)</td>
<td>10.7 (4.3)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>32.9 (19.7)</td>
<td>10.8 (3.9)</td>
</tr>
<tr>
<td>Thursday</td>
<td>32.3 (16.8)</td>
<td>9.5 (6.7)</td>
</tr>
<tr>
<td>Friday</td>
<td>30.2 (13.9)</td>
<td>11.4 (6.7)</td>
</tr>
<tr>
<td>Saturday</td>
<td>13.0 (6.7)</td>
<td>9.3 (10.0)</td>
</tr>
<tr>
<td>Sunday</td>
<td>13.9 (5.3)</td>
<td>9.6 (10.3)</td>
</tr>
</tbody>
</table>
Figure 5. Violin plot demonstrating relationship between an Internet of Things button single press (request for cleaning) and double press (confirmed cleaning request). When confirmed cleaning requests occurred in between two requests for cleaning, the time was longer for a subsequent request. True includes bathrooms with a logged (completed) cleaning event.

Qualitative Response to Internet of Things Button Deployment

We conducted 2 group interviews; one group consisted of 4 housekeeping supervisors and the other group consisted of 2 housekeeping staff. Our environmental services department employs approximately 10 supervisors. Both groups reported high acceptance of the IoT button to gauge the cleanliness of restrooms. Regarding intention to use, supervisors reported that they wanted to use the IoT button to understand when the volume of requests for cleaning was the highest to dispatch housekeeping staff to clean. In addition, supervisors reported that they intended to use the system to understand workflow of their staff. By recording the double presses, supervisors felt like they were being notified that the restroom was cleaned. In actual use, supervisors reported that they recognized the inherent fallacies of the IoT button system—that there was a lack of information as to why the button was being pressed. Supervisors evolved to respond not to individual requests for clean, but requests in aggregate over time. For example, one supervisor reported they received requests for clean on their phone during the day, and if the frequency of requests started to increase, they would call housekeeping staff and direct them to inspect and clean the restroom. Finally, supervisors reported over the course of the study period, they came to rely on the IoT button system to dispatch the housekeeping staff to potential dirty restrooms.

Housekeeping staff were also accepting of the IoT button system. Staff reported that they felt like most requests for cleaning were likely due to public curiosity with the device. When responding to requests for cleaning, staff reported that there was no context to what was dirty in the restroom. This resulted in staff inspecting and cleaning all aspects of a restroom when a supervisor called. Despite this, staff reported that they did not mind being called by supervisors in response to cleaning requests—staff reported that they felt it was their job to clean restrooms, and if they arrived at a restroom that was reported dirty but found to be clean, their task would be complete. Housekeeping staff also noted that they frequently forgot to double press the button to indicate that they cleaned the restroom because it represented an additional step in their workflow, but if their supervisor had called and dispatched them to clean the restroom, they would double press the IoT button to show supervisors that their job was complete. Overall, housekeeping staff reported acceptance of the IoT button system during the study period and reported that the system was a tool that helped them keep restrooms cleaner.

Discussion

Principal Findings

Our data demonstrate that an IoT button is a feasible method to gauge the public perception of restroom cleanliness in a hospital. Over the course of 1 year, we demonstrated persistent use of the IoT button system. Housekeeping supervisors and staff reported that real-time data from the IoT button were helpful in maintaining the cleanliness of restroom. By the end
of the investigation, both staff and supervisors had integrated the IoT button system into their daily workflow demonstrating its adoptability. In addition, we only had to replace 3 IoT buttons during the study period—these buttons were lost likely due to degradation of adhesive that was used to affix the buttons to placards. These results are important because they demonstrate that a low-cost, IoT button solution can be deployed at a large hospital setting, the public will continue to engage with the system, and meaningful, actionable data can be generated to assist housekeeping with daily services.

The IoT button system allowed us to measure restroom cleaning requests in a dynamic manner. Due to the simplicity of the device, we experienced more requests from individuals using the restrooms instead of confirmation of cleaning events by housekeeping staff; 71.29% (1920/2693) of presses of the button came from requests for a restroom to be cleaned. Restrooms in places with higher traffic such as those in the main hospital received higher requests for cleaning in comparison with restrooms on an inpatient ward. These findings suggest that the IoT button system can enable contextual awareness of restroom cleanliness to enable real-time housekeeping staffing levels based on requests for cleaning [14]. For example, during times of high public traffic, if there is a real-time increase in requests for clean in one part of the hospital, this could be an indication to housekeeping leadership to move a housekeeper to that area from one where there are less requests for clean. In this manner, we think that future iterations of the IoT button system can help guide and even predict how to efficiently deploy housekeeping staff in the hospital.

Of note, the IoT button data indicated that when a restroom was confirmed cleaned by housekeeping staff it would take longer for a subsequent cleaning request to be requested at that restroom. Although the observed difference was only 57 min, it should be noted that many restrooms are already cleaned multiple times a day, and a larger difference in the data may be practically infeasible. In addition, staff reported that if they cleaned restrooms based on their set schedule, they frequently did not log these cleaning episodes on the IoT button system. With increased adherence to logging cleaning episodes on the IoT button system, this system could be used to understand response times to requests for cleaning. More frequent in-service training of staff members may help improve reporting of cleaning episodes. The IoT button system may also help not only respond to dirty restrooms, but over time, maintain cleaner restrooms, and improve perceived quality of a hospital [15]. This analysis is likely limited by the fact that less than 2 cleaning events were recorded using a double press for 96% of location-days. With improved training of staff and more accurate recording of double presses, the IoT button system may be used to maintain cleaner restrooms.

Our formative qualitative data support end-user adoption and integration of the IoT button into the daily workflow of our housekeeping staff, despite its introduction as a quality improvement project. Major identified themes surrounded the ability to access and transmit restroom data in real time, and the use of the button to report cleaning episodes. Importantly, housekeeping staff were willing and able to double press the IoT button as they responded to requests by their supervisors to clean restrooms demonstrating the importance of completing feedback loops and reinforcing their daily task of helping to maintain clean restrooms [16]. Despite identified limitations with the workflow and data, supervisors continued to utilize the IoT button to understand the pulse of restroom cleanliness during the day whereas housekeeping staff found the IoT button an easy method in which to communicate completion of a task (cleaned restroom) to supervisors.

Challenges in Implementing the Internet of Things Button System

We experienced data security issues as we considered scaling the IoT button system. The IoT button version we used only supports Wi-Fi Protected Access 2 (WPA2) encryption, which only requires a single preshared key (PSK) to connect to a network. Learning this single PSK could lead to system compromise, and potential alteration of restroom data [17]. Note that the Wi-Fi network used for the IoT buttons was separate from the network used for clinical care. Future iterations of IoT buttons can address this by enabling access to WPA2 Enterprise (also known as 802.11i) that requires a unique username and password and a preinstall unique encryption key, thereby providing additional security, or utilizing onboard cellular networks further isolating the IoT buttons from the hospital network and preventing a system downtime in the event of a Wi-Fi failure [9].

We also experienced human factor challenges in implementation of the IoT button. There are a large number of housekeepers who work in our hospital, and it was difficult to maintain housekeeper adherence to double press the button each time they cleaned a restroom or responded to a request for clean. Our qualitative data reflect that this was an additional step in their workflow; this likely led to a decreased number of double presses confirming cleaning by housekeeping. We therefore were unable to accurately calculate a response time from a request for clean to the time that a housekeeper actually cleaned the restroom. We believe that with continued deployment of the IoT button in our hospital, the process of double presses as the restroom is cleaned will become part of the housekeeping workflow leading to more robust data. Some other potential alternatives to relying upon housekeepers to double press the IoT button include deploying an integrated IoT button and radiofrequency identification (RFID) placard to allow housekeepers to scan their badges when their cleaning is complete, or RFID badges that log the movement of housekeepers into restrooms. This alternative technique will require user acceptability evaluation before the deployment in conjunction with an IoT button system. Despite these challenges, we believe that the IoT button system was able to provide valuable data regarding the pulse of restroom cleanliness in our hospital. During the study period, our housekeeping supervisors perceived the IoT button system as a key part of their daily workflow.

Limitations

This study had several limitations. First, we lacked contextual data surrounding IoT button presses. We do not know if users pressed the button because restrooms were dirty, or in need of service (eg, replenishing supplies and unclogging drains). In
addition, although we were able to record requests for cleaning, we do not know what aspect of the restroom was dirty. Future studies could utilize an in-person monitor to describe reasons for a request for clean and further understand the patterns of the IoT button use. Second, despite acceptability of the IoT button system, we continued to have some human factors issues regarding adoption of a double press to log a completed cleaning procedure of restrooms. We therefore may have underestimated the number of responses to clean restrooms using our system. Third, our qualitative analysis was limited by sample size, and our future research includes an expanded and more rigorous qualitative evaluation on the adoption and sustainability of IoT buttons as part of the housekeeping workflow. Finally, from a technological perspective, the IoT buttons only have a battery life to 2000 presses. A cost analysis of the benefits of replacing IoT buttons in comparison to potential improvements in patient satisfaction may be required to assess the long-term sustainability and value of this technology.

Conclusions

Overall, this study demonstrates that we were able to deploy an IoT button system that measures restroom cleanliness and can also be used by internal staff to log activities related to servicing restrooms. Although there are a variety of technologies that can be used to deliver similar just-in-time notifications regarding restroom cleanliness, we found our system easy to deploy, and engaging. Even 1 year after deployment of the system, we continued to receive notifications through the IoT button for cleaning requests. We additionally were able to understand some potential trends in the ebbs and flows of service request throughout the workday and workweek. We anticipate that with continued optimization of the IoT button system, the data generated could be used to inform alternative staffing models that respond to real-time changes in the need for housekeeping services in a hospital system.
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Abstract

Background: In the United Kingdom, most youth fail to achieve the government guideline of 60 min of moderate to vigorous physical activity (MVPA) daily. Reasons that are frequently cited for the underachievement of this guideline include (1) a lack of awareness of personal physical activity levels (PALs) and (2) a lack of understanding of what activities and different intensities contribute to daily targets of physical activity (PA). Technological advances have enabled novel ways of representing PA data through personalized tangible three-dimensional (3D) models.

Objective: The purpose of this study was to investigate the efficacy of 3D-printed models to enhance youth awareness and understanding of and motivation to engage in PA.

Methods: A total of 39 primary school children (22 boys; mean age 7.9 [SD 0.3] years) and 58 secondary school adolescents (37 boys; mean age 13.8 [SD 0.3] years) participated in a 7-week fading intervention, whereby participants were given 3D-printed models of their previous week’s objectively assessed PALs at 4 time points. Following the receipt of their 3D model, each participant completed a short semistructured video interview (children, 4.5 [SD 1.2] min; adolescents, 2.2 [SD 0.6] min) to assess their PA awareness, understanding, and motivation. Data were transcribed verbatim and thematically analyzed to enable key emergent themes to be further explored and identified.

Results: Analyses revealed that the 3D models enhanced the youths’ awareness of and ability to recall and self-evaluate their PA behaviors. By the end of the study, the youths, irrespective of age, were able to correctly identify and relate to the government’s PA guideline represented on the models, despite their inability to articulate the government’s guideline through time and intensity. Following the fourth 3D model, 72% (71/97) of the youths used the models as a goal-setting strategy, further highlighting such models as a motivational tool to promote PA.

Conclusions: The results suggest that 3D-printed models of PA enhanced the youths’ awareness of their PA levels and provided a motivational tool for goal setting, potentially offering a unique strategy for future PA promotion.

(J Med Internet Res 2019;21(6):e12067) doi:10.2196/12067

https://www.jmir.org/2019/6/e12067/
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Introduction

Background

The government of the United Kingdom recommends that youth (children and adolescents) aged 5 to 18 years should engage in 60 min of moderate-to-vigorous physical activity (MVPA) every day [1] to accrue associated physiological [2,3] and psychosocial health benefits [4,5]. However, only 23% and 20% of boys and girls, respectively, aged 4 to 15 years in the United Kingdom meet these minimum levels of physical activity (PA) [6], with almost 50% of the youths failing to achieve even half the recommended levels [7]. The frequently cited reasons for youth underachievement of the PA guideline are thought to be their lack of awareness of their physical activity levels (PALs) [8-10] and a lack of understanding of what activities and different intensities of PA count toward the daily target [11-18]. Given that adults also show a lack of awareness of their PALs [19], have limited knowledge of their respective PA target, and struggle to appropriately identify activity intensities [11], addressing these issues during childhood is important for fostering healthy lifestyle behaviors that can continue into adulthood [20,21].

Based on Weinstein’s [22] Precaution Adoption Process Model (PAPM) from the Stages of Change [23], an individual can only be expected to proceed to the contemplation stage when they become aware that their behaviors are not optimal, such as “I do this much MVPA but this much MVPA is recommended” [11]. In a similar way, the Goal Setting Theory [24] notes that setting specific and challenging, yet achievable, goals, in conjunction with feedback regarding performance toward goal attainment, is important to enhance an individual’s self-efficacy (ie, an individual’s belief to perform a behavior) and health behavior change. In this regard, personalized feedback that represents an individual’s PALs in contrast to the recommended level of activity (ie, acting as a goal) is recognized as an important method for raising one’s awareness of their PA behaviors and subsequent behavior change [25]. Therefore, for health education to be successful in youths, efforts must be made to first raise an awareness and understanding of their PALs in the form of personalized feedback [8] that supports goal attainment (ie, meeting the recommended guideline) [26]. To make personalized feedback effective, it is important that it is visually stimulating and meaningful to the individual [27,28], as seeing makes knowledge credible [29], and greater visibility of feedback contributes to an added responsibility to act [30,31]. Most personalized feedback is presented through digital on-screen displays (eg, mobile phones or activity tracker displays) [32-38]; however, with recent advancements in three-dimensional (3D) printing technology, Khot et al [39] explored an innovative approach to displaying adults’ heart rate data through tangible 3D-printed artifacts to represent a day of PA. This novel approach demonstrated that the visual and tactile nature of the feedback increased adults’ awareness of and reflection on their personal PA [39]. Indeed, in youth populations, past research has demonstrated that tangible interfaces can increase youth engagement and reflection in active learning [40,41], with several learning theories placing emphasis on tangibles as tools to stimulate intellectual development in youths [42-44]. Building on these conclusions, more recent formative research has demonstrated that youth have the ability to conceptualize PA data represented as 3D-printed objects [45]. Moreover, 2 age-specific 3D model representations of youth PA data were developed from formative research [45], which were further validated as a potential tool to increase youth awareness and understanding of PA and the recommended guideline [46]. However, the efficacy of the designed age-specific 3D models in a real-world setting as a tool to enhance youth awareness and understanding of PA is currently unknown.

In accord with Forlizzi and Battarbee [47], understanding how a user’s experiences change over time in connection to a newly designed product is essential for developing the scalability and potential use of the technology in a realistic context. The user’s experience, within the context of technology, is defined by a user’s internal state (perceptions, expectations, motivation, and mood), the characteristics of the product (usability, functionality, and purpose), and the context (organizational or social setting) within which the interactions occur with the technology [48]. More recently, video interview methods have become increasingly popular among researchers to assess a user’s experiences, understanding, and navigation of newly designed technology [36,49,50]. However, these aforementioned video interviews have either been long in duration (eg, 60 min) [36,49] or been implemented with small numbers of individuals (eg, 16-22 participants) [36,50], which may affect the generalizability of findings.

Objectives

Therefore, the aim of this study was to examine the efficacy of the age-specific 3D-printed models to enhance children and adolescents’ levels of awareness and understanding of and motivation for PA during a 7-week faded intervention, whereby the youths receive personalized 3D-printed models displaying their PALs. It is hypothesized that receiving personalized 3D-printed PA feedback will enhance the youths’ (1) awareness of their MVPA levels compared with the government guideline of 60 min of MVPA; (2) understanding of what constitutes PA and of moderate-and-vigorous-intensity activity; and (3) motivation to be more physically active.

Methods

Participants

A total of 2 primary schools and 1 secondary school in South Wales, United Kingdom, were invited to participate in the intervention study. In total, 97 youths participated in the study, of which 39 were primary school children (22 boys; mean age 7.9 [SD 0.3] years) and 58 secondary school adolescents (37 boys; mean age 13.8 [SD 0.3] years). All primary school children were white British, with 96% of secondary school
adolescents being white British and the remaining 4% being Asian (2%; n=1) and black British (2%; n=1). All participants returned informed parental or carer consent and child assent before participation. Ethical approval was granted by the University Ethics Committee and conducted in accordance with the Declaration of Helsinki (ref: PG/2014/40).

**Intervention Design**

The 3D-printing PA intervention was informed by 2 previous user-centered, qualitative approaches that explored the needs, preferences for content and designs, and understanding of 3D-printed models among the youths (ie, children and adolescents) as described in detail elsewhere [45,46]. To encourage lifestyle change, the intervention was theoretically based, in part, on the notion of youths being visual and tactile learners [42,51,52], with an emphasis on the PAPM [22] and Goal Setting Theory [24] as ideologies to enhance awareness of behaviors in relation to set goals through personalized feedback that encompasses a physical incentive. The intervention was implemented for 7 weeks to align with the school term time. The intervention was designed to objectively measure the youths’ weekly PALs and use these data to generate personalized age-specific 3D-printed models to represent the amount of moderate PA and vigorous PA achieved each day across a week as well as display the PA guideline of 60 min of MVPA (Figures 1 and 2). The intervention employed a novel approach that involved participants receiving a total of 4 age-specific 3D-printed models over the course of the 7-week intervention in a faded manner. Specifically, the youths received their 3D models following baseline (model 1=M1), week 1 (model 2=M2), week 3 (model 3=M3), and after week 6 (model 4=M4). The faded approach has been proposed as a method for maximizing the long-term effectiveness of feedback compared with frequent feedback, which only provides short-term benefits [53]. In this regard, the faded method is underpinned by starting with high levels of feedback and then, as the participant begins to master the components of the task, gradually reduce or fade the feedback until the person is performing the task autonomously [54-58]. A key point to this faded design is to increase the sustainability and real-world implementability of 3D-printing PA interventions by examining how the 3D models can be integrated into the everyday lives of youths to determine the success of deployment and adoption of the models [59]. Participants received their personal 3D-printed model 1 to 3 days after PA measurement. Immediately following the receipt of each 3D model, all participants completed an individual, semistructured short video interview conducted by the first author either during their physical education class (secondary school) or in an appropriate quiet area within the school environment (primary school) to elicit information on study outcomes [60]. Video interviews are considered a viable method for recording the youths’ experiences with technological designs [50]. All participants received 1 instruction manual (Figures 1 and 2) for their respective age-specific 3D model after completing their first short individual interview to obtain baseline perceptions of primary outcome measures.

**Figure 1.** Children’s Sun age-specific three-dimensional model of physical activity instruction manual. 3D: three-dimensional; PA: physical activity.
Procedures

Anthropometrics

All the participants' standing stature, body mass, and waist circumference were measured according to the techniques outlined by the International Society for the Advancement of Kinanthropometry [61]. Participants were required to be in minimal clothing (ie, shorts and T-shirt) and barefoot. Body mass was measured to the nearest 0.1 kg using an electronic weighing scale (Seca 876), with stature assessed to the nearest 0.1 cm using a portable stadiometer (Holtain Sitting Height Stadiometer, Holtain Ltd). Body mass index (BMI) and weight status were calculated from stature and body mass measurements as a proxy for adiposity [62]. Based on BMI z-score calculations, age- and sex-specific BMI cut-points from the United Kingdom were applied to categorize participants as underweight, normal weight, or overweight/obese [63]. All anthropometric measurements were conducted within the school by trained research assistants under the supervision of the first author.

Measuring and 3D Printing of Physical Activity Data

All participants were asked to wear the wGT3X-BT triaxial accelerometer (ActiGraph LLC) on an elastic belt positioned on their right midaxilla line at the level of the iliac crest for 7 consecutive days to provide an objective estimate of their PALs. Numerous studies have validated the wGT3X-BT triaxial accelerometer as a valid and reliable objective measurement of the quantity and frequency of PA [64-66], with previous research demonstrating that the hip placement is the most precise single location to detect everyday activities [66,67]. All participants were shown a demonstration of the accelerometer hip placement via Sam Graeme Morgan Crossley and provided an information sheet regarding the use and safety of the device at baseline measurement. As far as practically possible, participants wore the same accelerometer (serial number) at each time point to remove between-unit variation [68]. Participants were instructed to wear the accelerometer all the time (24 hours per day), except for when engaging in water-based activities (swimming, showering, and bathing) and contact sports. Accelerometers were activated to run from midnight the day participants received the accelerometer until midnight 7 days later and initialized to record raw accelerations at a frequency of 100 Hz. Following the collection of accelerometers, participants’ 7-day PA data were then downloaded and analyzed using Actilife version 6.13.3 (ActiGraph LLC). Given the intervention was designed to provide all participants with raw feedback on MVPA levels, even if the accelerometer was removed (eg, for water-based or contact sport activities), no inclusion criteria were applied to the accelerometry data. Therefore, implications for the youths not wearing the accelerometer on one or more days would result in them receiving a 3D model with no data displayed on that specific day. Each day’s MVPA level was calculated using Evenson child cut-points [69], which are known for providing the closest estimates of moderate-and-vigorous-intensity PALs during the free-living measurement [70]. Participants’ MVPA levels and personal ID code (eg, participant initials and model number) to distinguish participants’ personal age-specific 3D model were then inserted into the age-specific custom-developed 3D model code loaded on OpenJSCAD version 1.8.0 and subsequently 3D-printed using ABSplus filament on the Objet 1000 (Statasys).

To examine participants’ baseline MVPA, data were further analyzed using KineSoft (version 3.3.67; KineSoft), employing 1-second epochs with sustained periods of at least 20 min at zero counts considered as nonwear time [71]. Participants were included in the analysis if they met the minimum daily wear-time criteria of 10 hours for any 3 days [72], which has previously been shown to produce reliable estimates of PA in
youth [73]. PA intensities were calculated using cut-points in a study by Evenson et al [69]. Data collection took place during the school term from January to April 2017; therefore, PA data were representative of usual winter or spring free-living activities.

Short Individual Video Interviews

Short, individual interviews were chosen as they lend greater control to the interviewer over the interview process relative to the unpredictable nature of focus group interactions [74]. Individual interviews also allow the researcher to locate specific ideologies within particular individuals [75], which is not always possible within focus groups given that the youths may tag onto the views of others without necessarily reflecting on the value or meaning [76]. To reinforce the interpretation of the qualitative data, each individual interview was filmed to capture the youths’ nonverbal and contextual understandings of the 3D model that could be missed in a narrative statement alone [77]. The interviews were semistructured so that the facilitator could ask probing questions around the predefined topics and to keep discussions relevant to the study aims [78]. The 2 interview types (children and adolescents) were conducted using the same research protocol and followed a predefined schedule of questions (Table 1) that sought to address concepts on youth, awareness of the youths’ PALs, understanding of intensities and interpretations of the 3D model, and motivational benefits and utility of the 3D models. A total of 369 interviews were digitally voice-recorded (Olympus DM-520 digital voice recorder) and video-recorded (Sony Handycam HDR-PJ540), lasting 4.5 [SD 1.2] and 2.2 [SD 0.6] min, for children and adolescents, respectively. All interviews were transcribed verbatim, resulting in 816 pages (386 and 430 pages for children and adolescents, respectively) of raw transcription data. Arial font size 12, and double spaced.

Table 1. Example interview questions.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivation or awareness of PALs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>What do you think of your first 3D&lt;sup&gt;b&lt;/sup&gt; model?</td>
</tr>
<tr>
<td>Understanding of PA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>What you think physical activity means?</td>
</tr>
<tr>
<td>Awareness of PAL or understanding of model</td>
<td>How does your 3D-printed model show your physical activity?</td>
</tr>
<tr>
<td>Understanding of intensity</td>
<td>What kind of activities might be vigorous and moderate physical activities?</td>
</tr>
<tr>
<td>Motivation or model utility</td>
<td>What will you do with your 3D model now?</td>
</tr>
</tbody>
</table>

<sup>a</sup>PALs: physical activity levels.

<sup>b</sup>3D: three-dimensional.

<sup>c</sup>PA: physical activity.

Data Analysis

A Shapiro-Wilk test was used to confirm data normality within the anthropometric and PA data. Once normal distributions were confirmed, independent sample t tests were used to assess differences between sexes within children and adolescents. All statistical analyses were conducted using IBM SPSS Statistics 22 (SPSS Inc), and statistical differences were accepted at P ≤ 0.05. Through the process of content analysis, transcripts were approached qualitatively to focus on the context of the youths’ awareness of their PALs and preunderstanding of intensities and the motivational aspects of the 3D models. To quantify patterns within the different time points (ie, receiving model 1–4), it was quantitatively noted as to the number of participants who were associated with specific statements and for the classification of categorical data being accurate (ie, correct interpretations of the 3D model and activity intensities) [79].

To aid and align the accurate classification of 3D model interpretations, interview videos were also assessed to examine participants’ nonverbal interactions with their 3D model by noting gestures (eg, correctly points to the 60-min MVPA guideline bar) within transcripts [77]. All transcripts were thematically analyzed by the first author, first by data immersion, which involved repeated reading of the transcripts in an active way, searching and noting of meanings and patterns within the dataset [80]. Following the initial data immersion process, coding was undertaken, using a manual cut and paste technique, which allowed for the data to be organized into groups that were considered pertinent to the research questions. All codes were then sorted into potential themes by collating all relevant coded data extracts to the newly identified theme. The frequency counts and themes with indicative quotes were then represented diagrammatically using a pen profile approach [14,81-83], with the percentages of youth expressing specific themes calculated from frequency counts. The first author discussed the identified themes with the last author to determine the existence of relationships within the data. Themes that did not have enough supportive data or were too diverse were discarded. The second author critically cross-examined the data through reverse triangulation, from the pen profiles back to the transcripts, until all alternative interpretations of the data were exhausted. The pen profiles were then critically reviewed by all other authors, allowing further interpretations of the data until a final consensus was reached.

Results

Descriptive Information

Participants’ anthropometric characteristics and PALs are displayed in Table 2. There were no significant sex differences between children, but adolescent boys were significantly taller and heavier than their female counterparts. At baseline, 13% (5/39; boys, 13%, 3/22; girls, 12%, 2/17) of children were overweight or obese with the remaining 87% (34/39; boys, 87%, 19/22; girls, 88%, 15/17) of children being classified as normal.
weight, with no children being underweight. For adolescents, 22% (13/58; boys, 16%, 6/37; girls, 33%, 7/21) were overweight or obese, and 78% (49/58; boys, 84%, 31/37; girls, 67%, 14/21) were normal weight, with no individuals categorized as underweight. Valid baseline accelerometer data were collected from 68% (66/97) of the consenting participants, with 72% of both children (28/39) and adolescents (42/58) meeting the wear-time criteria. Irrespective of age, there were no significant differences between sexes for baseline MVPA. The provision of baseline MVPA data showed that only 38% (15/39) and 26% (15/58) of children and adolescents, respectively, met the recommended daily MVPA guideline.

### Table 2. Descriptive and anthropometric characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Primary (n=39)</th>
<th>Secondary (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>7.9 (0.3)</td>
<td>13.8 (0.3)</td>
</tr>
<tr>
<td>Stature (m), mean (SD)</td>
<td>1.27 (0.1)</td>
<td>1.66 (0.1)</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>58.7 (5.0)</td>
<td>73.3 (6.0)</td>
</tr>
<tr>
<td>Body mass (kg), mean (SD)</td>
<td>26.01 (3.5)</td>
<td>56.05 (10.2)</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;b&lt;/sup&gt; (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>15.9 (2.0)</td>
<td>20.2 (2.4)</td>
</tr>
</tbody>
</table>

#### Weight status n (%)

<table>
<thead>
<tr>
<th></th>
<th>Boys (n=22)</th>
<th>Girls (n=17)</th>
<th>Both (n=39)</th>
<th>Boys (n=37)</th>
<th>Girls (n=21)</th>
<th>Both (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Underweight</td>
<td>49 (78)</td>
<td>14 (67)</td>
<td>31 (84)</td>
<td>15 (88)</td>
<td>19 (87)</td>
<td>32 (88)</td>
</tr>
<tr>
<td>Normal weight</td>
<td>19 (87)</td>
<td>15 (88)</td>
<td>34 (87)</td>
<td>31 (84)</td>
<td>14 (67)</td>
<td>49 (78)</td>
</tr>
<tr>
<td>Overweight/obese</td>
<td>3 (13)</td>
<td>2 (12)</td>
<td>5 (13)</td>
<td>6 (16)</td>
<td>7 (33)</td>
<td>13 (22)</td>
</tr>
</tbody>
</table>

#### Physical activity levels

<table>
<thead>
<tr>
<th></th>
<th>Boys (n=37)</th>
<th>Girls (n=21)</th>
<th>Both (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline MVPA&lt;sup&gt;d&lt;/sup&gt; (min&lt;sup&gt;e&lt;/sup&gt;), mean (SD)</td>
<td>63.3 (13.3)</td>
<td>15 (38)</td>
<td>54.6 (15.5)</td>
</tr>
<tr>
<td>MVPA guidelines, n (%)</td>
<td>8 (36)</td>
<td>12 (32)</td>
<td>15 (26)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant difference between boys and girls within an age group (P<.05).

<sup>b</sup>BMI: body mass index.

<sup>c</sup>Not applicable.

<sup>d</sup>MVPA: moderate-to-vigorous physical activity.

<sup>e</sup>Numbers represent provision of valid days (3 valid days with a minimum 10 hours wear time).

## Primary Outcomes

The first model outcomes for children’s and adolescent’s data are combined and presented in 1 pen profile (Figure 3), as no different themes were found from independent analyses. To avoid duplicating the pen profiles and their identified key themes, Table 3 displays the youths’ frequency of occurrence of key themes for each of the 4 3D models, with children, adolescents, and sex independently split.

Following the first model, the majority of youths (78/97, 80%) expressed a high level of enthusiasm for their 3D model, expressing that it is “really cool...because I’ve never seen a 3D-printed model” (PG06, M1). However, by the final model, only 4% (4/39) of children and no adolescents still expressed similar enthusiasm. Despite this, 28% (28/97) of youths displayed satisfaction on how they were “very proud [of the model]” (PG07, M1) of their first 3D model, with this level of satisfaction increasing from 39% (38/97) to 60% (58/97) and 68% (66/97), by the second, third, and fourth models, respectively. Furthermore, the youths demonstrated increased levels of reflection through the 3D models upon how they “…never thought Saturday was going to be that long” (PB35, M3), from 51% (50/97) to 60% (62/97) and 66% (64/97), for the first, second, and third models, respectively, although by the fourth model, this level of reflection dropped to 58% (56/97).
Figure 3. Youths’ pen profile Model 1. 3D: three-dimensional; PA: physical activity.
Overall, the youths showed little difference in their interpretations of their meaning for PA (M1, 71/97, 73% to M4, 74/97, 76%), stating it is “like doing sports and stuff that includes moving your body” (PB20, M2), with similar outcomes on their interpretations of the intensities of moderate (M1, 43/97, 44% to M4, 46/97, 47%) “like walking” (SB55, M2) and vigorous (M1, 79/97, 81% to M4, 79/97, 81%) “like sprinting so your heart rate is like beating at a fast pace” (SB45, M3). Moreover, across all time points, only 5% (2/39) of children and 17% (10/58) of adolescents were able to relate the guideline bar accurately to “60 minutes of exercise a day” (SB42, M3), with only a small proportion of adolescents (3/58, 5%) able to articulate the guideline of “…at least an hour of hard and moderate activity every day” (SB49, M3). However, the youths demonstrated an accurate ability to interpret the basic components of the 3D models (eg, days and high and low PALs) from the first (81/97, 83%) to the fourth model (85/97, 88%), such as “It [the model] means the days of the week and how much activity you’ve been doing” (PG31, M1), with adolescents being able to correctly distinguish “this one [vigorous bar] is the high-intensity sport activities and this one [moderate bar] is the more moderate sport activities” (SB03, M4). Moreover, the youths were able to correctly interpret and identify with “the target bar...that shows how much exercise you should do in a day, which is one hour” (PB10, M3). As a consequence, the youths increasingly adopted the guideline bar as a goal-setting strategy, from the first (17/97, 18%) to the second (45/97, 46%) and third models (74/97, 76%), with a small drop following the fourth model (71/97, 73%). Specifically, the youths demonstrated this goal setting through how “I haven’t reached the target point [on] Monday” (SG09, M3) and “you have to try and be higher than that arrow [guideline bar] and that would be you reaching your target” (SG35, M4). Conversely, some youths expressed inaccurate interpretations of their 3D models; however, this number dropped with time from the first (60/97, 62%) to the fourth model (50/97, 52%). Of note were the small number of children (10/38, 26%) by the final model who were able to correctly interpret the moderate and vigorous bar representations, with children most commonly mistaking the bar as “the morning [vigorous bar] and that’s the afternoon [moderate bar]” (PB08, M3). For adolescents, only 14% (8/58) demonstrated to incorrectly identify “the lower solid bar [vigorous bar] is walking activity, and the higher bar [moderate bar] is like sprinting activity” (SB52, M4).

### Table 3. The youths’ frequency of occurrence of key themes (n=97). n indicates frequency counts, and superscripted G indicates Girl frequency count.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Model 1 (n&lt;sup&gt;G&lt;/sup&gt;)</th>
<th>Model 2 (n&lt;sup&gt;G&lt;/sup&gt;)</th>
<th>Model 3 (n&lt;sup&gt;G&lt;/sup&gt;)</th>
<th>Model 4 (n&lt;sup&gt;G&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Children</td>
<td>Adolescents</td>
<td>Total</td>
<td>Children</td>
</tr>
<tr>
<td>Enthusiasm</td>
<td>30&lt;sup&gt;G&lt;/sup&gt;</td>
<td>48&lt;sup&gt;G&lt;/sup&gt;</td>
<td>78</td>
<td>15&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Level of satisfaction</td>
<td>8&lt;sup&gt;G&lt;/sup&gt;</td>
<td>20&lt;sup&gt;G&lt;/sup&gt;</td>
<td>28</td>
<td>10&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Reflection</td>
<td>13&lt;sup&gt;G&lt;/sup&gt;</td>
<td>37&lt;sup&gt;G&lt;/sup&gt;</td>
<td>50</td>
<td>24&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Definition</td>
<td>26&lt;sup&gt;G&lt;/sup&gt;</td>
<td>45&lt;sup&gt;G&lt;/sup&gt;</td>
<td>71</td>
<td>27&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Moderate intensity</td>
<td>5&lt;sup&gt;G&lt;/sup&gt;</td>
<td>38&lt;sup&gt;G&lt;/sup&gt;</td>
<td>43</td>
<td>15&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Vigorous intensity</td>
<td>20&lt;sup&gt;G&lt;/sup&gt;</td>
<td>59&lt;sup&gt;G&lt;/sup&gt;</td>
<td>79</td>
<td>31&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Accurate interpretation</td>
<td>34&lt;sup&gt;G&lt;/sup&gt;</td>
<td>47&lt;sup&gt;G&lt;/sup&gt;</td>
<td>81</td>
<td>36&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Inaccurate interpretation</td>
<td>33&lt;sup&gt;G&lt;/sup&gt;</td>
<td>27&lt;sup&gt;G&lt;/sup&gt;</td>
<td>60</td>
<td>19&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Comparisons</td>
<td>1</td>
<td>10&lt;sup&gt;G&lt;/sup&gt;</td>
<td>11</td>
<td>20&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Goal setting</td>
<td>10&lt;sup&gt;G&lt;/sup&gt;</td>
<td>7&lt;sup&gt;G&lt;/sup&gt;</td>
<td>17</td>
<td>21&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Motivational tool</td>
<td>5</td>
<td>19&lt;sup&gt;G&lt;/sup&gt;</td>
<td>24</td>
<td>11&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recall and/or relatedness</td>
<td>18&lt;sup&gt;G&lt;/sup&gt;</td>
<td>42&lt;sup&gt;G&lt;/sup&gt;</td>
<td>60</td>
<td>19&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Self-evaluation</td>
<td>11&lt;sup&gt;G&lt;/sup&gt;</td>
<td>30&lt;sup&gt;G&lt;/sup&gt;</td>
<td>41</td>
<td>20&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Display</td>
<td>23&lt;sup&gt;G&lt;/sup&gt;</td>
<td>29&lt;sup&gt;G&lt;/sup&gt;</td>
<td>52</td>
<td>25&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Family</td>
<td>8&lt;sup&gt;G&lt;/sup&gt;</td>
<td>7&lt;sup&gt;G&lt;/sup&gt;</td>
<td>15</td>
<td>5&lt;sup&gt;G&lt;/sup&gt;</td>
</tr>
<tr>
<td>Peers</td>
<td>3</td>
<td>2&lt;sup&gt;G&lt;/sup&gt;</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>
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In terms of the application of the 3D models, 11% (11/97) of the youths expressed that they would “compare the next one [3D model] with it [the current model], and I’ll try to do more exercise on Sundays” (SG14, M1), with this application of the models increasing following the second model (47/97, 48%), with no substantial change for time points thereafter. From the first model, 42% (41/97) of the youths demonstrated self-evaluation of their PALs on how “I need to improve certain days and do more on certain days than others” (SG32, M1), with this self-evaluation increasing from 61% (59/97) to 68% (66/97) for the second and third models, respectively. Interestingly, a higher percentage (18/21, 86%) of adolescent girls appeared to self-evaluate their PALs, expressing they would “see if there’s anything I can change to get a higher activity than what I got” (SG37, M2).

Throughout all time points (M1, 60/97, 62%; M2, 57/97, 59%; M3, 68/97, 70%; M4, 73/97, 75%), there was little change in the youths’ ability to recall and relate their 3D models to their past week of PA, expressing how “on Saturdays I do dance so it’s bar of activity is higher than the rest of them” (SG14, M1). Some youth reported the use of the 3D models as a motivational tool because “it’s [the 3D model] kind of encouraging me to do more activity, so I can get the bar higher [on the 3D model]” (SB19, M2), with this perception increasing from 25% (24/97) to 31% (30/97) to 41% (40/97) for the first, second, and third models, respectively. From all time points, only 5% (5/97) of the youths expressed that they would “show it [the 3D model] to my friends” (PB01, M1), with a larger number of the youths (11/97, 11%), of which were highly representative of adolescent girls and children of both sexes, expressing how they would “probably like show my parents the model” (SG43, M3). Almost half the number of the youths (47/97, 48%) mentioned that they would display their 3D models in their house (Figure 4), with this proportion slightly greater in children, with a preference to “hang the model up in my bedroom” (PB11, M2).

**Discussion**

**Principal Findings**

The primary aim of this study was to evaluate the effectiveness of 3D models of PA to enhance youth awareness and understanding of and motivation to engage in PA. Taken together, the findings suggest that the 3D model feedback offered a unique strategy to enhance youth awareness of their PALs and associations to the government guideline as well as provide the youths with a motivational tool for goal setting. In this study, 63% (62/97) of the youths demonstrated that they were able to quickly interpret the basic components of their first 3D model (eg, the different days of activity and their low and high PALs). Indeed, these initial interpretations of the age-specific 3D models are promising given that previous research highlights that being able to quickly interact and interpret a tool, such as 3D model, enables an individual to learn about their behaviors from the start, all of which makes the experience with the tool rewarding and minimizes the potential for abandonment [47]. Following the receipt of their final 3D model, 59% (57/97) of the youths self-evaluated how the 3D models had made them “more aware” (SB58, M2) of their PALs. It could be argued that this raised awareness was a direct result of wearing the accelerometer rather than the 3D model per se;
however, this is unlikely, as evidence suggests that accelerometers alone do not develop youth awareness of PA [84]. A more likely reason for this increased awareness may have been the utilization of an objective measure of PA in combination with personalized feedback, which has previously been suggested as an effective combination to raise an individual’s awareness of their PA [85]. Complementary to this understanding, the PAPM [22], from the Stages of Change [23], suggests that an individual is unlikely to proceed to the contemplation stage unless they become aware that their behaviors are inadequate. Base on this notion, this study demonstrated that 68% (27/39) and 78% (45/97) of children and adolescents, respectively, were able to identify that “some days I’m reaching the guideline bar, but some days I need to do more physical activity” (SB51, M4). This ability to apply their respective 3D model guideline bar to their personal PALs is a positive indicator, given that previous research has shown that the youths who are aware of their PALs and the recommended guideline are on average 20 min more active than their unaware counterparts and, consequently, more likely to achieve the 60 min of MVPA [8,86-88]. Therefore, given that awareness of risk behaviors is identified as an independent correlate for behavior change [89], the 3D-printed feedback may not only be important to help the youths categorize themselves into the correct stage of change (ie, precontemplation, contemplation, and preparation=not meeting the guideline, vs action and maintenance=meeting the guideline) but also to help the youths perceive the need to change behavior [90], warranting further investigation.

One important consideration with regard to 3D-printed feedback is that it possesses a higher level of visibility compared with digital feedback (ie, on a mobile phone) within the physical world [91]. In this way, 3D-printed PA data are more publicly visible to peers, teachers, and family members. In contrast to previous perceptions [45], only 5% (5/97) and 11% (11/97) of the youths in this study reported that they compared their models with their peers’ models and showed their family members the models, respectively. Despite this, it could be speculated from previous research that the youths may have more frequently compared their 3D models with those of peers within the playground and classroom environments [92]. Moreover, it is also likely that family members did indeed come into regular contact with the 3D models, given the range of ways that the youths (53/97, 54%) displayed their models in the bedroom, on their school bag, or attached to the house keys. In this regard, it is important to consider how the visibility of the 3D models may have stimulated more social interactions with peers and family and thus influenced the youths’ levels of self-evaluation (58/97, 59%, M4) and reflection (57/97, 58%, M4) of their PALs, rather than the 3D model itself. Indeed, the involvement of peers [93-95] and family [94,96-99] can play a significant role in motivating the youths to be more engaged in PA. On the contrary, sharing and comparing 3D models with peers may induce a competitive environment, which can lead to negative feelings of the self and peer pressure to engage in an activity [100]. Of concern are adolescent girls, who have been shown to be particularly vulnerable at this age to body dissatisfaction, a time when self-awareness, self-consciousness, and preoccupation with self-image all dramatically increase [101]. Indeed, a number of adolescent girls (9/21, 43%) in this study reflected on how being perceived as physically active according to the 3D model was important because “you’ll be more confident because like people won’t judge you” (SG34, M1) and worried about how “if you’re not active you’ll end up having a very, well kind of not nice figure [body shape]” (SG14, M2). As a consequence, the youths who display such feelings of pressure and guilt for not achieving enough PA may remove themselves from engaging in peer comparisons (eg, sharing their PALs with others) altogether [100,102] and abandon the 3D model. These issues do question how public displays of PA data could intrude upon an individual’s privacy [103]. In this light, future research should look to monitor more closely how youth, and in particular adolescent girls, personally reflect and evaluate their PALs with regard to body image and the influence of interactions and support from significant others on PALs.

Following receipt of the final 3D model, 72% (71/97) of the youths had seemingly adopted the guideline bar as a goal-setting strategy, expressing how they monitored their goal-related progress through the guideline bar represented on the 3D models. In this way, the 3D models acted as an important moderator for participant goal attainment, which subsequently led to the youths’ self-determined adjustment of PA strategies (eg, starting to play football) and/or effort levels (eg, try harder to do more exercise) [104,105]. As noted within the Goal Setting Theory [24], and addressed in the Social Cognitive Theory [106], setting specific and challenging (yet achievable) goals with feedback on goal attainment is an important step to enhancing an individual’s self-efficacy (ie, their belief to carry out a behavior) and thus, behavior change. Numerous reviews support the effectiveness of goal setting to promote the youths’ PA engagement [107-109], whereas others suggest that feedback alone has a motivating effect, regardless of whether the feedback is tied to a specific goal or not [110-112].

One particular dimension of the Goal Setting Theory [24] that resonates with this study’s findings is the notion that goal attainment can be enhanced by incorporating feedback with rewards (eg, monetary rewards that are linked to goal achievement). Indeed, throughout the intervention, 57% (56/97) of the youths expressed how they would display their 3D model in their bedroom, with some revealing how they placed their models next to their prized “trophies and medals” (PG32, M1). In this way, it could be argued that 3D-printed feedback is received by the youths as a reward of their PA achievements, which is known to heighten an individual’s success toward a goal as opposed to just setting a goal alone [113]. According to Locke and Latham [114], rewards are important to sustain a person’s interest in PA, which may stand true given the success of incentive-based interventions in promoting PA of youth [115-117]. On the contrary, it is important to consider the influence of a reward or incentive on youths’ intrinsic interest to engage in PA as an explicit means to receiving the extrinsic reward (eg, 3D model) and, once removed, whether their behavior reverts back to baseline [118,119]. However, a recent systematic review provides strong evidence that behavioral incentives are an effective means of encouraging PA in youth, suggesting that there is a wide range of incentive designs that are yet to be explored [120]. Perhaps the novelty of 3D printing...
PA feedback may offer a greater learning value than previous incentive-based designs, as a result of the 3D models being a blend of a reward, feedback, and goal attainment that embodies personalized data and represents the active self [103]. Therefore, this study supports the utilization of tangible feedback as a novel goal-setting strategy for PA of youth through a reward, feedback, and goal attainment, each of which are known to elicit greater self-efficacy [106,113] and youth engagement within interventions [121]. However, for the aforementioned conclusions to be credible, future research should seek to account for youth MVPA levels in response to the tangible representations of PA guidelines (ie, 60 min of MVPA daily) or personal goals as a tool to support youth engagement and understanding of their PA behaviors.

On the basis of previous learning styles that support the use of tangibles to inform intellectual development and enable higher mental functions in youth [40,42-44,122], it was originally postulated that the present 3D-printed feedback of PA may enhance the youths’ comprehension of intensities (ie, MVPA) and associations with the government guideline [46]. However, only 5% (2/39) of children and 17% (10/58) of adolescents, across all time points, were able to interpret the guideline bar in terms of the number of minutes (ie, 60 min), whereas no children and 5% (3/58) of adolescents were able to cite “1 hour of physical activity whether it’s moderate or vigorous” (SB60, M4). These findings align with previous research suggesting that particularly children have a lack of ability to define time [123,124] and intensity in the context of PA [12,13,15-17]. Indeed, these findings fuel the present debate to whether learning styles, such as youth being visual and tactile learners [42], are effective strategies to enhance an individual’s understanding of information [125]. Previous research has demonstrated that changing the learning mode or strategy for a specific population had little improvement on learning outcomes to justify the time and financial costs involved [126-129]. Therefore, the study’s findings question the use of tangibles as an effective means to enhance the youths’ comprehension of the MVPA terms associated with the guidelines. Future research may wish to explore different 3D model designs using inscriptions of the intensities, moderate and vigorous, on the 3D models to aid the youths’ comprehension of terms.

There are a number of inherent challenges associated with 3D printers and their slow development process that should be noted. Specifically, the process of creating the 3D models, following the downloading, analyzing, and mapping of the youths’ PA data onto the 3D models and subsequent 3D printing, involved a considerable amount of time, which consequently delayed the delivery of feedback to the youths. It could be speculated that this delayed timing of the feedback may have negatively affected youth awareness of their PA behaviors, especially given the evidence of the youths’ limited capacity to recall their previous activities [130-132]. Adding to this issue was the number of youths who played contact activities, which involved “taking it [the accelerometer] off because of rugby training” (SB24, M3) and, consequently, “forgetting to put it [the accelerometer] back on again” (SB25, M3). In this regard, the 3D models did not account for PA in the form of water-based activities and contact sports, which are likely to contribute to daily MVPA, and thus will underrepresent the youths’ achievements and awareness of their true PALs and goal attainment (ie, meeting the MVPA guideline bar), all of which could lead to negative feelings of the self [100]. To counteract such problems, future research should look to implement 3D-printed feedback with wrist-worn, fully waterproof accelerometers as they elicit higher wear-time compliance in youth than hip-mounted devices [133], as well as utilizing diary logs to account for contact sport activities [134]. Nevertheless, it is important to acknowledge that efforts are currently being made to create 3D printers faster, more accurate, and cheaper [135], with the potential for future research to involve youth more in the 3D printing process. Indeed, the number of schools owning a 3D printer is on the rise [136], which makes 3D-printing interventions similar to this study more feasible and cost-effective. In this light, it may be useful to compare 3D-printed feedback with other approaches, such as digital mobile phone feedback [137,138], light-emitting diode feedback technology [139,140], 3D-printed edibles [141], or shape-changing artifacts [142] to determine which methods of feedback can elicit the best intervention effects, user experience, and cost-effectiveness.

According to Forlizzi and Battarbee [47], new research methods are required to better articulate the relationship between what we feel and what we do in connection to the utilization of technology. This study builds on this by illustrating a short video interview approach to eliciting how youth experienced the 3D-printed models internally, functionally, and socially, all of which is essential for the development and future utilization of the designed 3D models [48]. The short video interviews generated a large set of descriptive data that could be generalized to the study population or used to account for an individual’s personal progress and experiences with the 3D models, which aligns with the current trend toward personalization in health care [143] and the quantified-self movement [144]. However, one possible limitation to this aforementioned approach could be the direct influence of the ongoing short video interviews on the youths’ experiences with the 3D models, given that previous research suggests that face-to-face support can create a more meaningful experience by reinforcing effort and goals [145,146]. In this regard, it could be argued that the ongoing face-to-face short video interviews may have potentially influenced youth awareness and motivation for PA, rather than the 3D models per se. Indeed, there are a number of practical ways a researcher or health professional could be deployed to support such a feedback intervention; however, to make technology-based behavior change strategies more pragmatic and cost-effective, it would be useful to understand the efficacy of support through continuous interviews [147]. Therefore, future research should look to break down 3D-printed feedback conditions to include and exclude face-to-face interviews to fully understand the impact of the tangible feedback and the influence of regular interviews on outcome variables [148]. That said, this study supports the use of short video interviews as a practical method for assessing the youths’ experiences, understanding of, and interactions with the newly designed technology.
Limitations
There are, however, some additional limitations to consider to the aforementioned, such as the localized area of data collection in South Wales, which may underrepresent the ideologies of youth from other important socioeconomic groups and ethnic minorities in the United Kingdom or at a global level. Given the paucity of research on 3D-printed feedback, further research is required that considers the influence of age and sex, specifically, which may be hypothesized to influence initial engagement with the models. Indeed, the lack of a control group within this study questions whether the changes observed can be attributed to the impact of the 3D models per se to enhance youth awareness, goal setting, and motivation, and therefore, findings should be considered with caution and act as a stimulus for future investigation. Finally, this study was only a 7-week intervention with no long-term follow-up; therefore, it is unknown to what extent the novelty effect of the 3D models may diminish with time, as previously observed in the youths with wearable activity trackers [92]; therefore, a long-term study is warranted.

Conclusions
In conclusion, this study demonstrated that the age-specific 3D models heightened youth awareness of their PALs and enabled them to easily compare their personal PALs with the recommended guideline of 60 min of MVPA. Moreover, the youths expressed how they displayed their 3D models in their environments, within their bedrooms or next to prized possessions, and utilized the model as a goal-setting strategy to do more PA. Therefore, the nature of the age-specific 3D models being a combination of feedback, reward, and goal attainment that embodies personalized data may offer a unique strategy for the promotion of PA and associations to the recommended government guideline.
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Abstract

Background: Huge amounts of health-related data are generated every moment with the rapid development of Internet of Things (IoT) and wearable technologies. These big health data contain great value and can bring benefit to all stakeholders in the health care ecosystem. Currently, most of these data are siloed and fragmented in different health care systems or public and private databases. It prevents the fulfillment of intelligent health care inspired by these big data. Security and privacy concerns and the lack of ensured authenticity trails of data bring even more obstacles to health data sharing. With a decentralized and consensus-driven nature, distributed ledger technologies (DLTs) provide reliable solutions such as blockchain, Ethereum, and IOTA Tangle to facilitate the health care data sharing.

Objective: This study aimed to develop a health-related data sharing system by integrating IoT and DLT to enable secure, fee-less, tamper-resistant, highly-scalable, and granularly-controllable health data exchange, as well as build a prototype and conduct experiments to verify the feasibility of the proposed solution.

Methods: The health-related data are generated by 2 types of IoT devices: wearable devices and stationary air quality sensors. The data sharing mechanism is enabled by IOTA’s distributed ledger, the Tangle, which is a directed acyclic graph. Masked Authenticated Messaging (MAM) is adopted to facilitate data communications among different parties. Merkle Hash Tree is used for data encryption and verification.

Results: A prototype system was built according to the proposed solution. It uses a smartwatch and multiple air sensors as the sensing layer; a smartphone and a single-board computer (Raspberry Pi) as the gateway; and a local server for data publishing. The prototype was applied to the remote diagnosis of tremor disease. The results proved that the solution could enable costless data integrity and flexible access management during data sharing.

Conclusions: DLT integrated with IoT technologies could greatly improve the health-related data sharing. The proposed solution based on IOTA Tangle and MAM could overcome many challenges faced by other traditional blockchain-based solutions in terms of cost, efficiency, scalability, and flexibility in data access management. This study also showed the possibility of fully decentralized health data sharing by replacing the local server with edge computing devices.

(J Med Internet Res 2019;21(6):e13583) doi:10.2196/13583
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Introduction

Internet of Things and Intelligent Health Care

Internet of Things (IoT) has been developing explosively in recent years. It is believed to be the next revolutionary technology and bring great benefits to various domains of the society including health care [1]. The health care industry has been dramatically changed because of the information technology revolution that started in the last century. New technologies such as telemedicine, digital hospital, electronic health and mobile health have been widely applied during the past decades, and now, the rapidly development of IoT is promoting health care from digital into intelligent [2].

The advances of IoT have resulted in rapid emergence of smart environments such as smart home [3]. Sensors in these environments can measure the values of various environmental factors including temperature, humidity, air quality, and noise [4].

As an important aspect of IoT, wearable technology has also shown a surge in the past decade. Different types of wearable devices containing various embedded sensors such as smartphone, smart watch, smart band, and smart glasses have been used in health care applications to realize various health-related applications such as remote diagnosis [5], disease monitoring [6], and elderly people caring [7].

Challenges of Health Care Data Sharing

Large amounts of health-related data are generated by these smart devices including environmental data from stationary sensors and activity data from wearable devices. These data are valuable resources for health care applications, research, and commercial projects. Properly sharing these health data can benefit all related stakeholders including the device users, patients, researchers, and companies and improve the public health care system.

Currently, most data generated by IoT devices are controlled by different service providers, device manufacturers, or scattered in different health care systems [8,9]. These siloed and segmented data make it impossible or very difficult to share data outside their own closed environments, and this leads to enormous quantities of wasted data [10]. Besides, it puts data security and privacy at risk as these centralized data stores and authority providers are attractive targets for cyberattacks [11].

With the increasing concern about data privacy and security issue from public and private users, data protection regulations will become stricter. For example, the European Union has published the General Data Protection Regulation [12] to protect individual data. Such regulations make data sharing even more difficult.

Besides the complex data protection regulations, another main obstacle to freely flowing of big data is that, although data sharing is becoming cheaper from a technological perspective, it is prohibitively expensive to transfer fine, granular data in real time because of intermediary fees [13]. Another barrier is the lack of ensured authenticity and audit trails of data. Traditional data transmission protocols and databases are susceptible to various attacks, including man-in-the-middle attacks and data tampering [14].

To overcome these barriers that hinder the full use of valuable health data, it is necessary to develop advanced systems to accelerate secure, fee-less, tamper-resist, and high-scalable health data sharing.

Distributed Ledger Technologies and Blockchain

A distributed ledger is a distributed database, maintained by a consensus protocol run by nodes in a peer-to-peer network. This consensus protocol replaces a central administrator, as all peers contribute to maintaining the integrity of the database [15].

As one of the most widespread DLT, the blockchain, has gained substantial popularity in recent years, primarily in the financial field because of the cryptocurrencies. For example, Bitcoin was first introduced in 2008 [16] and ever since has attracted the attention of the research community from diverse academic fields [17-19] and gained mainstream popularity because of its unique characteristics such as the absence of centralized control, an assumed high degree of anonymity, and distributed consensus over decentralized networks. Blockchain solutions could reduce data breach risks by utilizing threshold encryption of data together using public key infrastructure, where cooperation of multiple parties is required to decrypt data, and asymmetric cryptography is used to authenticate communication with system participants [20].

Limitations of Blockchain

Specialized distributed consensus protocols based on DLT have enabled novel decentralized applications such as cryptographic currencies [16] and smart contracts [21]. The rise and success of Bitcoin during the last 6 years proved that blockchain technology has real-world value. However, these block-based protocols, such as blockchain and Ethereum, also have several drawbacks that prevent them from being used as a generic platform for IoT data sharing.

Scalability

A blockchain has an inherent transaction rate limit because all participants agree on the longest chain and discard forks and side branches [22]. Common practice is to wait for 6 blocks to be added to the longest chain before reaching a high level of confidence that a transaction is final on the Bitcoin network [20,23]. As an example, it took on average 9.3 min to confirm a Bitcoin transaction at the end of December 2018 [24]. Applications that require exchange of value and low latency cannot be certain that their transactions are final in a shorter time frame and must trust the payer to not double spend [20]. The current incentive schemes that allow these protocols to spread virally make inefficient use of computational resources while constraining the transaction rate on the network. The transaction rate of Bitcoin protocol has been lower than 5 transactions per second in the whole network during most of the time in the year 2018 [25]. Similarly, the Ethereum protocol currently processes about 6 transactions per second across the entire network [26]. This low throughput cannot fill the requirements of data sharing in many health care scenarios.
Fees

Another notable drawback is the concept of a transaction fee for transactions of any value. For example, the Bitcoin protocol requires a fee that may exceed US$0.30 each transaction [27] according to the statistics of January 10, 2019. To use a distributed ledger at scale for financial or other industrial use cases, this low throughput and high fee model will not suffice. The importance of micropayments will increase in the rapidly developing IoT technology and paying a fee that is larger than the amount of value being transferred is not logical. Furthermore, it is not easy to get rid of fees in the blockchain infrastructure as they serve as an incentive for the creators of blocks [28].

Centralization

Lots of computing power is required to maintain the blockchain, and mining power has become centralized to some extent. The latest statistic shows that the 6 largest mining pools control 75.76% of the of the network’s mining power (BTC.com 21.5%, AntPool 14.9%, SlushPool 11.01%, ViaBTC 10.65%, BTC.TOP 9.67%, F2Pool 8.03%) [29].

Vulnerable to Quantum Attack

Bitcoin and other proof-of-work–based blockchains are susceptible to being broken by quantum computers. Quantum computers, although still a hypothetical construct as of today, could be very efficient for handling problems that rely on trial and error to find a solution [28]. The process of finding a nonce to generate a Bitcoin block is a good example of such a problem. As of today, one must check an average of $2^{68}$ nonces to find a suitable hash that allows a new block to be generated. Theoretically, a quantum computer would need $\theta(\sqrt{N})$ operations to solve a problem that is analogous to the Bitcoin puzzle stated above [30]. This same problem would need $\theta(\sqrt{N})$ operations on a classical computer. Therefore, a quantum computer would be around 17 billion ($\sqrt{2^{68}}$) times more efficient at mining the Bitcoin blockchain than a classical computer. It would make possible of gaining control of over 51% of computing power of the whole blockchain network, which would enable attackers to double spend and break the entire network.

IOTA and the Tangle

IOTA is a tangle-based cryptocurrency designed specifically for the IoT industry where a machine-to-machine micropayment system is required. The tangle naturally succeeds the blockchain as its next evolutionary step by overcoming some of its previously mentioned fundamental limitations [31]. The main feature of the tangle is that it uses a directed acyclic graph for storing transactions instead of sequential blocks. In the Tangle, users must perform a small amount of computational work to approve 2 previous transactions to issue a new transaction. This new transaction will be validated by some subsequent transactions [28].

This structure enables the Tangle with high scalability. There is no maximum throughput, as the more activities in the Tangle, the faster transactions can be confirmed. In addition, with this ‘pay-it-forward’ system of validations, there is no need to offer financial rewards. Transacting with IOTA can be free of charge. Moreover, IOTA has no miners, therefore it is truly decentralized.

The IOTA tangle is designed to be quantum resistant. The number of nonce that one needs to check to find a suitable hash for issuing a transaction is around $3^3$ on average, which is not unreasonably large. The gain of efficiency for an “ideal” quantum computer would therefore be of order $3^4=81$, which is already quite acceptable [28]. More importantly, the algorithm used in the IOTA implementation is structured such that the time to find a nonce is not much longer than the time needed for other tasks that are necessary to issue a transaction. The latter part is much more resistant against quantum computing compared with the traditional blockchain.

Masked Authenticated Messaging

The main data communication protocol used in the proposed system is Masked Authenticated Messaging (MAM). It enables to emit and access an encrypted data stream over the Tangle regardless of the size or cost of a device [32]. MAM uses channels for message spreading. IOTA users can create a channel and publish a message of any size at any time. A small amount of proof-of-work is required to allow the data to propagate through the network and to prevent spamming. Other users can subscribe this channel through its address and receive a message that is published by the channel owner.

Merkle Hash Tree

MAM uses a signature scheme based on Merkle Hash Tree (MHT) [33–35] to sign the cipher digest of an encrypted message [32]. The address of a channel is the root of this Merkle tree, which itself is created using the seed of the user.

As the MHT example shown in Figure 1, private keys (A, B, C, D) are generated according to the seed, index, and security level [36]. The corresponding addresses, also called leaves (A', B', C', D'), can be generated respectively [37,38]. By applying the hash functions to narrow the addresses, the root of the Merkle tree can be obtained. In a MAM stream, a single MHT only lasts for a short period of time, each message contains the root of the next Merkle tree (or the future direction of the channel) [32].

Each message is signed with the one-time signature (OTS) scheme. Each leaf in the MHT corresponds to 1 OTS scheme. This means that each tree can produce the same number of messages as the number of leaves in the MHT [15].

In an MHT, the set of complementary hashes of a given leaf are the siblings of this leaf. As shown in Figure 1, the siblings of leaf A' (in red color) are B' and $Hash(C',D')$. By combining a given leaf and its siblings, the root of an MHT can be calculated.

A complete MAM transaction should include a signature section and the masked message section. The signature is created from one of the private keys corresponding to one of the leaves. The masked message consists of the raw data that need to be shared, the root of the next MHT, the index of the chosen leaf (branch index), and the siblings of this leaf. Figure 2 shows an example of a MAM stream with 2 transactions.
Figure 1. An example of Merkle Hash Tree with 4 leaves.

Figure 2. Structure of a Masked Authenticated Messaging stream with 2 transactions.
**Privacy and Encryption Modes**

MAM has 3 privacy and encryption modes to control the visibility and access of a channel: public, restricted, and private.

In public mode, the root of MHT is directly used as MAM transaction address and channel key. Therefore, any user who receives a message randomly or intentionally can then decode it by using the address of the message.

In private mode, the hash of the MHT root is used as the address, and the message is decrypted using the root. This prevents random users from decrypting the message if they stumble across it as they are unable to derive the root from the hash.

In restricted mode, an authorization key, named as sideKey in this study, is added based on private mode. The address used to attach to the network is the hash of the sideKey and the root (according to the current MAM source code [38]), only the hash of root is used, which differs from the introduction of IOTA website [32,36]). It enables a message publisher to revoke access to future messages from subscribers by changing the sideKey.

To consume a MAM message, the receiver needs to use the root to calculate the address of the transaction and fetch the masked message. Then, use the root, and sideKey in restricted mode, to decrypt the masked message.

In a MAM channel, the current message contains the address of the following message, whereas the previous ones are not referenced. This adds the forward secrecy character to a channel. When users are authorized with the correct decryption key, they could follow a MAM stream from the current transaction, but there is no way to read previous messages.

**Objective of This Paper**

The objective of this study was to integrate IOTA Tangle with IoT to develop a health data sharing system, which could support secure, fee-less, tamper-resist, high-scalable, and granular-controllable health data exchange. The data source could include both wearable devices and stationary sensors in a smart environment such as smart home. The feasibility of the proposed system needs to be verified with a prototype system and its application in a practical case.

**Methods**

**System Architecture**

The architecture of the proposed health care data sharing system is presented in Figure 3. There are 2 roles involved in this system, data publisher and data subscriber. The publisher can be an individual, a family, or any other organization who possesses smart devices and sensors. These devices, sensors, and their owners produce health-related data, which are then published to the Tangle using specific encryption and privacy protocols. The data are published in their own channels, and each channel has an address. The subscribers of a data channel will receive the new published data. The published data are usually encrypted, and an extra decryption key may be necessary to decrypt the received data.

All the data are published and received through an IOTA node, which is a computer connected to the IOTA network. Users may use their own node or use public nodes. A user can be a data publisher and a subscriber at the same time. For example, a patient can publish his or her health data, and his or her doctor can subscribe these data and make evaluation accordingly. Afterwards, the doctor can publish the evaluation result to the Tangle, and the patient can subscribe this channel and receive the result.

Due to the limitations of size, power supply, and computing capability, most wearable devices and environmental sensors cannot publish or receive data directly to or from the Tangle. In this case, a gateway layer will be necessary, which could be a computer, a smartphone, or a single-board computer such as Raspberry Pi [39].
Implementation

To verify the feasibility of the proposed health data sharing system and demonstrate the implementation process, a prototype has been developed. The structure of the prototype is shown in Figure 4.

A portable human movement monitoring system using smartwatches was developed previously for the remote diagnosis of essential tremor (ET) [40,41]. The Pebble smartwatch [42] in this system could measure the triaxial acceleration data for tremor evaluation and activity recognition. The customized apps in the smartphone allows users to report their location, activity name, tremor level, self-evaluation about the disease, and other factors related to the disease, such as medication, alcohol, and coffee intake. These data, after integrated with other sensor data generated by the smartphone, will be compressed and uploaded to the remote server via internet for analysis using machine learning techniques.

In addition to the movement monitoring system, we added an environmental monitoring system composed of Kagoo air quality sensors [43] and Raspberry Pi [39]. The Kagoo sensors could measure various environmental factors such as temperature, humidity, noise, and the content of pollutions in the air, including particulate matter, formaldehyde, total volatile organic components, benzene, carbon dioxide, carbon monoxide, ozone, and nitrogen dioxide. These sensors can be freely combined and plugged into a motherboard, which can communicate with the single-board computer Raspberry Pi through wired or Wi-Fi connection. A Python program running on Raspberry Pi could fetch and preprocess the environmental data from air sensors. More technical details, including the hardware manual and software codes, are openly accessible [44].

We use these 2 data collecting systems to represent wearable devices and stationary context sensors. The combination of these 2 data sources could provide a more complete understanding about users’ health-related information.

In this prototype, the Pebble smartwatch, Android smartphone, and air quality sensors compose the sensing layer; the smartphone and Raspberry Pi play the role of gateway corresponding to the architecture of the proposed system. The data collecting frequency varies among different devices. The acceleration data from the smartwatch are recorded with a frequency of 25 Hz and uploaded every minute in a batch. The frequency of the data from smartphone depends on user’s habit and usually is less than once per hour. The Kagoo sensors record environmental data once per minute.
In this prototype, instead of directly published to the Tangle through the gateway as shown in Figure 1, the raw data are first sent to a local server for processing. The reasons are 2-fold. First, the frequency of the acceleration data from smartwatch is much higher than the other 2 data sources. Publishing these raw data to the Tangle will lead to a long lagging period. Therefore, on the server side, the acceleration data will pass through a tremor evaluation module based on deep learning approaches [41]. The output will be a shorter message per minute with a time stamp and a tremor score based on the classification result. This shorter message will be published to the Tangle. The raw acceleration data will be saved in a private database for future use. The second reason is to simplify the experiment of testing the average waiting time of publishing messages. The data from different sources are all gathered in the server and published through the same node in a concentrated period to obtain a more reliable result.

In terms of privacy and encryption modes, the environmental data are published in public MAM mode, whereas the patient report data and tremor evaluation data are published in restricted MAM mode.

To consume the published data over the Tangle, subscribers only need to know the address of the channel if the data are published in public mode, whereas an extra decryption key is needed for the data in restricted mode as introduced previously. Both data publishing and data receiving were realized through the JavaScript programs, which are introduced with details in the following experiment and results section.

**Results**

**Experiment**

An experiment was conducted to prove the feasibility of the proposed system, which can broadcast and receive combined health data from both wearable devices and stationary environmental sensors. In general, 3 types of data are tested, including tremor level based on smartwatch acceleration data, patient reports from smartphone, and environmental data from air sensors. The environmental data were broadcasted using public MAM protocol, whereas the other 2 types of data were broadcasted using restricted MAM protocol. The authentication keys of restricted mode were changed during a broadcast stream to demonstrate how a user could revoke access to the data they generate in future.

All the data were broadcasted and received in JSON format. For each type of data, 100 trials of broadcasting were realized to test the average waiting time. The data were published using a computer equipped with a 4-core Intel Core i5-4460 3.2 GHz CPU, a 12 GB of RAM memory, and the Ubuntu Linux 18 64-bit version operating system. The data were published through a public IOTA node [45,46]. The memory usage was 50%, and the number of neighbors was 12 when connected to this node during the experiment. The complete scripts for
publishing and receiving JSON data over the Tangle are openly available [47].

**Experiment Outcomes**

Figure 5 shows an example of published environmental data over the Tangle using public MAM mode. It displays that the address of the channel is the same as the root of the MHT. Any user who knows the address could fetch the message and decrypt it with root, which is the same to the address.

Figure 6 presents an example of patient report data published in restricted mode. In this case, the address is the hash of the MHT root, which is totally different. Subscribers need to know both the address and the extra encryption key (side_key) to fetch and decrypt the message. In restricted mode, the publisher can send a subscriber the address and side_key to grant him or her access to the current and future messages in the data stream. To revoke the authorization, the publisher just needs to change the side_key when publishing a new message, and subscribers without the new side_key will lose the access to this message and future ones.

The combination of public and restricted MAM protocols could provide users granular control over their health data, which could bring great benefit to the health care system. For instance, in our prototype, when a patient wants to be diagnosed, he or she can share with the neurologist the address and the side_key to the report data and tremor evaluation data streams from a certain time. Afterwards, the neurologist will be able to fetch all 3 data streams as the environmental data are published in public mode. After the diagnosis, the patient can change the key to revoke the authorization, as shown in Figure 7.

**Figure 5.** Environmental data published to the Tangle with public Masked Authenticated Messaging mode.

**Figure 6.** Patient report data published to the Tangle with restricted Masked Authenticated Messaging mode.

**Figure 7.** Granular access control over messages published over the Tangle by combing public and restricted Masked Authenticated Messaging protocol.
The summary of the waiting time for publishing the 3 types of data to the Tangle based on 100 trials is presented in Table 1. The result shows that there is no obvious difference among these 3 types of data in terms of waiting time for publishing to the Tangle, although their message length and encryption modes are different. This is because of the fact that, in IOTA Tangle, the size of a transaction is 2673 trytes, which is about 1650 bytes. It means that as far as a message is shorter than this limit, the waiting time of publishing such messages should be similar on the same node. The actual waiting time depends on the computing capability of the node to perform proof of work, and it may vary from a few seconds to more than half minute according to our tests as shown in Table 1.

Currently, the bottleneck of the data publishing speed is the total number of nodes connected to the Tangle network and the condition of the specific node used by the publishing device. It is expected that the time to publish data from a local server or from the single board computer should be similar. Aiming to verify this consumption, an extra test using Raspberry Pi to publish the air quality data was conducted in addition to the experiment of publishing 3 types of data using a local server. The result is presented in Table 1. It shows that there is no obvious difference regarding the waiting time for publishing a message, which verified the aforementioned consumption.

### Discussion

**Principal Findings**

This study explored the application of emerging distributed ledger technology in the health care domain. We proposed a health data sharing system by converging IoT, IOTA Tangle, and MAM protocol. It makes possible of a reliable marketplace for the individuals to share their health-related data with hospitals, researchers, industry companies, or any other organizations in a secure and controllable way. In return, individuals can get benefit from their own data in monetary, medical services, or other forms. On the other hand, researchers and companies will be able to gather relevant data for their studies, clinical trials, or product development.

Most existing studies about the applications of DLT and IOT in health care either focused on the conceptual design of health data sharing systems or discussed relevant policies from managerial perspectives. In comparison, this study not only proposed an application framework supported by DLT and IOT technologies but also implemented a prototype system in practice from technical perspective.

Through an experiment based on a prototype system, we demonstrated how the health-related data are collected and published to the Tangle in different encryption and privacy options. Our experiment showed that combining public and restricted MAM data streams, individuals are enabled to define granular access controls to different data consumers. The proposed system could facilitate the development of fee-less, secure, and efficient health data sharing marketplace to handle the big data generated by numerous IoT devices, and hence, pave way to the promising intelligent health care.

Although the current implementation of IOTA Tangle and its MAM protocol are already usable, they are still under development and are evolving rapidly. The current waiting time for attaching a message to the Tangle may vary from a few seconds up to more than 1 min. Although this is faster than other block-based protocols, there is still large room for performance improvements, as the more nodes connected to the Tangle network, the faster a transaction can be approved.

### Limitations

The feasibility of the proposed health data sharing system using IOTA Tangle and MAM protocol was verified through the experiments based on a prototype system in a controlled environment. There are a few limitations worth to be mentioned. First, in the prototype, a local server was introduced between the gateway layer and the IOTA nodes. The aim was to handle the large amount of raw acceleration data and simplify the testing process. In practical application, this local server can be excluded. The sensor data can be published to the Tangle directly from IoT devices or through a gateway such as smartphone or Raspberry Pi. This could enable the real machine-to-machine communication and make it easier for large scale implementation.

Another limitation of this pilot study is that a public IOTA node was used for publishing and receiving data over the Tangle. The lagging time varied depending on the workload of that public node, which is always stable. In practical implementation, a private node should be set up according to the practical requirements.

### Conclusions

IOTA Tangle, together with the MAM communication protocol, could provide a fee-less, secure, highly scalable, and quantum-immune data sharing platform. The fast development of IoT is upgrading health care industry from digital to intelligent. The converging of IOTA Tangle, MAM, and IoT could significantly accelerate the health data sharing and pave way to realizing the vision of intelligent health care. The

---

Table 1. Result of the data broadcasting experiment using Masked Authenticated Messaging (MAM) protocol.

<table>
<thead>
<tr>
<th>Data</th>
<th>MAM mode</th>
<th>Size (bytes)</th>
<th>Waiting time per message (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air quality</td>
<td>Public</td>
<td>260</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maximum</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minimum</td>
</tr>
<tr>
<td>Tremor level</td>
<td>Restricted</td>
<td>29</td>
<td>20.41 (8.11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8.81</td>
</tr>
<tr>
<td>Personal report</td>
<td>Restricted</td>
<td>570</td>
<td>17.35 (5.37)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>33.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.81</td>
</tr>
<tr>
<td>Air quality from Raspberry Pi</td>
<td>Public</td>
<td>260</td>
<td>19.99 (7.61)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>22.56 (5.97)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12.87</td>
</tr>
</tbody>
</table>

---
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proposed solution in this study overcomes many of the challenges faced by other traditional block-based solutions in terms of cost, efficiency, scalability, and flexibility in data access management. It could be applied in many scenarios of health care, such as remote diagnosis, chronic disease monitoring, and elderly caring, as introduced in the previous ET diagnosis experiment. Patients can publish their own health data to the Tangle with different encryption options and authorize medical experts to access to the tremor and activity data during a period. Experts can also share the diagnosis result with patients or their relatives.

This solution could be useful in many other areas such as rehabilitation, sports and fitness, and labor health protection in workplaces, which indicates the directions for future work. For example, wearable devices can be used to monitor workers’ positions, activities, working load, and health indicators such as heart rate and blood pressure. Environmental sensors can be used to monitor the working conditions including the air quality, temperature, humidity, noise, and illumination. All these data or the periodical statistic results can be published to the Tangle and authorize access to different stakeholders such as Environmental Health and Safety experts, production managers, and government audit departments to better understand the health status of workers and avoid overfatigue or injuries.
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Abstract

Background: Distributed ledger technology (DLT) holds great potential to improve health information exchange. However, the immutable and transparent character of this technology may conflict with data privacy regulations and data processing best practices.

Objective: The aim of this paper is to develop a proof-of-concept system for immutable, interoperable, and General Data Protection Regulation (GDPR)–compliant exchange of blood glucose data.

Methods: Given that there is no ideal design for a DLT-based patient-provider data exchange solution, we proposed two different variations for our proof-of-concept system. One design was based purely on the public IOTA distributed ledger (a directed acyclic graph-based DLT) and the second used the same public IOTA ledger in combination with a private InterPlanetary File System (IPFS) cluster. Both designs were assessed according to (1) data reversal risk, (2) data linkability risks, (3) processing time, (4) file size compatibility, and (5) overall system complexity.

Results: The public IOTA design slightly increased the risk of personal data linkability, had an overall low processing time (requiring mean 6.1, SD 1.9 seconds to upload one blood glucose data sample into the DLT), and was relatively simple to implement. The combination of the public IOTA with a private IPFS cluster minimized both reversal and linkability risks, allowed for the exchange of large files (3 months of blood glucose data were uploaded into the DLT in mean 38.1, SD 13.4 seconds), but involved a relatively higher setup complexity.

Conclusions: For the specific use case of blood glucose explored in this study, both designs presented a suitable performance in enabling the interoperable exchange of data between patients and providers. Additionally, both systems were designed considering the latest guidelines on personal data processing, thereby maximizing the alignment with recent GDPR requirements. For future works, these results suggest that the conflict between DLT and data privacy regulations can be addressed if careful considerations are made regarding the use case and the design of the data exchange system.

(J Med Internet Res 2019;21(6):e13665) doi:10.2196/13665
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**Introduction**

The delivery of high-quality health care requires the efficient and effective exchange of patient data [1,2]. To that end, health care systems across the globe have invested heavily over the past decade in a variety of solutions and tools that aim to improve the interoperable exchange of data, including health information exchanges, direct messaging, community clouds, and open application programming interfaces (APIs) [3]. These solutions have achieved different degrees of success in the real world, largely due to common concerns regarding privacy and security [4].

Distributed ledger technology (DLT) is a new type of database technology in which databases are connected in a distributed fashion through a peer-to-peer network and maintained by a consensus protocol [5]. Proponents of DLT believe that it offers great potential to make the exchange of health information immutable and secure [6-8]. However, the immutable and transparent character of these technologies may conflict with data privacy regulations or data processing best practices.

The European Union has recently instituted the General Data Protection Regulation (GDPR), which regulates the collection, processing, and securing of personal data, including protected health information (PHI). This new regulation sets out the way by which personal data are to be protected as well as defining the main rights of the person to whom the data relates (ie, the data subject): right of rectification, right to erasure, right of access, and rights related to automated processing. As detailed by the European Union Blockchain Observatory and Forum [9], in principle, there are no contradictions between the goals of GDPR and DLT. However, there are three areas in which GDPR still does not offer enough clarity about how real-world DLT applications should be developed. These areas include (1) accountability and roles (eg, how to identify a data controller in a public DLT), (2) anonymization of personal data (eg, what techniques are sufficient to anonymize personal data to the point where the resulting output can potentially be stored in a DLT), and (3) GDPR rights conflicts (eg, how to rectify or remove personal data that are recorded in a DLT that is immutable by nature, or who is responsible for requesting and managing the “freely, specific, informed, and unambiguous” consent from a legal perspective, which of them (individually or in combination) are most adequate to convert personal data into anonymous data [9].

In this way, given the importance of minimizing the risk of data reversal and linkability for compliance with existing data privacy regulations, this study explores the potential of one specific DLT in supporting health information exchange by developing a proof-of-concept system for immutable, automated, and secure exchange of patient health information. Specifically, we focused on the patient-provider exchange of blood glucose (BG) data, not only because of the large number of patients affected by diabetes worldwide but also due to the importance of patient-provider communication of this data for improved treatment management. At present, patients usually track their glucose levels manually or rely on the vendor’s software to compile a report (Figure 1). This manual process is time-consuming and error-prone [15], highlighting the need for systems supporting data exchange between self-monitoring BG devices and electronic health records (EHRs) in a secure, effective, and tamper-proof way.

**Figure 1.** Typical steps for current patient-provider exchange of continuous blood glucose (BG) data: (1) an adhesive patch holding the BG sensor is attached to the patient’s skin and measures glucose readings in interstitial fluid throughout the day and night; (2) the sensor sends real-time readings wirelessly to a receiver/smart device app, so the user can view the information; (3) the receiver or smart device app displays current and historical glucose levels and allows for this data to be printed and/or exported (eg, .txt file); and (4) the patient and provider review together the paper notes or exported files.

With regards to anonymization of personal data, it is clear that GDPR does not apply to anonymized data and that this type of information can be stored on the DLT. However, what qualifies as anonymized is still not clear. The only indication today is that it must be irreversibly impossible to identify an individual through any of the means “reasonably likely to be used” [11]. Within the health care context, achieving this irreversible identification is even more difficult as PHI includes not only general personal data but also health status information, genetic data, and biometric data. In this way, GDPR sets a new bar for health care data anonymization compared to the “pseudonymization” methods currently used in clinical research, and where confidentiality is ensured through a simpler key coding of the data.

At this stage, the guidance provided by GDPR on how to process personal data simply refers to the need to minimize both the risk of reversal (eg, risk of reversing and reconstituting the original data) and the risk of linkability (eg, risk of linking anonymized data to an individual by examining patterns of usage or context, or by comparison to other pieces of information) [12,13]. A variety of techniques may accomplish this data anonymization, including obfuscation, encryption, hashing, and aggregation [14]. However, it remains unclear from a legal perspective, which of them (individually or in combination) are most adequate to convert personal data into anonymous data [9].

http://www.jmir.org/2019/6/e13665/
Methods

System Design

We aimed to develop a proof-of-concept system for patient-provider exchange of glucose data (Figure 2) according to the following specifications: (1) patient-controlled, (2) fully digital, (3) interoperable, and (4) distributed logging and storage of data. Patient-controlled means that patients, in addition to providing consent for exchange, can also grant data access to selected parties. Digital specifies that data are exchanged in a digital format (from the BG remote sensor acquisition to the upload into a physician’s EHR), minimizing any potential manual data entry errors. System interoperability specifies that the data generated by the BG remote sensor can be read, if consent is provided by the patient, by another information system from different health care parties (leveraging the Fast Healthcare Interoperability Resources [FHIR] standard). Distributed logging and storage of data means that the data generated by the BG sensor are stored in a tamper-proof way across multiple distributed nodes instead of a single, centralized data repository.

Our system is built on four main modules: (1) a data conversion module which converts raw BG data from the device sensor into FHIR standard records, (2) a data processing module that transforms the generated FHIR records into a format that minimizes the risk of reversal and linkability, (3) a data storage and logging module which uploads the transformed FHIR records on a DLT, and (4) a key exchange module that allows establishing a patient-provider communication channel for the FHIR records to be exchanged.

The actual integration of the data from the DLT into a physician’s EHR is out of the scope of this work because it is dependent on the EHR system and integration engine. However, the use of the FHIR standard in the proposed designs should make this a relatively straightforward process. Additionally, we assume the use case in which physicians will pull the data from the system on a periodic quarterly basis and not on a continuous, real-time basis. This sampling choice is based on the current patient-provider workflows and guidelines across several health care systems (eg, in Germany, diabetic patients have quarterly visits with physicians to review and update the disease management plan).

Also out of the scope of this work is the issue of data cache when patients are offline or in cases of network connections issues. In general, there are two points where data can be cached: (1) at the BG sensor and/or (2) on the mobile device used to read the data from the sensor. However, the exact architecture of the data cache implementation is highly dependent on the sensor and device manufacturer. Usually, these manufacturers leverage different libraries that provide access to the different secure storage solutions (eg, for Samsung Galaxy devices it would be the ARM’s TrustZone).

Given the ongoing debates around what techniques are suitable for PHI anonymization, and because there currently is not a standard design for patient-provider data exchange, we propose two different variations for our proof-of-concept system. Both variations aim at being compliant with GDPR and attempt to minimize the risk of reversal and linkability in their own way, with their own advantages and disadvantages. These two variations consist of the same four modules but differ in the sense that one is solely based on a public distributed ledger named IOTA, which we call “public IOTA,” and the second combines the IOTA public distributed ledger with an additional private distributed file system called InterPlanetary File System (IPFS), which we call “public IOTA plus private IPFS.” A summary of these two variations can be seen in Figure 3, and a more detailed description of each module is provided subsequently.

Data Conversion Module

This module, common to both designs, converts raw data from the continuous BG system to the FHIR standard. FHIR was created by HL7 with the purpose of facilitating the interoperable exchange of health care-related data between different health care systems to make it easy to provide health care information to providers and individuals on a wide variety of devices and to allow third-party developers to provide medical apps that can be easily integrated into existing systems [16-18].

Figure 2. Proposed steps for a distributed ledger technology (DLT)-based patient-provider exchange of blood glucose (BG) data: (1) an adhesive patch holding the BG sensor is attached to the patient’s skin and measures glucose readings in interstitial fluid throughout the day and night; (2) the sensor sends real-time readings wirelessly to a smart device app, so the user can view the information; (3) the smart device app displays current and historical glucose levels and is connected to an application programming interface (API; “MAM-FHIR API”) that allows for these data to be exported to a DLT; and (4) if a patient provides consent, the interoperable data stored on the DLT can be automatically exported to a physician’s electronic health record so that they can be reviewed.
Figure 3. Proof-of-concept system for patient-provider exchange of blood glucose (BG) data with two variations: (1) public IOTA and (2) public IOTA plus private IPFS (InterPlanetary File System). EHR: electronic health record; FHIR: Fast Healthcare Interoperability Resources.

The FHIR-based records are built from a set of modular components called “Resources” that have standard, agreed-on data elements with consistent meaning across sharing entities. All resources share a common set of features including (1) resource identity and metadata, (2) a human-readable XHTML summary, (3) a URL that identifies the resource, and (4) a set of defined data elements (a different set for each type of resource).

For ease of use and standardization purposes, we used a GATT-compliant Bluetooth continuous glucose monitoring system (Dexcom G4 PLATINUM) [19]. This device generates one BG measurement every 10 minutes. Converting the data from this continuous glucose monitoring system to an FHIR record was done by filling an FHIR observation blueprint for each generated glucose data measurement (mmol/L). The output of this module is one FHIR JavaScript Object Notation (JSON) file per each BG measurement.

Data Processing Module

Public IOTA

An FHIR record contains fields where PHI, such as patient name (eg, “John Doe”), date of birth (eg, “24-Sept 1932”), or medical record number (eg, “123456”) may be present. For purposes of GDPR adherence in this system design, because FHIR records will be stored on the public IOTA DLT, data anonymization was performed. Through this module, we have simply removed any existent PHI entries from each FHIR JSON file. For naming purposes, we will refer to this processed data as anonymized FHIR records.

Public IOTA Plus Private IPFS

With this design, all FHIR records were stored on a private distributed file system (IPFS), and the resulting hash was logged into the public IOTA DLT. For purposes of GDPR compliance and to minimize the risk of data reversal and linkability, we applied a sequential combination of steps in this module: (1) data aggregation that combines multiple FHIR JSON records into one single JSON file, (2) data obfuscation based on the JavaScript Obfuscator using the proposed medium settings that are applicable for a JSON file [20], and (3) data encryption of the obfuscated JSON file using the AES256-GCM function with a tag length of 128, which is also recommended by the German Medical Association and adopted by the US government [21].

The sampling used in the aggregation step was based on the periodic quarterly visits assumed previously for the patient-provider interaction. This aggregation window is, however, a variable that can be easily set for different time intervals (eg, real time, daily, weekly). For naming purposes, we will refer to this processed data as aggregated FHIR records.

Data Storage and Logging Module

Public IOTA

As shown in Figure 3, this design variation was based on a public DLT protocol only. We selected IOTA’s DLT because it offers zero transaction fees and handles large transaction throughputs well. These properties make this technology particularly well-suited for data exchange across health care devices and systems [22]. What differentiates IOTA from blockchain-based DLTs is that transactions, instead of being
grouped into blocks and stored in sequential chains, are linked together in a so-called Tangle (Figure 4). This design allows for a validation process that takes form as a Web structure referred to as a directed acyclic graph rather than a linked list as is the case in blockchain-based DLTs. Transactions on the Tangle, therefore, can get issued simultaneously, synchronously, and continuously. To issue a transaction on the Tangle, one must validate two other transactions. Therefore, the more participants use the system, the more transactions are validated, making it highly scalable. This “pay-it-forward” validation process also obviates the need for financial rewards to incentivize participants.

To share, store, and retrieve encrypted data, we used IOTA’s Masked Authenticated Messaging (MAM) module. This module encrypts messages (masking), confirms source origin (authentication), and creates a continuous message stream on the Tangle until the source stops publishing it (messaging). In a MAM stream, each message holds (1) the data, (2) a reference to the address of the next message only flowing in one direction (forward), and (3) a signature that proves that the publisher created that message. Given that unique IDs are created for each channel (known as “roots”), only those parties who are authorized are able to read and reconstruct the entire message stream.

To approve a transaction that is sent to the Tangle via MAM, computational resources based on Proof of Work (PoW) algorithms are used to find the answer to a simple cryptographic puzzle. These algorithms and the underlying peer-to-peer protocols use low processing resources, making them well-designed for small devices (eg, sensors) [23]. PoW can either be done locally on the device itself or externally via an IOTA node or a special API.

To test the performance of sending IOTA transactions via MAM, we assessed the time required to both create and attach 300 anonymized FHIR records. The choice for 300 messages was based on the intent to compare the performance of our system with previous research [22].

Figure 4. Sequential block-based transactions of a blockchain (left) and IOTA directed acyclic graph-based transactions (right).

Public IOTA Plus Private IPFS

For the second design of our system, we included a distributed file storage system (IPFS) to account for two key regulatory considerations: (1) uncertainty with regards to what anonymization techniques are legally sufficient to transform PHI into anonymized data and (2) to minimize both the reversal and linkability risks.

The IPFS is a peer-to-peer distributed file system based on content-addressed hyperlinks. As such, it takes files and manages them based on their content, storing them and tracking their version using a generalized Merkle directed acyclic graph. These Merkle trees, or hash trees, allow secure verification of the contents of large data structures, using cryptographic hash functions that map data of arbitrary sizes to data of a fixed size (hash).

Advantages of this technology include (1) data stored on IPFS are not automatically distributed between all participants and only shared in the case of a request, (2) IPFS nodes are able to delete specific data at any given point in case of a request, and (3) it is easy to prove whether an input will result in a given hash, but incredibly difficult to derive the input from a hash [28].

In this design, the aggregated JSON files containing multiple individual FHIR records were uploaded into a private IPFS cluster via a writable IPFS gateway. Every participant of this network was publicly known and can be held accountable in the case of noncompliance with a data deletion request from the data subject. Therefore, this private setup allowed for the specification of the number of backup copies in the network, and for the definition of automatic rules, such as when to delete data in the case of a patient request. A previous study provides more details on how to set up these specific rules on an IPFS cluster [29].
To link IPFS transactions to the authenticated and undeletable MAM transactions, hashes of the IPFS content were then shared via a MAM stream using the previously described IOTA libraries. For simplicity, we used the SHA256-256 hash function with Base58 encoding, which is the default hash function of IPFS.

The performance of this setup was assessed in two parts: (1) the time required to upload and generate a hash of the aggregated FHIR records using a writable IPFS gateway and (2) the time required to send this hash to the IOTA Tangle using MAM. This second test was also repeated 300 times using the same setup as in the previous design.

**Key Exchange Module**

The key exchange module allows the establishment of a patient-provider communication channel for the FHIR records to be exchanged. In this key exchange process, two parties exchange cryptographic keys, allowing them to exchange encrypted messages exclusively. The design of this module is dependent on the data logging and storage layer; therefore, two variations were also used in this work.

**Public IOTA**

In this design, an initial exchange of private data in person or via a different non-DLT method was required (to maintain GDPR compliance). We assumed an initial in-person key exchange where, during the first visit to the physician’s office, the patient shared his or her channel keys using their mobile phone’s near field communication (NFC) chip (tapped on a receiver that the physician owns, linked to the EHR). The information included in this key exchange includes the MAM root and channel key (Figure 5). When channel keys are exchanged with a physician, the physician can then retrieve and authenticate the anonymized BG monitoring device data stream(s) that reside on the Tangle, in a similar JSON format to Figure 6. You may notice that the ID of the JSON is pseudonymized with the first 64 letters of the MAM root (Figure 5), which is used to help the physician to uniquely identify the patient.

![Figure 5. The Masked Authenticated Messaging (MAM) root and channel key of the in-person key exchange.](image)

![Figure 6. Anonymized JSON FHIR (JavaScript Object Notation Fast Healthcare Interoperability Resources) record stored on the public IOTA ledger with a pseudonymized ID consisting of the first 64 letters of the Masked Authenticated Messaging (MAM) root.](image)
At any point in time, patients can revoke access to their data stream by simply updating their MAM channel’s authorization key. If multiple doctors have access to the same channel, the parties who should continue to have access would get the new channel key through an additional key exchange process.

Public IOTA Plus Private IPFS

In this design, the initial exchange of keys and personal data can either take place in person during the first visit to the physician’s office or remotely via a public key exchange. Although the exchange of keys in person is the most secure option, there are use cases in which it is more convenient or not possible to exchange information unless it is done remotely (e.g., follow-up remote consultation or providing data access to researchers). For this variation, we used a remote public key exchange system which assumes that both patient and physician have their contact information (an Nth degree - truncated polynomial ring units [NTRU] public key uploaded to their public key IOTA address along with a link to their request address) published to the Tangle.

As shown in Figure 7, the steps for key exchange in this case are (1) the patient sends a key exchange request to the physician’s request address, (2) the physician decrypts this request with his NTRU private key (due to the nature of NTRU, only he can decrypt the data), (3) the physician confirms the key exchange request by sending his details to the patient’s request address, and (4) the channel access data can now be generated from the portions sent in steps 1 and 3, and both parties can now send encrypted data to the secured channel’s address.

Figure 7. Steps for a remote key exchange via a public key exchange. NTRU: Nth degree - truncated polynomial ring units.

Results

We assessed (1) the performance of the data processing module, (2) the time required to send and store FHIR records in a DLT system by comparing the performance of the data storage and logging module for each of the two system designs, and (3) the time required for the remote key exchange process.

Data Processing

For the public IOTA design, after the anonymization step, the size of the JSON file containing one BG FHIR record decreased from 2509 bytes to 857 bytes. During the aggregation step of the public IOTA plus private IPFS design, we combined the BG FHIR records for the equivalent of one-quarter of patient monitoring. This resulted in a JSON file with an approximate size of 34 MB. After this aggregation, and after also applying the JavaScript Obfuscator, the file size increased to 64 MB. Finally, after applying the AES256-GCM encryption, the resultant file had a size of 93 MB. It is important to note that the encryption time depended both on the encryption algorithm and processing hardware used. In this study, using the AES256-GCM algorithm and a Samsung Galaxy S8 device (2.3Ghz Quad-Core Exynos M2 Mongoose), it took less than 0.1 seconds to encrypt a 93 MB file which, in the larger picture of total transaction time, is negligible.

Data Storage and Logging

Public IOTA

Table 1 shows the time required to both create and attach an anonymized FHIR record (with 857 bytes) with MAM. The total time required to create and attach a single message was mean 6.1 (SD 1.9) seconds (create: mean 3.5, SD 1.1 seconds; attach: mean 2.5, SD 0.8 seconds).
### Table 1. Transaction times for storing and logging anonymized records of Fast Healthcare Interoperability Resources on the public IOTA design and public IOTA plus private InterPlanetary File System (IPFS) design and remote key exchange times.

<table>
<thead>
<tr>
<th>Design and action</th>
<th>Trials</th>
<th>Time (ms), mean (SD)</th>
<th>Time (ms), range</th>
<th>Variance (ms²)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Public IOTA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Create</td>
<td>300</td>
<td>3525 (1182)</td>
<td>2042-8100</td>
<td>1,397,997</td>
</tr>
<tr>
<td>Attach</td>
<td>300</td>
<td>2545 (765)</td>
<td>1357-8923</td>
<td>584,728</td>
</tr>
<tr>
<td><strong>Public IOTA + private IPFS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Create</td>
<td>300</td>
<td>3636 (1371)</td>
<td>2249-12,673</td>
<td>18,794,477</td>
</tr>
<tr>
<td>Attach</td>
<td>300</td>
<td>3522 (576)</td>
<td>2161-5146</td>
<td>331,554</td>
</tr>
<tr>
<td><strong>Remote key exchange</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Send request</td>
<td>10</td>
<td>5160 (1801)</td>
<td>3100-8500</td>
<td>3,247,111</td>
</tr>
<tr>
<td>Accept request</td>
<td>10</td>
<td>5790 (1253)</td>
<td>4000-8500</td>
<td>1,572,111</td>
</tr>
</tbody>
</table>

**Public IOTA Plus Private IPFS**

Next, we looked at the time required to upload and generate a hash of the aggregated FHIR record (93 MB) using a writable IPFS gateway. The hashing of this file was almost instantaneous; therefore, the total time required was fully dependent on the user’s bandwidth speed to upload this file. Our upload speed was on average 3 MB/s, which led to a total upload time of approximately 31.0 (SD 8.5) seconds. After uploading the FHIR records on the IPFS gateway, a hash was returned with a 46-character format similar to QnP543pymsvKvHudMgYQzSRbG7HoDSrVajhVRfrbtvhnGAQ. The mean times required to send this hash to the IOTA Tangle using MAM are presented in Table 1.

Using this public IOTA plus private IPFS design, the total amount of time required to share an aggregated quarter of glucose data was mean 38.1 (SD 13.4) seconds (upload: mean 31.0, SD 8.5 seconds; create: mean 3.6, SD 1.4 seconds; attach: mean 3.5, SD 0.6 seconds).

**Key Exchange**

With the remote setup described in the public IOTA plus private IPFS design, we were able to exchange keys remotely and establish a secure connection in mean 10.9 (SD 3.1) seconds (send request: mean 5.2, SD 1.8 seconds; accept request: mean 5.8, SD 1.3 seconds) via the IOTA Tangle (Table 1).

**Discussion**

**Principal Findings**

Systems based on DLT hold great potential to help improve health information exchange. However, their design needs to comply with the latest regulations (eg, GDPR) to minimize the risk of inappropriate processing and/or storage. In this study, we assessed the potential of one specific DLT (IOTA) for the exchange of BG data, by designing and developing a proof-of-concept system considering important regulatory considerations. Such systems should also meet satisfactory performance and usability from the user perspective; therefore, we tested the performance of our design using a variety of measures.

Given the current open questions around data anonymization, an optimal system does not exist at this stage. Therefore, we designed two variations. Each of these have their own pros and cons, including (1) data reversal risk, (2) data linkability risks, (3) processing time, (4) file size compatibility, and (5) overall system complexity. This assessment is summarized in Table 2.

**Reversal Risk**

Reversal risk represents the risk of being able to reconstitute the original data from anonymized or modified data. In the public IOTA design, given that FHIR records uploaded into the Tangle were stripped of any personal data, this risk is not applicable. For the public IOTA plus private IPFS design, the hash that is uploaded into the Tangle is the result of multiple processing layers (aggregation, obfuscation, and encryption). Reverse engineering this hash into the original file is, computationally, a massive task since it requires trialing the immense number of possible combinations of inputs, which can range from a few bytes to hundreds of terabytes in size. Even in the future, with the natural advancements in computing, it is difficult to imagine that it will be possible to extract the data from one 46-letter hash, which stands for 93 MB of obfuscated and encrypted data.
Table 2. Summary of the advantages and disadvantages of the two variations of the proposed proof-of-concept.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Public IOTA</th>
<th>Public IOTA + private IPFS(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reversal risk</td>
<td>N/A (^b)</td>
<td>Low</td>
</tr>
<tr>
<td>Linkability risk</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Processing time</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>File size compatibility</td>
<td>Small files</td>
<td>Any file size</td>
</tr>
<tr>
<td>Complexity</td>
<td>Low</td>
<td>Medium</td>
</tr>
</tbody>
</table>

\(^a\)IPFS: InterPlanetary File System.
\(^b\)N/A: not applicable.

**Linkability Risk**

The linkability risk represents the risk that it is possible to link anonymized data to an individual by examining patterns of usage or context, or by comparison to other pieces of information. In the public IOTA design, by tracking the frequency of the uploads of data into the Tangle, plus reading the actual BG levels, it may be possible to link this information to a particular individual. A possible solution could entail the encryption of the raw BG levels. However, in the light of GDPR, any encryption algorithm is susceptible of being reversed in the future [9]: therefore, encrypted raw data can potentially be decrypted and the actual glucose levels shown. Given the cases of reidentification of anonymized health records reported in the literature [13], one should be careful not to assume that anonymized PHI can be uploaded to a public DLT without any risk. The exchange of multiple keys during the first appointment between patient and provider could be another solution to reduce the amount of PHI per MAM stream and therefore reduce the linkability risk in this design. This solution has not been explored in this work.

For the public IOTA plus private IPFS design, each resulting hash is unique, so there is no obvious way to cross-analyze the data and therefore determine who these data belong to.

**Data Processing Times**

The message transaction times obtained were in line with previous research [22]. The overall low transaction times for messages on the IOTA DLT (on average between 6.1 to 38.1 seconds) suggest that both designs can be used for a continuous data stream. It is important to note here that, by definition, one MAM message actually consists of three transactions, which in theory could be performed in parallel. With the implementation of this code optimization (dividing the average times shown in Table 1 by 3), the actual average time per message creation and attachment would be 1175 ms and 848 ms, respectively. This would result in a total of approximately 2 seconds per IOTA message sent via MAM.

With hardware acceleration [27] of PoW, it is possible to achieve a PoW time of 300 ms. The overall response time of the external API was 848 ms, suggesting a further API bottleneck of approximately 548 ms. To achieve faster transaction times, users could set up their own hardware-accelerated IOTA nodes rather than using the centralized API service. Increasing the number of users running their own PoW also increases the overall health of the network, as it increases its decentralized character.

Specifically for the public IOTA plus private IPFS design, because the hashing itself is almost instant, the main limiting factor is the upload speed of the network. For this design, as a general recommendation, we recommend uploading of large files to the IPFS gateway only while connected to a fast WLAN network.

Finally, it is also relevant to note that for providers to read the BG data, taking into account the use case of quarterly consultations, the public IOTA design will benefit from using a “prefetching” of this quarterly data into the provider’s EHR. For the public IOTA plus private IPFS design, given the relatively low reading times (available on request), we do not envision the need for prefetching.

**File Size Compatibility**

In the public IOTA design, the time required to create and send a message via MAM fully depends on the size of the file. Larger files may therefore not be suitable to be exchanged using this design. In the public IOTA plus private IPFS design, because the hashes are usually much smaller than the initial data and they can be used to identify the data itself, we can conclude that this design is well-suited for the exchange of larger files.

**Complexity**

Regarding the overall design complexity, the public IOTA design is significantly simpler compared with the public IOTA plus private IPFS design. Two features, in particular, make the second design more complex: (1) the multiple steps involved in the data processing module require additional processing that can lead to larger file sizes (eg, using the quantum-secure NTRU encryption resulted in a file size of 821 MB) and (2) the setup of the private IPFS cluster requires additional implementation work.

The use case chosen in this paper focused on the remote exchange of BG measurements between a patient and a physician, where the physician “reads” the data on a periodic basis during the consultation, to review and update the diabetes management plan. Nevertheless, we are also confident that either design could be used in the use case of continuous streaming of individual BG measurements (ie, real-time data exchange and monitoring), as well in other types of remote health data exchange (such as the use cases proposed by Cohen et al [30]).
Related work in this field falls into two categories: (1) use of blockchain to improve health care data access and interoperability, and (2) assessment of how blockchain can be used considering data privacy regulations.

One of the first works describing the use of blockchain to tackle interoperability barriers was authored by the MedRec team [31]. In this work, a permissioned blockchain network based on a proof-of-work incentive was proposed to facilitate EHR data sharing and authentication. Following this work, Zhang et al [32] took a step further and described how EHR data could be securely and scalably shared to improve collaborative clinical decision support. Specifically, an FHIR-based smart contract system was proposed for exchanging health data, in which the blockchain stores encrypted metadata and an off-chain solution is used for clinical data.

This work does present an FHIR-based provider-provider solution, although our work proposes a complementary FHIR-based solution for patient-provider data exchange. On the topic of FHIR-based interoperability, Peterson et al [33] described a blockchain solution using a new type of consensus mechanism: an FHIR-based “Proof of Interoperability.” This approach is unique in the sense that it takes security and interoperability as the central tenet of its core design.

In contrast to the previous studies, it is important to note two additional articles positioning blockchain as a tool for patient-provider data exchange instead of provider-provider exchange. Ichikawa et al [34] developed a mHealth system using a mobile phone app that enables a patient-provider exchange of information but for the particular goal of insomnia cognitive behavioral therapy. Balsari et al [35] proposed a use case leveraging the high mobile phone penetration and availability of unique ID systems in India to facilitate health data exchange between more than 500 million Indian citizens and their providers.

The use of blockchain in light of data privacy regulations has been previously described by Zyskind et al [36] across three domains: data ownership, data transparency and auditability, and access control. This article describes a method similar to our second proposed design, namely an on-chain solution combined with off-blockchain storage to construct a personal data management platform focused on privacy. Conversely, Al Omar et al [37], arguing that decentralized approaches for data exchange may fail to ensure overall privacy, applied additional cryptographic functions and data processing procedures to encrypt patients’ data and to ensure pseudonymity.

Limitations
In this work, we address some of the points of tension between GDPR and DLT by proposing two designs that enable the exchange of PHI using this technology. However, future work needs to address in more detail the remaining points of conflict, such as how to identify a data controller in a public DLT ecosystem formed by multiple health care stakeholders or how to collect and manage an individual’s express consent for the processing of health data.

It is also important to note a few limitations with the designs proposed in this study. First, using a patient’s mobile phone’s NFC chip for key exchange is not currently practical because it requires every physician’s office to have an NFC reader connected to the facility’s EHR. Alternatives to this could be an in-person key exchange method or secure local wireless network. Second, in our testing, the continuous glucose monitoring device generated a data point every 10 minutes, meaning that significant battery usage could be expected over the day to create all FHIR records. The actual implications on the device battery may constitute an important limitation requiring further investigation.

Finally, it is also important to point out that the experiments run in this study were carried out on a Samsung Galaxy S8 only. The CPU of this device was used to calculate the resource hashes locally; therefore, it can be expected that different mobile devices will require different times to create and attach an FHIR resource.

Conclusion
The design of a DLT-based system for health data exchange needs to take into careful consideration the respective use case. In this paper, we proposed and developed two possible designs that aim to be compliant with recent data privacy regulations, minimizing any risks of inappropriate data processing and returning satisfactory performance and usability. One design was based solely on the public distributed ledger IOTA and the second used IOTA plus a private IPFS cluster. Our findings suggest that the first design is simpler to implement but requires special attention to minimize the risk of personal data linkability, and that the second design allows for the exchange of larger files at the expense of higher complexity.
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Abstract

Background: Nowadays, a number of mechanisms and tools are being used by health care organizations and physicians to electronically exchange the personal health information of patients. The main objectives of different methods of health information exchange (HIE) are to reduce health care costs, minimize medical errors, and improve the coordination of interorganizational information exchange across health care entities. The main challenges associated with the common HIE systems are privacy concerns, security risks, low visibility of system transparency, and lack of patient control. Blockchain technology is likely to disrupt the current information exchange models utilized in the health care industry.

Objective: Little is known about patients’ perceptions and attitudes toward the implementation of blockchain-enabled HIE networks, and it is still not clear if patients (as one of the main HIE stakeholders) are likely to opt in to the applications of this technology in HIE initiatives. Thus, this study aimed at exploring the core value of blockchain technology in the health care industry from health care consumers’ views.

Methods: To recognize the potential applications of blockchain technology in health care practices, we designed 16 information exchange scenarios for controlled Web-based experiments. Overall, 2013 respondents participated in 16 Web-based experiments. Each experiment described an information exchange condition characterized by 4 exchange mechanisms (ie, direct, lookup, patient-centered, and blockchain), 2 types of health information (ie, sensitive vs nonsensitive), and 2 types of privacy policy (weak vs strong).

Results: The findings show that there are significant differences in patients’ perceptions of various exchange mechanisms with regard to patient privacy concern, trust in competency and integrity, opt-in intention, and willingness to share information. Interestingly, participants hold a favorable attitude toward the implementation of blockchain-based exchange mechanisms for privacy protection, coordination, and information exchange purposes. This study proposed the potentials and limitations of a blockchain-based attempt in the HIE context.

Conclusions: The results of this research should be of interest to both academics and practitioners. The findings propose potential limitations of a blockchain-based HIE that should be addressed by health care organizations to exchange personal health information in a secure and private manner. This study can contribute to the research in the blockchain area and enrich the literature on the use of blockchain in HIE efforts. Practitioners can also identify how to leverage the benefit of blockchain to promote HIE initiatives nationwide.

(J Med Internet Res 2019;21(6):e14184) doi:10.2196/14184
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Introduction

Health Information Exchange Models

Individuals usually seek health care services from several providers who may practice in either affiliated or unaffiliated institutions. Accordingly, without a systematic connection among providers, patients’ medical information can become fragmented, outdated, and incomplete in health care organizations [1]. Health information exchange (HIE) is a data exchange mechanism that was introduced and prompted by the Health Information Technology for Economic and Clinical Health Act in 2009 to improve care coordination among health care providers and reduce medical errors [2]. HIE refers to the process of electronic transfer of patient health information and medical data among health care providers and institutions [3]. Interoperability associated with HIE initiatives requires electronic communication among organizations to ensure that patient medical records in one health care organization are seamlessly incorporated into another.

Different sharing mechanisms are being used by public and private health care organizations to facilitate information exchange initiatives [4]. Existing studies in HIE indicate that the following 3 exchange models are mainly applied by health care entities to electronically transmit patient health information: (1) direct, (2) query-based, and (3) patient-centered exchange [5]. In the direct model, a provider can share encrypted patient medical records with a known recipient [6]. This exchange model facilitates point-to-point data exchange in which the sender is aware of the recipient’s identity and patients’ medical records can be exchanged directly from one health care organization to another via widely adopted email protocols. Direct exchange initiatives, which are principally based on trust between providers, incorporate medical records into the recipient’s electronic health record (EHR) system or clinical inbox in a secure network governed by health care entities. The direct model is able to improve communication and coordination among health care organizations involved in providing treatments by securely exchanging identifiable information of patients.

The query-based models (lookup systems) grant health care providers the ability to find and request information on a patient from other providers. In this exchange mechanism, a central repository plays a critical role where electronic medical records are aggregated from multiple health care organizations’ EHR systems and will be stored in a hub [7]. Thus, the requesting health care organizations are able to use a lookup process to pull required information from the data storage pool [8]. The query-based model is mainly designed to create a mechanism to efficiently provide relevant, aggregated, and cross-organizational health records for care quality measurement and disease registries development.

The last model refers to a patient-centered exchange mechanism in which medical records related to episodes of care are transmitted from providers to patients. For instance, patients are able to view the laboratory results, radiology reports, progress notes, and medications that are uploaded on patient portals after each visit and share such records with other health care entities as required [9]. This exchange architecture is developed to enable patients to engage in their care process, manage their health information, and become a component of data-sharing efforts by considering a mediating role for them. Patients can leverage the patient-centered HIE models, which are designed and controlled by health care institutions, to reinforce their access and control over their own health records.

Role of Patients in Health Information Exchange

Given the huge amount of information exchanged among health care organizations, patients would rely on HIEs to improve treatment process, enhance care coordination, and increase the quality of care before they actually experience the possible effects [10]. In this setting, risk can also arise because patients may be concerned that too much personal information is shared or erroneous health information is exchanged among health care providers through HIEs [11]. In the HIE context, patients may not directly share their health information through exchange mechanisms, and they are distant from care providers who actually use these systems. However, patients are recognized as an important beneficiary of HIE projects because their consent is required for sharing their health information [12]. Patients are also considered as a significant producer of health information and their attitudes toward HIE models may refrain them from sharing their personal information with HIE networks. If patients are not willing to share their personal health information, incomplete, outdated, or inaccurate patient information will be stored in shared records of HIEs [13]. Accordingly, HIE efforts will fail in providing health care providers with reliable, useful, and integrated health information.

Previous studies highlight that to maximize the full value of HIEs, it is important to evaluate patients’ beliefs and perceptions about the widespread implementation of HIE networks [14]. Thus, public support is necessary for the long-term success and sustainability of HIE initiatives [8].

Different HIE models have attempted to clarify the process of electronic data sharing among health care entities. However, previous studies report that the general public is not completely aware of how health information is shared and used through the mainstream exchange mechanisms [15]. A number of studies highlight the importance of patient privacy and security concerns in the context of HIE implementation [16]. Patient concerns in medical practices include the volume of medical records collected and stored in health care organizations’ databases, the possibility of privacy violations (eg, unauthorized access or hacked personal data), secondary use of medical records (eg, data mining purposes), lack of control over data collection practices, lack of transparency associated with sharing efforts, and lack of visibility about how such information will be used [17]. Patients will hold a positive attitude toward HIE networks when their health records are collected, stored, and exchanged confidentially [18]. According to Wright et al [19], if a patient’s privacy and security needs are not met, he or she will become more likely to hide further health information from health care providers. Previous research indicates that patient decision to support HIE projects is a function of multiple factors such as type of information exchanged, privacy and security protections, and purpose behind the exchange [20]. Favorable attitude toward a HIE system is a result of a solid match between the HIE
mechanisms and transparency, security, as well as privacy requirements [5].

**Blockchain in Health Care**

Recent studies propose that blockchain is able to disrupt trusted business models mainly used in health care systems for information exchange purposes [21]. Considering the number of transactions (eg, information sharing) among health care entities and the expenses that hospitals experience in maintaining the HIE systems, the underlying blockchain technology of democratically sustained public ledgers of the records opens new and challenging opportunities for the health care industry. Blockchain can create an electronic context in which business transactions (such as information-sharing initiatives) between parties are conducted via a distributed community rather than a central authority or a single entity. This might essentially affect the transparency of the system and the role each entity plays [22]. Blockchain can also facilitate information exchange and coordination among health care entities and help patients become independent in the sharing of their medical records with providers. The mainstream HIE servers, depending on scale, are principally controlled by large corporations or health care institutions. This centralized control may raise privacy and security concerns because of abuses of power, which may result in secondary use of medical data, unauthorized access, and hacker attacks. Alternatively, the blockchain technology may promote a number of capabilities such as decentralization, security, privacy, breach resistance, and speed of certain features of the internet’s infrastructure.

A great deal of interest has been reflected by recent studies to analyze the effects of blockchain-distributed ledger technologies on health care practices, and most of them are conceptual research [23]. However, little quantitative work has been conducted to investigate the exposure of HIE to blockchain technology. Little is also known about patients’ attitudes toward the implementation of blockchain-enabled HIE networks, and it is still not clear if patients (as one of the key HIE stakeholders) are likely to opt in to the applications of this technology in HIE initiatives. Thus, more research is required to explore the core value of blockchain technology in the health care industry from health care consumers. Our work is among the first attempts to study the possible use of blockchain-based models in HIE from patients’ perspectives. The results of this research can extend the current understanding of blockchain technology by helping health care organizations, health care communities, and policy makers identify the potential benefits and risks of using this technology in health care practices. From a practical standpoint, this study can be useful for HIE policy makers to better examine the patients’ attitude toward the use of blockchain in HIEs, how it should be leveraged, and how patients can be impacted.

**Research Background**

In this section, first the shortcomings and problems with traditional health exchanges are explained to better clarify the research gap. Then, we investigate blockchain-based HIE as a potential solution to the problems.

**Trust Issues in the Health Information Exchange Context**

Trust plays a significant role in situations where there is a distance between consumers and vendors, such as in internet-dependent contexts [24]. HIE networks share individuals’ health information electronically with other care providers to improve care coordination and enhance patient safety. HIE initiatives utilize sharing mechanisms with which health information is mostly transmitted without a patient’s close supervision and control. Thus, patient’s trust in the HIE is the core in this setting where a great deal of security concerns and privacy risks may entail [5]. Trust in HIE can predict patients’ reactions to the implementation of HIE models because patients need to feel assured that the HIE networks will not compromise personal health information or misuse sensitive medical records [14]. Therefore, patients should trust HIE systems before they make an opt-in decision or disclose their personal health information.

Individual trust in HIE models can be a function of reliance on competence and integrity of sharing mechanisms [25]. Trust in HIE competence specifies the extent to which patients rely on technologically competent performance of the HIE to effectively disseminate health information between a wide variety of health organizations. Moreover, trust in HIE integrity refers to the belief that the agreement between the patients and HIE is reliable and honest. The lack of trust in HIE is mainly because of the distance imposed between patients and the actual users (health care organizations), lack of direct interactions between patients and HIE models, centralized control exerted by health care organizations, and the unfamiliar mechanisms used in the HIE system to share medical records electronically [26]. These characteristics create a setting that is more intangible than the traditional sharing methods (such as fax or mail). The mentioned reasons may make patient trust more critical in the settings where the 3 exchange models (ie, direct, query-based, and patient-mediated exchange) are mainly used.

**Privacy Concern and Policy**

HIE initiatives are developed to provide interorganizational networks in which patients’ medical records are shared with a number of health care entities that are geographically scattered. When a networked-based technology (eg, HIE systems) deals with sharing sensitive information (such as health records), it is very likely that it exacerbates privacy concerns. Information privacy concerns may influence the validity and completeness of HIEs’ patient databases, which may result in wasteful investment, inaccurate treatments, erroneous care planning, and higher mortality rates [12]. To avoid such issues, HIE networks should assure patients that their medical records would be well protected during exchange transactions. Thus, privacy policies should be clearly presented by health care organizations to highlight how sensitive health information will be used inside/outside the organizations and what security means will be utilized to protect such data from unauthorized access and secondary use [27]. The risks of violating privacy, information misuse, or unauthorized disclosure highlight the importance of developing a transparent privacy statement before patient medical records are disclosed and shared.
Previous studies emphasize that patients are highly concerned about losing control over how the mainstream HIE systems handle their health information [28]. The concern is mostly because of a lack of transparency on the HIEs’ information practices and privacy policies. Privacy policies should be comprehensive and transparent enough to address all principles mentioned in the Health Insurance Portability and Accountability Act (HIPAA) [16]. The notice principle articulates what health information is collected and exchanged, what the purpose of data exchange is, how such information will be used internally, and whether patient data will be disclosed to third parties. The choice principle delineates the consent process and permission requirements. This dimension provides the choice to patients to put limits on providers for the exchange of health data. It also provides patients with the options to disclose such records to other third-party entities (eg, voluntary data disclosure for research purposes). The access principle entails granting the right to patients to obtain, review, and amend their personal information to ensure data accuracy and completeness. The security principle implies the adoption of reasonable measures and technical security steps to protect health information from unauthorized access, improper use, loss, unapproved alteration, or unanticipated disclosure during data exchange processes. The retention principle clarifies the acceptable duration of keeping and analysis of shared health information by health care providers for health care purposes. This dimension articulates the reasonable steps to permanently delete shared personal data if it is no longer required for the consented purpose. Finally, the enforcement principle highlights self-regulation such as privacy seals to protect information privacy by informing the public whether the exchange procedures correspond to the legal requirements [29]. Thus, highly transparent principles of privacy policies are able to demonstrate how safe, reliable, and dependent HIE networks are to reduce patients’ concerns for information privacy.

**Blockchain-Based Health Information Exchange as an Alternative**

New ways of conducting business and operating economic activities are emerging through blockchain technology. Using dynamic shared ledgers, blockchain is able to facilitate recording business transactions between parties involved. Moreover, based on a peer-to-peer network of nodes, blockchain can also remove the need for intermediaries’ interactions and direct control by third parties in running a business. According to Crosby et al [30], the underlying features of blockchain make it to be considered as a disruptive technology that has potentials to fundamentally change current business models. Most studies in the blockchain domain have investigated cryptocurrency for its technical properties [31]. However, blockchain technology has broader and deeper applications beyond cybercurrencies and can be used for other purposes than financial transactions. As the interest in this technology has been rising, blockchain is attracting a great deal of attention and investment from numerous projects in different sections [32]. Blockchain technology is transforming several industries, such as banking, electronic governance, electronic commerce (e-commerce), legal contracts, automation, logistics, and health care [33].

Owing to its underpinning technology, one of the most conceivable applications of blockchain is in establishing coordination and managing communication between networked companies (such as hospitals). In a networked business model, all the involved companies are required to uninterruptedly communicate and constantly update their supply chain components to track the latest status of orders, processes, and transactions.

Blockchain may also contribute to other organizational initiatives such as information exchange across affiliated/unaffiliated health care entities (ie, all parties involved in the health care process, such as physicians, hospitals, and clinics). It has been proposed that blockchain-based sharing models, which use immutability and built-in autonomy features of the blockchain, are able to efficiently track records of access to sensitive medical data stored in the cloud [34]. According to Xia et al [35], health care organizations can take advantage of the access control framework that is based on blockchain to facilitate and expedite medical data sharing with other institutions. This technology provides secure cryptographic techniques to strongly control the access to patient medical records stored and processed on cloud platforms. Relying on the robust security platform, the system can detect and validate users that have access to sensitive medical records and keep track of all sharing activities.

The technology behind blockchain enables anonymous/pseudonymous actors in sharing initiatives, especially in a cross-border setting such as HIE. Blockchain can also resolve technical issues such as security and scalability as it operates based on a peer-to-peer network with no central authority, administrator, or a firm controlling the transactions. This decentralized network prevents a single point of failure and a security breach [36]. Moreover, cryptographic protocol used by blockchain technology provides communications security over a computer network. Using smart contracts embedded in blockchain technology, health care institutions can tap into automated execution of business interactions to notably decrease the need for majority of office operations in the sharing process.
Table 1. Descriptions of health information exchange models.

<table>
<thead>
<tr>
<th>HIE&lt;sup&gt;a&lt;/sup&gt; model</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct exchange</td>
<td>Point-to-point information exchange in which a physician is able to share medical information with a known recipient over a secure network</td>
<td>Williams et al [6]</td>
</tr>
<tr>
<td>Query-based exchange</td>
<td>A single data repository that enables health care providers to share patient medical data with a centralized data warehouse. It also allows health care organizations to search for the required health information</td>
<td>Campion et al [5]</td>
</tr>
<tr>
<td>Patient-mediated exchange</td>
<td>This HIE model gives patients the ability to aggregate and manage their health information on the internet. Thus, patients can help share information between providers to track and monitor their own health</td>
<td>Rudin et al [43]</td>
</tr>
<tr>
<td>Blockchain-enabled exchange</td>
<td>A decentralized and trustless HIE model in which each block contains an episode of care and each node operates independently while following the sharing protocols. This model synthesizes medical data from patient-centered management tools and the EHR&lt;sup&gt;b&lt;/sup&gt; systems to provide access only to authorized stakeholders through secure transactions</td>
<td>Jiang et al [44]</td>
</tr>
</tbody>
</table>

<sup>a</sup>HIE: health information exchange.

<sup>b</sup>EHR: electronic health record.

Blockchain technology is considered as a trustless distributed ledger to collect, store, share, analyze, and validate medical data exchange among different stakeholders (such as health care organizations, providers, and patients) [37]. Therefore, one of the most promising applications of blockchain in the health care domain is in health data transmissions between patients, providers, hospitals, and relevant entities [38]. Blockchain technology has been suggested as an underpinning infrastructure for HIE to improve medical data storage, information exchange, and medical record management [39]. Recent studies also propose adoption of blockchain-based data-sharing networks to analyze secondary medical data for biomedical research purposes [21]. Another stream of research focuses on the use of blockchain to store patient-centered outcomes [40] and patient consent data [41]. Several companies, such as Deloitte [42], Accenture [41], and Guardtime [34], have initiated adoption of blockchain-based systems to store, manage, and exchange patient care. Therefore, consistent with previous research, blockchain technology is able to contribute to the health care industry and HIE efforts. In summary, the main characteristics of the 4 HIE models examined in this study are described in Table 1.

Methods

Experiment Design

We designed 16 scenarios to analyze health care consumers’ perceptions about the potentials and risks associated with the implementation of 4 possible HIE models (ie, direct, query based, patient centered, and blockchain based) built upon different architectures. The architectures of the 4 HIE models are different based on 2 factors: (1) transparency of privacy policy and (2) sensitivity of health information. In this study, we defined 2 extremes to examine the transparency of privacy policy used by the HIE models: strong versus weak. Moreover, we divided health information that could be exchanged through the HIE models into 2 types: sensitive versus nonsensitive. Figure 1 illustrates the 16 scenarios resulting from 4 HIE models, 2 types of privacy policy, and 2 types of health information.

Each scenario pertains to a separate experiment. Therefore, we conducted 16 separate experiments. As a between-subject experiment is a better choice than a within-subject experiment for attitude formation [45], in this study, we used between-subject experiments in which participants are randomly exposed to only 1 experiment. The total minimum sample required is 100 per experiment considering alpha=.05 and power beta=.95. As there are 6 main outcome variables in this study with 30 measures, we used minimum 120 respondents per experiment to reduce possible sampling errors. Table 2 shows the experimental design used in this study.

Question Development

Each experiment included 8 sections: experiment scenario, health information privacy concerns, opt-in intention measures, trust in competency of HIE technology, trust in integrity of exchange transactions, willingness to share information, perceived benefits of HIE, and finally, demographics as well as technology experience questions. In the scenario section, a hypothetical situation was clearly described in which consumers were randomly exposed to a HIE model with particular characteristics. Each scenario envisions a situation in which a health care provider is explaining one of the exchange models defined in Table 2 and asking respondents to read the described privacy policy as well as type of health information that will be shared through the mentioned HIE model. For instance, in experiment 1, 128 respondents were randomly exposed to a direct exchange model with a strong privacy policy designed to exchange highly sensitive health information. To ensure that respondents completely understood the assigned treatments, we provided a detailed description of the given exchange technology and its features in terms of HIE model and architecture. We avoided any negative or positive connotations with the HIE models to resolve the possible bias that may arise from use of favorable/unfavorable terms. Then, subjects were asked to reflect their perceptions and opinions about the described exchange mechanism by answering a series of questions mainly developed to go beyond the reading material.
Figure 1. Sixteen scenarios.

![Diagram showing the sixteen scenarios with HIE architecture models and policy/sensitivity combinations.]

Table 2. Experimental design diagram.

<table>
<thead>
<tr>
<th>HIEa model</th>
<th>HIE architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strong policy/sensitive information</td>
</tr>
<tr>
<td>Direct exchange model</td>
<td>Experiment #</td>
</tr>
<tr>
<td>Query-based exchange model</td>
<td>1</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>2</td>
</tr>
<tr>
<td>Blockchain-based exchange model</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

aHIE: health information exchange.
This study drew on the existing literature to measure the constructs included in the model, and minor changes were made to the instrument to fit the HIE context. To design the scenarios, we adapted the 6 dimensions of privacy policy transparency reported by Chua et al [29] and Wu et al [46] to distinguish between a strong and weak privacy policy. The sensitivity of health care information was categorized based on the classification of sensitive information provided by National Committee on Vital and Health Statistics [47]. Respondents’ information privacy concern was measured based on their concern about the following items: collection, error, unauthorized access, and secondary use [48]. The scales used to measure trust in HIE technology’s competency and trust in the exchange mechanism’s integrity were adapted from a study conducted by Komia and Benbasat [49]. Items measuring opt-in behavioral intention were adapted from previous research [50]. Items indicating willingness to disclose health information were adapted from the study by Zhang et al [51]. Items measuring perceived benefits were borrowed from factors suggested by previous studies [52,53]. All scales were measured on a 5-point Likert-type scale with 1 indicating strongly disagree and 5 indicating strongly agree. Finally, demographics and general technology experience questions were included at the end of the experiment (see Multimedia Appendix 1 for a description of the scenarios and questions).

We used the expert judgment approach to improve the content validity and completeness of our study. We sent the scenarios and questions to 5 professional health informatics practitioners and 3 blockchain experts. Then, the scenarios and questions were modified based on the experts’ suggestions to ensure that they were clear and easy to understand for the public. Before conducting the main study, we also conducted a pilot test with 86 students at a large Southeastern university in the United States. We provided an open-ended essay box at the end of the survey for the students to comment on the clarity of the scenarios and the questions. Furthermore, we followed up on the comments by conducting interviews with the students to understand any ambiguity in the scenario and the surveys. We revised the scenario and the surveys based on the comments from the students before final data collection. To ensure the reliability and validity of the instrument, the Cronbach alpha was computed for each construct (privacy concern alpha=.85, trust in competency alpha=.76, trust in integrity alpha=.91, opt-in intention alpha=.88, willingness to share information alpha=.90, and perceived benefit alpha=.93). All the Cronbach alpha values were above the cutoff point of .7, which indicated that the instrument was internally consistent [54].

**Recruitment and Participants**

Data were collected in October 2018 using Amazon’s Mechanical Turk (MTurk) to obtain a representative group of subjects. MTurk is used by a number of studies as an acceptable means to collect individual-level data [55,56]. Research in different domains (especially psychological and social behavior) recruits respondents through MTurk to analyze the perceptions of samples that are more representative of the general workforce, including a wide range of ages, ethnicities, and work experiences [57]. We defined a location filter to collect data from the United States. The 16 experiments were posed to MTurk at the same time. We used a randomizer function to assign respondents randomly to the 16 scenarios to minimize the likelihood that 1 respondent could participate in more than 1 experiment. Moreover, a microcode was activated in the survey to keep individuals from taking each experiment more than once. Finally, all experiments were also double-checked using generated respondent identification and internet protocol address to ensure that the respondents were unique between experiments. The incentive for participation was a monetary reward. The range of average completion time for the 16 experimental groups was between 21:49 and 32:36 min that implied acceptable responses in terms of timing.

The 16 experiments obtained data from 2013 respondents, ranging between 120 and 132 participants each. We matched the respondents across the 16 groups to avoid any potential problem of individual differences between groups. Results of chi-square tests show that there were no significant differences among participants in all 16 groups, and they are very similar in terms of the demographic variables (see Multimedia Appendix 2 for results of chi-square tests). For instance, the distribution of data related to gender ($\chi^2_{60}=12.1; P=.66$), age ($\chi^2_{75}=92.8; P=.08$), health status ($\chi^2_{60}=49.9; P=.91$), household income ($\chi^2_{60}=59.1; P=.51$), race ($\chi^2_{60}=81.5; P=.06$), education level ($\chi^2_{75}=76.1; P=.44$), employment status ($\chi^2_{60}=69.1; P=.19$), and computer experience ($\chi^2_{60}=51.7; P=.77$) was notably similar across the 16 scenarios. Thus, we had enough evidence to assume that matched groups were used in this study (see Multimedia Appendix 2 for respondent characteristics across the 16 experiments).

**Results**

**Analysis of Variance Test**

We used IBM SPSS Statistics 24 to perform analysis of variance (ANOVA) to examine whether the 16 groups are significantly different by our main outcome variables: privacy concerns, opt-in intention, trust in competency, trust in integrity, willingness to share information, and perceived benefits. Before performing ANOVA analysis, we ran the Levene test to examine the homogeneity of variance, as this is one of the fundamental assumptions of 1-way ANOVA. The results do not show enough evidence to hold the assumption of homogeneity of variance for outcome variables. Therefore, we conduct Welch ANOVA that presents the most power and lowest type I error rate when data violate the assumption of homogeneity of variances [58]. Table 3 shows the descriptive statistics (mean score, SE, and Welch values) and the significance of each outcome variable.
Table 3. Descriptives and summary of analysis of variance results.

<table>
<thead>
<tr>
<th>Outcome variable and scenario #</th>
<th>Mean</th>
<th>SE</th>
<th>Welch</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy concern</td>
<td></td>
<td></td>
<td>11.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>3.31</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.51</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.19</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.05</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.75</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.73</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.70</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.71</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.25</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.34</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.15</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2.98</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.91</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3.84</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3.70</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.60</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust in HIE competency</td>
<td></td>
<td></td>
<td>5.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>3.46</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.19</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.40</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.35</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.16</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.23</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.09</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.14</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.38</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.34</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.32</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.52</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.00</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2.95</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3.00</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.97</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust in HIE integrity</td>
<td></td>
<td></td>
<td>8.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>3.47</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.10</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.30</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.29</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.95</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.04</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.96</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcome variable and scenario #</td>
<td>Mean</td>
<td>SE</td>
<td>Welch</td>
<td>P value</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>---------</td>
</tr>
<tr>
<td>8</td>
<td>2.93</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.35</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.36</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.34</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.52</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2.90</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2.91</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2.90</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.85</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Opt-in intention</td>
<td></td>
<td></td>
<td>8.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>3.30</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.89</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.19</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.08</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.73</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.63</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.76</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.62</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.18</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.14</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.29</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.50</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2.52</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2.58</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2.71</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.65</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Willingness to share information</td>
<td></td>
<td></td>
<td>6.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>3.35</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.95</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.19</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.19</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.81</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.70</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.82</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.68</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.21</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.13</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.32</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.36</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2.56</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2.70</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2.81</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2.73</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results of this table demonstrate that there are significant differences across different scenarios at the \( P < .05 \) level for the 6 outcome variables: privacy concern Welch (15, 752.9)=11.455, \( P < .001 \); trust in HIE competency Welch (15, 753)=5.64, \( P < .001 \); trust in integrity Welch (15, 753)=8.39, \( P < .001 \); opt-in intention Welch (15, 752.99)=8.89, \( P < .001 \); willingness to share information Welch (15, 753.07)=6.67, \( P < .001 \); and perceived benefits Welch (15, 752.9)=1.88, \( P = .02 \). Therefore, comparisons indicate that the levels of privacy concerns associated with sharing activities, trust in HIE models’ competency, trust in integrity of sharing mechanisms, patients’ opt-in intention to HIE initiatives, patients’ willingness to disclose personal information, and perceived benefits of HIE networks significantly vary across the 4 HIE models, the 2 levels of health information sensitivity, and the 2 levels of privacy policy transparency. Furthermore, we conducted Games-Howell post hoc test, which is the multiple comparison procedure for means when variances and sample sizes are not equal, to identify which groups significantly differ from each other [59]. The following section describes the comparisons based on the 6 outcome variables used in this study.

Privacy Concern

We compared respondents’ perception of privacy concerns associated with all 16 scenarios. For scenarios where a strong privacy policy is used to share sensitive health information, results reveal that privacy concern with blockchain technology is significantly lower than the direct exchange model (\( t = −1.97; P = .03 \)) and the query-based model (\( t = −3.49; P < .001 \)). Privacy concern for the patient-centered model is also significantly less than the query-based model (\( t = −2.64; P < .001 \)). When comparing privacy concern between different HIE mechanisms for the scenarios where strong privacy policy is used to exchange nonsensitive information, we could not find any significant differences. In scenarios that use weak privacy policy for sharing sensitive information, we found that privacy concern with blockchain technology is significantly lower than the direct exchange model (\( t = −2.82; P < .001 \)) and the query-based model (\( t = −2.06; P = .02 \)). When respondents are exposed to scenarios with weak privacy concern for sharing nonsensitive health information, they express considerably lower privacy concern associated with blockchain technology compared with direct exchange (\( t = −2.65; P < .001 \) and query-based model (\( t = −2.05; P = .02 \)). Overall, the results show that blockchain technology significantly reduces privacy concern among respondents compared with other HIE mechanisms regardless of the sensitivity of health information and strength of the privacy policy. Table 4 presents summary of significant results.

---

**Table 4.** Summary of significant results.

<table>
<thead>
<tr>
<th>Outcome variable and scenario #</th>
<th>Mean</th>
<th>SE</th>
<th>Welch</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived benefits</td>
<td>3.84</td>
<td>0.08</td>
<td>1.89</td>
<td>.02</td>
</tr>
<tr>
<td>1</td>
<td>3.61</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.68</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.59</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.59</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3.55</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3.59</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.47</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.76</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.62</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.75</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.76</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3.52</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3.68</td>
<td>0.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3.63</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3.45</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.84</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \)HIE: health information exchange.
Table 4. Comparison of privacy concern across different health information exchange mechanisms.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Health information exchange mechanism</th>
<th>t</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strong policy/sensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>−1.97</td>
<td>.03</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>−3.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>−2.64</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Weak policy/sensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>−2.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>−2.06</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Weak policy/nonsensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>−2.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>−2.05</td>
<td>.02</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>−1.72</td>
<td>.04</td>
</tr>
</tbody>
</table>

The mean difference is significant at the .05 level.

**Trust in Health Information Exchange Competency**

Next, we compared the participants’ responses to the level of trust in the capability of HIE mechanisms described in the sixteen 16 scenarios. According to Table 5, the results indicates that respondents who are exposed to strong privacy policies used to exchange sensitive information, express significantly more trust in the patient-centered exchange model (t=1.87; P=.03) and the direct exchange model (t=−2.39; P=.01) compared with the query-based model. We could not find significant differences in terms of trust in the competency of exchange technologies in other scenarios.

**Trust in Exchange Integrity**

Regarding respondents’ level of trust in the integrity of the HIE mechanisms, the findings shown in Table 6 reveal that in the scenarios where sensitive information is shared with the help of strong privacy policies, there is a significant difference between blockchain versus query-based models (t=1.74; P=.04). In the same scenarios, our results show that trust in the integrity of the query-based model is significantly lower than that in the direct exchange model (t=−3.04; P=.001). There are no significant differences in terms of trust in the integrity and reliability of exchange mechanisms in other scenarios.

**Opt-In Intention**

Furthermore, we compared the intention of respondents to opt-in toward a HIE mechanism that was presented to them by the given scenarios. In scenarios where sensitive information was shared based on strong privacy policies, we found significant differences between the query-based model versus all other HIE mechanisms. Table 7 shows that the query-based model is found to be the least favorite model for respondents. When a weak privacy policy is used to share sensitive information, participants are significantly more inclined to opt-in toward the blockchain exchange model versus all other HIE mechanisms. Moreover, in scenarios where nonsensitive information is exchanged under weak privacy policies, the blockchain technology is more favorable compared with the direct (t=2.57; P=.005) and query-based models (t=2.22; P=.01).

Table 5. Comparison of trust in health information exchange competency across different health information exchange mechanisms.

<table>
<thead>
<tr>
<th>Scenario (strong policy/sensitive information)</th>
<th>Health information exchange mechanism</th>
<th>t</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct exchange model</td>
<td>Query-based exchange model</td>
<td>−2.39</td>
<td>.01</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>1.87</td>
<td>.03</td>
</tr>
</tbody>
</table>

The mean difference is significant at the .05 level.

Table 6. Comparison of trust in exchange integrity across different health information exchange mechanisms.

<table>
<thead>
<tr>
<th>Scenario (strong policy/sensitive information)</th>
<th>Health information exchange mechanism</th>
<th>t</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>1.74</td>
<td>.04</td>
</tr>
<tr>
<td>Query-based exchange model</td>
<td>Direct exchange model</td>
<td>−3.04</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

The mean difference is significant at the .05 level.
Table 7. Comparison of opt-in intention toward different health information exchange mechanisms.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Health information exchange mechanism</th>
<th>$t$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strong policy/sensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct exchange model</td>
<td>Query-based exchange model</td>
<td>1.62</td>
<td>.04$^a$</td>
</tr>
<tr>
<td>Blockchain Technology</td>
<td>Query-based exchange model</td>
<td>2.71</td>
<td>&lt;.001$^a$</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>1.93</td>
<td>.03$^a$</td>
</tr>
<tr>
<td><strong>Weak policy/sensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>2.95</td>
<td>.001$^a$</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>2.63</td>
<td>.004$^a$</td>
</tr>
<tr>
<td>Blockchain Technology</td>
<td>Patient-centered exchange model</td>
<td>1.70</td>
<td>.04$^a$</td>
</tr>
<tr>
<td><strong>Weak policy/nonsensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>2.57</td>
<td>.005$^a$</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>2.22</td>
<td>.01$^a$</td>
</tr>
</tbody>
</table>

$^a$The mean difference is significant at the .05 level.

**Willingness to Share Health Information**

We further investigated whether respondents are willing to share their health information given the scenarios. In scenarios where sensitive information is shared under strong privacy policies, participants prefer blockchain technology significantly more than the query-based model ($t=3.03; P=.001$). Table 8 also shows that in the same scenarios, respondents express more willingness to share their information through the patient-centered model than query-based model ($t=2.01; P=.02$). In scenarios where sensitive information is exchanged based on weak privacy policies, respondents exhibit significantly more willingness to share health information through blockchain technology compared with the direct model ($t=5.07; P<.001$), query-based model ($t=5.61; P<.001$), and patient-centered model ($t=4.21; P<.001$). In the same scenarios, we also found that respondents prefer the patient-centered model better than the query-based model ($t=1.95; P=.03$). Moreover, participants show more willingness toward blockchain technology for sharing nonsensitive information under weak privacy policies compared with the direct model ($t=3.89; P<.001$), query-based model ($t=3.27; P<.001$) and patient-centered model ($t=2.001; P=.02$). In the same scenarios, respondents also prefer the patient-centered model versus the direct model ($t=2.09; P=.02$) and the query-based model ($t=2.001; P=.02$).

**Perceived Benefits**

With regard to the perceived benefits of HIE, there are no significant differences between the 4 HIE mechanisms given the different types of privacy policy and information sensitivity. Figures 2 to 7 display the differences in the means of different scenarios for each outcome variable.
Table 8. Comparison of willingness to share information across different health information exchange mechanisms.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Health information exchange mechanism</th>
<th>t</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strong policy/sensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>3.03</td>
<td>.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>2.01</td>
<td>.02&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Weak policy/sensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>5.07</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>5.61</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Patient-centered exchange model</td>
<td>4.21</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>1.95</td>
<td>.03&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Weak policy/nonsensitive information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Direct exchange model</td>
<td>3.89</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Query-based exchange model</td>
<td>3.27</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Blockchain technology</td>
<td>Patient-centered exchange model</td>
<td>2.001</td>
<td>.02&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Query-based exchange model</td>
<td>2.04</td>
<td>.02&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Patient-centered exchange model</td>
<td>Direct exchange model</td>
<td>2.09</td>
<td>.02&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>The mean difference is significant at the .05 level.

**Figure 2.** Differences in means of privacy concern.
Figure 3. Differences in means of trust in health information exchange competency.

Figure 4. Differences in means of trust in exchange integrity.

Figure 5. Differences in means of opt-in intention.
Discussion

Theoretical Implications

This study has implications for researchers conducting studies in the HIE context. Our study is different from previous research by examining patients’ perspectives of 4 HIE models. This research is mainly designed to address how different models of HIE can affect patients’ attitude toward electronic data exchange between health care providers. To do so, we investigated whether levels of patients’ privacy concerns, perceived benefit of HIE, trust in HIE competency, trust in HIE integrity, willingness to share personal information, and opt-in intentions are different across multiple HIE models (ie, direct, query based, patient centered, and blockchain based). This study also contributes to the literature by providing new insights on how blockchain technology can be leveraged in the context of HIE and how patients may be affected.

Blockchain Technology

The content of the blockchain is information; thus, its use is adaptable in different business sectors. In line with the study by Liu and Tsyvinski [60], industries have different reactions to blockchain as they may benefit or become disrupted by this technology. Although there are several attempts among information systems (IS) scholars to recognize the applications of blockchain technology in different business contexts, significant theoretical contributions are still scarce, especially in the health care context. Economists, computer scientists, finance scholars, and IS scholars analyze blockchain technology and its adoption from various lenses. According to the existing blockchain literature, the majority of studies focus on its applications in financial transactions. This research domain can be divided into 5 main categories. One group of studies has focused on the potential use of cryptocurrency for illegal activities and has not examined the motives of mainstream users to adopt it for legitimate uses such as for e-commerce, information exchange, or money transfer [61]. The second group of studies has investigated cryptocurrency for its technical properties such as design science, cryptography, proof-of-work...
algorithm, or exchange rates perspectives [31]. The third category of research has called readers’ attention to analyze the differences between the technical, usability, and social characteristics of different forms of cryptocurrencies [62]. The fourth category of studies has attempted to distinguish cryptocurrency adopters from nonadopters based on either drivers or risks associated with its underlying technology [63]. The last category has used widely accepted adoption models (eg, technology acceptance model [TAM] and unified theory of acceptance and use of technology [UTAUT]) and mainly focused on the perceived usefulness and perceived ease of use in the context of cryptocurrency [64].

Blockchain-based sharing frameworks to facilitate the exchange of medical information between health care and research institutions are under development. These medical blockchain applications sufficiently control access to medical data stored and processed on cloud systems. They also offer secure cryptographic techniques to identify and authenticate users who have access to medical data to keep track of all exchange transactions [34]. Thus, sharing data for telemedicine and medical consultations in remote areas becomes more efficient. One of the main factors affecting the widespread adoption of blockchain-based HIE is social acceptance of this exchange mechanism. A patient may seek medical treatments and care planning from different health care organizations and providers. In a situation where patient-provider interactions are growing, a technology may be required to facilitate communications and medical records exchange without a centralized authority but relying on a distributed public ledger of all data exchange transactions. However, previous research on how patients would react to medical information sharing through blockchain is still in its nascent stage. In this study, we analyzed 6 outcome variables that need to be considered to measure the success and effectiveness of HIE models from patients’ views. This work is among the first studies to empirically examine the potential role of blockchain in the HIE context. The results imply the significance of blockchain-based technology for health care applications when compared with the mainstream HIE models (ie, direct, query based, and patient mediate exchange).

Privacy Concerns
With regard to the privacy concern, blockchain-enabled HIE models in different scenarios (when either sensitive or nonsensitive health care information is shared under a strong or weak privacy policy) to receive favorable evaluations from our respondents. This is consistent with the study by Abdulnabi et al [18], which indicates that more decentralized models that increase patients’ control over their medical data and exchange transactions will be more feasible and applicable approaches for HIE efforts. According to Vest and Gamm [3], using a centralized data repository in HIE initiatives has heightened privacy and security concerns for patients and created control issues for health care organizations. Moreover, an HIE model that uses blockchain technology to exchange sensitive information even under a weak privacy policy has more information privacy advantages from patients’ perspectives compared with all other exchange models. Therefore, the findings show that the public considers blockchain as a more secure exchange model to share highly sensitive medical records regardless of privacy policy transparency. However, it can be discussed that open transparency of information (especially for sensitive records) during transfer can be obscure for consumers and should be addressed. This is in line with previous studies that indicate that blockchain is characterized as a decentralized, distributed, immutable, and transparent technology that can be used as permission-less or permissioned networks [23]. In the permission-less blockchain networks, any users can involve and participate without being authorized, and in the permissioned networks, only authorized users or organizations can participate. Owing to the overall sensitivity of health care information, stricter policy guidelines, and high compliance requirements in the context of HIE, the permissioned blockchain-based network would be a more secure option to enable electronic exchange of medical data with providers participating in other settings. This point is also highlighted by previous research indicating that although current blockchain technology underlying cryptocurrency is not fully anonymous, transaction anonymization for legitimate purposes (such as health care services) is desirable [65]. For example, in HIE networks, confidential health information should be handled with optimum security protocols.

Trust in Health Information Exchange Models
Sharing sensitive health information through a technology that is used by health care providers requires a new lens for understanding patients’ trust in HIE technology. Regarding the trust in HIE competency and exchange integrity, a blockchain model even with no strong privacy policy is found as the most trustable model than other exchange mechanisms for sharing highly sensitive information. Consistent with this result, the public may believe that blockchain HIE has the necessary characteristics, technological capability, and features to be relied upon, regardless of presenting a comprehensive and transparent privacy policy for transmitting sensitive medical records (such as genetic information, mental health information, sexual health diseases, substance abuse, and addiction). Thus, blockchain HIE may heighten patients’ cognitive dependence on HIE integrity and competence and win the trust of patients to exchange sensitive health-related information. This is consistent with previous studies that blockchain can be used as a reliable technology to share both highly sensitive medical data and less sensitive information such as current health statuses (eg, fitness, diet, diseases, and treatments) or past medical/health information (eg, list of vaccinations and medications used) [35]. Consistent with previous studies, in the process of forming trust in technology (as an impersonal entity), consumers’ awareness of the unknown should be resolved [66]. Previous research indicates that the public awareness about HIE mechanisms, functions, integrity, and security safeguards needs to be raised [2,26]. For example, one area could be the differences between the open transparency of information in cryptocurrency and blockchain-based HIE. The transparency of information in cryptocurrency means that all nodes in the network have the right to access the whole information related to financial transactions. However, this feature is not desirable for transmitting highly sensitive health information. To implement blockchain exchange methods to share sensitive health data across providers, it is required to develop security features (eg,
Opt-In Intentions to Health Information Exchanges and Willingness to Share Information

Patients are considered as one of the most important stakeholders of any HIE efforts as the widespread implementation of HIE projects will not be feasible without their positive beliefs and attitudes toward the exchange models, their opt-in intentions to HIE initiatives, and their willingness to share health information [67]. The existing theories of information technology (IT) adoption (such as TAM and UTAUT) focus on users’ intention to accept and use a technology [68]. However, in the HIE context, patients are not the main users. Patients are the beneficiaries of HIE initiatives, but they are not the final users. The users are health care professionals (ie, physicians and nurses), and the decision to adopt HIE is made at the practice/hospital level. However, it is critical to study whether patients will choose to opt in to HIE systems or they will not support such initiatives by hiding their personal health information. The results show that participants are most likely to opt in to blockchain HIE as a reliable technology to be used by health care entities to disseminate highly sensitive information even in the absence of a strong privacy notice. This finding is consistent with previous research highlighting that patients are more favorably disposed toward decentralized HIE models versus centralized exchange systems [69]. Furthermore, respondents are most willing to disclose sensitive health information to health care organizations, with the knowledge that such information may be exposed to other providers through a blockchain-based HIE even when privacy policy is not completely transparent.

The results manifest that with the current blockchain technology, patients may not feel skeptical about relying on blockchain-enabled HIE to manage the exchange of their highly sensitive information among a wide range of providers. This finding also emphasizes the importance of raising patient awareness of how the consent process and permissioned HIE networks operate in practice. Moreover, more efforts are required to improve the legal image of blockchain technology in health care to enable at-scale interoperability for information exchange, patient tracking, identity assurance, as well as validation among health care institutions and between patients and their providers [41]. Our findings also propose possible direct relationships of trust in blockchain HIE with patients’ opt-in intentions and their willingness to disclose health information. Thus, a high level of trust in blockchain competence and integrity may encourage patients to opt in to this technology and disclose their sensitive health information when visiting a physician participating in a blockchain-based HIE network.

Perceived Benefits of Health Information Exchange

Pertaining to the perceived benefits of HIE, there is no significant difference across the scenarios. The 4 HIE models, regardless of different architectures (privacy policy and data sensitivity), receive the same level of benefits from patients. This means that although information privacy concerns can cause significant differences, all the exchange models are perceived to deliver comparable values. Thus, the instances that privacy policy dimensions are not stated transparently or conditions that highly sensitive medical data are likely to be shared will not significantly affect the core values expected from the HIE models. This is in line with previous studies that multiple exchange mechanisms may be used to fulfill different health care needs but the main purpose of all HIE models is to support care coordination, reduce health care costs, and improve patient safety [70]. Thus, patients may believe that regardless of what exchange model will be used for sharing information, HIE initiatives are generally able to improve communication among health care providers, reduce delays in care delivery, and advance quality of care planning.

Practical Implications

Patient Awareness About Blockchain-Based Health Information Exchange

There are also a number of important practical implications derived from this study. First, the findings suggest the importance of educating consumers about the use of blockchain technology in HIE mechanisms and sharing procedures. For instance, national educational programs, health conferences, and webinars that are easily accessible to a wide range of people can be administered to clearly publicize the key goals and advantages of blockchain-based HIE efforts. Educational forums available on official health websites, Web-based tutorials accessible on patient portals or Web-based health communities, and computerized help programs can be used by health care organizations to improve the transparency of blockchain applications in HIEs, broadcast their expected benefits, and increase public awareness and patient familiarity with this exchange mechanisms.

Second, regarding the importance of information privacy in blockchain-based HIE, health care providers should consider using tactics to increase the transparency and completeness of privacy policy and invest considerable effort in developing campaigns that leverage the power of blockchain image and reputation in health care. HIE policy makers should establish a broad marketing strategy to enhance patients’ perceptions about the accountability and accuracy of privacy policies, which can foster patients’ opt-in intention toward blockchain-enabled HIE services. Research implications suggest that HIE initiatives’ managers should consider maximizing the transparency of
privacy policy dimensions to encourage consumers to read the privacy policy statements when data are subject to be exchanged through the blockchain networks.

Third, lack of public awareness about the blockchain-based HIE model as well as the components of its privacy statement may impede the progress of sharing information between providers because of the lack of patients’ support for HIE. This study suggests that both physicians and health care organizations (such as hospitals) can directly play an important role in persuading patients to give consent to sharing medical records using blockchain-enabled HIE. Physicians’ role may be more effective because they have face-to-face encounters with patients and during consultations, they can enlighten the patients about the benefits of using blockchain in HIEs, and how they could be impacted. For instance, health care professionals can explain how HIE, which is enabled by blockchain can help physicians detect diseases faster, coordinate treatments with other providers, and finally, improve patient safety. Hospitals can also influence how patients shape opt-in decisions toward blockchain-based HIE by educating them using brochures, leaflets, diagrams, and fact sheets that are comprehensible for an average person. These efforts should be able to clearly highlight why health information is shared, what types of information can be exchanged, how such information is shared from one point to another, what exchange mechanisms are used, who can access the medical data, what security safeguards will protect their records, and how often the transmission takes place.

**Potential Benefits of Blockchain-Based Health Information Exchange**

Relying on the key findings as well as characteristics and features of blockchain, the main benefits of using blockchain for improving medical record sharing among health care organizations are discussed in the following section. Decentralized management of the blockchain technology can notably contribute to HIE by providing patient-managed health care records. In these platforms, patients are considered as the owner of their medical records and are able to efficiently control access to such information [37]. This aspect can also help patients reduce all possible barriers associated with obtaining copies of their medical information and potential risks related to sharing them with other health care organizations. In a blockchain-based HIE, each block can contain an episode of care and each node operates independently while following the sharing protocols. Blockchain has the potential to become an electronic health information pool by synthesizing medical data from patient-centered management tools and the EHR systems to provide access only to authorized stakeholders (such as patients and providers). The peer-to-peer architecture of blockchain also enables health care institutions to keep control of their own IT resources and collaborate with other organizations to enhance information sharing initiatives without ceding control [71]. Thus, incorporating blockchain into HIE is appropriate for health care providers/organizations that seek to cooperate with each other with no centralized management intermediary. On the contrary, most of HIE mechanisms (e.g., direct model or lookup networks) are centrally managed.

The immutable audit trail is another characteristic of blockchain technology that is likely to contribute to HIE. On the basis of this aspect, patient health information is not changeable in any steps of the data-sharing initiatives. Thus, the medical records that are stored in the private blockchain cloud cannot be altered, manipulated, or removed by any entities participating in HIE initiatives such as health care providers and organizations [37]. Furthermore, patient medical records that are generated and shared with health care providers through a blockchain-based sharing platform are trackable and timestamped.

Managing patient consent records during data-sharing processes can be improved by the data provenance of blockchain technology. This aspect can help the owner of medical records to change the ownership or give permission to other entities to view, process, and share such information using the cryptographic protocols. Moreover, patients or providers can trace the source of data and verify legitimacy as well as accuracy of records to be used for exchange purposes. Thus, using blockchain-based HIE, the source of medical records is detected and any ownership transfer in each block will be transparent and available to everyone involved in the data-sharing efforts.

Blockchain is built upon distributed technology that does not suffer from a single point of failure. Relying on this feature, patient health information can be collected, stored, and shared on a decentralized network, where there is no central institution that could be hacked or compromised. This robustness feature has the potential to decrease the risk of patient recordkeeping as medical data cannot be faked or manipulated. Moreover, one of the main threats related to the mainstream HIE models is unavailability of patient data when incomplete or inaccurate patient information is stored in shared records [12]. This issue can be resolved by blockchain technology as each node in the network has a copy of historical medical records and is able to continuously update such data. This characteristic may guarantee that the electronic medical records of patients are continuously available in real time [72]. Real-time access to patient data is one of the main promises of HIE efforts that enable providers to advance care coordination, detect epidemics rapidly, and improve care delivery in emergency situations [73].

All information exchange initiatives in the United States health care industry (such as HIE projects) fall under HIPAA security rules [25]. Under HIPAA, security policies and procedures should be implemented to prevent, detect, and correct security violations [74]. For example, a thorough analysis of the potential risks and vulnerabilities to the confidentiality, integrity, and availability of electronic health information held by the covered entity should be conducted before exchanging any information. Moreover, procedures for the authorization and supervision of members who use electronic protected health information should be clarified [16]. For instance, security procedures should determine whether the access of a health care organization to electronic health information is appropriate or should be terminated. On the basis of HIPAA guidelines, procedures are implemented to verify that a physician or entity seeking access to electronic health information is the one claimed [75]. For instance, technical security measures and encryption mechanisms are implemented to guard against unauthorized
access to electronic health information that is being transmitted over an electronic communications network (such as HIE).

A number of studies have argued that privacy and security concerns are identified as the most pressing barriers to widespread consumer participation in the implementation of mainstream HIE models [53]. Privacy policies of HIE efforts should be comprehensive and transparent enough to address all the principles mentioned in HIPAA [16]. One of the main advantages of blockchain technology that can be utilized by HIE models is improving safety, integrity, and confidentiality of patient health information using cryptographic algorithms and consent recording systems. Episodes of medical care can be stored in blocks and only decrypted for exchange purposes with the patient’s private key. Even if the distributed network is breached by a malicious entity, with current technology means, it is extremely unlikely that patient data can be illegally accessed by unauthorized parties. Therefore, blockchain-enabled sharing platforms have the potential to connect a vast number of patients, health care providers, and health care organizations to exchange variety of medical records while information privacy and security are protected.

**Plausible Challenges of Blockchain-Based Health Information Exchange**

The objective of this study was not to propose blockchain as the most advantageous method of information exchange in the health care industry. Results of our research indicate that there are still a number of criticisms attributed to blockchain-based solutions in the health care area. In this section, the main shortcomings of blockchain are highlighted to imply that current blockchain solutions need some necessary modifications to be implemented in the HIE context.

Although blockchain is an appropriate means to facilitate interoperability, current studies have also emphasized that the open transparency of data during exchange transactions is not desirable in health care applications [41]. In the HIE context, identifiable information of patients is highly sensitive. The key objective of HIPAA compliance is that information exchange must be protected against a confidentiality breach. The end-to-end workflow of a blockchain-based HIE (ie, entering, processing, and delivering of health data) must be HIPAA compliant. Any personal health information accessed by the blockchain-enabled HIE must be encrypted and securely managed by parties interacting with this HIE model. A blockchain-based HIE should not make all personal information publicly available so it can securely store and manage sensitive data. Blockchain-enabled HIE should ensure the anonymity of each identity and transaction using unique authentication protocol (data protection methods such as tokenization or masking) [76]. Thus, each data exchange performed by a user should not be linked to the user and the ownership of the key should remain anonymous. Moreover, privacy policies designed for blockchain-based HIE can provide different levels of data access and, if required, time-limited access. Another way to alleviate the open transparency issue is encrypting sensitive health records on the network of blockchain-based HIE [77]. Recent studies also propose that sensitive medical records can be stored off-blockchain network and only encrypted links and permission information should be exchanged on network [38]. According to Ekblaw et al [78], data exchange protocols can be automated using smart contracts to attenuate this risk.

Another potential challenge with the adoption of blockchain in HIE networks is the speed of transactions. Depending on the authentication and verification protocol used in blockchain, data exchange processes could be time consuming. This could challenge the real-time communication, coordination, and data sharing among health care providers, which is critical in many health care situations [23]. According to Linn and Koo [72], ongoing verified exchange transactions can only be stored in blocks instead of the complete past medical histories. Another plausible solution is to implement blockchain-based platforms that provide higher transaction speed compared with the Bitcoin network [79].

The risk of a 51% attack has been considered as an important threat to blockchain networks [80]. This attack, which occurs when the whole network is controlled by attackers or malicious nodes, could critically threaten the security of HIE platforms. HIE can adopt permissioned blockchain networks in which malicious nodes are not able to randomly contribute to the network, and in turn, the risk of a 51% attack could be minimized. For instance, implementation of a virtual private network in which medical records are stored and exchanged on private cloud resources complied with HIPAA can notably mitigate this risk [81].

Finally, it should be mentioned that the spread of the blockchain-based framework in health care practices might be challenging, particularly in developing countries that do not have adequate technical infrastructure and social support. Moreover, the long-term success of blockchain-based HIE needs favorable attitude and active participation of all stakeholders (such as physicians, health care organizations, and patients). According to Dixon et al [82], HIE projects may become ineffective and disabled because of a lack of participation and support from HIE stakeholders. With respect to patients, there is a need to increase public awareness about blockchain technology. For instance, national educational programs such as educational videos or webinars can be used by health care providers to convey key information about blockchain-based HIE and how it facilitates the sharing of medical data securely with and between health care providers. Patients should be educated on the aspects of blockchain to realize how the technology is able to exchange sensitive medical data securely, improve confidentiality of all sharing activities, enable patients to track who can access episode-of-care data, and increase patient control over their medical records.

**Limitations and Future Research**

Similar to other studies, our research has some limitations that call for additional work. We began this study by reflecting on patients’ perceptions about the implementation of 4 HIE models. Researchers coming from a different starting point could contribute to this research stream in different ways. We raise this point, not to defend our view or to deflect criticism, but simply to clarify the scope of our paper and motivate future research that takes different perspectives or assumptions. For instance, future work can examine health care professionals’...
perspectives or investigate health care organizations’ requirements and limitations on the implementation of blockchain-based HIE alternatives. This study is mainly designed based on the hypothetical scenarios that clearly define the use of 4 HIE models under different circumstances (ie, privacy policy and type of information). Relying on existing literature, expert judgment approach, and pilot testing, we provided clear definitions by articulating the HIE models, privacy policy, and data sensitivity to reduce possible ambiguity. However, as HIE still is a relatively new technology, there was a small chance that some respondents did not comprehend the scenarios completely. Thus, we suggest that further studies use samples who have experience with the HIE models.

Consistent with the results of this study, further research can also develop and empirically test a causal model using the outcome variables proposed by this study to predict the success of blockchain in HIE initiatives from consumers, health care professionals, and hospital managers’ perspectives. Health care industry is considered as a highly regulated environment. Future studies can extend this work by identifying approaches to address governance conflicts arising from the technology being used in the health care context. It can also be of interest for future research to investigate the role of regulatory bodies in keeping control, on the one hand, and having systems that run on their own, on the other. In this study, we discussed the key risks involved along with several plausible solutions related to the adoption of blockchain technology in the HIE context. Future research is required to shed more light on the design and implementation of blockchain-enabled HIE applications. Finally, this study provides a footstone for further theoretical development and practical investigation. For instance, future work can study the return on investment and cost impact to health care delivery as a result of a blockchain-enabled HIE implementation. Moreover, the legal and policy implications/requirements can be addressed by further research.

Conclusions
Blockchain is considered as one of the most important technologies that can be applied in many sectors in the future. One of the most interesting cases of blockchain technology application is in health care domains. Research on the use of blockchain technology in the health care context is still in its early stages, and its widespread adoption needs further efforts. This work uses an experimental approach to better articulate the prospective application of blockchain technology in creating an infrastructure for sharing medical records. The findings indicate that blockchain technology has a great potential to be integrated in existing HIE architectures to improve system transparency, patient consent tracking, and privacy protection of information exchange initiatives. Blockchain-based HIE is able to provide a platform for data exchange that does not need a centralized authority to operate. This aspect promotes a protocol supporting a network-based communication between patients and physicians and a well-organized coordination among health care organizations to accurately diagnose diseases, provide timely treatments, and improve patient safety. According to the results of this study, patients perceive that blockchain technology can be a reliable replacement for current exchange models, which are mainly managed by mainstream bureaucratic systems or large institutions with centralized control (such as hospitals). Consistent with results, we also discuss the key benefits and possible risks of adopting blockchain technology in HIE efforts. This research can serve as a foundation for future studies in the domain of blockchain-based HIE.
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Effects of Assistive Robot Behavior on Impressions of Patient Psychological Attributes: Vignette-Based Human-Robot Interaction Study

Abstract

Background: As robots are increasingly designed for health management applications, it is critical to not only consider the effects robots will have on patients but also consider a patient’s wider social network, including the patient’s caregivers and health care providers, among others.

Objective: In this paper we investigated how people evaluate robots that provide care and how they form impressions of the patient the robot cares for, based on how the robot represents the patient.

Methods: We have used a vignette-based study, showing participants hypothetical scenarios describing behaviors of assistive robots (patient-centered or task-centered) and measured their influence on people’s evaluations of the robot itself (emotional intelligence [EI], trustworthiness, and acceptability) as well as people’s perceptions of the patient for whom the robot provides care.

Results: We found that for scenarios describing a robot that acts in a patient-centered manner, the robot will not only be perceived as having higher EI ($P = .003$) but will also cause people to form more positive impressions of the patient that the robot cares for ($P < .001$). We replicated and expanded these results to other domains such as dieting, learning, and job training.

Conclusions: These results imply that robots could be used to enhance human-human relationships in the health care context and beyond.

Keywords: robotics; emotional intelligence; patient-centered care

Introduction

With new advances in the fields of robotics and artificial intelligence, interest has grown in the introduction of robots as social agents in health care practice, especially for the management of chronic illness or geriatric conditions [1]. Socially assistive robots are machines designed to provide assistance through social means rather than physical ones, using social interactions for monitoring, coaching, providing companionship, and supporting health-promoting activities [2]. Robots are envisioned to play roles such as monitoring and record-keeping of symptom progression [3], helping with pill sorting and medication schedules [4], guiding people through therapeutic tasks [5], providing companionship [6], acting as stress reducers and mood enhancers [7], or supporting social interactions [8,9]. Although considerable attention has been given to the study of patient-robot interactions, less research has focused on the triangulation of patient-robot-others relationships, where others can be doctors, therapists, caregivers, or simply members of the society that the patient might interact with. As we design social robots for health care, we need to understand the effects these robots can have not only on the patient but also on the abovementioned others and how the robot fits overall into the network and dynamics of the patient’s social relationships. This is important because social life and support
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has been consistently shown to be a crucial predictor of health outcomes [10].

In this paper, we take the first steps toward studying the potential indirect effects of assistive social robots on the relationship between patients and others. We look at this through the lens of patient-centered care as a desirable approach [11] and emotional intelligence (EI) as a desirable set of capabilities for the robot [12-14].

In the first step of the study we investigated how robots can influence others’ impressions of a patient’s psychological attributes, asking, for example, whether people think of a patient as being competent, honest, and self-disciplined rather than disruptive, hostile, and disorganized. These psychological attributes have been shown to make a difference in the quality of care a patient may be given [15,16]. We proposed that people’s impressions of a patient will be affected by the robot’s behavior. Using text vignettes, we experimentally manipulated the robot’s approach to care: patient-centered (focused on the needs and choices of the patient with regard to a treatment plan) or task-centered (focusing on how faithfully the treatment plan is being adhered to). We then investigated how the robot’s approach influences: (a) people’s perception of EI in the robot itself, (b) people’s trust in the robot, (c) people’s potential acceptance of the robot for the management of their own health, and finally (d) people’s impressions of the patient. In step 2 of the study, we extended our investigation of social robots’ influence on human-human relationships to other contexts: dieting, learning, and job training.

**Human-Robot Interaction for Health Care Scenarios**

Most studies of clinical applications of robots have focused on health outcomes for the patient (see [1]) or on robot acceptance by patients (see [17]). These studies are mainly concerned with the interaction between the patient and the robot, and only very few studies have investigated the effects the robot has on the patient’s interactions with other people.

Several studies have looked at the social effects of PARO, a robot with the appearance of a baby seal that is responsive to touch, sound, temperature, and posture. By serving as the focus of the interaction between people (participants in these studies often interact in pairs or small groups with the robot), PARO was shown to have positive effects on social life such as increasing the density of social networks in a care home for the elderly [8], increasing social activity [18], and increasing social engagement of elderly nursing home residents with varying levels of dementia [19]. PARO was also shown to increase the reported quality of the interaction among people from a nonclinical population [20]. A couple of studies with robots used in therapy for children with autism have also been shown to have effects on the interaction between the child and others. In 1 study, the robot played a mediator role between the therapist and the child by allowing the child to express positive emotion in playing with the therapist [21]. In another study, the robot successfully served as a focus of free play between 2 children [22].

In nonclinical contexts, the social mediation effect of robots has been studied, among others, for the following purposes: conflict resolution with children [23] or adults [24,25], active listening [26], teaching EI through interactive storytelling [27], and enhancing cooperation [28]. Although these results represent a promising start, more research is needed to better understand both the ways in which robots can support social interactions among people and how they might inadvertently influence human-human interactions in perhaps undesirable ways. In clinical contexts, different aspects of human-human interactions, for example, how patients are perceived by others, can have important implications for health care.

**How the Impression of Patient Psychological Attributes Affects Care Decisions**

A number of studies have documented the effects of a patient’s affect or perceived personality traits on care decisions; in short, doctors appear willing to prescribe more care for more positive or likable patients. Despite only ranking emotional state as an important consideration in decisions about Intensive Care Unit admission 6% of the time, doctors were almost 3 times more likely to recommend admission of a hypothetical patient if given a vignette that described the patient as upbeat and courageous rather than sad and discouraged [15]. Similarly, another set of doctors recommended more follow-up visits and calls for simulated likable and competent patients and more staff time spent educating simulated likable patients [16].

Other research has indicated that doctors have more positive feelings toward patients who appear happy [29,30] or toward those who express both positive and negative affect over the course of a visit [31]. On the contrary, some primary care physicians report that their challenging patients often become favorites over time and that favorite patients likely benefit from the extra effort that physicians feel inclined to spend on these patients’ care [32].

Doctors are not the only ones who are influenced in their behavior toward patients by the patient’s perceived attributes. A study found that participants (who were not specifically medical professionals) tend to dislike patients who appear distraught but are slightly more willing to aid patients displaying negative affect than those displaying positive affect, offering the least aid to those who show little affect [33].

Given how consequential people’s perceptions of patient psychological attributes are to the patients receiving optimal care, roboticists should be mindful of how they design robots so as not to negatively affect relationships between patients and health care providers or other people. This could also be seen as an opportunity for health care robotics: Social robots could be used to enhance the perception of positive attributes and promote good relationships among patients and doctors, caregivers, or others.

**Patient-Centered Care and Emotional Intelligence as Guidelines for Robot Design**

How robots influence relationships in the context of health care, whether in a desirable or undesirable way, will of course depend on their design. More specifically, it will depend on what approach the robot will take for providing care to the patient, and what social capabilities the robot will have.
EI has been linked to positive social relationships in multiple contexts, including health care. EI comprises abilities such as perceiving, understanding, and managing one’s own emotions and the emotions of others. EI has been linked to benefits for both the person possessing these abilities, such as enhanced job performance and stress management [13,37] and better educational outcomes [38], and also for the social group that one is embedded in: EI has been associated with improved teamwork and conflict resolution [39], higher leadership ratings [40], and successful social interactions [41].

In the health care context, EI in medicine has been linked to positive doctor-patient relationships, increased empathy, better teamwork and communication skills, stress management, and organizational commitment and leadership [14]. EI concepts are also central to nursing practice, with implications for nursing students’ learning, ethical decision making, critical thinking, evidence, and knowledge use in practice (for a review see [42]). We thus proposed that EI is needed in social robots that are to operate in the health care setting. To our knowledge, only a couple of studies have so far investigated EI in robots [43,44] and have found that people do expect and detect differences in EI in robot agents and that these differences influence how much robots are trusted [43]. It is thus important to understand people’s perceptions of robots’ EI in the context of patient care.

### Social Robots and Human-Human Relationships Beyond the Health Care Context

Patient care, however, is not the only context in which robots’ influence on relationships between people can have an impact on health and well-being. In the domain of public health, robots could be meaningfully used to mitigate problems such as epidemic obesity and to enhance the relationship between clients and dieticians or weight loss support groups. In the field of education, robots could help promote individualized learning plans and student-centered approaches as well as enhance relationships between students and teachers. In the industry, robots could optimize mentor-trainee interactions and assist in retraining people for new jobs, which has been increasingly needed as technological advances are reshaping the labor market. We have focused the first step of this study on how robots affect relationships in the health care setting, and then we broadened the scope of our inquiry in the second step of the study to other contexts that are more indirectly linked to people’s health and well-being.

### Aims of the Current Study

The aims of this study were to investigate the effects of robot behavior in the health care context and to probe whether similar effects extend to other contexts relevant for well-being and quality of life. In the first step of the study, we investigated whether the robot behavior, patient-centered or task-centered, has an impact on (a) how the robot is perceived, in terms of EI, trustworthiness, and acceptability and (b) the impression that people form of the patient assisted by the robot. We hypothesized that (1) a robot that acts in a patient-centered way will be perceived as having higher EI, (2) inspired by the findings of [43], a robot that acts in a patient-centered way will be trusted more, and (3) accepted more, and we also hypothesized that (4) by acting in a patient-centered way and respecting the patient’s agency, the robot will cause others to think more highly of the patient.

In the second step of the study we further investigated the extent to which the effects observed in the health care context can be replicated and extended to other contexts relevant for people’s health and well-being, contexts in which social robots can provide assistance by monitoring, keeping record, and informing a professional about the user’s progress.

### Methods

#### Design

The experiment used a between-group design and a text vignette methodology (see the Materials section). For the first step of the study, investigating the effects of robot behavior in the health care context, we conducted a series of one-way analyses of variance (ANOVA). Our dependent variables were perceptions of robot EI, trust in the robot, robot acceptance, and impression of the patient cared for by the robot (see the Measures section). Our main independent variable was the condition based on which the vignette described the robot’s behavior as being either patient-centered or task-centered (see the Materials section for further details). We also verified for effects of gender as an independent variable and age as a covariate in a series of analyses covariance (ANCOVA).

For the second step of the study, investigating the effects of robot behavior in other contexts relevant for well-being, we used a 2 x 3 between-group experimental design. In addition to the 2 conditions (person-centered or task-centered robot behavior), we also designed vignettes that varied in context (weight loss or learning or job training), which we used as an additional independent variable. As for the health care context, scores from our 4 different questionnaires were used as dependent variables. Gender and participant age were added as variables in the models in a further step.

Our participants were recruited on the Amazon Mechanical Turk (AMT) platform. This made it possible to reach participants from more diverse ethnic backgrounds and spanning a wider age range than what is typical for in-laboratory studies. To ensure language comprehension and a similar compensation incentive, we only recruited participants based in the United States who were fluent in English.

#### Participants

For the first step of the study, in which we investigated the effect of robot behavior in the health care context, a total of 199 participants completed the experiment through the AMT. A total of 11 participants failed to pass our attention checks and...
were excluded from the analyses. According to standard practice for AMT studies, our attention check consisted of a reading comprehension question about the topic of the vignette meant to assess whether participants read it attentively. The 188 participants with usable data ranged in age from 20 to 72 (mean 34.58, SD 10.04) years, 77 were female, and 2 identified as Other. The ethnic composition of the sample was white or Caucasian (74.5%, n=140), Asian (5.8%, n=11), African American (9%, n=17), Hispanic (6.9%, n=13), and Other (3.7%, n=7). In total, 95 participants saw the person-centered vignette and 93 participants saw the task-centered one.

The second step of the study, in which we investigated the effects of robot behavior in other contexts related to well-being, was completed by 299 participants, out of which 254 passed our attention checks, and thus provided usable data. Participants’ ages ranged from 20 to 71 (mean 36.48, SD 10.54) years, and 111 of the participants were female and 5 of the participants identified as Other. The ethnic composition of the sample was as follows: white or Caucasian (79.1%, n=201), Asian (3.1%, n=8), African American (7.8%, n=20), Hispanic (6.7%, n=17), and Other (3.1%, n=8). A total of 93 participants saw the weight loss vignette, 92 saw the learning vignette, and 69 saw the job training vignette. The procedure was identical to that in step 1 but with more vignettes. Each participant saw one vignette only, either in the person-centered or task-centered form.

**Measures**

**Perceptions of Robot Emotional Intelligence**

We used a 24-item questionnaire based on a measure developed by Caruso and Salovey [45] and previously used by Fan et al. [43] to measure perceptions of EI in robots. Items referred to emotion perception (eg, “Knows why people feel the way they do”), understanding (eg, “Considerate of others’ feelings”), and management (eg, “Creates positive moods in people”) capacities and participants indicated, on a 5-point Likert scale, how much each statement described the robot in the vignette from 0=not at all to 4=very much so (Cronbach alpha=.96). We averaged the scores from all the items for each participant.

**Trust in the Robot**

We adapted a 4-item, 5-point Likert scale measure from a study by Mayer and Davis [46] to match the context of the vignette. An example item is “I would be willing to let this robot have control over my health care management.” The measure was adapted for the second step of the study, for example items would refer to weight loss plan instead of health care management for the dieting vignette.

**Robot Acceptance**

Participants rated 2 statements on a 5-point Likert scale from 0=strongly disagree to 4=strongly agree about finding the robot useful (“If I were chronically ill, I would find it useful to have a robot like this to help with my treatment”) and wanting to use a similar robot to the one in the vignette (“If I were chronically ill, I would want to use a robot like this to help with my treatment”), should they find themselves in a similar situation to that of the patient. The measure was adapted to match the other contexts for the second step of the study.

**Impression of Patient**

We developed a measure based on the literature investigating the impressions that health care providers have of patient psychological attributes and how that affects their care decisions [15,16,29,47,48]. A set of relevant patient descriptors were collected: dependable and self-disciplined, disorganized and careless, capable of participating in treatment and adhering to health care recommendations, likable, competent, having a positive attitude, defiant, disruptive, hostile, and honest. Participants rated 10 statements about the patient formulated around the descriptors above (eg, “I feel the patient is disorganized and careless”) on a 5-point Likert scale from “0 = strongly disagree” to “4 = strongly agree” (Cronbach alpha=.81). Items indicating negative psychological attributes were reverse-scored. We averaged the scores from all the items for each participant. For consistency and ease of comparison, the person descriptors used in this measure were not changed for step 2 of the study. Note that even though these items were constructed based on the literature on impressions of patient psychological attributes, they are relevant across contexts.

**Materials**

For this study, we used the text vignette methodology to evaluate people’s perceptions, attitudes, and impressions toward assistive robots, their behavior, and the patients they care for. In text vignettes, hypothetical situations are described to which participants are asked to respond. This is a common methodology in psychology and sociology experiments and has been used successfully in human-robot interaction research (eg, [43]) as an initial step of investigating and informing possible robot design choices.

For the first step of the study that focuses on robot behavior in the health care context we used a text vignette featuring 3 characters: a health care provider, a patient, and an assistive robot. The scenario starts with the health care provider noticing that the patient is using an assistive robot for treatment monitoring and asks permission to get a report from the robot about treatment progress, to which the patient responds affirmatively. In one condition, the robot gives a patient-centered report that focuses on the needs and choices of the patient with regard to the treatment plan (patient-centered condition). In the other condition, the robot gives a task-centered report focused on how faithfully the treatment plan was adhered to (task-centered condition; see Figure 1). The treatment plan refers to a medication schedule and a physical exercise routine.

The vignette was presented in a video format. The dialogue was parsed into chunks usually containing one dialogue turn, and in the case of the robot, which speaks for longer into sentences that conveyed one idea. Each chunk was displayed on a blank screen. The text appeared across the screen as if it was being typed (using the typewriter animation effect) with a speed similar to what it would take to say the words out loud. This gave the impression of a dynamic conversation. The speaker was clearly indicated at the beginning of each dialogue turn or chunk of text (eg, “Robot: The patient...”).
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Figure 1. Sample screenshots illustrating the vignette with the 2 conditions: (a) task-centered and (b) patient-centered.

The vignette characters were referred to as health care provider, patient, and robot, and no personal characteristics were specified about the human characters (eg, no gender was suggested). In addition, no description of the robot’s capabilities or appearance (eg, whether it was humanoid or not) was provided; rather, this was left to the participants’ imagination. From the vignette, it could be inferred that the robot had the capacity to track treatment progress and produce a spoken report.

For the second step of the study in which we sought to generalize our findings to other contexts, 3 additional vignettes (with 2 conditions each) were used, modeled closely after the vignette in step 1 in terms of (a) structure (ie, the same number of characters and the same conversation progression were kept), (b) theme (ie, the robot monitored progress with regard to a body-oriented task such as dieting and exercising, dancing, and training for a physically active job), (c) conditions (ie, an assistant robot gave a report in a person-centered or task-centered manner), (d) display (ie, the same procedures for chunking and displaying text were used), and (e) amount of information conveyed (ie, no personal characteristics of the humans and no description of the robot were given). The vignettes differed in the context described and the characters involved.

In the first vignette (the dieting vignette), the robot assistant was used for monitoring weight loss progress and the interaction happened between a client, a weight loss coach, and the assistant robot. The weight loss plan involved a meal plan and a physical exercise routine. The second vignette (the learning vignette) featured a robot assistant that was used to keep track of progress in learning how to dance. The interaction took place between a student, a dance instructor, and the assistant robot. The learning goals involved a dance practice schedule and a strength and conditioning routine. Finally, in the third vignette (training vignette), a robot assistant was used for monitoring training progress for volunteer firefighters. The interaction involved a volunteer firefighter, a lieutenant, and the assistant robot. The training goals involved a physical exercise training plan and Search and Rescue drill training. Given the diversity of contexts and characters in this second step, we have renamed the patient-centered condition from step 1 as the person-centered condition, person here referring to the weight loss client, the student, or the volunteer firefighter.

Procedure

Participants accessed the experiment through the AMT. After reading and agreeing to the consent form, participants filled out a demographic questionnaire (age, gender, and ethnicity). They then followed instructions for watching the video. Participants were randomly assigned to one condition: person-centered or task-centered. After watching the video, participants completed the measures in the following order: perception of robot’s EI, trust in the robot, robot acceptance, and impressions of the patient. After concluding the experiment, participants were able to collect their US $1 compensation. All procedures were reviewed and approved by the Institutional Review Board at our university.

Results

Perceptions of Robot Emotional Intelligence

Step 1: Robot Behavior in Health Care

We began by investigating whether participants perceived a difference in the robot’s EI depending on whether the robot gave a patient-centered or a task-centered report (see the left side of Figure 2 and Table 1).
We conducted a one-way ANOVA with the perception of robot EI as a dependent variable and condition (patient-centered/task-centered) as an independent variable. We found a significant effect of condition, with the EI of the robot rated significantly higher in the patient-centered condition ($F_{1,183}=9.14; P=.003; \text{ and } \alpha=0.05$). We also conducted an ANCOVA, adding the participant’s gender (male/female) as an independent variable besides condition and the participant’s age as a covariate. We again found a significant effect of condition ($F_{1,178}=5.99; P<.001; \text{ and } \alpha=0.05$). No significant effect of participant gender or significant interaction between condition and gender was found. Participant’s age, however, had a significant influence on perceptions of robot EI, with older participants rating the robot as having lower EI ($F_{1,178}=12.89; P<.001; \text{ and } \alpha=0.07$). This is consistent with the well-known effect of older adults having less favorable opinions of robots in general.

**Step 2: Robot Behavior in Other Contexts**

Mirroring the first step, we began by investigating whether participants perceived a difference in the robot’s EI based on the type of context described by the vignette (see left side of Figure 3 and Table 2). We conducted a $2 \times 3$ ANOVA with perceptions of robot EI as the dependent variable and context (weight loss/learning/job training) and condition (person-centered/task-centered) as independent variables (see Table 3). We found a significant main effect of condition, with participants perceiving higher EI when the robot gave a person-centered report ($F_{1,243}=10.71, P=.001, \text{ and } \alpha=0.04$). The context had no significant effect on perceptions of robot EI. There was also no
significant interaction between the context and the condition. We also conducted an ANCOVA adding participant gender as an independent variable besides condition and context and participants’ age as a covariate. Similar to step 1, we found a significant main effect of condition ($F_{1,231}=7.56, P<.001$, and $\delta=0.04$) and age ($F_{1,231}=5.53, P=.02$, and $\delta=0.02$) but no other significant main effects or interactions.

Figure 3. Effects of conditions (task-centered vs person-centered) on (a) perceptions of robot emotional intelligence and (b) impressions of client, student, and volunteer in dieting, learning, and training contexts (mean and SE). Note that for the dieting context, the error bars corresponding to the mean ratings of impression of the client are overlapping between the 2 conditions. Although the same trend is seen as in the other contexts, with higher ratings (ie, more positive impressions) in the person-centered condition, in the case of dieting taken separately, the difference between the conditions is not significant. We list potential reasons in the Discussion section.
Table 2. Descriptive statistics for the variables condition and context.

<table>
<thead>
<tr>
<th>Condition and context</th>
<th>N</th>
<th>Mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceptions of robot EI</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Task-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>48</td>
<td>1.1 (0.12)</td>
</tr>
<tr>
<td>Learning</td>
<td>47</td>
<td>1.12 (0.12)</td>
</tr>
<tr>
<td>Job training</td>
<td>36</td>
<td>0.91 (0.10)</td>
</tr>
<tr>
<td><strong>Person-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>43</td>
<td>1.48 (0.13)</td>
</tr>
<tr>
<td>Learning</td>
<td>44</td>
<td>1.42 (0.13)</td>
</tr>
<tr>
<td>Job training</td>
<td>31</td>
<td>1.25 (0.15)</td>
</tr>
<tr>
<td><strong>Trust in the robot</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Task-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>48</td>
<td>1.97 (0.14)</td>
</tr>
<tr>
<td>Learning</td>
<td>47</td>
<td>1.93 (0.11)</td>
</tr>
<tr>
<td>Job training</td>
<td>37</td>
<td>1.62 (0.18)</td>
</tr>
<tr>
<td><strong>Person-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>43</td>
<td>2.17 (0.13)</td>
</tr>
<tr>
<td>Learning</td>
<td>44</td>
<td>2.04 (0.13)</td>
</tr>
<tr>
<td>Job training</td>
<td>32</td>
<td>2.02 (0.17)</td>
</tr>
<tr>
<td><strong>Robot acceptance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Task-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>48</td>
<td>1.87 (0.21)</td>
</tr>
<tr>
<td>Learning</td>
<td>47</td>
<td>2.31 (0.17)</td>
</tr>
<tr>
<td>Job training</td>
<td>37</td>
<td>1.69 (0.23)</td>
</tr>
<tr>
<td><strong>Person-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>44</td>
<td>2.47 (0.17)</td>
</tr>
<tr>
<td>Learning</td>
<td>45</td>
<td>2.23 (0.19)</td>
</tr>
<tr>
<td>Job training</td>
<td>31</td>
<td>2.27 (0.22)</td>
</tr>
<tr>
<td><strong>Impression of patient</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Task-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>47</td>
<td>1.76 (0.09)</td>
</tr>
<tr>
<td>Learning</td>
<td>46</td>
<td>1.54 (0.08)</td>
</tr>
<tr>
<td>Job training</td>
<td>37</td>
<td>1.49 (0.11)</td>
</tr>
<tr>
<td><strong>Person-centric</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight loss</td>
<td>44</td>
<td>1.87 (0.09)</td>
</tr>
<tr>
<td>Learning</td>
<td>44</td>
<td>2.04 (0.09)</td>
</tr>
<tr>
<td>Job training</td>
<td>32</td>
<td>1.92 (0.13)</td>
</tr>
</tbody>
</table>
Table 3. ANOVA summaries for the variables condition and context.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean squares</th>
<th>F (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Perceptions of robot emotional intelligence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>7.00</td>
<td>10.71 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Context</td>
<td>1.05</td>
<td>1.60 (2)</td>
<td>.2</td>
</tr>
<tr>
<td>Condition × context</td>
<td>0.04</td>
<td>0.06 (2)</td>
<td>.94</td>
</tr>
<tr>
<td>Residual</td>
<td>0.65</td>
<td>— (243)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>0.68</td>
<td>— (248)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Trust in the robot</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>3.51</td>
<td>4.14 (1)</td>
<td>.04</td>
</tr>
<tr>
<td>Context</td>
<td>1.22</td>
<td>1.45 (2)</td>
<td>.24</td>
</tr>
<tr>
<td>Condition × context</td>
<td>0.42</td>
<td>0.50 (2)</td>
<td>.61</td>
</tr>
<tr>
<td>Residual</td>
<td>0.85</td>
<td>— (245)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>0.86</td>
<td>— (250)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Robot acceptance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>8.28</td>
<td>5.00 (1)</td>
<td>.03</td>
</tr>
<tr>
<td>Context</td>
<td>1.64</td>
<td>0.99 (2)</td>
<td>.37</td>
</tr>
<tr>
<td>Condition × context</td>
<td>3.21</td>
<td>1.94 (2)</td>
<td>.15</td>
</tr>
<tr>
<td>Residual</td>
<td>1.65</td>
<td>— (246)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>1.69</td>
<td>— (251)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Impression of person</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>7.30</td>
<td>19.30 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Context</td>
<td>0.28</td>
<td>0.74 (2)</td>
<td>.48</td>
</tr>
<tr>
<td>Condition × context</td>
<td>0.96</td>
<td>2.53 (2)</td>
<td>.08</td>
</tr>
<tr>
<td>Residual</td>
<td>0.38</td>
<td>— (244)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>0.41</td>
<td>— (249)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not applicable.

**Trust in the Robot**

**Step 1: Robot Behavior in Health Care**

To investigate whether the robot’s patient-centered or task-centered approach had an influence on how much people trusted the robot, we conducted a one-way ANOVA with trust in the robot as the dependent variable and condition (patient-centered/task-centered) as an independent variable. We found no significant effects of condition on trust in the robot. We further conducted an ANCOVA with participants’ gender as an additional independent variable and participants’ age as a covariate, finding no significant effects of gender or age on trust in the robot.

**Step 2: Robot Behavior in Other Contexts**

We then investigated whether trust in the robot was affected by the person-centered or task-centered conditions or by the vignette context (weight loss/learning/job training). We did this by conducting a 2 × 3 ANOVA with trust in the robot as the dependent variable and condition and context as independent variables. The main effect of condition (person-centered/task-centered) was significant $F_{1,245}=4.14$, $P=.04$, and $\hat{\gamma}=0.02$, with participants in the person-centered condition showing more trust in the robot. An ANCOVA with participants’ gender and participants’ age added as variables showed no additional main effects. For the ANCOVA, the main effect of condition did not meet 5% significance levels $F_{1,233}=3.52$, $P=.06$, and $\hat{\gamma}=0.01$.

**Robot Acceptance**

**Step 1: Robot Behavior in Health Care**

Next, we explored the potential effect of the robot’s care approach on how helpful and desirable participants would find using such a robot for their own health management. We conducted a one-way ANOVA with robot acceptance as the dependent variable and condition (patient-centered/task-centered) as an independent variable. We found no significant effects of condition on robot acceptance. An ANCOVA by adding participant gender as an independent variable and participant age as a covariate yielded no further significant findings.
Step 2: Robot Behavior in Other Contexts

To explore the influence of the 2 conditions as well as that of the vignette context (weight loss/learning/job training) on robot acceptance (participants finding the robot potentially helpful and desirable to use), we conducted another $2 \times 3$ ANOVA, this time with the robot acceptance measure as the dependent variable and condition and context as independent variables. We again found a main effect of condition, with robot acceptance being significantly higher for the condition in which the robot provided a person-centered report, $F_{1,246}=5.00, P=.03$, and $\eta^2=0.02$. As for the other measures, we also conducted an ANCOVA with participants’ gender and age as additional variables and found no significant main or interaction effects other than that of condition $F_{1,234}=4.67, P=.03$, and $\eta^2=0.01$.

Impression of Patient

Step 1: Robot Behavior in Health Care

We also examined the effect of the robot’s patient-centered or task-centered behavior on participants’ impressions of the patient’s psychological attributes (see right side of Figure 2) by conducting a one-way ANOVA with the impression of patient as a dependent variable and condition as an independent variable. We found a significant effect of condition on the impression of patient, with participants exposed to the patient-centered robot reporting a higher impression of the patient score (ie, having a more favorable impression; $F_{1,181}=21.62; P<.001$; and $\eta^2=0.11$). We also conducted an ANCOVA with participant gender and the interaction between gender and condition as additional independent variables and participant age as a covariate. We again found a significant main effect of condition, $F_{1,176}=19.13, P<.001$; and $\eta^2=0.10$, and further a significant main effect of gender, $F_{1,176}=4.01, P=.05$, $\eta^2=0.02$, with female participants rating their impressions of the patient more positively.

Step 2: Robot Behavior in Other Contexts

Finally, we examined the influence of the 2 conditions (person-centered and task-centered robot report) and the context of the vignettes (dieting/learning/job training) on the participants’ impressions of the person (the client, the student, and the volunteer; see Figure 3). We conducted a $2 \times 3$ ANOVA with the impression of the person as the dependent variable and condition and context as the independent variables. We found a main effect of condition $F_{1,244}=19.30, P<.001$, and $\eta^2=0.07$. Participants in the person-centered condition rated their impression of the client, student, or volunteer as significantly higher (more positive). As before, we proceeded to conducting an ANCOVA, adding participants’ gender as an independent variable and participants’ age as a covariate. We found no significant main or interaction effects of gender or age but condition emerged again as significant $F_{1,246}=16.16, P<.001$, and $\eta^2=0.06$.

Discussion

For the health care context, our findings confirm our first hypothesis, namely that robots that exhibit patient-centered behavior are perceived as having higher EI. However, we found no support for our second and third hypotheses: there was no indication that people trusted or accepted the robot less when it behaved in a task-centered way. When Fan et al. [43] found differences in trust based on the robots’ level of EI, their experimental manipulation was much more extreme than the one in this study: They compared a robot that was polite and understanding with a robot that was rude and abrasive.

Also, our results show that the robot’s behavior was able to significantly influence people’s impressions of the patient. It is striking that the robot modeling respect for the patient’s agency positively influenced how people viewed the patient. This is particularly remarkable as the facts reported by the robot were identical: in both conditions, the patient is reported to have failed the same number of times in respecting the medication schedule and following the exercise routine. This suggests new opportunities for using robots to positively influence care for patients.

Beyond health care, we have replicated these results in other contexts relevant to well-being, which shows that these findings generalize to other circumstances. This suggests that social robots’ influence on human-human interactions are not specific to medical treatment adherence but generalize to other categories of interactions. Our findings from step 2 of the study show that robots are perceived as being more emotionally intelligent when they behave in a person-centric way and that their behavior can influence how other people perceive the person they are assisting. In the second step of the study, but not the first, we also found small effects of the robot’s behavior on how trusted or accepted the robot was.

To our knowledge, this is the first investigation that probed the potential influences of assistive robots on how patients are judged by others. By simply varying the way the robot gives a treatment progress report (manipulating the language used, but not the facts conveyed), the robot makes a significant difference to the extent to which the patient is thought of as likable, self-disciplined, competent, and having a positive attitude as opposed to being hostile, disruptive, and disorganized. People take cues from the robot, and when the robot uses a patient-centered language that indicates respect for the patient’s agency, as opposed to a task-centered language that focuses on the treatment benchmarks, people form a more positive impression of the patient.

It is remarkable that robots are able to have this effect given that their language output is scripted and certainly does not come with the emotional connotations that a person’s choice of language would have. A robot’s behavior is not connected to beliefs and attitudes in the same way a human’s behavior is, yet our findings suggest that we inadvertently let our perceptions and impressions of others be guided by the robot’s actions. This can be seen both as having cautionary implications for the field of human-robot interaction but also as an opportunity for the field: if robots can have an influence on how we think of others,
then perhaps they can be used for improving relationships in the health care setting and beyond.

Although these results suggest promising possibilities, much more research is needed to understand how assistive social robots can be optimally embedded in social interactions in the health care context. For starters, several gaps and limitations of this study need to be addressed by further research. Because the study is based on hypothetical vignettes, caution is needed in generalizing these findings to real-world interactions. Also, participants in our experiments were laypeople with no connection to the patient. It is not clear whether health care providers or people invested in the patient’s health will be equally susceptible to influence from robots. In addition, participants themselves might have had different amounts of experience with giving care and support to sick individuals, and that might influence how susceptible they are to being influenced by the robot. Also, their own health status might have a bearing on that. Someone struggling with their own health and treatment might be more sympathetic to another person’s need for agency over their own treatment and that might modulate the robot’s influence. It is important to note that variations in cultural norms regarding the care of the sick people, beliefs about how much privacy, agency, and responsibility the patient should have versus the caregivers, will likely influence how people perceive the robot’s behavior as well. The potential interaction of these factors with the effects of the robot behavior remains to be determined through further research.

Another limitation of our study is that the impressions of the patient were formed in the absence of any other information about the patient. In real-life scenarios, even for very short, first-time interactions, people give off an abundance of signals about who they are (age, gender, ethnic group, and social class) and research has shown that humans are able to form impressions extraordinarily fast [49]. It is therefore likely that the robot’s effect on people’s impression might be greatly modulated by the information conveyed by the patient herself. For example, people might hold different beliefs to start with in terms of how much agency someone should have over their own treatment based on whether they are an older adult versus a young adult versus a child. In our vignettes, people’s characteristics were left completely to the participant’s imagination, and some might have formed very vivid images of the patient whereas others less so.

Similarly, the robot characteristics were left to the imagination of the participants, which might have contributed to how the robot was perceived. The contributions of various characteristics to the robot perception are likely mixed. For example, the findings of Fan et al [43] suggest that some characteristics are very resistant to changes in the perception of EI in robots: the robot’s voice and gestures did not have an influence on people’s ratings of the robot’s EI, the authors finding no differences between video, audio, or text vignettes. It seems that what the robot says is the single most important factor in how emotionally intelligent the robot is perceived. However, another study [44] found that the robot assigned gender (indicated through name), in addition to what the robot said influenced how emotionally intelligent the robot was perceived to be.

Finally, although we found that the robot’s influence on others’ impression of the person the robot is assisting is generalizable to a variety of contexts, the magnitude of the effect might vary from context to context. Figure 3 suggests that people are not equally susceptible to having their impressions influenced by the robot’s behavior in the dieting context. For dieting, the task-centered behavior of the robot does not negatively affect people’s impression of the person trying to lose weight. Perhaps people have more experience with dieting and how difficult it can be to adhere to a dieting plan, and thus feel more empathy toward the weight loss coaching client. Another possibility is that people already feel that individuals should have agency and choices over their weight, much more so than over their medical treatment, studies, or job performance. Further research is needed to determine the context-related factors that influence how people form their opinions of others.

Conclusions
This is the first study, to our knowledge, to investigate the influence of robots’ behavior on the impressions that people form about the person the robot is assisting. We found that people perceived the robot as having higher EI when it was behaving in a person-centric way and in some contexts as being more trustworthy and having a higher acceptance rate. Most importantly, robots were able to influence people’s impressions of patients, coaching clients, students, and volunteers by modeling behavior that was respectful of these people’s agency and choices with regard to medical treatment, weight loss plans, learning, and job training. The most immediate implications for human-robot interaction research are that (1) it is important to be aware of the social assistive robots’ influence on the relationships between the people assisted and others and (2) the ability to positively impact human relationships opens up new exciting opportunities for the use of robots in pursuing health and well-being.
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The authors of “Partnering With Mommy Bloggers to Disseminate Breast Cancer Risk Information: Social Media Intervention” (J Med Internet Res 2019;21(3):e12441) made an error when listing the affiliation of author Carla Fisher. Her affiliation was previously “College of Health and Human Performance, University of Florida, Gainesville, FL, United States” and has now been changed to “University of Florida, UF Health Cancer Center, Gainesville, FL, United States”.

The correction will appear in the online version of the paper on the JMIR website on June 17, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article also has been resubmitted to those repositories.
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