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Abstract

Background: Theincreasingly pervasive presence of technology in the operating room raises the need to study the interaction
between the surgeon and computer system. A new generation of tools known as commercial off-the-shelf (COTS) devices enabling
touchless gesture—based human-computer interaction is currently being explored as a solution in surgical environments.

Objective: Theaim of this systematic literature review was to provide an account of the state of the art of COTS devicesin the
detection of manual gesturesin surgery and to identify their use asasimulation tool for motor skillsteachingin minimally invasive
surgery (MIS).

Methods: For this systematic literature review, a search was conducted in PubMed, Excerpta M edica dataBA SE, ScienceDirect,
Espacenet, OpenGrey, and the Institute of Electrical and Electronics Engineers databases. Articles published between January
2000 and December 2017 on the use of COTS devicesfor gesture detectionin surgical environmentsandin simulation for surgical
skillslearning in MIS were evaluated and selected.

Results: A total of 3180 studies were identified, 86 of which met the search selection criteria. Microsoft Kinect (Microsoft
Corp) and the Leap Moation Controller (Leap Motion Inc) were the most widely used COTS devices. The most common intervention
was image manipulation in surgical and interventional radiology environments, followed by interaction with virtual reality
environments for educational or interventional purposes. The possibility of using this technology to develop portable low-cost
simulators for skills learning in MIS was also examined. As most of the articles identified in this systematic review were
proof-of-concept or prototype user testing and feasibility testing studies, we concluded that the field was still in the exploratory
phase in areas requiring touchless manipulation within environments and settings that must adhere to asepsis and antisepsis
protocols, such as angiography suites and operating rooms.

Conclusions: COTSdevicesapplied to hand and instrument gesture-based interfacesin thefield of simulation for skillslearning
and training in MIS could open up a promising field to achieve ubiquitous training and presurgical warm up.

(J Med Internet Res 2019;21(5):€11925) doi: 10.2196/11925
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Introduction

Background

The increasingly pervasive presence of technology in the
operating room rai ses the need to study the interaction between
the surgeon and computer system. In sterile environments, using
the hand to operate a mouse, keyboard, or touchscreen is
unacceptable asit atersthe normal pace of surgery and breaks
asepsis and antisepsis protocols [1-6]. Using aphysical barrier
between the surgeon’s gloves and the interaction device [7], or
the foot for manipulation, are not practical solutions either, as
they do not alow fine interaction and carry risks of
contamination [8]. Moreover, using a person to manipulate
imagesin accordance with the surgeon’sverbal instructions has
proven difficult and is proneto giving rise to misunderstandings
when the visualization of specific areas of the image are
requested [9,10].

Early solutions to circumvent any contact between the surgeon
and computer were based on voice recognition Automated
Endoscopic System for Optimal Positioning (AESOP) and
HERMES (Stryker Europe) [11,12], but these systems were
impractical as they were difficult to use when performing
complex tasks[13]. Natural user interfaces werefirst developed
in the 1990s to enable interaction with the computer through
natural human movements to manipulate radiological images
in sterile surgical environments [14]. Gesture-based interfaces
were another variant [15]. These enabled touchless
manipulations to be performed and held great promise as a
viable solution in the operating room and autopsy suites
[10,16-19]. However, they could not be employed in sterile
environments as they required some contact when gloves or
position sensors were used [20-24].

Early attempts to use touchless gestures in minimally invasive
surgery (MI1S) involved hand and facial gestures[9,25]. Gesture
recognition systems with Web and video cameras were |ater
described [26,27] using the time-of-flight principle [28] and
achieving interaction with the OsiriX viewer [17,29]. However,
these systems were very expensive and inaccurate and required
calibration and a complex setup, making them impractical for
use in the operating room [30].

A new generation of tools known as commercia off-the-shelf
(COTS) devices enabling touchless gesture—based
human-computer interaction is currently being explored as a
solution in surgical environments. The term COTS refersto a
device that can be taken from a shelf, that is, sold over the
counter. In addition to being low-cost, wireless, and ergonomic,
they facilitate real-time interactivity and allow the user to point
to and manipulate objects with 6 degrees of freedom [31].
Hansen et a described the use of the Wii Remote (Nintendo)
for the intraoperative modification of resection planesin liver
surgery [32], whereas Gallo et a used it for pointing to and
manipulating 3-dimensional (3D) medical datain a number of
ways [31,33-36]. However, intraoperative manipulation of the
devicerequired it to be wrapped in a sterile bag, thuseliminating
the concept of contactless. In November 2010, the Microsoft
Kinect (MK) 3D depth camera system (Microsoft Corp) was
launched as adevice for the Xbox 360 games console. Thefirst
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descriptions of MK for medical use werein relation to physical
and cognitive rehabilitation [37]. Subsequent experiences in
thisfield showed that additional studieswererequired onissues
such as effectiveness, commitment, and usability [38-40]. Its
use in an operating room was first reported in 2011, at
Sunnybrook Hospital in Toronto, when it was used to view
magnetic resonance imaging and computed tomography scans,
eventually giving riseto the GestSure system [13]. In 2012, the
Leap Motion Controller (LMC; Leap Mation Inc) waslaunched,
and in July 2013, the Myo armband (Thalmic Labs) was
launched.

Construct validity [41,42], concurrent validity [43,44], and
predictive validity [45,46] studies, aswell as systematic reviews
[47,48], have shown that simulation in virtual reality
environments is an effective tool for motor skills learning in
MIS. However, the high cost of virtual reality and augmented
reality simulators calls for the development of new, portable
low-cost solutions enabling ubiquitous learning. New COTS
technologiesthat allow hand gestures and instrument movements
to be detected open up an interesting field of exploration for
the development and validation of new simulation models in
virtual environments. One of the objectives of this systematic
review was to recognize the existence of developments in this
area.

Objectives

The aim of this systematic review wasto provide an account of
the state of the art of COTS devices in the detection of manual
gesturesin surgery and to identify their use as asimulation tool
for motor skillsteachingin MIS.

Methods

Article Retrieval

A search was conducted in the electronic databases PubMed,
Excerpta Medica database (EMBASE), ScienceDirect,
Espacenet, OpenGrey, and the Institute of Electrical and
Electronics Engineers (IEEE) for articles published between
January 2000 and December 2017, using combinations of the
following Medical Subject Headings (MeSH) terms: surgery,
computer simulation, simulation training, laparoscopy,
minimally invasive surgical procedures, robotic surgical
procedures, and virtual reality. Thefollowing were used asfree
terms: commercial off-the-shelf, COTS surgical education,
surgical simulation, Wi, Microsoft Kinect, Xbox Kinect, Leap
Motion, Leap Motion Controller, Myo armband, and gesture
control. The search strategy used acombination of MeSH terms
and free terms. Boolean operators (AND and OR) were used to
expand, exclude, or join keywords in the search. The devised
strategy was applied first to PubMed and then to the remaining
databases.

The search was limited to English-language publications and
was complemented using the snowballing technique to identify
relevant articles in the references of articles returned by our
search [49]. A manual search was also conducted on theindices
of the following publications: Surgical Endoscopy, Surgical
Innovation, Minimally Invasive Therapy and Allied
Technologies, the Journal of Medical Internet Research, and
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the Journal of Surgical Education. The snowballing search and
the manual reviews enabled the retrieval of conference
proceedings, letters to the editor, and simple concept
descriptions. A MeaSurement Tool to Assess systematic
Reviews (AMSTAR) [50] and Preferred Reporting Items for
Systematic Reviews and Meta-Anaysis (PRISMA) [51]
checklistswere used to ensure the quality of thereview. Intotal,
3 authors assessed the risk of bias. Disagreement on bias
assessment and the interpretation of results was resolved by
consensus discussions.

Study Selection

A total of 3180 studies were identified, and the abstracts were
reviewed to determine whether they met the inclusion and
exclusion criteria. The inclusion criteria were (1) original
research articles, (2) proof-of-concept or prototype user testing

Figure 1. Flow diagram of studies through the review.

Titles identified and reviewed
N=3180

Identification

¥

Articles excluded based on the
review of the abstracts
n= 2819

Screening

Articles included for deeper
review
n= 361

Eligibility
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and feasibility testing studies, (3) studies conducted in surgical
environments (preoperative, intraoperative, or postoperative),
and (4) studies carried out in real or simulated surgical settings.
The exclusion criteria were (1) studies on COTS devices
requiring hand contact, (2) studies conducted in nonsurgical
clinica environments, and (3) studies on the technical
description of devices that did not include criteria of clinical
usability, feasibility, or acceptance as an outcome. Studies on
COTS devices requiring hand contact (ie, Wii) were excluded
from the analysis. After the first review of the titles and
abstracts, 361 studieswere selected, 220 of which corresponded
to the Wii device and were therefore discarded. Of the 141
remaining articles, 55 were duplicate references. After reading
the full texts of these studies, 86 were deemed to have met the
search selection criteria. The search and selection processes are
summarized in Figure 1.

Articles excluded, n=275

A 4

Articles included in the review
n= 86

Included

We used astandardized form for data extraction, which included
the following items: study, device on which the study was
conducted, year of publication, aim, type of study, intervention,
metrics, sample, and results and conclusions; clinical areasin
which the study was conducted and types of surgica intervention
(Tables 1-4) (see Multimedia Appendices 1-3 for the full Tables
1-3) and use of gesture-based COTS devices in surgery (Table
5). In total, 2 authors (FAL and MM) screened all the articles
individually. Discrepancies were aways resolved through
discussion with the senior author (FSR) whenever necessary.
All the data were analyzed qualitatively and quantitatively.

https://www.jmir.org/2019/5/€11925/

> 55 corresponded to duplicated papers
220 corresponded to the Wii device

Results

Of the 86 articles identified, 43 (50%) were on MK, 31 (36%)
were on the LMC, 2 compared MK with the LMC [77,113], 1
compared the LMC with the Myo armband [58], 1 compared
MK with the LM C and the Myo armband [52], 6 were on web,
video, or commercial cameras (7%), and 2 reviewed gesture
interaction in general [59,65]. The dataand detailed information
onthe studiesreviewed are shown in Tables 1-3 (see Multimedia
Appendices 1-3 for the full Tables 1-3). The results are
organized by the type of COTS device used (Tables 1-3, see
Multimedia Appendices 1-3 for thefull Tables 1-3), by thetype
of surgical specialtiesinwhich COTSdeviceswere used (Table
4), and by the type of use made of COTS devices in surgery,
including simulation for motor skills learning (Table 5).

JMed Internet Res 2019 | vol. 21 |iss. 5] e11925 | p. 3
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH

Table 1. Summary of included studies evaluating Microsoft Kinect.
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Study Aim Type of study Intervention Sample Results/Conclusions

[17] To describe a system for the Proof-of-concept. Manipulation of CTb, Not described. Astheinterface does not require
interactive exploration of medi- MRIC and Positron direct contact or calibration, itis
cal images through a gesture- S suitable for use in the operating

. . emission tomography
controlled interface using MK2, images. room.

[99] To explorethe potential simpli-  Proof-of-concept. Augmented reality in - Not described. The concept is feasible but the
fications derived from using Medicine. whole process is still too time-
3p9 sensors in medical aug- consuming to beexecuted in real
mented reality applications by time.
designing alow-cost system.

[101] To present an augmented reali-  Proof-of-concept. Augmented redlity in - A hospital and a The system can be used for edu-
ty magic mirror for anatomy Medicine. Anatomy  school. cational purposes, to improve
teaching. education. communication between doctor

and patients. A possible use for
anatomy teaching in surgery is
not mentioned.

[5] To evaluate theresponsetime  Prototype user test-  Manipulationof CT ~ 2radiologistsand 8  Userstook 1.4 timeslonger to
and usability (gestures and ing and feasibility ~ images. forensic pathologists  recreate an image with gesture
voice commands) compared testing. who recreated 12 im-  control and rated the system 3.4
with mouse and keyboard con- ages. out of 5for ease of usein compar-
trols. ison with the keyboard and

mouse. The voice recognition
system did not work properly.

[84] To develop asystemtodlow  Proof-of-concept. Manipulationof radio- Not described. Thisisthe first example of this
the surgeon to interact with the logical imagesin or- technology being used to control
standard PACS system during thopedics. digital X-raysinclinical practice.
sterile surgical management of
orthopedic patients.

[83] To present a sterile method for  Experiment. Manipulation of MRI 9 veterinary surgeons.  The hypothesis that contextual
the surgeon to manipulate im- images. 22 students. information integrated with hand
ages using touchless freehand trajectory gesture information
gestures. can significantly improve the

overall recognition system perfor-
mance was validated. Therecog-
nition accuracy was 98.7%

[76] To evaluatean MK-based inter-  Proof-of-concept in - Manipulation of radio- A laryngoplasty. The surgeon can manipulate the
action system for manipulating the operating room.  logical images. preoperativeinformation with the
imaging data using ‘Magic intraoperative video and the
Lensvisuaization.' simulationsto correctly placethe

implant.

[79] To compare the accuracy and ~ User testing. Manipulationof radio- 15 users. The gesture-based interface out-
speed of interaction of MK with logical images. performed the traditional mouse
that of amouse. To study the with respect to time and accuracy
performance of the interaction in the orientation and rotation
methods in rotation tasks and task. The mouse was superior in
localization of interna struc- termsof accuracy of localization
turesin a 3D dataset. of internal structures. However,

the gesture-based interface was
found to have the fastest target
localization time.

[74] To develop auser-friendly Proof-of-concept in  Manipulation of radio- Not described. The system does not require cali-
touchlesssystemfor controlling the operating room. logical imagesin or- bration and was adapted to the
the presentation of medical im- thopedic surgery. surgical environment following

ages based on hand gesture
recognition in the operating
room.

the principles of asepsis/antisep-
Sis.
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Study

Aim

Type of study

Intervention

Sample

Results/Conclusions

[30]

(100]

[67]

[128]

[102]

[85]

[104]

[60]

(86]

[19]

To present a touchless gesture
interface that allows the sur-
geon to control medical images
using hand gestures.

To devel op alow-cost augment-
ed redlity interface projected
onto a manneguin simulator.

To develop aversion of ages-
ture-based system for control-
ling images.

To use MK to operate an auto-
mated operating-room light
system.

To create atouchless head
tracking system for an immer-
sive virtual operating room.

To present anew prototype that
alows the user to control the
OsiriX system with finger ges-
tures using alow-cost depth
camera.

To present a new immersive
surgical training system.

To test a speech and gesture-
controlled interventional radiol-
ogy system.

To develop an image operation
system for image manipulation
using a motion sensor.

Theworking hypothesisis that
contextual information such as
the focus of attention, integrat-
ed with gestural information,
can significantly improve over-
al system recognition perfor-
mance compared with inter-
faces relying on gesture recog-
nition alone.

Proof-of-concept
and prototype feasi-
bility testing.

Proof-of-concept.

Proof-of-concept.

Prototype user test-
ing.

Proof-of-concept.

Proof-of-concept
and prototype feasi-
bility testing.

Proof-of-concept
and prototypefideli-
ty testing.

User testing.

Proof-of-concept.

Ethnographic study.
Experiment. Survey.

Manipulation of CT
images.

Augmented reality for
education in
Medicine.

Manipulation of MRI
images.

Manipulation of oper-
ating room lights.

Virtua reality for
simulation and educa
tion in surgery.

Manipulation of CT
images.

Virtual redlity for edu-
cation in surgery.

Manipulation of CT
and angiography im-
ages.

Manipulation of angio-
graphic images.

Manipulation of MRI
images.

Enucleation of 4 tu-
morsin 3 urology pa-
tients.

A physical simulator,
video projector, Wii
Remote and MK.

Resection of aglioma.

18 volunteers.

A 3D virtual operating
room with avirtual
operating table.

4 forensic patholo-
gists, 1radiologist and
1 engineer.

Cholecystectomy
trainingonanimal tis-
sue blocks.

10radiology residents
used commands under
different lighting con-
ditions during 18 an-
giographies and 10
CT- guided punctures.

Not described.

10 veterinary sur-
geons. 20 volunteers.

First description in the literature
of agesture user interface using
MK in the operating roominin-
vivo surgery, showing that it is
an efficient and low-cost solu-
tion.

The manipulations obtained us-
ing MK were similar to those
described with the Wii.

Except for the scanning move-
ment, each movement wasrecog-
nized with great accuracy. The
agorithm can beinstalled in the
clinical area

The gestures were easy to learn
and the movement of the light
beam was sufficiently precise.

Using MK, it was possible to
implement avery accurate inter-
activetracking system regardless
of the complexity of the virtual
reality system.

On average, 4.5 min were re-
quired to learn to use the system.

Participants rated the intuitive-
ness of the gestures with 3.8 out
of 5 and control of the images
with 3.8 out of 5. The low cost
of the system makesit affordable
for any potential user.

Initial feedback from the resi-
dents showed that the system is
much more effective than the
conventional videotaped system.

93% of commands were recog-
nized successfully. Speech com-
mands were |ess prone to errors
than gesture commands. 60% of
participants woul d use the appli-
cation in their routine clinical
practice.

The system can be implemented
as auseful tool in angiography
for controlling image viewing
using gestures in the operating
room.

The surgeon’s intention to per-
form a gesture can be accurately
recognized by observing environ-
mental cues (context). The hy-
pothesiswas validated by adrop
in the false positive rate of ges-
ture recognition from 20.76% to
2.33%. A significant rate of re-
duction of the mean task comple-
tion time indicated that the user
operates the interface more effi-
ciently with experience. The
tracking algorithm occasionally
failed in the presence of several
people in the camera sfield of
view.
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Study Aim Type of study Intervention Sample Results/Conclusions

[96] To examine the functionality =~ User testing. Survey. Manipulation of 32 participants: Medi- MK users reached accuracy lev-
and usability of MK to com- anatomical images. cal students, profes-  elsalmost identical to those who
plete the visualization of 3D sorsand anatomy lab- used amouse, and spent lesstime
anatomical images. oratory staff. on performing the same tasks.

MK showed potential asadevice
for interaction with medical im-
ages.

[103] To examine usability for navi-  User testing. Survey. Manipulation of 17 veterinary students.  Improvements should be made
gating through 3D medical im- anatomical images. to MK before it can beimple-
ages using MK compared with Education. mented as a device for medica
atraditional mouse. use. The preferred method was

the mouse. MK hasthe potential
to reduce time on the task.

[13] To develop aprototypeandto  Proof-of-concept ~ Manipulation of CT 2 \j|S® procedures ~ The system worked well ina
examine the feasihil |ty of this and proto_type feasi- and MRI images. and 4 open procedures Wi derange of lighting conditions
new deviceto help bridgethe  hility testing. performed by asur-  @d procedures. There was an
sterility barrier and eliminate geon. increasein the use of intraopera-
the time and space gap that ex- tive image consultation. The
ists between image review and gesture library was intuitive and
visud correlation with red-time easy to learn. Gestures were
operative field anatomy. mastered within 10 min.

[61] To investigate a solution for Proof-of-concept Manipulation of CT 29 radiologists (diag- The potential of the deviceto
manipulating medical images  and prototype feasi- images. nostic and interven-  enhance image-guided treatment
using MK. bility testing. tional). in an interventional radiology

suite while maintaining a sterile
surgical field was demonstrated.
69% of those surveyed believed
that the device could be useful in
theinterventiona radiology field.

[112] To investigate the need for Pilot study. Analysisof theopera- Not described. The results highlight the impor-
posture and position training tor’s movements dur- tance of posture during bron-
during bronchoscopy using a ing a bronchoscopy. choscopy and the need to imple-
tool called ETrack Education. ment a training module for the

simulator.

[71] To evaluate a new touchless, Concurrent valida-  Calculation of breast 9 siliconeimplantsof ~ Theimplant volumeswere calcu-
portable, low-cost 3D measure-  tion study. implant volumes. known volumes. lated with an error margin of
ment system for objective 10%. Reproducibility was satis-
breast assessment. factory. The system was validat-

ed for clinical use.

[106] To describe a gesture-con- Proof-of-concept. Manipulation of 0.15 mm dlicethick-  Theinteractive 3D model devel-
trolled 3D teaching tool in anatomical images. ness cadaveric tempo-  oped seems promising asan edu-
which temporal bone anatomy Education. ral bone images. cational tool.
is manipulated without using a
mouse or keyboard. To provide
ateaching tool for patient-spe-
cific anatomy.

[62] To develop hand recognition  Feasibility testing Manipulation of CT ~ 10interventional radi- Tested on 10 procedures, feasibil-
software based on MK, linked images in surgery. ology procedures. 1 ity was 100%. The system also
to an interventional CT, to ma- operator. allowed information to be ob-
nipulate images. tained without using the CT sys-

teminterface or athird party, and
without the loss of operator
sterility.

[131] To present anovel method for ~ Experiment. Performanceof asim- 19 subjects. Continuous gesture recognition
training intentional and nonin- ulated brain biopsy on was successful 92.26% of the

tentional gesture recognition.

amannequin assisted
by images manipulat-
ed using gestures.

timewith areliability of 89.97%.
Significant improvementsin task
completion time were obtained
through the context integration
effect.
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Study Aim Type of study Intervention Sample Results/Conclusions

[113] To evaluate 2 contactlesshand  Experiment. Manipulation of 4 trained surgeons. Neither system hasthe high level
tracking systems, theLMC' and robots in surgery. of accuracy and robustness that
MK, for their potential to con- would berequired for controlling
trol surgical robots. medical robots.

[107] Touseaprojector for visualiza-  Proof-of-concept. Augmented reality in - Not described. The system eliminates the need
tion and to provide intuitive surgery. for the surgeon to look at aloca-
means for direct interaction tion other than the surgical field.
with the information projected It therefore removes distractions
onto the surgical surface, using and enhances his or her perfor-
MK to capture the interaction mance. It not only provides the
zone and the surgeon’s actions surgeon with medical dataduring
on adeformable surface. the intervention, but also allows

interaction with such information
by using gestures.

[10] To present an ethnographic Ethnographic study. Manipulationof radio- Endovascular suite of  With touchless interaction, the
study of asystem based on MK logical images. alarge hospital. visual resources were embedded
developed to alow touchless and made meaningful in the col-
control of medical images dur- |aborative practices of surgery.
ing vascular surgery. The study Theimportance of direct and dy-
aimsto go beyond demonstrat- namic control of the images by
ing technical feasibility in order the clinicians in the context of
to understand the collaborative talks and in the context of other
practices that emerge fromits artefact use is discussed.
usein this context.

[2130] Toevaluateasystem for manip-  Prototype user test-  Manipulation of an 15 participants. Major problems were encoun-
ulating an operating tableusing  ing. operating table. tered during gesture recognition
gestures. and with obstruction by other

peoplein theinteraction areadue
tothesizeand layout of the oper-
ating room. The system cannot
yet be integrated into a surgical
environment.

[110Q] To study the technical skillsof Construct validity ~ Analysisof themove- 10experiencedand11 Certain types of metric can be
colonoscopistsusing MK for  study. ments of the operator novice endoscopists.  used to discriminate between ex-
motion analysis to develop a during acolonoscopy. perienced and novice operators.
tool to guide colonoscopy edu-
cation and to select discrimina-
tive motion patterns.

[72] To develop a3D surfaceimag- Interrater reliability Measurement of the A female mannequin. MK seemsto be a useful and
ing system and to assess the study. surface distances of feasible system for capturing 3D
accuracy and repeatability ona the breast on a man- images of the breast. There was
female mannequin. nequin. agreement between the measure-

ments obtained by the system
and those taken manually with a
measuring tape.

[105] To present a new surgical Proof-of-concept. Real-timeimmersive  Not described. Preliminary experiments show
training system. 3D surgical training. that thisimmersive training sys-

Education. tem is portable, effective and re-
liable.

[68] To present thedevelopment and  Proof-of-concept. Manipulation of MRl 30 neurosurgical oper- OPECT demonstrated high effec-
clinical testing of adevicethat Initial clinical test-  images. ations. tiveness, simplicity of use and

enables intraoperative control
of images with hand gestures
during neurosurgical proce-
dures.

ing.

preciserecognition of theindivid-
ual user profile. In all cases, sur-
geons were satisfied with the
performance of the device.
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[68] To test whether an automatic ~ Construct validity ~ Analysisof theopera- 11 novice, 9intermedi- The motion analysis system
motion analysis system could  study. Prospective,  tor'smovementsdur- ate and 9 experienced could discriminate between dif-
be used to explore if thereisa comparative study.  ing abronchoscopy.  bronchoscopy opera-  ferent levels of experience. Auto-
correlation in scope movements Education. tors performed 3 pro- matic feedback on correct move-
and the level of experience of cedures each on a ments during self-directed train-
the surgeon performing the bronchoscopy simula-  ing on simulators might hel p new
bronchoscopy. tor. bronchoscopists learn how to

handle the bronchoscope like an
expert.

[77] To compare 2 commercial mo- Two-strand sequen-  Manipulation of CT 42 participants. radiol- Margind to average acceptability
tion sensors (MK andthe LMC) tial observational images. ogists, surgeonsand  of the 2 devices. MK was found
to manipulate CT images, in  study. Qualitative interventional radiolo-  to be more useful and easier to
terms of their utility, usability, and quantitative de- gists. use, but the LM C was more accu-
speed, accuracy and user accep-  scriptive field study rate. Further research isrequired
tance. using a semi-struc- to establish the design specifica-

tured questionnaire. tions, installation guidelines and
user training requirementsto en-
sure successful implementation
inclinical areas.

[57] To develop anintegrated and ~ Prototype user test-  Userstestedtheappli- A prototype systemis The results of usability tests are
comprehensive operatingroom ing. cation’svariousmod- testedinaliveoperat- promising, and indicatethat inte-
information system compatible ules. ingroomat anlranian gration of these systemsinto a
with HL7 and DICOM (Medi- teaching hospital. 30  complete solution is the key.
Nav). A natural user interface general surgeries. Touchless natural user interfaces
is designed specificaly for op- can help to collect and visualize
erating rooms based on MK. medical informationinacompre-

hensive manner.

[75] To propose anovel systemto  Prototype user test-  Augmented reality in - Simulations of 12 or-  The system showed promising
visualize asurgica scenein ing. orthopedic surgery. thopedic procedures.  resultswith respect to better sur-
augmented reality using the 5 participating clini-  gical scene understanding and
different sources of information cians, 3 experienced  improved depth perception using
provided by a C-arm and MK. surgeons, 2 fourth- augmented reality in simulated

year medical students.  orthopedic surgery.

[114] To explore 3D perceptiontech-  Ethnographic. Proto-  Detection of theinter-  Not described. The paper described a supervi-
nologiesintheoperatingroom. type testing. action between operat- sion system for the operating

ing staff and the robot. room that enablesintention
tracking. The system had low la-
tency, good registration accuracy
and high tracking reliability,
which make it useful for work-
flow monitoring, tracking and
avoiding collisions between
medical robots and operating
room staff.

[125] To use MK and color markers  Comparative study ~ Movement of thein- 1 user. Although the new method had
to track the position of MISin- between MK andthe strument to position inferior accuracy compared with
strumentsin real time. SinaSim trainer. itstipin 81 holes of a mechanical sensors, its low cost

Plexiglas plate on 5 and portability make it a candi-
occasions. date for replacing traditional
tracking methods.

[80] To compare 3 different interac-  Crossover random-  Interaction modes 30 physiciansand se-  Under the premise that a mouse

tion modesfor image manipula-
tionin asurgery setting: 1) A
gesture-controlled approach
using MK; 2) verbal instruc-
tionsto athird party; and 3) di-
rect manipulation using a
mouse.

ized controlled trial
with blocked ran-
domization.

were direct manipula-
tion using a mouse,
verbal instructions
given to athird party,
and gesture-controlled
manipulation using
MK.

nior medical students

cannot be used directly during
surgery, gesture-controlled ap-
proacheswere shown to be supe-
rior to verbal instructionsfor im-
age manipulation.
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Type of study

Intervention
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Results/Conclusions

[121]

[73]

(52

To evaluate the feasibility, va-
lidity, and reliability of the
training system for motion pa-
rameter and ergonomic analy-
ses between different experi-
ence levels of surgeons using
the NDI Polaris System and
MK camera

To analyze preoperative breast
volume in patients with breast
cancer in order to predict im-
plant size for reconstruction.

To evaluate the feasibility of
using 3 different gesture control
sensors (MK, the LMC and the
Myo armband) to interact in a
sterile manner with preopera-
tive data aswell asin settings
of anintegrated operating room
during MIS.

Construct validity,
concurrent validity
and test-retest relia-
bility. Prospective
blinded study.

Exploratory study.

Pilot user study.

Tying of intra-corpore-
a MISknots.

MK was used to ac-
quire 3D images of
the patients' breasts
before surgery and af-
ter surgery.

2 hepatectomies and
2 partial nephrec-
tomies on an experi-
mental porcinemodel.

10 MIS novices, 10
intermediatelevel and
10 experts.

10 patients.

3 surgeons.

Validity and reliability of the
sel f-devel oped sensor and expert
model-based MIS training sys-
tem ‘iSurgeon’ were established.

Thisstudy showed the feasibility
of using fast, smple and inexpen-
sive 3D imaging technology for
predicting implant size before
surgery, although therewere sig-
nificant technical challengesin
determining breast volume by
surface imaging.

Natural user interfaces are feasi-
blefor directly interacting, in a
more intuitive and sterile man-
ner, with preoperative images
and integrated operating room
functionalities during MIS. The
combination of the Myo armband
and voice commands provided
the most intuitive and accurate
natural user interface.

AVK: Microsoft Kinect.

bCT: Computed Tomography.
°MRI: magnetic resonance imaging.
943D: 3-dimensional.

EMIS: minimally invasive surgery.

fLmc: Leap Motion Controller.
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Table 2. Summary of included studies evaluating the Leap Motion Controller.

Alvarez-Lopez et d

Study

Aim

Type of study

Intervention

Sample

Results/Conclusions

[63]

(54]

[116]

(87]

[113]

[129]

(81]

[14]

To evaluate theimplementation
of alow-cost device for touch-
less PACS control in an inter-
ventional radiology suite. To
demonstrate that interaction
with gestures can decrease the
duration of the procedures, the
risk of re-intervention, and im-
prove technical performance.

To present the first experience
of using new systemsfor image
control in the operating room:
the LMC and OsiriX.

To validate the possibility of
performing precisetelesurgica
tasks by means of the LMC.

To describe a piece of software
for image processing with
OsiriX using finger gestures.

To evaluate 2 contactless hand
tracking systems, theLMC and

M Kd, for their potential to con-
trol surgical robots.

To evaluate the LMC for sim-
ple 2-dimensional interaction
and the action of entering a
value.

To compare the average time
required by the conventional
method using a mouse and an
operating method with afinger-
motion sensor.

To develop aworkstation that
alowsintraoperative touchless
control of diagnostic and surgi-
cal imagesin dentistry.

Proof-of-concept
and prototype feasi-
bility testing.

Proof-of-concept.

Comparative study
of the Sigma.7 elec-
tro-mechanical de-
vice and the LMC.

Proof-of-concept.

Experiment.

Proof-of-concept
and prototype test-

ing.

Observationa study.

Prototype user test-
ing.

Manipulation of im-
agesin interventional
radiology.

Manipulation of cr?
and MRI® images.

Peg transferring task
and answering aques-
tionnaire. The success
rate of peg transfers.

Manipulation of radio-
logical images.

Manipulation of
robotsin surgery.

Manipulation of medi-
cal information and
operating room lights.

Manipulation of angio-
graphic images.

Manipulation of radio-
logical images.

Interventional radiolo-
gy suite.

2 general surgeons, 1
urologist, 3 orthopedic
surgeons and 2 sur-
geons

10 researchers.

Not described.

4 trained surgeons.

A 90-min conference
on computer science
and untrained users.

11 radiologists who
observed asimulated
clinical case.

2 surgeons. A case se-
ries of 11 dental
surgery procedures.

TheLMC?isafeasible, portable
and low-cost alternative to other
touchless PACS interaction sys-
tems. A decrease in the need for
re-intervention wasreported, but
no explanation was given of how
it was measured.

The average training time was 5
min. The system is very cost-ef-
fective, efficient and prevents
contamination during surgery.
First experience of using the
LMC to control CT and MRI
images during surgery.

The results alowed the authors
to confirm that fine tracking of
the hand could be performed
with the LMC. The observed
performance of the optical inter-
face proved to be comparable
with that of traditional electro-
mechanical devices.

It is possible to implement ges-
ture control of medical devices
with low-cost, minimal re-
sources. Thedeviceisvery sensi-
tive to surface dirt and this af-
fects performance. The device
favors the occlusion phe-
nomenon.

Neither system hasthe high level
of accuracy and robustness that
would berequired for controlling
medical robots.

Theuser cases should be careful -
ly classified and the most appro-
priate gestures for each applica-
tion should be detected and imple-
mented. Optimal lighting condi-
tions for the LM C have still not
been evaluated as unwanted light
with deterioration of the IR light
emitted may lead to areduction
in the recognition rate.

After apractice time of 30 min,
the average operation time by the
finger method was significantly
shorter than that by the mouse
method.

The system performed very well.
Itslow cost favorsits incorpora-
tion into clinical facilities of de-
veloping countries, reducing the
number of staff required in oper-
ating rooms.
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[88] To propose aninterfaceto con-  Prototype user test-  Manipulation of ultra- 12 participants. Users were able to significantly
trol hand gestures and gestures ing. sound images. improve their performance with
with hand-held tools. In this practice.
approach, hand-held tools can
become gesture devicesthat the
user can use to control theim-
ages.

[56] To develop a software applica-  Proof-of-concept. Manipulation of CT 15 patientswith liver A 3D model of liver and pancre-
tion for the manipulation of a and real-timeelastog- cancer and 10 patients  atic tumorswas successfully im-
3D€ pancreatic or liver tumor raphy images. with pancreatic can-  plemented with a hands-freein-
model by using CT and real- cer. teraction device suitablefor ster-
time elastography data. ile environments and for aiding

diagnostic or therapeutic interven-
tions.

[117] To present anew gesture Proof-of-concept. Manipulation of 2 surgical robotsina  Thedevice provided satisfactory
recognition system for manipu- robotsin surgery. virtual simulator. accuracy and speed. It requiresa
lating 2 surgical robotsin a more complete Application Pro-
virtual simulator. gramming Interface.

[90] To propose aweb-based inter-  User testing. Pilot Manipulationof radio- 2 users. User feedback was positive.
faceto retrieve medical images  study. logical images. Users reported fatigue with pro-
using gestures. longed use of gestures. Addition-

a studiesarerequired to validate
theinterface.

[64] To describetheuseof theLMC  Proof-of-concept. Manipulation of im-  Not described. Gesture-based imaging control
for image manipulation during ages in interventional may lead to increased efficacy
hepatic transarterial chemoem- radiol ogy. and safety with decreased radia-
bolization and internal radiother- tion exposure during hepatic
apy procedures. transarterial chemoembolization

procedures.

[77] To compare 2 commercial mo- Two-strand sequen-  Manipulation of CT 42 participants. radiol- Margind to average acceptability
tion sensors (MK andthe LMC) tial observational images. ogists, surgeonsand  of the 2 devices. MK was found
to manipulate CT images, in  study. Qualitative interventional radiolo-  to be more useful and easier to
terms of their utility, usability, and quantitative de- gists. use, but the LM C was more accu-
speed, accuracy and user accep-  scriptive field study rate. Further research isrequired
tance. using a semi-struc- to establish the design specifica-

tured questionnaire. tions, installation guidelines and
user training requirementsto en-
sure successful implementation
inclinical areas.

[91] To evaluate anew method for ~ Observational study. Manipulationof radio- 14 students. 6images.  Using the system, several process-
image manipulation using a User testing and logical imagesin den- escan be performed quickly with
motion sensor. proof-of-concept. tistry. finger movements. Using ges-

tures was significantly superior
to using amouse in terms of
time.

[92] To develop anew systemfor ~ Observational study. Manipulationof radio- 14 students. 25 im- The operation time with the
manipulating images using a logical imagesinden- ages. LMC was significantly shorter
motion sensor. tistry. than with the conventional

method using a mouse.

[108] To design avirtual 3D online  Letter to the editor.  None. Not described If it can be shown that 3D online
environment for motor skills environments mediated by natu-
learning in MIS' using exercis- ral user interfaces enable motor
esfromthe MISR-VR. Theen- skills|earning in MIS, anew
vironment is designed in Unity, field of research and develop-
and the LMC is used as the de- ment intheareaof surgical simu-
vice for interaction with the lation will be opened up.

MIS forceps.
[124] Patent for accurate 3D instru-  Patent. None. Not described Representing, on an output dis-

ment positioning.

play, 3D positions and orienta-
tions of an instrument while
medical procedures are being
performed.
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[69] To describe the configuration  User testing. Manipulation of im-  Resection of amenin- The learning curve only took 30
for using the LMC in neuro- agesduring asurgical giomaand sarcoma  min. Although themain disadvan-
surgery for image manipulation procedure. surgery. tage wasthelack of standardiza-
during a surgical procedure. tion of the gestures, the LMC is

alow-cost, reliable and easily
personalized device for control-
ling imagesin the surgical envi-
ronment.

[109] To develop skillsin students ~ User testing. Description of thevir-  Not described. Simulation and new gesture
and professional susing comput- tual environment. recognition technol ogies open up
er simulation technologies new possibilities for the genera-
based on hand gesture capture tion of computer-mediated proce-
systems. dures for medical training.

[93] To present agesture-controlled  User testing (pilot 8 tasks manipulating 12 participants Gesture recognitionisrobust, al-
projection display that enables and main). CT images. (biomedical engi- though there is potential for im-
adirect and natural physician- neers, medical stu- provement. The gesture training
machineinteraction during CT- dents and radiolo- times are less than 10 min, but
based interventions. gists). vary considerably between study

participants.

[94] To develop an anatomy learn-  User testing. Manipulation of 220 30 studentsand lectur- The anatomy |learning system
ing system using the LMC. anatomical images. ersfrom an anatomy  using the LM C was successfully

department. developed and it is suitable and
acceptable asasupport tool inan
anatomy |earning system.

[123] To study the possibility of Experiment. 3 static experiments 1 user. The LMC had acceptable preci-
tracking laparoscopic instru- and 1 dynamic experi- sion for tracking laparoscopic
ments using the LMC in a box ment. instruments in a box trainer.
trainer.

[126] To assess the potential of the  Construct validity,  Passing athread 3 expertsand 10 The LMC isableto track the
LMC totrack themovement of concurrent validity.  through pegsusingthe novices. movement of handsusing instru-
hands using MISinstruments. Comparative study  eoSim simulator. mentsin aMIS box simulator.

with the InsTrac. Construct validity was demon-
strated. Concurrent vaidity was
only demonstrated for time and
instrument path distance. A
number of limitations to the
tracking method used by LMC
have been identified.

[118] To explorethe use of the LMC Comparative study 16 resectionsof smu- 3 neurosurgeons. Userswereableto achieveavery
in endonasal pituitary surgery  betweenthe LMC  lated pituitary gland similar percentage of resection
and to compare it with the and the Phantom tumors using a robot and procedure duration using the
Phantom Omni. Omni. manipulated by the LMC.

Phantom Omni and by
theLMC.

[95] To try to interact with medical  Prototype user test-  Rotation, panning, 1 user. Itisfeasibleto build this system
imagesviaaweb browser using ing. scaling and selection and interaction can be carried out
theLMC. of slices of arecon- inreal time.

structed 3D model
based on CT or MRI.

[58] To anadlyzethevalue of 2ges-  User study. Compar- Simulating adiagnos- 10 neuroradiologists  Novel input modalities have the
tureinput modalities (the Myo ative study. tic neuroradiol ogical potential to carry out singletasks
armband and the LMC) versus vascular treatment more efficiently than clinically
2 clinically established methods with 2 frequently used established methods.

(task delegation and joystick interaction tasksin an
control). experimental operat-
ing room.
[120Q] To investigate the potential of  Face and construct 3 basic tasks: camera 2 groups of surgeons  This study provides evidence of

avirtual reality simulator for
the assessment of basic laparo-
scopic skills, based onthe LMC

validity.

navigation, instrument
navigation, and two-
handed operation.

(28 expertsand 21
novices).

the potential use of the LMC for
ng basic laparoscopic
skills. The proposed system al-
lows the dexterity of hand
movements to be eval uated.
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[52] To evaluate the feasibility of Pilot user study. 2 hepatectomiesand 3 surgeons Natural user interfaces arefeasi-
using 3 different gesture control 2 partial nephrec- blefor directly interacting, in a
sensors (MK, the LMC and the tomies on an experi- more intuitive and sterile man-
Myo armband) to interact in a mental porcine mode. ner, with preoperative images
sterile manner with preopera- and integrated operating room
tive data as well asin settings functionalities during MIS. The
of anintegrated operating room combination of the Myo armband
during MIS. and voice commands provided

the most intuitive and accurate
natural user interface.

[127] To evaluatethe LMC asatool  Construct validity Surgical knot tying 11 participants. The study showed 100% accura-
for the objective measurement ~ study. and manual transfer of cy in discriminating between ex-
and assessment of surgical objects. pert and novice performances.
dexterity among users at differ-
ent experience levels.

[66] To design an affordable and Concurrent and con- 4 ellipsoid practice 16 noviceusersand 2 An easy-access simulator was
easily accessible endoscopic  struct validity study. targeting tasksand 36 expert neurosurgeons  created, which has the potential
third ventricul ostomy simulator ventricle targeting to become atraining tool and a
based on the LMC, and to tasks. surgical training assessment tool.
compare it with the Neuro- This system can be used for
Touch for its usability and planning procedures using pa-
training effectiveness. tient datasets.

[119] To present the LMC asanovel Comparative study ~ Comparison of peg 3 operators. With contactless control, manip-
control deviceto manipulate  betweenthe LMC  manipulations during ulability isnot asgood asit is
the RAVEN-II robot. and the electro-me-  atraining task with a with contact-based control.

chanical Sigma.7. contact-based device Complete control of the surgical
(Sigma.7). instrumentsisfeasible. This
work is promising for the devel-
opment of future human-machine
interfaces dedicated to robotic
surgical training systems.

[98] To evaluate the effect of using  Multisite, single- The study group used 95 residents from 7 Immersive virtual reality experi-
virtual redlity surgery onthe  blind, parallel, ran-  thevirtual reality dental schools. ences improve the knowledge
self-confidence and knowledge domized controlled  surgery application. and self-confidence of the surgi-
of surgical residents (the LMC trid. The control group cal residents.
and Oculus Rift). used similar content

inastandard presenta-
tion.

[97] Todevelopandvalidateanovel Faceandcontentva- A pre-intervention 7 consultant oral and  Theresultsconfirmed theclinica
training tool for LeFort 1 os-  lidity. questionnairetounder- maxillofacial sur- applicability of virtua reality for
teotomy based on immersive stand training needs  geons. delivering training in orthognath-
virtual redlity (the LMC and and a postintervention ic surgery.

Oculus Rift). feedback question-
naire.
[70] To investigate the feasibility Proof-of-concept in ~ Ventriculocysto- ciss 21 patientswith ven-  The head-mounted display sys-

and practicability of alow-cost
multimodal head-mounted dis-
play system in neuroendoscopic
surgery (the LMC and Oculus
Rift).

the operating room.

ternostomy. Ventricu-
|lostomy. Tumoral

biopsy.

tricular diseases. 1
neurosurgeon.

temisfeasible, practical, helpful,
and relatively cost efficient in
neuroendoscopic surgery.

& MC: Leap Motion Controller.
bCT: Computed Tomography.
°MRI: magnetic resonance imaging.
943D: 3-dimensional.

EMK: Microsoft Kinect.

"Mis: minimally invasive surgery.
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Table 3. Summary of included studies evaluating other devices.

Alvarez-Lopez et d

Study Device Aim Type of study Intervention Results/Conclusions
[53] Camerawith Complemen-  To propose an architec-  Prototype user testing. Gesture detectionin com-  The preliminary results
tary Metal-Oxide-Semi-  turefor areal-timemulti- puter-assisted surgery. show good usability and
conductor sensor modal system to provide rapid learning. The aver-
atouchless user interface agetimeto click anywhere
in surgery. onthe screen waslessthan
5 seconds. Lighting condi-
tions affected the perfor-
mance of the system. The
surgeon showed strong in-
terest in the system and
satisfactorily assessed the
use of gestures within the
operating room.

[82] Webcam To describe avision- Prototype user testing. Manipulation of medical  The system implemented
based system that canin- data(radiology imagesand in a sterile environment
terpret gesturesin real selection of medical demonstrated performance
time to manipulate ob- records) and movement of  rates between 95% and
jects within amedical objectsand windowson  100%.
datavisudization environ- the screen.
ment.

[27] Canon VC-C4 color To describe avision- Betatesting duringasur- A betatest of asystem Gesture recognition accura

camera based gesture capture gical procedure. Experi- prototype was conducted ¢y was 96%. For every re-
system that interprets ment. during alive brain biopsy  pest of trials, the task
gesturesin real time to operation, whereneurosur- - completion time decreased
mani pulate medical im- geonswereableto browse by 28% and the learning
ages. through MRI%imagesof ~ curve levelled off at the
the patient’sbrainusing ~ 10thattempt. The gestures
the sterile hand gesturein-  Werelearned very quickly
terface. and there was asignificant
decrease in the number of
excess gestures. Rotation
accuracy was reasonable.
The surgeons rated the
system aseasy to use, with
arapid response, and use-
ful inthe surgical environ-
ment.

[26] Canon VC-C4 camera  To evaluate the Gestix Prototype user testing. Manipulation of MRI im-  Thesystem setup timewas
system. ages during aneurosurgi- 20 min. The surgeons

cal biopsy. found the Gestix system
easy to use, with arapid
response, and easy to
learn. The system does not
require the use of wearable
devices.

[59] Interaction with gestures  Fieldwork focusingon  Ethnographic study of Manipulation of radiologi- The paper discusses the

in genera work practicesand inter- minimally invasiveim-  cal images. implications of the find-
actionsinanangiography age-guided procedures ingsin the work environ-
suite and on understand-  within an interventional ment for touchlessinterac-
ing the collaborative radiology department. tion technologies, and sug-
work practicesin terms gests that these will be of
of image production and importance in considering
use. new input techniquesin

other medical settings.
[115] Commercial video cam-  To describe the develop-  Proof-of-concept. Surgical instrumentation  95% of gestures were rec-

era

ment of Gestonurse, a
robotic system for surgi-
cal instruments.

using arobot.

ognized correctly. The
system was only 0.83 sec-
onds slower when com-
pared with the perfor-
mance of a human instru-
ment handler.
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[65] Touchless interaction Tounderstand anduse  Ethnographic study. Field observationsof work  Alternative ideas, such as
systemsin general common practicesin the practicesin neurosurgery. multiple cameras, are the

surgical setting from a kind of solution that these
proxemics point of view findings suggest. Such re-
to uncover implications flections and considera-
for the design of touch- tions can be revealed
less interaction systems. through careful analysis of
Theamisto think of the spatia organization of
touchlessnessin terms of activity and proxemics of
its spatial properties. particular interaction
What does spatial separa mechanisms. However, it
tion imply for the intro- is very important to study
duction of the touchless current practicein order to
control of medical im- specul ate about new sys-
ages? tems, because they in turn
may alter practice.

[122] Webcam To present asystem for ~ Experiment. Recording the movements  The results showed areso-

tracking the movement of theinstrument withinan lution of 0.616 mm on

of MISP instruments imaginary cube. each axis of work, linearity

based on an orthogonal and repeatability in motion

webcam system installed tracking, as well as auto-

in aphysical simulator. matic detection of the 3D
position of thetip of the
surgical instruments with
sufficient accuracy. The
systemis alow-cost and
portable alternative to tra-
ditional instrument track-
ing devices.

[52] MK, theLMCS, theMyo To evaluate the feasibili-  Pilot user study. 2 hepatectomiesand 2 par-  Natural user interfaces are
armband and voice con- Ly of using 3 different tial nephrectomiesonan  feasible for directly inter-
trol gesture control sensors experimental porcine acting, in amore intuitive

(MK, the LMC and the model. and sterile manner, with
Myo armband) to interact preoperative images and
in a sterile manner with integrated operating room
preoperative data as well functionalitiesduring MIS.
asin settings of an inte- The combination of the
grated operating room Myo armband and voice
during MIS. commands provided the
most intuitive and accurate
natural user interface.

[58] TheMyoarmbandand  To anadlyzethevalueof  User study. Comparative Simulating a diagnostic Novel input modalities

theLMC 2 gestureinput modali-  study. neuroradiological vascular  have the potential to carry

ties (the Myo armband

treatment with 2 frequently

out single tasks more effi-

and the LMC) versus 2 used interactiontasksinan ciently thanclinically estab-
clinically established experimental operating lished methods.
methods (task delegation room.

and joystick control).

AMIRI: magnetic resonance imaging.
M1 minimally invasive surgery.
ELMC: Leap Mation Controller.
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Table4. Clinica areas and types of surgical intervention in which gesture-based commercial off-the-shelf devices were used.

Clinical areas Types of surgical intervention Studies
Genera surgery (N=7) Intraoperative image control, image-guided minimally invasive surgery (adrenalectomy, [13,52-57]
pancreatectomy, liver resection, a Whipple procedure, as well as liver and pancreatic
cancer and renal carcinomaresection), open and laparoscopic bile duct surgery, cholecys-
tectomy, and hepatectomy and nephrectomy in an anima model.
Interventional radiology and angiography  Arterial dilatation with balloon and umbrelladevices, hepatic arterial chemoembolization [58-64]
(N=7) and selective internal radiation therapy, abdominal computed tomography, and interven-
tional neuroradiology.
Neurosurgery (N=7) Biopsies, resection of brain gliomas, resection of a meningioma, ventriculostomy, and  [26,65-70]
intraoperative image control.
Plastic surgery (N=3) Measurement of breast implant volumes and measurement of distances on the breast [71-73]
surface.
Orthopedics (N=3) Intraoperative image control. [55,74,75]
Ear, nose, and throat (N=1) Laryngoplasty. [76]
Urology (N=2) Enucleation of renal tumors and intraoperative image control. [30,54]
Table 5. Use of gesture-based commercial off-the-shelf devicesin surgery.
Use Studies
Manipulation of imagesin interventional radiology environmentsor in the operating room (N=42)
Image manipulation (5131417192627, 305254558 GAGHR 46

Education and training

Virtual or augmented reality for educational or interventiona purposes (N=16)

Training in endoscopy (bronchoscopy and colonoscopy; N=3)
Robotic surgery (N=7)

Roboticsin surgery and in surgical instrumentation

[75,94,96-109]
[110-112]

[113-119]

Tracking of hand or instrument movements during open or minimally invasive surgery

Instrument tracking in MIS? (N=7)

Tracking of hand movements during MIS (N=2)

Tracking of hand movements during open surgical knot tying (N=1)
Simulation for skillslearningin M1S (N=4)

Simulation for motor skillslearning in MIS

Using patient-specific 3-dimensional images during MISin real patients or simulators, and presurgical

warm-up
Other uses

Ethnographic studies (N=5)

Measurement of breast implant volumes and measurement of distances on the breast surface (N=3)

Manipulation of the operating table and lights (N=4)

[108,120-125]
[109,126]
[127]

[66,108,120]
[52,66,70,108]

[59,65,78,83,114]
[71-73]
[128-130]

aMIS: minimally invasive surgery.

Aims, Types of Study, Metrics, Samples, Results and
Conclusions

In 78% (67/86) of the articles, the aim was to develop, create,
present, describe, propose, examine, or explore a COT S-based
system for gesture recognition in surgery. Most of the articles
[65] identified in this systematic review were proof-of-concept
or prototype user testing and observationa and feasibility testing
studies (Tables 1-3, see Multimedia Appendices 1-3 for the full
Tables 1-3). Inthe 5 ethnographic studiesincluded, theaim was

https://www.jmir.org/2019/5/€11925/
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to identify interactions between the staff and gesture-based
COTS systems in interventional radiology departments or in
the operating room[19,59,65,78,114]. In 4 studies, theaim was
to compare the performance of MK with that of a mouse
[5,79,80,96]; in 1 study, it was to compare the performance of
the LM C with that of a mouse [81]; and in 4 studies, it was to
compare different COTS devices[52,58,77,113]. In 10 studies,
the aim was to evaluate face validity [97,120], content validity
[97], construct validity [66,110,111,120,121,126,127,132], or
concurrent validity of the devices[66,71,121,126]. A total of 7

JMed Internet Res 2019 | vol. 21 | iss. 5 | 11925 | p. 16
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH

studiesinvolved experiments[19,26,113,115,122,123,131] and
there was 1 patent application for an LMC-based application
[124] and 1interrater reliability study [72]. In addition, 1 study
was a quasi-experimental prospective, blinded study with
test-retest reliability [121]. Only 2 randomized controlled trials
were identified [80,98], and when atool for assessing risk of
biasin randomized trials[133] was applied to them, it wasfound
to below in both.

Intotal, 25 out of 86 (29%) articlesfailed to describe the metric
used, whereas 23 out of 86 (27%) used time as the main one.
Given the varied nature of the design of the studies, the
remaining 38 articles described multiple metrics such as
performance rates, percentage of gesture recognition, accuracy
of gesture recognition and/or speed of transmission thereof,
measures of volume or distance, and questionnaires or
interviews. Similarly, the sample types and numbers were very
dissimilar: 17.4% of the articles did not describe the sample
type, and the remainder stated that the samples comprised
medical or veterinary students or specialists in several
radiological or surgical specialties (Table 4).

Interventions

The most common intervention (42 studies) was image
manipulation in general radiology, ultrasound imaging,
interventional radiology, angiography, computed tomography,
magnetic resonance imaging, and real-time elastography (inthe
operating room, in the operative dentistry setting, or in the
interventional radiology suites;, Tables 1-3; see Multimedia
Appendices 1-3 for the full Tables 1-3). Table 5 shows other
uses identified for gesture-based COTS devices in surgical
environments.

Use of Commercial Off-The-Shelf Devices as
Simulation Toolsfor Motor Skills Teaching in
Minimally I nvasive Surgery

In the field of skillslearning in MIS, in 2013, Pérez et al first
described the tracking of laparoscopic instruments using
webcams, with encouraging results [122]. From 2016, severa
authors proposed the interesting possibility of using COTS
devices for tracking laparoscopic instruments. Such devices
include both the LMC [108,121,123,124] and MK [125]. In
2017, a portable low-cost simulator using the LMC [120] for
basic motor skills learning in MIS was described, and so too
were asimulator for endoscopic third ventricul ostomy learning
[66] and a head-mounted display system using Oculus Rift and
the LMC to guide neuroendoscopic surgery by manipulating
3D images [70]. Others used the approach of tracking hand
movements during MIS training [109,126]. Only 1 study
explored the use of the LM C to assess surgical dexterity intying
surgical knotsin open surgery [127].

Furthermore, 1 study compared 3 natural user interfaces (MK,
the LMC, and the Myo armband) in combination with voice
control to perform 2 hepatectomiesand 2 partial nephrectomies
on an experimental porcine model [52]; similar to the studies
by Wright [66] and Xu [70], this study used 3D reconstructions
of preoperative images of the patient, which were manipulated
by gestures during surgery. However, the application of gesture
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control technology in these cases is not for training purposes
but for surgical assistance and planification.

Discussion

Principal Findings

Using commercial devicesto detect manual gesturesin surgery
is a very topical issue, given the need to manipulate medical
images and for real-time 3D reconstructions during procedures
without breaking asepsis and antisepsis protocols. Early studies
published on this possibility used COTS systemswith webcams,
Complementary M etal-Oxide-Semiconductor-sensor cameras,
and commercial digital cameras[26,27,53,82]. These pioneering
studies showed that contactless interaction with images and
medical information in environments such as operating rooms
was possible using low-cost devices.

In this systematic review, MK and the LMC were identified as
the most widely used COTS systems. MK was rated as a useful
tool for the manipulation of medical datain sterile environments,
with apositive rate of acceptance in 85% (39/46) of the studies
onit. TheLMC had apositive rate of acceptancein 83% (29/35)
of the studies on it. The Myo armband was used to manipulate
interventional neuroradiology images [58]. In addition, in a
comparative study of the Myo armband, MK, and the LMC,
they were used to manipulate images while hepatectomies and
partial nephrectomieswere being performed on an animal model
[52]. In both cases, the device was rated highly. The main
positive characteristics identified for the devices were the
following: there was no need for contact; they were low-cost
and portable; there was no need for calibration at the time of
use;, the gesture learning curve was easy; and the gesture
recognition rates were high.

Perfor mance of Individual Devices

MK [30] and the LMC [14,81,87,134,135] both use infrared
cameras. The MK system isbased on the time-of-flight principle
[61], whereasthe LMC isbased on a sensor for infrared optical
tracking with stereo vision accuracy. The MK depth sensor
works at a distance between 0.8 m and 3.5 m, and the interface
tracks the skeleton of the system operator. The wide range of
distances at which the device recognizes gestures presents
problems when using it in close interaction. The LMC detects
the positions of fine objects such as finger tips or pen tipsin a
Cartesian plane. Its interaction zone is an inverted cone of
approximately 0.23 m? and the motion detection range fluctuates
between 20 mm and 600 mm [91,129]. The manufacturer reports
an accuracy of 0.01 mm for fingertip detection, although 1 study
showed an accuracy of 0.7 mm, which is considered superior
to that achieved using MK [134,136]. The dimensions of the
MK device are 280 mm (width), 71 mm (depth), and 66 mm
(height) and itsweight is 556 g, whereas those of the LMC are
76 mm (width), 30 mm (depth), and 13 mm (height) and its
weight is45 g.

Only 5 of the 46 (11%) studies that evaluated MK identified
disadvantages relating to a longer latency time, difficulty in
recreating an image when compared with akeyboard or mouse
[5], limited gesture recognition, interference between the
movements of different people in smal environments

JMed Internet Res 2019 | vol. 21 | iss. 5 | €11925 | p. 17
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JOURNAL OF MEDICAL INTERNET RESEARCH

[85,89,130], and the users preference for a mouse in a
comparative study [96]. Various studies have highlighted the
inaccuracy of MK in detecting finger movements|[5,17,85,137],
and the system also requires the use of large format screens
[14,24,54,85,90]. The system was taken off the market in
October 2017.

With regard to the LMC, once the 6 studies on robotics had
been discarded, 4 articles were identified that presented
limitations derived from using the device (18%). These studies
noted alterations in performance when there was dirt on the
surface of the device, aswell as the limited number of gestures
recogni zed owing to the occlusion phenomenon [87], alterations
caused by ambient lighting [129], fatigue in some users [90],
and alack of studiesvalidating the device for medical use[77].

The Myo armband waslaunched in 2013. Thiswearablewireless
deviceis able to record electromyography via 8 stainless steel
dry surface electrodes. It has a 9-axisinertial measurement unit
sensor, haptic feedback, and Bluetooth communication
capability. The main disadvantage is its limited sampling
frequency of 200 Hz [138-140]. In total, 2 studies on the Myo
armband were identified. The first concluded that the
combination of the Myo armband and voice commands provided
the most intuitive and accurate natural user interface[141]. The
second compared the Myo armband and LMC with traditional
image mani pul ation methods in surgery and concluded that the
new input modalities had the potential to become more efficient
[58].

Commercial Off-The-Shelf Devicesin Robotic Surgery

Studies on the application of gesture-based COTS devices in
robot-assisted surgery failed to demonstrate usefulness, owing
to either the high cost of the robotic arm when using commercial
camerasin surgical instrumentation [115] or, in the case of the
LMC, the need for a more robust Application Programming
Interface [116,117] and the lack of sufficient accuracy and
robustness for manipulating a medical robot [113]. However,
an ethnographic study found that MK was useful for workflow
monitoring and for avoiding collisions between medical robots
and operating room staff [114]. A simulation study of endonasal
pituitary surgery comparing the LMC with the Phantom Omni
showed that surgeons achieved a very similar percentage of
tumor mass resection and procedure duration using the LMC
to control the robot [118]. Another study found that the robotic
tools could be controlled by gestures for training purposes but
that the level of control had yet to reach that of a contact-based
robotic controller [119].

Commercial Off-The-Shelf Devicesin Training and
Simulation

Studies on the use of COTS devicesfor gesture-based interfaces
using the hand in the field of education in surgery refer to the
use of virtual reality and augmented reality for teaching anatomy
or for living theimmersive experience within avirtual operating
room. A total of 3 studies explored the possibility of using MK
as atool for skills learning in bronchoscopy and col onoscopy
by means of simulation [110-112].

Various authors explored the possibility of hand tracking
[109,126] or instrument tracking [108,121-125] using COTS
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devices to assess performance in MIS training. From these 2
approaches, Lahanas [120] eventually presented a portable
low-cost model of a virtual reality ssmulator for basic motor
skillslearningin MIS, which was based onthe LM C and capable
of tracking instruments. The author also presented face and
contrast validity studies. The original forcepstracking problems
noted by the author were probably because of the fact that they
were black. Problems caused by this color were also described
in the study by Oropesa. Thisissue had already been raised by
our group [108].

In the field of simulation for robotic surgery learning, the first
studies published [113,115-117] found that the interfaces did
not alow robots to be manipulated by gestures. However, the
most recent publications[118,119] have suggested that the LM C
could be alow-cost solution for creating control interfaces for
surgical robots for the purposes of performing operations or
training by means of simulation.

Ethnographic Studies

Ethnographic studies [59,65,78,83,114] deserve a separate
mention as they transcend proofs-of-concept and user and
prototype testing and approach gesture-based touchless
interaction from a holistic viewpoint that includes the social
practices of surgery, aswell astheway in which medical images
and manipul ation devices are embedded and made meaningful
within the collaborative practices of the surgery [10].

Requirementsfor the Future

Therewas found to be a shortage of objective validation studies
(facevalidity: 1 study; concurrent validity: 3 studies; construct
validity: 3 studies; discriminant validity: none; and predictive
validity: none) of the different applications developed and
presented as prototypes or proofs-of-concept for use in the
clinica or teaching field. In teaching, the field of hand
gesture—based interfaces should prioritize thefollowing research
objectives: first, to transcend studies on technical feasibility
and individual hand gesture-based interaction with medical
images so as to tackle the issue systematicaly within a
framework of collaborative discussion, as happens in read
surgical environments; and second, to conduct experimental
studies in simulated surgical environments that allow hand
gesturesto bevalidated asauseful tool for touchlessinteraction
in real operating rooms. To that end, the language of hand
gestures for medical use would have to be standardized, so that
the surgeons’ cognitiveload can be reduced. Inturn, algorithms
should be devel oped to alow differentiation between intentional
and unintentional gestures (spotting) in the small spaces of the
operating room. Finally, the problem of temporal segmentation
ambiguity (how to define the gesture start and end points) and
that of gpatial-temporal variability (gestures can vary
significantly from oneindividual to another) must be resolved.

From the range of evidence found, it is possible to infer that,
with regard to the use of COTS devices, there is a very
interesting field of study for the development and objective
validation (contrast, concurrent, discriminant, and predictive
validities) of portable low-cost virtua reality simulators for
motor skills learning in MIS and robotic surgery. Such
simulators will enable surgeons to do presurgical warm-ups
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anywhere at any time based on 3D reconstructions of specific
patients images [52,66,70,108]. Thus, surgeonswill be ableto
practice the surgery the night before they are due to perform it
from the comfort of their own homes.

Despite the fact that MK was taken off the market in 2017 and
that the LMC software only allows tool tracking up to V2
Tracking, the use of interaction with gesture-based virtua
environmentsin thefield of smulation identified in thisreview
will enable new COTS devices (ie, the Myo armband) to be
explored for skillslearning in MIS and robotic surgery.

Limitations

A number of potential methodological limitations in our
systematic review should be discussed. First, our inclusion
criteriawere limited to English-language publications. Second,
although we used the most commonly used search engines in
the health field (PubMed, EMBA SE, ScienceDirect, Espacenet,
OpenGrey, and IEEE) and complemented that by using the
snowballing techniqueto identify relevant articlesin theresults
generated by our search, we may have missed a few articles
related to our research question. Finally, there may have been
some potential for subjectivity in analyzing the findings,
although 2 authors carefully reviewed each study independently
and then discussed the results while double-checking each
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process and subsequently resolved any discrepancies through
discussions with the third author whenever necessary.

Conclusions

As most of the articles identified in this systematic review are
proof-of-concept or prototype user testing and feasibility testing
studies, we can conclude that the field is still in the exploratory
phase in areas requiring touchless manipulation within
environments and settings that must adhere to asepsis and
antisepsis protocols, such as angiography suites and operating
rooms.

Without doubt, COTS devices applied to hand and instrument
gesture-based interfaces in the field of ssimulation for skills
learning and training in MIS could open up a promising field
to achieve ubiquitous training and presurgical warm-up.

The withdrawal of MK from the market and suspension of the
instrument tracking function in thelatest LM C softwareversions
congtitute threats to the new developments identified in this
review. Nevertheless, gesture-based interaction devices are
clearly useful for manipulating images in interventional
radiology environments or the operating room and for the
development of virtual reality simulators for skills training in
MIS and robotic surgery.
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