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A Human(e) Factor in Clinical Decision Support Systems

Abstract

The overwhelming amount, production speed, multidimensionality, and potential value of data currently available—often simplified and referred to as big data—exceed the limits of understanding of the human brain. At the same time, developments in data analytics and computational power provide the opportunity to obtain new insights and transfer data-provided added value to clinical practice in real time. What is the role of the health care professional in collaboration with the data scientist in the changing landscape of modern care? We discuss how health care professionals should provide expert knowledge in each of the stages of clinical decision support design: data level, algorithm level, and decision support level. Including various ethical considerations, we advocate for health care professionals to responsibly initiate and guide interprofessional teams, including patients, and embrace novel analytic technologies to translate big data into patient benefit driven by human(e) values.

KEYWORDS
clinical decision support; big data; artificial intelligence; machine learning; deep learning; precision medicine; expert systems; data science; health care providers

Introduction

Although medical data collection and interpretation used to be the domain of health care professionals, the broad availability of health data in unprecedented amounts has significantly and irrevocably changed the landscape of modern care. Even patients now start to collect their own health data using, for instance, smart watches or apps, which may become an important source of health data in the future.

The craft of translating information into the right diagnosis and corresponding treatment is daily routine for health care professionals. It entails collecting the relevant data for each individual patient, integrating this information with pre-existing knowledge, drawing a conclusion, and initiating appropriate treatment in dialogue with the patient. A significant portion of medical training is dedicated to learning how to distinguish relevant from irrelevant information to ultimately make the best decision possible. Yet, the overwhelming amount, production speed, multidimensionality, and potential value of data currently available (often simplified and referred to as big data) exceed the limits of understanding of the human brain.

Conversely, developments in data analytics and computational power provide the opportunity to obtain new insights and transfer data-provided added value to clinical practice in real time. Such systems are called clinical decision support (CDS) and can broadly be defined as “information systems designed to aid in the clinical decision-making process, by integrating different sources of health information such as Electronic Health Records, laboratory test results, etc” [1]. CDS systems come in many forms and functions, but all share the aim of generating clinically relevant outcomes based on input data. A decision-making process is facilitated by these systems, providing real-time recommendations based on the current data available.
can be supported by a rule or a model as simple as an if-then rule (eg, built-in reference values for laboratory measurements) or a complex prediction model (eg, artificial intelligence [AI] pointing radiologists to possible incidental findings). The corresponding output of a CDS system varies from showing the generated prediction as input for a clinical decision (eg, automatically generated early warning scores) to acting upon the decision without human interference (eg, an implantable cardioverter defibrillator).

Recent reports on CDS systems in radiology and pathology are promising. Computers can, for example, support radiologists in interpreting mammograms or help pathologists in the classification of brain tumors [2,3]. Google recently also received the Food and Drug Administration’s approval for the introduction of a diabetic retinopathy algorithm based on retinal imaging [4]. Moreover, development of complex algorithms now starts to transcend beyond imaging specialties [5].

If the computer seems to know better anyhow, should we fully abolish medical curricula and focus on data scientists who develop CDS systems, with lay people gathering the information required for them, entitling the computer to do the interpretation instead? Probably not. There are at least two human beings present when a medical decision is made: a patient and a health care professional. Recently, the role of the patient as a disease experience expert [6] and his or her role in shared decision making have come into awareness. Here, we focus on the role of health care professionals and their expert knowledge. Throughout this paper, we will briefly touch upon various ethical issues. However, we strongly feel ethical considerations pertaining to algorithmic decision making deserve a discussion of their own, and kindly refer the reader to a recent overview on this topic [7]. In this paper, we show that a well-designed CDS system needs expert knowledge of health care professionals in all 3 phases of development: data, algorithm, and decision support (Table 1). Moreover, in the era of CDS, we advocate for health care professionals to responsibly initiate and guide interprofessional teams, including patients, and embrace novel analytic technologies to translate big data into patient benefit driven by human(e) values.

**Table 1.** This table shows the 3 levels in the building process of a clinical decision support system and some examples of where clinical expert knowledge of health care professionals plays a role in each of these levels.

<table>
<thead>
<tr>
<th>Level and example of issue</th>
<th>Example of expert knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data level</strong></td>
<td></td>
</tr>
<tr>
<td>Laboratory thresholds</td>
<td>Hemoglobin reference range to diagnose anemia</td>
</tr>
<tr>
<td>Derived measurements&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Body mass index</td>
</tr>
<tr>
<td>Diagnostic codes</td>
<td>Grouping of related diagnoses in a study population</td>
</tr>
<tr>
<td>Jargon</td>
<td>Same abbreviations having different meanings</td>
</tr>
<tr>
<td>Temporality</td>
<td>Glucose values are highly dependent on the time of day (eg, pre- or postprandial)</td>
</tr>
<tr>
<td><strong>Algorithm level</strong></td>
<td></td>
</tr>
<tr>
<td>Methodological choices</td>
<td>How to handle missing data (eg, missing not at random)</td>
</tr>
<tr>
<td>Feature engineering&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Constructing relevant derived variables from raw data (eg, torsades de pointes, Wolff-Parkinson-White syndrome)</td>
</tr>
<tr>
<td>Artifacts</td>
<td>For example, oxygen saturation of zero caused by a slipping pulse oximeter, switched leads in an electrocardiogram</td>
</tr>
<tr>
<td><strong>Decision support level</strong></td>
<td></td>
</tr>
<tr>
<td>Interpretation of model output</td>
<td>Risk probability of 0.75 requires a warning (amber light) in a CDS&lt;sup&gt;b&lt;/sup&gt; system</td>
</tr>
<tr>
<td>Degree of autonomy</td>
<td>Tuning of implantable cardioverter defibrillator</td>
</tr>
<tr>
<td>Knowledge on usefulness</td>
<td>Weighing a CDS system’s advice to treat while considering quality of life versus treatment burden in elderly cancer patients in a shared decision-making context</td>
</tr>
</tbody>
</table>

<sup>a</sup>Derived measurements may occur at the data level but also at the algorithm level; the former being undesirable because any manipulation at the data level may result in a loss of information.

<sup>b</sup>CDS: clinical decision support.
Table 2. Table comparing different types of clinical data on some points important to clinical decision support systems.

<table>
<thead>
<tr>
<th>Clinical decision support issues</th>
<th>Electronic health record free-text/unstructured data (eg, clinical notes)</th>
<th>Registry/trial data (eg, case record forms case record forms and questionnaires)</th>
<th>Structured data/electronic health record (eg, lab values and smoking status)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context completeness</td>
<td>Excellent: contextual information can be included.</td>
<td>Poor: context is essentially absent as a priori interpretation is an integral part of recording data in case record forms.</td>
<td>Depends on implementation. Context may be lost because of predetermined categorization.</td>
</tr>
<tr>
<td>Machine readability</td>
<td>Poor: information is mostly useful for case-specific usage by humans. May require text mining/text retrieval to convert to a machine-readable format.</td>
<td>Good: data are uniformly formatted and can be parsed by computers.</td>
<td>Excellent: data can be parsed or directly used by computers.</td>
</tr>
<tr>
<td>Translatability (between institutions)</td>
<td>Poor: free text contains jargon-specific, ambiguous abbreviations (eg, PCI: percutaneous coronary intervention/prophylactic cranial irradiation).</td>
<td>Excellent: trial data are usually collected using a standardized protocol, allowing for interoperability between institutions.</td>
<td>Good: lab values can be converted using reference values. Structured data, such as smoking and hypertensive status, can be reformatted for interoperability.</td>
</tr>
<tr>
<td>Noise resistance</td>
<td>Very poor: These type of data are very sensitive to interobserver noise (eg, personal abbreviations, spelling mistakes, and personal focus in recording certain types of information).</td>
<td>Excellent: data are recorded in a standardized way, designed to prevent noise.</td>
<td>Good: data are often machine-derived or recorded in a standardized way. However, bias because of differences in information-recording habits among health care professionals may arise.</td>
</tr>
<tr>
<td>Availability for reuse/general applicability</td>
<td>Excellent: these type of data are readily available, contain a lot of context (see Context completeness), and can thus be repurposed for a variety of applications.</td>
<td>Limited: trials are designed and conducted for one specific research question.</td>
<td>Excellent: these type of data are readily available and can thus be used for a plethora of purposes.</td>
</tr>
<tr>
<td>Design flexibility</td>
<td>Excellent: study design can be revisited if unanticipated bias effects arise. In this sense, bias could be corrected by altering the data selection.</td>
<td>Poor: study design is hit-or-miss. Bias cannot be corrected after the data recording process.</td>
<td>Excellent: study design can be revisited if unanticipated bias effects arise. In this sense, bias could be corrected by altering the data selection.</td>
</tr>
</tbody>
</table>

Data

Developing a CDS system starts with data. Data come in many forms and sets (Table 2). Structured data such as numeric data (eg, laboratory measurements and blood pressure) or categorical data (eg, hypertension yes/no or educational level) are easiest to work with in a model. This is the first point at which expert knowledge of health care professionals may enter CDS development process. However, a substantial part of day-to-day clinical decisions is based on unstructured free-text entries, encompassing, for example, patient history and physical examination observations by doctors or regular notes from nurses. Although discouraged in modern electronic health record (EHR) systems, unstructured free-text clinical notes still provide irreplaceable information and context to health care professionals. Using free text introduces a number of challenges. Aside from the obvious ones, such as writing style and typos, medical text is incredibly site specific and can be highly biased. This phenomenon ranges from language- and country-specific abbreviations to jargon differences between 2 wards within the same hospital (eg, AF for atrial flutter and amniotic fluid or MS for mitral stenosis and multiple sclerosis). This is an understandable effect of rapid communication between health care professionals or of health care professionals taking personal notes to capture their train of thought. However, this leads to a given phrase, term, acronym, or abbreviation being context specific and having different meanings in different situations.

Free-text interpretation, therefore, heavily depends on contextual expert knowledge.

Data Sources

Widely used datasets for CDS systems include clinical trials and medical registries. Data collected within trials are of importance for a predefined research question. They are usually of high quality, may be stored in great detail, and are often richly annotated with expert knowledge (diagnostic codes and predetermined disease severity classifications). Medical registries are developed for quality control and research purposes. They are used to record a predefined limited number of variables for a specific group of patients, often focusing on particular conditions and diagnoses. Careful maintenance of research databases and registries allows for the collection of data from patients in a clean and systematic way according to protocol, preventing missingness and loss to follow-up as much as possible. However, because of their restrictive nature, research datasets and medical registries discard valuable contextual information, such as free-text notes, about included patients. Therefore, they show a limited, predefined scope of the patient’s condition. Furthermore, women and minorities are underrepresented in research datasets, and patients who are included can suffer from the Hawthorne effect (ie, altered behavior because of the fact that one is a study subject) [8]. The concept of research datasets and medical registries does not allow for flexibility in study design; the decision on what
information to collect (and in what way) is single and final. Moreover, information beyond the scope cannot be added without considerable effort at a later moment (if anonymization or informed consent regulations do not prevent this at all).

Due to this rather artificial way of collecting data as compared with clinical care, research databases and registries are unsuited for the creation of broadly applicable CDS systems using increasingly complex models. Moreover, CDS systems preferably apply information that is already available to the care provider to aid in the clinical process without impeding it by requiring the collection of various additional data. Data from EHRs contain real-world data from clinical practice. EHR-based datasets are, therefore, more suitable for CDS system development. At the same time, EHR systems were designed as a virtual patient chart and not necessarily for reuse of the data they capture. As such, turning them into valuable EHR-based datasets takes careful and skilled data processing. For example, EHR data require more data cleaning (eg, how to handle not at random missing data—also a prime example of where clinical expert knowledge plays a vital role), careful assessment of informed presence bias (ie, acknowledgment of the bias introduced by the medical process), and decisions are to be made about how certain variables are derived from often unstructured data such as free text in EHR systems or clinical notes (eg, define diabetes mellitus and define hypertension) [9]. As only health care professionals themselves know about these inherent biases of working in an EHR, expert knowledge is indispensable. Table 2 compares different types of clinical data on a number of points important to CDS development. The Utrecht Patient Oriented Database in the University Medical Center Utrecht, the Netherlands, is an example of a routinely updated EHR-based database, containing data from multiple hospital sources of about 2.3 million patients (Multimedia Appendix 1. [10]). Utrecht Patient Oriented Database is curated by clinicians who use their expert knowledge in the design of the database to counter the known biases that are inherent to EHR data. Furthermore, they assist their clinical colleagues in transforming relevant data into meaningful variables to answer clinically relevant research questions and to develop CDS systems.

Data Preprocessing

Before the data can be used to build a model, they need to be preprocessed. Preprocessing steps define variables from raw data that a model can use. During preprocessing steps, the expert knowledge of health care professionals is important to derive meaningful variables and values from the data. For example, disease activity variables need to be constructed because research guidelines and accompanying questionnaires are not regularly applied in clinical care. Furthermore, health care professionals may direct data scientists away from composite endpoints (eg, a patient has a 50% increased risk of pneumonia, pulmonary embolism, or chronic obstructive pulmonary disease) as they are less useful for CDS than specific endpoints that require specific actions (eg, a 50% increased risk of pneumococcal pneumonia). Moreover, the extraction of features from the data, such as differences in laboratory values over time, requires expert knowledge to determine appropriate time windows. Although the accuracy of algorithms generally increases if missing values and outliers are removed, the absence of data can carry value that only a health care professional is able to acknowledge, and the same holds true for outliers.

Algorithm

After the selection of the right data to develop the CDS system, the next phase is to develop a model (ie, the recipe that describes the relationship between variables and outcome in the data) by using an algorithm (a predetermined computational method to derive such a recipe from the data). Depending on the complexity of the modeling task, model development usually contains a phase of model training and phase of model validation. In the training phase, a model that best fits the data (ie, makes the best predictions on the training data) is developed, and in the validation phase, tests are carried out to check whether the model is correct (ie, generalizes to the population). What constitutes a good prediction is dependent on the (clinical) research question (ie, identify all positive diagnoses at any cost or find a trade-off between cost and efficacy). It is common practice to test the model on a new dataset in the validation phase. This can be a previously unseen part of the total dataset or an entirely new dataset. Although modeling and algorithm development are not the natural habitat for most health care professionals, their knowledge and input are invaluable in this phase.

Simple Models

In simple models, the input of expert knowledge of health care professionals is well established. As mentioned before, the simplest form of decision models is if-then rules. Examples of such models include laboratory reference values based on statistical distributions of patient measurements (eg, if fasting glucose >11 mmol/L, then the patient probably has diabetes mellitus), medical risk scores (eg, if Glasgow Coma Scale is lower than 9, then consider intubating the patient), rule-based warnings for medication (eg, if the patient has impaired kidney function, then do not allow prescription for metformin), and alarms on the intensive care when vital sign thresholds are violated (eg, sound an alarm if saturation levels drop below 95%) [11]. When building these simple models into CDS systems, the thresholds and reference values need to be provided by health care professionals.

Complex Models

These traditional models and clinical scores are generally straightforward (Apgar score and Glasgow coma scale) to make them easily actionable, even in stressful situations. The beauty of their simplicity has ensured their broad application, but their sensitivity and specificity are unavoidably limited and usually include a substantial gray area. Moreover, most current models are based on regression or correlation measures that are less able to capture complex relationships in the data. The availability of machine learning offers novel approaches for developing medical models and risk scores. Machine learning refers to a group of statistical techniques that can be used to discern even complex patterns or regularities in data. They do so through an iterative process (in other words, the patterns are learned, hence machine learning) and produce a prediction model based on the learned patterns, which can then be
incorporated in clinical support tools. [12,13]. In this complex type of modeling, input of expert knowledge from health care professionals may seem less obvious. However, model development is not a neutral process and even the values of health care professionals may be of additional benefit [7].

Machine learning algorithms can be roughly divided into 2 classes: (1) supervised learning algorithms that make use of prior (expert) knowledge about outcomes to guide the process and (2) unsupervised learning algorithms that aim to discover data patterns irrespective of model outcome.

Input data for supervised learning algorithms need to be labeled and selected manually (eg, positive/negative diagnosis, benign/malign, and concentration of inflammatory marker X) before modeling, and these data then constitute the outcome variable to predict for new cases. In other words, supervised learning systems rely heavily on expert knowledge [12,14]. Supervision is not only needed for the prelabeling of cases and noncases but also for statistical and methodological choices. Such choices include, for example, the choice of which algorithm to use and whether to normalize/standardize the data, and more algorithm-specific choices, such as the number of layers and nodes in a neural network or number of splits in a decision tree. Making appropriate choices on these aspects requires input from data scientists and medical scientists alike and will significantly affect the validity of the model. When the input variables in supervised models are selected by health care professionals and are based on prior knowledge and scientific evidence, supervised machine learning models may provide a safe ground for decision tools.

Unsupervised learning algorithms aim to uncover regularities in data without being guided by a prelabeling of the data (ie, clustering algorithms). The scope of this technique is often to discover novel subgroups within data and populations [12,14]. This approach is useful when information on the characteristics needed to discriminate between patients and controls is not yet available, or when one aims to find starting points for more fundamental scientific research. Therefore, this approach is usually used to find novel patterns in the data instead of making predictions and is thus generally more exploratory in nature. An advantage is, thus, that it allows for hypothesis-free or agnostic detection of patterns even when expert knowledge on the difference between subgroups is missing. Nevertheless, unsupervised systems can still profit from expert knowledge in the modeling process, as for example, clustering algorithms often require the user to preset the desired number of clusters, a decision that may be based on evidence of a known pattern in the population of interest.

A group of supervised and unsupervised techniques that is currently the state-of-the-art in machine learning is called deep learning. These techniques often involve artificial neural networks and attempt to learn increasingly deep representations of associations in the data. Deep neural networks (deep nets) are capable of automatically determining how to represent the input data in the best way for the question at hand. Theoretically, deep nets do not even require manual data preparation. In essence, the only requirements are to standardize numeric data and to encode categorical data into a numerical format interpretable by the algorithm. Deep learning is often used to recognize patterns in complex datasets that can subsequently be used by (supervised) machine learning models, for example, using clusters of a disease as outcome variables. In some experiments, deep learning methods have been shown to have superior prediction accuracy compared with other methods [15]. With EHRs as input, deep learning can improve prediction performance in modeling tasks that can be used for CDS [16]. Deep nets have, for example, already been proven useful in the computer-aided assessment and interpretation of medical images [4]. However, the rule of thumb garbage in is garbage out also applies when it comes to deep learning. If death is included in a model to predict readmission, it will probably come up as the most predictive variable, yet this might not be the actionable insight a health care professional is looking for. Guidance of health care professionals is needed when applying machine learning in the medical field.

**Modeling Characteristics**

Although all models remain specific for a given question (eg, what decision to support), building a CDS system is not a static process. It often includes rounds of major and minor changes of variables included and algorithmic fine-tuning. Moreover, some algorithms are never really finished. These algorithms are called self-learning and are designed to incorporate newly acquired data over time into their modeling processes. One of the reasons one may want to adapt an algorithm is spurious associations. Agnostic analyses that do not incorporate current understanding are prone to implement clinically irrelevant or even false associations with potentially deleterious consequences [17]. Outcomes of CDS models, therefore, need critical appraisal from experts regularly [17,18].

As health care professionals are responsible for the decisions they make, they highly value transparency of a model’s decision process and its development [19]. Whether or not the respective variables are shared with the health care professionals can be up for debate, as sharing of certain variables may lead to undesirable side effects. For example, an algorithm that states that a certain keyword in a patient history carries value as a warning, one may not want the health care professional to know this keyword to prevent it from being stated just to indicate a warning. A CDS system can be transparent to a greater or lesser extent. A CDS system that contains an algorithm that is too complex to comprehend can result in a so-called black box situation, where it is difficult or even impossible for a human brain to understand how the prediction model works. This renders validation of these black box algorithms extremely important. Unfortunately, there is a trade-off between attainable model complexity and model interpretability [20]. The opportunities that more complex models may provide should not be underestimated. To fully benefit from complex data and incorporate it into clinical practice, health care professionals may need to accept that the ultimate goal of thoroughly clinically validated predictive models in CDS systems may not be to be fully and completely interpretable or transparent but rather to be useful to a clinical purpose and influence patient outcomes. The process of model development, including choices that are made based on expert knowledge of both health care professional and data scientist, should always be as transparent...
as possible for all parties involved. Transparency of the development process may ultimately be critical for acceptance of CDS systems in clinical practice.

Moreover, depending on the complexity of the algorithm, internal (ie, on the same data) and external (ie, on other data) validation steps are vital before patients are exposed to the output. To what extent CDS systems need to be assessed as medical devices, according to their intended use, is still up for debate [21,22]. If then CDS systems and CDS systems written to combine data into a visually attractive interface may be excluded from extensive clinical research but still need quality checks, regular revisiting of the algorithm, and piloting in clinical practice to ensure the right information is displayed for the right patient (does the algorithm take the most recent value from the table and did column names change). Furthermore, scientific evidence on validity and added value of the CDS system likely increases its use by health care professionals. Fortunately, such research is currently gaining traction in the medical community [23].

**Decision Support**

Implementation and use of a CDS system consist of multiple steps, including presenting the algorithm output in a specific way, interpretation by the health care professional, and eventually, the medical decision that is made. A CDS system is not a bare model producing just an output (eg, 65%). Almost always, it contains some level of interpretation. For example, laboratory measurements are often displayed in black, red, or blue to indicate whether they fall within or are higher/lower than a reference range. Risk percentages may be accompanied by a traffic light coloring scheme, indicating risk compared with a standard disease course. These manners of presentation (eg, how to report variables and what kind of user interface) are probably the most intuitive way to integrate the expert knowledge of a health care professional. Indeed, health care professionals and patients are often included in the user experience or user interface design phases to discuss implementation. However, this is frequently perceived too late in the CDS development process, and therefore, may yield an opposite effect.

Furthermore, model results have to be interpreted in a specific medical context before the CDS system can provide the actual tailored CDS and lead to action. This step is usually supervised by health care professionals. For instance, a cardiologist will double check the automated interpretation of the electrocardiogram (ECG) machine, and it is very likely that an eye specialist will supervise Google’s new diabetic retinopathy algorithm before any treatment is started [4]. Supervision of interpretation does not necessarily need a thorough understanding of the algorithm itself. Rather, it is the human intervention of integrating the contextual knowledge of the health care professional and, even more importantly, the patient’s wishes, before acting upon the algorithm’s output.

Most CDS systems do not (yet) act autonomously, so they need the attention of a health care professional to be effective. The highly technologically supported intensive care units provide ample evidence that getting the attention of a health care professional can be a challenge, as too many alarms can lead to alarm fatigue. Tweaking alert settings on an individual patient basis to make them meaningful as opposed to being perceived as a nuisance has been shown to improve compliance in critical care [11]. Incorporation of the multitude of emerging CDS systems into clinical practice needs streamlining and thorough knowledge of the medical process. Health care professionals should take initiative to lead interprofessional teams, deciding how and when to report CDS.

Unfortunately, systematic scientific evidence outlining what requirements a useful CDS system should meet is missing [24] and has been replaced by more or less anecdotic or empirical recommendations for many years. The Ten Commandments of Clinical Decision Support [25] lists factors as speed, anticipation of information need, integration into the workflow, or general ease-of-use type of advice in alerts. Moreover, negative advice, for example, an advice not to perform or order a particular test, is rarely accepted when no alternative is suggested, and the method of alert presentation has been found to be crucial to alert compliance [26].

Although such experience-based recommendations remain useful, the most important evidence for the usefulness of a CDS system that will influence acceptance by health care professionals will be its ability to influence clinical outcomes. Unfortunately, the evidence for CDS systems’ frequently purported advantages over old-fashioned clinical decision in improving clinical outcome, workload, and economic cost is scarce. However, CDS systems have been shown to improve health care processes and are the best way to decrease unnecessary clinical testing [27].

Acceptation of CDS by health care professionals depends on the degree to which they feel autonomous in their decision making. Rather than choosing colors for a user interface, being part of the development process, identifying the appropriate data, discussing model design, and validation may help health care professionals to feel in control in the midst of forces that are transforming daily clinical practice. A supportive organization with inspiring leadership encouraging involvement of health care professionals in the development of CDS systems stimulates this transformation.

**Discussion**

With the rise of machine learning, and especially deep learning in CDS systems, it is perhaps tempting to let IT and data experts build CDS systems, redirecting health care professionals to merely gathering data. However, we have shown that human(e) health care professionals are still of paramount importance, as all phases of development and use of a CDS system requires the extensive expert knowledge of health care professionals. Health care professionals should not just be involved in implementing the CDS system into clinical practice but should be part of an interprofessional CDS development team from the start, initiating and guiding development through clinical demand and expert knowledge. They bring in the clinical decision they want the CDS system to support and help to understand the context in which variables are collected during routine care. Their interpretation is vital in extracting relevant variables from raw data and in avoiding the implementation of...
spurious associations in CDS systems. Moreover, as health care professionals want the best for their patients, they may even develop a sense of moral obligation to embrace strategies that unravel data complexities beyond their comprehension, as relying on methods that do not use the data to their full potential leads to potentially unused value for their patients. At the same time, both data scientists and health care professionals should be alert to cognitive biases provided by pre-existing expert knowledge. Indeed, interprofessional CDS development teams should be as inclusive as possible, as the values and preferences of the people involved influence the underlying model [28].

The hallmark of biology, variability, is complex to capture in a static algorithm, and a medical decision is not based on objective single data points but on subjective, context-sensitive longitudinal observations made by health care professionals during patient contact. This has consequences for the acceptance of autonomous CDS systems. Single measurements are not likely to lead to an acceptable autonomous action by a CDS system except for when doing nothing is likely to cause more harm (eg, an automated defibrillator that decides whether electric cardioversion is indicated based on ECG input and applies the appropriate therapy itself). Other accepted autonomous CDS systems, such as pacemakers or insulin pumps, gather continuous data, and thereby, learn and improve their efficacy for the individual patient. As longitudinal data collected by sensors inside and outside the hospital are becoming more ubiquitous, the value and applicability of accepted autonomous CDS systems enriched with these data are likely to improve. Still, the decision to implement a pacemaker and monitoring and tweaking its action and settings during follow-up are a doctor’s job, including contextual expert knowledge and the patient’s own preferences into the CDS system. Therefore, clinical reasoning is unlikely to ever be completely replaced by fully automated decision making through machine learning without human intervention. Even when expert knowledge is already embedded in medical data, and when the CDS system is clinically validated, the need for health care professionals to navigate the intricacies of incorporating expert knowledge in the ultimate clinical decision must not be underestimated. This includes implicit knowledge or gut feeling for which computability is limited [29]. Moreover, the final decision (how) to use the CDS is up to the health care professional and their patient.

Therefore, most CDS systems do not aim to replace health care professionals but are designed to support them. For example, the recent algorithms in the field of medical imaging preprocess data and take over tedious and simple tasks so that radiologists and pathologists can focus on more complex cases, acting more creatively. Given the recent developments in data protection regulations, health care professionals cannot easily be replaced by AI. The European General Data Protection Regulations state “The data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.” This regulation appears tailored to the medical profession. Health care professionals (but basically everybody processing data) have a responsibility to guard their patients against irresponsible implementation of data-driven technologies. This especially holds true for self-learning algorithms that self-adapt to the patient population without human intervention, which may autonomously change considerably over time (so-called algorithmic drift). What is the meaning of human intervention in this sense, if the health care professional has no insight at all into the opaque model? In this light, how can health care professionals still justify their actions? How does this translate to accountability?

Importantly, the decision of how to respond to a CDS system is a moral one, and moral considerations regarding when to treat or not to treat are the expertise of human beings rather than that of AI systems. A CDS system cannot decide whether primum non nocere applies to a specific situation as harm and good quality of life depend on personal judgement, context, and preferences of human beings. Some patients may be willing to take a risk that others would not, including application of a CDS system with a black box algorithm to their specific case. This way, cultural difference may indicate the need for locally tweaked systems. People, whether patients or their loved ones, should participate in shared decision making, tailoring the usage and outcomes of CDS systems to their wishes. What is best for the patient depends on more than just the output of a CDS system.

In conclusion, it is of paramount importance that health care professionals initiate and guide the development and implementation of CDS in clinical care, as opposed to waiting to be overwhelmed by current technological advancements. Most data scientists are not medical experts, and vice versa. Therefore, data scientists and health care professionals should team up in an interprofessional fashion, preferably also including patients. Data scientists who enthusiastically welcome recent innovations in AI pose a bold claim and carry the burden of proof to equip health care with suitable CDS tools. Once health care professionals can be convinced of the added benefit of CDS for their patients, they may acknowledge the necessity and value of data collection, interpretation, and curation, so they may embrace their expanding role and further evolve from doctor knows best to doctor does best.
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This table shows a number of indicative characteristics of the Utrecht Patient Oriented Database (UPOD) as of February 2018.
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Abstract

Social media interventions are a growing area of internet research, particularly for adolescent health. Researchers developing social media intervention approaches face the task of selecting a social media platform for their intervention. In this paper, we present the theoretical framework of affordances to help guide social media platform selection for intervention research. Affordances are a concept often used in fields associated with design and by those systematically studying the impact of a design of an object. Thus, the affordances approach is often used by those considering the impact of information technology and the design of social media platforms. Affordances are often described as properties of artifacts that can be recognized by users and contribute to their function or items that present an action possibility. We describe common affordances that can be applied to intervention design as well as current evidence and an intervention case example for each affordance. A scientific approach for the selection of the appropriate social media platform for a given intervention is an important research priority to advance the field of internet research.

KEYWORDS
social media; health; adolescent; research

Introduction

Background

Social media interventions are a growing area of internet research. This trend is illustrated by the growing number of systematic reviews examining social media interventions across different health topics including chronic illness and behavioral risk [1-3]. Social media as a platform for interventions targeting adolescents has technological benefits including ease of scaling up an intervention to reach large numbers of participants. Furthermore, social media has developmental salience for the adolescent population. Over 90% of adolescents report going on the Web every day, and almost a quarter of teens report that they go on the Web “almost constantly” [4]. Adolescents have been dubbed digital natives given that they have grown up with access to computers and the internet from an early age [5]. Adolescents typically maintain a “social media portfolio” by using a number of different platforms including Facebook, Instagram, and Tumblr [4]. Researchers interested in social media intervention approaches are faced with many tasks in the design of an intervention including theoretical or clinical grounding, selecting an appropriate target population, and defining appropriate outcome measures. For a social media intervention, an important task is selecting a social media platform for the intervention. If investigators rely on familiarity with or popularity of a platform, these selection criteria lack scientific grounding and may introduce bias in study design. In this paper, we present a theoretical framework to help guide social media platform selection for intervention research. The goal of this framework is to increase the likelihood that the success of interventions hinges on replicable technological qualities as opposed to personal preferences or other spurious considerations.
paper is aligned with recent calls for more availability of information on processes and mechanisms to understand what makes Web intervention approaches feasible and effective [6]. We will first define our approach using affordances and describe a methodological approach for incorporating 4 common affordances into intervention design. Within each affordance section, we will include relevant evidence and a hypothetical case scenario. An evidence-based approach for the selection of the appropriate social media platform for a given intervention is thus an important research priority to advance the field of internet research.

Affordances Defined
Affordances are a concept often used in fields associated with design and by those systematically studying the impact of a design of an object. Thus, the affordances approach is often used by those considering the impact of information technology and the design of social media platforms. Affordances are often described as properties of artifacts that can be recognized by users and contribute to their function [7] or items that present an action possibility [8]. Perceived affordances can also be conceptualized as “design aspects of objects that suggest to the user how the object should be used [7].” These definitions can feel somewhat opaque; however, a simple example of an affordance is that the design elements of a chair suggest to a person that the object could be used for sitting. A chair has 4 legs, a flat platform, and a straight back; these design affordances support the idea of a chair being an object designed for sitting. Importantly, although an individual’s goal or desire may change, an affordance does not evolve [9].

Given the rapid evolution of computer-mediated environments, many fields that study outcomes associated with this context have pushed researchers to utilize this framework for the sake of developing lasting and generalizable theory. Several scientific fields and disciplines have moved to discuss or encouraged the move to discuss technology not in terms of specific communication platforms but rather in terms of the affordances. These fields include management science [10], communication theory [11], education research [12], design research [13], information technology [14], organizational research [15], and tourism and marketing research [16]. The initiative is also present in clinical research as previous work has incorporated affordances related to utilizing social media to manage chronic disease [17]. Just as observational research benefits from enhanced clarity and meaning from the affordance framework [18], it is likely that intervention research will benefit as well.

Benefits to an Affordance Approach in Social Media Intervention Research
There are several benefits to the application of the affordance approach for intervention design. First, an affordance approach provides a scientific framework for the selection of a social media platform. With this approach, a researcher can identify the necessary functionalities of an intervention such as key functions the platform should have or critical constructs linked to the behavioral or health-related theory that inform the intervention. These functions and constructs can then be used to match to the affordances of a social media platform. Second, this approach goes beyond the selection of interventions on the basis of the popularity of platforms. Given that the popularity of platforms can change, a public perception that social media is always changing is a concern that scientists may encounter. With an affordance approach, a scientist can describe the affordances needed for intervention and thus present potential platforms that would meet these criteria rather than relying on a single platform. If a successful intervention sees decline because a platform is losing popularity or becoming obsolete, an intervention designed around affordances can identify another platform that fits (or even design one). Finally, an affordance approach takes a step beyond the brand name approach of selection of social media platforms and changes the dialogue to be more closely linked to theory and technical function.

Affordances to Consider in Intervention Design
Among the many affordances described in the literature, we will focus on 5 affordances that apply to social media. In what follows, we will describe the affordance category, provide evidence of how that particular technological affordance has been linked to psychological or behavioral change, and illustrate an intervention design targeted at an adolescent population.

Identity Affordances
Definition
The first category of affordances of social media is identity affordances. Identity affordances include opportunities on social media platforms for identity development and portrayal. An example of a high-identity affordance platform is Facebook, on which users can upload a profile picture to identify themselves, list their “likes,” and share “life events.” Identity is further emphasized by the expectation on Facebook to use one’s real name (or a version of it). In contrast, Reddit is a low-identity social media platform on which users are typically identified by a chosen username. Furthermore, the emphasis on Reddit is more on what content a user contributes to group conversations rather than the personal identity of who posts.

It has been proposed that social media platforms that require fewer identity clues can allow users to take on new identities within different Web-based conversations, sometimes called generative role taking [19]. For example, an overweight teen working to become more physically active could create a new Twitter account called @TeenWhoLovesToRun dedicated to that identity. It is important to note that an extreme of this generative role-taking is represented by social media platforms on which users are anonymous, such as YikYak (shut down in 2017), and on which users could post with complete anonymity. A risk of fewer identity clues can lead to users taking on roles that are more dangerous, such as being aggressive, trolling, or bullying others.

Platforms that allow users to develop their identity may present benefits to adolescents in being able to explore and experiment with their identities, a critical developmental task of adolescence. However, by enhancing one’s own identity presence on a site, there are also risks of being identified by strangers. Thus, identity should be balanced with whether the
site allows users to establish privacy settings. This attention to privacy may be more salient for interventions that involve illegal or stigmatizing behaviors such as substance use or mental health conditions. A balance of identity development and privacy protection is essential.

**Evidence**

The effectiveness of utilizing social media to help individuals shift identity or self-concept has been well established in experimental and observational settings. For example, when individuals were asked to present themselves as more extraverted on the Web, they, in turn, perceived themselves as more extraverted [20]. Furthermore, individuals asked to present themselves on the Web as loyal to a particular brand positively increased attitude toward that brand [21]. Finally, couples who post more relationship-related material on Facebook (thus cultivating a certain relationship identity on the Web) were more likely to still be together after 6 months [22]. Hence, there is empirical evidence to suggest that designing interventions on the basis of the ability of a platform to allow users to portray different aspects of identity can lead to positive change.

**A Hypothetical Intervention**

A social media intervention was being designed to promote physical activity among overweight adolescents. The intervention was intended to deliver positive messages to adolescents. The messages were designed to promote reflection on participants’ own skills and strengths to shift their view of themselves as active and fit, as well as providing prompts to engage in physical activity. The primary behavioral theory informing the intervention, which served as the root of the messages, was Self-Determination Theory [23]. In addition, findings of identity shift [20,24], the notion that individuals can internalize qualities that they present on the Web, supported this line of intervention. Thus, this intervention relied on the use of a social media platform that allowed identity affordances.

The researchers determined that low-identity affordance platforms such as Reddit and Twitter may not be the best fit for this intervention and considered the higher-identity affordance platforms of Instagram or Facebook. The intervention was then designed to take place on Facebook and include Facebook Badges and content that teens could incorporate into their own profiles. The rationale for the Facebook Badges approach was to allow teens to take salient intervention messages and integrate them into their own digital identities on Facebook.

**Social Affordances**

**Definition**

Given the interactive nature of social media, it is no surprise that most social media platforms offer many social affordances. Social affordances include a sense of belonging to a group such as a group focused on a particular interest, experience, social group, or religion [25]. Some social media platforms provide specific tools that allow the user to identify members of their group and enhance a feeling of belonging, such as tagging [26]. Hashtags (i.e., content labeled with a # sign) are commonly used on Twitter and Instagram and can enhance belonging. When content is labeled with a hashtag, it is connected to all other content on that site that has also been labeled in that way. Thus, a hashtag can allow the creation of a community of users across different social networks who are connected by use of a particular topic or term. Any user on a platform can search by a hashtag and be connected to all content by others using that hashtag; thus, a community of those using that particular word or phrase can be connected. A positive example of belonging is teen cancer survivors who use a particular hashtag to connect to other teen survivors nationally to provide support and share similar experiences. Furthermore, social media may promote network-informed associations such as when Facebook suggests friends for a user on the basis of the user’s friends’ friends. This allows users to see how friends are connected to other people and see their interests [19].

An important task for adolescents to learn within the social media setting is how much information to share. A previous study found that intimate disclosures shared publicly can be judged as inappropriate [27]. Users must thus engage in audience management by monitoring and checking what audience is receiving their messages. This can impact how much personal information a teen is willing to share within a group-based intervention such as one using private Facebook groups. At the same time, users must also come to realize that their audience may not be exactly who they imagine it to be [28]. Assuming an audience different than one actually finds on social media may have unique psychological or social consequences. Finally, social media allows teens to experience and participate in metavoicing [19]. This term refers to how a social media user who posts anything in social media is engaging in a larger context including other people’s presence, profiles, content, and activities. Thus, an adolescent posting on Twitter is not merely voicing a single opinion but contributing to content that is already in that space and connected to others.

**Evidence**

The use of social affordances in health interventions specifically designed around this notion has already been shown to be effective in several areas. In a previous intervention, patients with non–small cell lung cancer who partook in an online support group, as opposed to those who only had access to internet articles, experienced fewer symptoms of distress [29]. Another intervention found that newly diagnosed breast cancer patients who received support from breast cancer survivors in an online forum reported improved quality of life and decreased depression [30]. Study trials are being designed to create Web-based portals for older adults who often suffer from isolation; early findings have demonstrated potential benefits [31]. Although not all researchers can design their own Web-based portal, this affordance can be utilized as it exists on already popular social media websites.

**A Hypothetical Intervention**

A social media intervention was designed to promote social support among teens with depression. The intervention was designed to promote peer-to-peer support among teens with depression, as peer support has received strong evidence as an effective intervention [32]. Thus, social affordances that promote peer-to-peer communication were a priority. Furthermore, pilot testing with teens led to the feedback that the social...
communication needed to be in private settings. The rationale for the platform selected was to utilize private groups in a platform that teens already visited.

Given that the teens already utilized Reddit, researchers decided to implement this intervention as a private group on Reddit. In addition to already being utilized by the participants, the platform had added affordances. There was no identity requirement for this platform, enabling participants to comfortably disclose more of their thoughts and feelings. The functional affordances of this message board allowed for the construction of messages at a time and rate that were comfortable to the participants.

In carefully analyzing the platform according to the affordance framework, the researchers realized that Reddit offers 1 emotional affordance that may be less beneficial: the ability to upvote and downvote messages. However, moderators of a given message board, the position that the intervention leaders will act in, have the ability to remove the ability to board members to downvote messages. By taking this action, the intervention platform was adjusted so that posts could only receive positive feedback.

**Cognitive Affordances**

**Definition**

Cognitive affordances include using social media tools to expand one’s learning. Examples may include increasing awareness of global news events using Twitter or learning a new strength training exercise on YouTube. These affordances may be particularly useful for adolescents who may not traditionally get exposed to this information offline [7]. Cognitive affordances may also include the opportunity for enhanced creativity, such as on platforms such as Tumblr that allow customizable content.

Social media can also allow reallocation of cognitive resources by allowing a user to focus on 1 aspect of a person’s presentation at a time versus the many cognitive cues that emerge during a face-to-face conversation with a person. Face-to-face communication requires an adolescent to be cognizant of the complex interplay of words, tone, facial expression, and body language. In contrast, social media tools allow more simplified communication venues, such as Facebook messaging, which is text-only against a background of personal information. This type of communication requires fewer cognitive inputs and may be easier for some teens, but it can also lead to the potential for misinterpretation of information. For example, interventions that include humor or sarcasm in messaging may be at risk for misinterpretation without voice or visual cues. As a developmental task of adolescence is learning how to develop skills sets [40]. Researchers worked with teens to create a private YouTube channel and new YouTube accounts for participants in the study as identity affordances were not critical to the study design. The research team was able to share videos to teach diabetes management skills, and participants were able to ask questions within the YouTube channel. Participants were also invited to exercise creativity and create their own teaching content to share on the private channel.

Even if participants were not inclined to create their own content, the functional affordances of this domain offered other routes to participation. Specifically, YouTube allows for the cultivation of video lists on profiles. Hence, participants were encouraged to cultivate a list of nutrition-related videos on each profile. This enabled 2 positive outcomes. First, participants and moderators were able to discuss the merits (or flaws) of each video to enhance the media and nutritional literacy of participants. Second, libraries of helpful videos were created for the participants to reference over time.

**Emotional Affordances**

**Definition**

Emotional affordances include attributes of social media that can trigger or stimulate users’ emotional reactions [7]. For example, many platforms allow users to express emotion via the capacity to like or dislike content such as the “favorite” function on Twitter or “upvoting” or “downvoting” on Reddit.

**Evidence**

Similar to utilizing the social aspect of the internet and social media, the cognitive affordances of social media have begun to show promise. At the most fundamental level, social media has been shown to support informal learning at home [33], as well as be a source for those who seek health information on the Web [34,35]. More dynamically, aspects such as the reallocation of cognitive resources have been shown to allow users to reduce social anxiety associated with interpersonal interaction [36,37]. This reallocation can allow users to potentially present their best possible self, leading to more reciprocal self-disclosure and more intimate Web-based relationships [38]. Triggered attending was well documented in cell phone–based interventions, where the evidence can be simply expressed in the form of text message (short message service, SMS) reminders regarding patient appointments [39]. Given that mobile phones now produce notifications for social media in just as noticeable a fashion as SMS text messages, social media interventions are likely to benefit from such an affordance.

**A Hypothetical Intervention**

A social media intervention was designed to promote teaching of diabetes management skills among newly diagnosed adolescents. A rich media platform for teaching and a high cognitive affordances approach was a priority for the research team. The team determined that video was the best medium to teach basic skills, as evidence suggests that video is more efficient than text-based e-learning for practical or procedural skills sets [40]. Researchers worked with teens to create a private YouTube channel and new YouTube accounts for participants in the study as identity affordances were not critical to the study design. The research team was able to share videos to teach diabetes management skills, and participants were able to ask questions within the YouTube channel. Participants were also invited to exercise creativity and create their own teaching content to share on the private channel.

Another cognitive affordance of many social media platforms is triggered attending. Triggered attending involves rejoining a Web-based conversation or responding to content when an automated alert informs the user to do so [19]. Examples include setting mobile phone alerts to trigger when specific users or friends post content. This triggered attending may be helpful to reengage adolescents at different stages of an intervention, but it could also be disruptive to adolescents who are engaged in other activities such as homework or driving.
Emotional affordances can also include generating empathy by seeing personal photographs or names alongside messages or news stories. It is common to see fund-raising efforts on social media that capitalize on emotional affordances by providing photos and personal stories. Research groups may seek to engage participants by sharing personal information about the researchers or providing photos of the research team. In contrast, another affordance of social media is comparison. Previous studies have illustrated that by examining other people’s social media profiles, users are at risk of feeling inadequate or envious [41].

Evidence
Relatively simple emotional affordances can prove to have distinct emotional outcomes. For instance, receiving Facebook likes on a post can make users feel socially supported [42], and photographs can affect judgments of personality more so than text in social media [43]. Moreover, experiments suggest that individuals already utilize social media to manage their emotions: when individuals were induced into a negative mood, they viewed social media profiles of individuals they perceived as less physically attractive or successful (downward social comparison) [44]. The effects of social comparison have also been evidenced in a lab-based health intervention experiment: individuals who received an appearance-based sun-protection intervention that included downward social comparison (ie, viewed photographs of individuals who had already experienced sun damage) were associated with less sun-protective behaviors compared with viewing the control condition. However, upward social comparison leads to a slight increase in sun-protective behaviors [45].

A Hypothetical Intervention
An intervention was designed for smoking cessation for older adolescents. The investigators wanted to share stories of older adolescents who had successfully quit to utilize emotional affordances to motivate and connect to participants. The investigators built a blog using a blogging website and promoted content via Instagram. A critical component of how content was shared with participants on Instagram was to use personal photos of each new blogger. This intervention was grounded in notions of homophile, as people are more likely to adopt health advice offered by similar others [46]. Photographs were crucial for generating the emotional connection as photographs can have a greater impact on the judgment of a target than textual information [43]. Hence, it was uniquely catching for participants to see a picture of someone just like them who had successfully quit smoking.

Functional Affordances
Definition
Functional affordances are principal functions that affect how social media messages are transmitted or saved. Although many of these affordances describe most social media platforms, an understanding of these affordances may be helpful for researchers to frame the key functional design elements of the tools needed for intervention.

Most social media platforms allow for replicability of messages, meaning that content can be reused by others. An example is the ability to “retweet” content on Twitter. This function can allow interventions to deliver “booster” doses of intervention messages by resharing previous content. Social media also allows messages to be highly scalable; there are numerous examples in the popular media of social media posts going “viral” and reaching far beyond the initial intended audience. For researchers, this can be an important consideration for ensuring that control group participants are not exposed to messages specific to an intervention if these are present on public social media.

Social media is also searchable; users can find specific content or people using a variety of Web-based means such as hashtags. Social media also provides permanence to messages by placing them in Web-based conversations or on profiles. Even on platforms that are intended to be ephemeral, such as Snapchat, content is generally stored or could be captured and saved by others. Social media allows for unlimited composition time before posting a message, in contrast with the back and forth of a typical face-to-face conversation. However, not all users utilize this affordance with every post. Finally, social media has varying levels of the user’s ability to edit once something is posted. Some sites allow for removal or editing of content easily; Facebook allows for revising or deleting posts. However, the speed of Twitter can lead to challenges with removing or editing content once it has been retweeted by others. These functions may be important to particular intervention approaches and be incorporated as explicit tools that are relevant to a given intervention.

Evidence
The replicability of messages in social media in the form of repeats, shares, or videos going viral is a goal of many health interventions, but it is not always achieved. For example, Twitter has been shown to be an effective means of recruitment for health research when a message is successfully retweeted by others [47]. At the same time, there is often no control over replicability: health intervention designers cannot always get videos to go viral as they might intend [48]. Hence, many functional affordances need to be considered for potential outcomes, both intended and unintended, but they are not always the best focus for a mechanism of change.

A Hypothetical Intervention
An awareness-raising intervention message focused on sexually transmitted infection testing was developed by a group of researchers. They successfully pilot-tested the approach and found that it increased awareness of and willingness to seek testing in a sample of adolescents. They now want to bring the intervention into practice and launch a social media campaign using their messages. They leverage Twitter for the intervention, knowing that retweets are a less-effort-intensive way to engage participants, and ask for retweeting of the message to increase its reach. They measure the number of likes, retweets, and impressions for their message over a 7-day period.


Discussion

Summary

The ever-changing landscape of social media sites can lead to challenges for researchers to apply scientific scaffolding to justify the selection of platforms for interventions. We present a research priority of applying an affordance framework for mindful and evidence-based selection of social media platforms to match intervention requirements and approaches. As indicated in these examples, thoughtful articulation of intervention outcomes and assessment of platform affordances can lead to an evidence-based selection of an ideal intervention platform, considering the affordances of a platform can help identify potential strengths as well as undesirable outcomes in an intervention and offer solutions. For instance, in an example intervention above, we identified the potential negative outcomes of a downvote on Reddit and thus removed that option within that particular intervention. There also exists a second potential pathway to more effective interventions: the design of an intervention that requires a set of affordances not yet present in current technology. Rather than a limitation, this represents opportunity in the area of technology. Previous computer-mediated communication research has offered suggestions to website designers to increase the happiness of Web-based daters and increase the instructional efficiency of educational technology [49], and new app developers need to be cognizant of the affordances of the products they develop. Identifying a grouping of affordances that can be beneficial but does not yet exist represents an opportunity for new platform development.

Limitations

The affordances that we present here represent early efforts to define and apply affordances to adolescent health interventions. Conceptualization of affordances is an ongoing, iterative process across many research disciplines. Even in fields long interested in conceptualizing affordances, there is still debate around the definition and boundaries of each affordance [11]. However, the fact that this debate continues is evidence of the utility of this framework. Even if not perfect, it allows for purposeful selection and engagement across a broad and ever-evolving technological environment. We have presented several example interventions and named a few specific platforms as examples, but this neither implies that we endorse those platforms nor implies that all social media platforms are included in this paper. Furthermore, in focusing this paper on an affordance approach, we recognize that intervention development takes into account many other factors beyond this theoretical approach. Appropriate targeting of a given platform to the participant group is critical. If your target demographic does not use a particular platform, this platform is not likely the one for your intervention. Platforms may also need to be considered on the basis of what behavior is targeted in the intervention and whether that behavior is one that is appropriate to discuss on that platform. Considering the flexibility or malleability of the platform selected is important; platforms with shifting features could change over the course of a study and impact results. Researchers reading this paper will want to consider the other feasibility and acceptability factors that they typically would in any given intervention planning, alongside their theoretical approach.

Conclusions

Despite these limitations, the affordances approach provides a theoretical framework for selecting intervention platforms on the basis of specific criteria and functions. We present a research priority of applying an affordance framework for mindful selection of social media platforms to match intervention requirements and approaches. As indicated in these examples, thoughtful articulation of intervention outcomes and assessment of platform affordances can yield a complementary partnership that leads to health outcomes.
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Abstract

Being a 21st-century health care provider is extremely demanding. The growing number of chronic diseases, lack of medical workforce, increasing amounts of administrative tasks, the cost of medical treatment, and rising life expectancy result in an immense challenge for medical professionals. This transformation has been triggered by the growing presence of digital health. Digital health does not only refer to technological transformation; it also fundamentally reshapes the physician-patient relationship and treatment circumstances. We argue that patient empowerment, the spread of digital health, the biopsychosocial-digital approach, and the disappearance of the ivory tower of medicine lead to a new role for physicians. Digital health allows the job of being a medical professional to become more rewarding and creative. The characteristics of a physician-as-idol could shift from self-confident to curious, from rule follower to creative, and from lone hero to team worker. Empowered physicians (e-physicians) can be described as “electronic,” where they use digital technologies in their practice with ease; “enabled,” where they are enabled by regulations and guidelines; and “empowered,” where they are empowered by technologies that support their job and their empowered patients (e-patients). They can be described as “experts” in the use of technologies in their practice or in knowing the best, most reliable, and trustworthy digital health sources and technologies. They can also be described as “engaged,” when understanding the feelings and points of view of their patients, giving relevant feedback, and involving them throughout the whole healing process. The skills and approaches that characterize this era of e-physicians, such as face-to-face communication skills, digital literacy, interdisciplinarity, knowing where to find information, translating large amounts of data into insights for patients, among others, should always have been at the core of practicing medicine. However, the economical, technological, and administrative burden of the profession has not made it possible for most physicians to enjoy the benefits of their training, individual capabilities, and creativity. By understanding how digital health technologies can support or augment their capabilities, physicians would have the chance to practice the art of medicine like never before.

(J Med Internet Res 2019;21(3):e12490)  doi:10.2196/12490
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Introduction

The 21st century has brought unprecedented challenges to medical professionals. The growing number of chronic diseases, global doctor shortages, increasing costs of medical treatment, and rising life expectancy all together result in an immense challenge for medical professionals [1]. Managing and treating the increasing dominancy of chronic conditions started to depend more on cooperation between physicians and patients than on individual decisions. Physicians are pressed to integrate health IT into their jobs, while also trying to stay up-to-date with emerging technologies. They often have to deal with low-quality, bugged, or inefficient software and technologies that further decrease the amount of time they can spend with their patients [2].
Every second physician suffers from burnout according to a study by the American Medical Association; several other studies have highlighted the same observation worldwide [3,4]. The four major causes of burnout are bureaucratic tasks, spending too many hours at work, feeling like a cog in the wheel, and increasing computerization of practice. Additionally, having to balance between medically justified, economically affordable, and morally acceptable solutions is the trilemma of modern medicine. Therefore, being a 21st-century health care provider is extremely demanding.

The era of digital health, a cultural transformation that brings disruptive technologies to both patients and health care providers, might so far have benefited patients more than physicians. Physicians are trained to act as demigods who should not say, “I don’t know,” and should have all the information at their disposal, even when there are over 28 million medical papers in the PubMed database. In the meantime, information, knowledge, and technologies within the ivory tower have started to become accessible for anyone through new digital tools, social media, or crowdsourcing.

As such fundamental changes appeared only in a matter of years, while neither regulations, medical education, nor guidelines followed them, a fight-or-flight reaction has become common among physicians. Thus, many of them are either reluctant to adopt digital health or they protect the power they are used to having [5]. Not only has the sheer amount of information grown, it has also become crucial to know and be able to use even the latest technologies from apps and telemedicine to health sensors and portable diagnostic devices.

The new phenomenon we call digital health has initiated changes in providing care and in practicing medicine. Digital health is defined as “the cultural transformation of how disruptive technologies that provide digital and objective data accessible to both health care providers and patients leads to an equal-level doctor-patient relationship with shared decision-making and the democratization of care.” As technological innovations become inseparable from health care, and as health care systems worldwide are becoming financially unsustainable, a paradigm shift is imminent [1]. The cultural component of this transformation implies that how the stakeholders of health care adopt or reject new technologies is more dependent on the outcomes than how the technologies progress.

In summary, using digital technology has become unavoidable in practicing medicine, and empowered patients, also known as e-patients, have needs that are different than what medical education prepares physicians for. Today’s physicians are looking for their place, authority, and function in this status quo.

**Patient Empowerment Has Been Booming**

In the second half of the 20th century, the biomedical model of medicine has been replaced by the biopsychosocial paradigm [6]. The biomedical model states that the biological determinants are the main causes of diseases. On the other hand, in the third and fourth epidemiological periods, it has become obvious that psychological and social elements of disease are equally important in development of diseases. We should not only seek one cause, but also the complex interaction of predictors, triggers, and maintaining factors.

Later, this approach has been complemented by a digital component, thus making it the biopsychosocial-digital model. The digital component means that the digital expansion of the biological self, the engagement of technology, and the use of online networks are as notable as the other biopsychosocial factors [7].

The digital component could affect health outcomes in many ways. For example, portable devices support management of health and enable affordable access to people with low socioeconomic status and/or in remote environments [8-12]. It was shown in a systematic review that technology could also be used to reduce the disparity in melanoma incidence, mortality rates, and accessibility to posttreatment care management between urban and rural or remote populations [13]. Online social networking has a potential effect on health, for example, through social support; also, interactive information-sharing has an influence on patient health and health behavior.

The story of how Dave deBronkart—otherwise known as e-Patient Dave—used technologies to help in the treatment of his cancer shows the contribution patients can make to the complexities of medicine [14].

Moreover, in the 21st century, personalized medicine has become unavoidable in treating certain conditions, such as several types of cancer or diabetes [15,16]. The challenge is that physicians are required to come up with solutions tailored to each patient’s needs instead of using treatment pathways of mass production.

Not only were physicians affected by the advent of the Internet and new technologies, but these technologies have also reshaped the lives and disease management of patients from the ground up. The e-patient movement came to life by raising issues and challenges that medical curricula do not address. The patient’s reaction to changes in access to information is understandably participatory medicine model. The “e” can stand for “electronic” (ie, uses digital technologies in their disease or health management), “equipped” (ie, has digital health technologies at their disposal), “enabled” (ie, has newly acquired access to information), “empowered” (ie, by the loss of the ivory tower), “engaged” (ie, taking an active part in their care), and “expert” (ie, in using technologies in their care or health management) [14,18].

E-patients are active in their care and demonstrate the power of the participatory medicine model. The “e” can stand for “electronic” (ie, uses digital technologies in their disease or health management), “equipped” (ie, has digital health technologies at their disposal), “enabled” (ie, has newly acquired access to information), “empowered” (ie, by the loss of the ivory tower), “engaged” (ie, taking an active part in their care), and “expert” (ie, in using technologies in their care or health management) [14,18].

We argue that patient empowerment, the spread of digital health, the biopsychosocial-digital approach, and the disappearance of the ivory tower of medicine lead to a new role for physicians. Instead of key holders to the ivory tower of medicine, they are slowly transforming into guides for their patients in the jungle of health care and digital information.
We also need to emphasize that knowledge can only potentially mean power. Therefore, it will definitely be challenging for medical professionals to adapt to not being an intermediary (ie, someone who consumes information and passes it on), but to become an apomediary (ie, someone who directs the patient to high-quality information and services) and, thus, stop being a prerequisite to obtaining information. This new approach also means that patients will not be labelled as such, but will be labelled as consumers, users, citizens, or persons who may already use the public resources of digital health [19,20].

We also propose that it is time to empower physicians in the same way patients have been empowered and to let them use their unique vision, knowledge, and insights to help make the best decisions for patients aided, not replaced, by advanced technologies. Thus, the era of digital health not only means to equip e-patients with information, tools, and technologies, but also to equip empowered physicians (e-physicians) with time, opportunity, and technologies to fulfill the modern vision of a practicing physician. Here we discuss the potential ways of facilitating this transition.

E-patients have become experts about their illnesses, while their chosen health care providers help them to be able to help themselves. This has sparked new expectations from patients, from monitoring and recording to sharing their data. As practicing medicine becomes a collaborative process, not only among health care professionals but also involving patients, the features of both e-patients and e-physicians become comparable.

The “e” in e-physicians can also stand for “electronic” (ie, use digital technologies in their practice with ease), “equipped” (ie, have digital health technologies at their disposal), “enabled” (ie, by regulations and guidelines) [21,22], “empowered” (ie, by technologies that support their jobs and their e-patients), “engaged” (ie, need compassion and empathy to understand the feelings and points of view of patients, give relevant feedback, and involve them throughout the whole healing process), and “expert” (ie, in using technologies in their practice or know the best, most reliable, and trustworthy digital health sources and technologies) (see Table 1).

The doctor-patient relationship has been changing due to digital technology and the shared access to information. Insights about medical issues and the use of technology can now come from both sides. They are moving toward shared decision-making, communicating extensively, and managing health and disease through teamwork.

Digital health further offers the opportunity to make the job of being a medical professional rewarding and creative. While advanced technologies such as narrow and general artificial intelligence might seem to threaten replacement of physicians, they are more likely to support them and reduce the repetitive elements of their job that do not require the attention of a human mind. Thus, by adapting to the cultural changes initiated by digital health technologies, the characteristics of a physician-as-idol could shift from self-confident to curious, from rule follower to creative, and from lone hero to team worker (see Figure 1).

Certain skills are therefore crucial for e-physicians of the 21st century. Since there are more and more elderly patients struggling with chronic and polymorbid diseases, health care providers should be able to form an appropriate relationship with patients. Sufficient communication skills and the involvement of patients in prevention and treatment will become more important than ever. Adapting to constantly developing technologies is necessary and clinical skills should be improved with that in mind. The location of care has moved to the patient’s personal space (ie, home), which has been made possible by monitoring from afar with wearable sensors and portable diagnostic devices, among other technologies.

With the headway of telemedicine, new skills are needed regarding how to diagnose a patient and communicate with them without first a personal contact. Health care providers will need to be trained in such a way that they can diagnose, treat, educate, and monitor patients who are far away. A further improvement of this is the hospital at home program, which can allow more complicated treatments (eg, dialysis) to be available in the patient’s home, thus lowering the costs of hospital care [23].

Efficient teamwork is indispensable, since the development of science and technology makes it practically impossible for a healer to solve all challenges of a case on their own. As knowledge and treatment become more globalized, international research teams and the ability to work with clinical teams will be necessary [24].

Technology-focused professionals are also becoming a part of the team. New health care-related professions are going to emerge, such as clinical data scientists, medical software engineers, or digital medicine specialists [25].

The skills of managing, protecting, and orienting within datasets will also become irreplaceable. An e-physician will need to handle the information at hand in a critical and selective manner. The 21st-century healer will have to realize the ethical challenges created by digital health. For example, the way health-related data is collected, stored, accessed, and shared is an enormous privacy issue [24].

There are major factors that facilitate the transition of physicians from demigods to guides who enjoy their jobs. Examples include meaningful incentives proposed by hospitals, policy makers, and payers; a well-designed medical curriculum, including postgraduate education skills relevant to teaching; the wider availability of technologies; useful recommendations from peers; a rising number of evidence-based papers and guidelines; technologies that help save time and effort; and, generally, a good experience with e-patients [26-34] (see Textbox 1).

Among the many skills mentioned above, there are three cornerstones to this phenomenon that each e-physician should take into consideration: (1) the e-physician phenomenon means knowledge of, and positive attitude toward, digital technologies; (2) the e-physician phenomenon means the doctor-patient relationship will transition into a partnership; and (3) the e-physician phenomenon means that compassionate healing must remain the fundamental basis of health care.
Table 1. Summary of features of patient and medical professional empowerment.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Patient</th>
<th>Medical professional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic</td>
<td>Uses digital technologies in their disease or health management</td>
<td>Uses digital technologies in their practice with ease</td>
</tr>
<tr>
<td>Equipped</td>
<td>Has digital health technologies at their disposal</td>
<td>Has digital health technologies at their disposal</td>
</tr>
<tr>
<td>Enabled</td>
<td>Enabled by their newly acquired access to information</td>
<td>Enabled by regulations and guidelines</td>
</tr>
<tr>
<td>Empowered</td>
<td>Empowered by the loss of the ivory tower</td>
<td>Empowered by technologies that support their job and e-patients</td>
</tr>
<tr>
<td>Engaged</td>
<td>Taking an active part in their care</td>
<td>Needs compassion and empathy to understand the feelings and points of view of patients, involving them throughout the whole healing process</td>
</tr>
<tr>
<td>Expert</td>
<td>Expert in the use of technologies in their care or health management</td>
<td>Expert in the use of technologies in their practice</td>
</tr>
</tbody>
</table>

Figure 1. Schematic view of the approaches, skills, and features of an empowered physician (e-physician).
Textbox 1. Summary of potential benefits and barriers of digital health adoption in medical practice, as well as potential actionable steps to address those barriers.

Potential benefits for physicians of digital health adoption:
- Improves treatment efficiency
- Saves time
- Increases patient satisfaction
- Increases patient safety
- Improves diagnostic ability
- Improves daily productivity
- Improves physician-patient relationship and communication
- Improves interpersonal communication with colleagues
- Can ease the burden of routine check-ups for chronic patients
- Cost-savings for the medical practice

External and internal barriers to digital health adoption:
- Lack of time
- Increasing workload
- Lack of resources and financial difficulties
- Lack of reimbursements
- Lack of knowledge about digital health technologies
- Lack of trained medical staff
- Increase in misuse and misunderstanding of digital health technologies by patients
- A rise of overdiagnosis
- An increase in health disparities due to limited health literacy
- Increased administrative tasks
- Troubled patient data privacy and security
- Resistance from physicians (eg, losing control)
- A work culture refusing innovation

Potential actionable steps to address barriers to digital health adoption:
- Evidence-based digital health solutions
- Practice guidelines
- Availability of special training
- Support by colleagues and work environment
- Improving the quality, safety, and effectiveness of digital health technologies
- Facilitating laws and regulations for proper usage
- Recommendations from peers
- Perceived usefulness, or relative advantage, and compatibility (ie, with work process)
- Ease of use and user-friendly interfaces
- Incentive structures
- Patients’ positive attitudes and preferences regarding digital health solutions
- An innovation-oriented work culture
The Reality Behind the Rise of E-Physicians

At the moment, factors that prevent the transition to digital health adoption in medical practice seem to be outweighing the positive elements. There are only a handful of examples where hospitals, policy makers, and payers offer good incentives to improve the use of meaningful technologies. There is a serious lack of guidelines and policies. Health care is a complex system; many disruptive technologies are still too expensive to become widely available. In addition, there is a general reluctance of peers to adopt digital health, and there are even patients who do not wish to become empowered. For the above-mentioned changes to occur, the following factors are indispensable: strengthening professional competence and reshaping the medical curriculum.

As KR Sethuraman stated, “The physicians of tomorrow are taught by the teachers of today using the curriculum of the past” [35]. Obviously, medical education must include preparation for the digital era with evidence-based examples of curricula, such as the course Lessons in Digital Health at Semmelweis Medical School [36]. This is an open-access course available worldwide and shows examples of physicians who are masters of using digital health technologies, but only to allow themselves more time to listen to patients discuss their health issues with undisturbed empathy.

There are already positive examples available, as illustrated below, about practicing physicians who embody the image of the e-physician that this paper describes:

1. Dr Wendy Sue Swanson advocates for the use of social media to strengthen communication between health care providers and patients. She supports the idea that technologies can assist patients and their families in becoming stewards of their own health. She also launched a company to help other physicians learn to use online tools more effectively in helping patients make informed decisions based on scientific evidence [37].

2. Dr Jay Parkinson is the founder a primary care practice that also uses online tools and platforms for remote care. He has been building services that explore what the Internet means to health care delivery [38].

3. Dr Bryan Vartabedian is considered one of health care’s most influential voices on social technology and medicine. He regularly expresses his views on patient-centricity, while also understanding medicine’s emerging digital culture and how new media can be leveraged by organizations and individual stakeholders [39].

4. Dr Bas Bloem, a Dutch professor of neurology and Director of the Parkinson Center in Nijmegen, advocates for placing patients at the center of disease and health management and is a popular voice advocating for the use of new technologies [40].

Such e-physicians could serve as role models for young students who aspire to practice medicine but are afraid of the burden of IT issues, time management, and a huge workload. The skills and approaches that characterize this era of e-physicians, such as face-to-face communication skills, digital literacy, interdisciplinarity, knowing where to find information, translating large amounts of data into insights for patients, among others, should always have been at the core of practicing medicine. However, the economical, technological, and administrative burden of the profession has not made it possible for most physicians to enjoy the benefits of their training, individual capabilities, and creativity. By understanding how digital health technologies can support or augment their capabilities, physicians would have the chance to practice the art of medicine like never before.
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Abstract

Background: Internet-based cognitive behavioral therapy (I-CBT) leads to a reduction of fatigue severity and disability in adults with chronic fatigue syndrome (CFS). However, not all patients profit and it remains unclear how I-CBT is best embedded in the care of CFS patients.

Objective: This study aimed to compare the efficacy of stepped care, using therapist-assisted I-CBT, followed by face-to-face (f2f) cognitive behavioral therapy (CBT) when needed, with f2f CBT (treatment as usual [TAU]) on fatigue severity. The secondary aim was to investigate treatment efficiency.

Methods: A total of 363 CFS patients were randomized to 1 of the 3 treatment arms (n=121). There were 2 stepped care conditions that differed in the therapists’ feedback during I-CBT: prescheduled or on-demand. When still severely fatigued or disabled after I-CBT, the patients were offered f2f CBT. Noninferiority of both stepped care conditions to TAU was tested using analysis of covariance. The primary outcome was fatigue severity (Checklist Individual Strength). Disabilities (Sickness Impact Profile-8), physical functioning (Medical Outcomes Survey Short Form-36), psychological distress (Symptom Checklist-90), and proportion of patients with clinically significant improvement in fatigue were the secondary outcomes. The amount of invested therapist time was compared between stepped care and TAU. Exploratory comparisons were made between the stepped care conditions of invested therapist time and proportion of patients who continued with f2f CBT.

Results: Noninferiority was indicated, as the upper boundary of the one-sided 98.75% CI of the difference in the change in fatigue severity between both forms of stepped care and TAU were below the noninferiority margin of 5.2 (4.25 and 3.81, respectively). The between-group differences on the secondary outcomes were also not significant (P=.11 to P=.79). Both stepped care formats required less therapist time than TAU (median 8 hours, 9 minutes and 7 hours, 25 minutes in stepped care vs 12 hours in TAU; P<.001). The difference in therapist time between both stepped care formats was not significant. Approximately half of the patients meeting step-up criteria for f2f CBT after I-CBT did not continue.
Conclusions: Stepped care, including I-CBT followed by f2f CBT when indicated, is noninferior to TAU of f2f CBT and requires less therapist time. I-CBT for CFS can be used as a first step in stepped care.

Trial Registration: Nederlands Trial Register NTR4809; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=4809 (Archived by WebCite at http://www.webcitation.org/74SWkw1V5)
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Introduction

Chronic fatigue syndrome (CFS), sometimes referred to as myalgic encephalomyelitis (ME), is characterized by medically unexplained, severe, ongoing, and disabling fatigue. It is not alleviated by rest, and according to the revised US Centers for Disease Control (CDC) criteria from 2003, it is accompanied by at least 4 out of the following 8 additional symptoms: postexertional malaise, headache, unrefreshing sleep, muscle pain, joint pain, sore throat, tender lymph nodes, and impaired concentration or memory [1,2]. The prevalence of CFS is estimated to be around 1% [3] and the prognosis is unfavorable without treatment; the median spontaneous recovery rate is 5% [4]. It is unknown what causes CFS, and it is commonly assumed to be multifactorially determined.

It is helpful to distinguish between precipitating and perpetuating factors of CFS [5]. Precipitating factors might be a virus infection or a stressful life event that triggers severe fatigue. Perpetuating factors are thought to maintain the fatigue, even when the precipitating factor is no longer present. According to the cognitive behavioral model of CFS, these perpetuating factors are behavior and beliefs [6,7]. Cognitive behavioral therapy (CBT) aims to change these beliefs and behaviors and is found to lead to a significant reduction of fatigue and disability [8-10].

CBT for CFS is a time-intensive treatment, requiring 12 hours of therapist contact on average [10]. This is a problem, as treatment capacity is limited [11]. A possible solution is using internet-based CBT (I-CBT). I-CBT often takes less therapist time to deliver, increasing the number of patients that can be treated [12-14]. I-CBT has a number of other advantages over face-to-face (f2f) CBT. It reduces the traveling time and the need to schedule appointments, which relieves some of the burden of treatment for patients [13]. The treatment is accessible whenever patients want [12,13], which may be empowering [14]. Furthermore, I-CBT might increase motivation, as it offers a wide range of attractive audiovisual information elements and the possibility to receive feedback on the progress made [13].

In the past years, I-CBT was developed for several mental disorders and chronic medical conditions, and its efficacy has been tested in randomized controlled trials (RCTs) [12-14]. Systematic reviews seem to indicate that guided I-CBT can reach effect sizes equivalent to those found in f2f CBT [15,16]. However, I-CBT was not often directly compared with a more traditional, high-intensity f2f CBT. Additionally, I-CBT is not yet available for all medical and psychiatric conditions.

We developed I-CBT for adults with CFS and recently tested its efficacy in an RCT. I-CBT led to a reduction of fatigue and disabilities compared with a waiting list [17]. Approximately 40% of the patients had a clinically significant and reliable change in fatigue severity and were no longer severely fatigued after I-CBT. To gain more insight into the role of therapist feedback in I-CBT, 2 delivery formats of I-CBT were tested, which differed in therapist guidance. In the protocol-driven feedback format, the therapists’ feedback was scheduled with preset time intervals. The therapist sent reminders if the schedule was not adhered to. In the feedback on demand format, feedback was only given when the patient asked for it. Both the I-CBT formats were equally effective, but the feedback-on-demand version required significantly less therapist time [17].

It is important to uncover how I-CBT can best be embedded in clinical care for CFS. The effect size of I-CBT on fatigue severity was smaller than the effect size previously found in a study investigating the efficacy of f2f CBT delivered in groups, using the same treatment principles (effect sizes 0.6 and 1.1, respectively) [17,18]. This suggests that I-CBT is less effective than f2f CBT. A straightforward solution would be to blend I-CBT with f2f CBT. Unfortunately, there is a lack of data to conclude that combinations of internet-based and f2f CBT are as effective as established f2f treatments. In addition, it is not known what an optimal format of blending of both treatment formats would be (eg, nonsequential vs sequential) [19]. We chose to embed I-CBT in a stepped care approach, as a first step. Patients who did not profit from I-CBT, as indicated by severe fatigue or disability still present following I-CBT, would then be decreased for the substantial group of patients for which I-CBT suffices. Furthermore, stepped care may be more time-efficient than TAU, in that less therapist time would be needed to deliver stepped care [20]. This could increase cost-effectiveness.

The primary objective of this study was to determine whether stepped care for CFS, with I-CBT as the first and f2f CBT as the second step, would be as effective as TAU. This randomized noninferiority trial was a follow-up study of the RCT investigating the efficacy of I-CBT for adults with CFS. All patients who were still severely fatigued or functionally impaired after I-CBT or the waiting list were offered f2f CBT, resulting in 2 stepped care conditions and 1 TAU arm. The efficacy in reduction of fatigue and efficiency in reduction of therapist time needed for stepped care were compared with TAU.
Moreover, we explored the role of therapist guidance in I-CBT, as it is not well understood how therapist feedback influences I-CBT. Guided I-CBT was found to be more effective than unguided I-CBT [21-23], but it is not known how much guidance is needed, who needs to provide the guidance [23,24], and what aspect of the guidance is (most) helpful [22]. In our previous study, we found that whether therapist feedback was prescheduled or on-demand did not influence the treatment effect [17]. We explored in this study how therapist guidance during I-CBT influenced the outcome of stepped care. More specifically, (1) whether the difference in therapist time needed between the I-CBT arms persisted in stepped care and (2) whether the proportion of patients stepping up to f2f CBT after I-CBT differed in both formats, as the format of therapist feedback may influence the willingness to step up to f2f CBT.

Methods

Trial Design

This study was registered in the Dutch trial register (NTR4809) and was approved by the medical ethical committee of the Radboud University Medical Center (reference NL42543.091.12). It was a follow-up study of an RCT testing the efficacy of I-CBT for CFS (NTR4013) and was designed as a three-arm, parallel, randomized, noninferiority trial. In 2 arms, the patients received stepped care (SC) consisting of I-CBT, either with protocol-driven feedback (SC-protocol-driven feedback) or with feedback on demand (SC-feedback-on-demand), followed by f2f CBT when necessary, that is, still severely fatigued (CIS fatigue severity >35) or disabled (SIP >700) after I-CBT. The third arm was f2f CBT after a variable waiting period (TAU).

Before randomization, all patients completed a baseline assessment (T0). Directly after randomization, the patients in the stepped care arms started with I-CBT for a duration of 6 months. After 6 months, they completed a second assessment (T1). If they started additional f2f CBT after T1, they were assessed again 6 months later (T2). Patients from the TAU group were placed on the waiting list directly after T0, for a duration of maximally 6 months (refer to the section Interventions), after which they completed their T1 assessment. Directly after T1, the f2f CBT was started. Furthermore, 6 months after T1, the patients were assessed again (T2). Assessments were web-based questionnaires.

Participants

Participants were all recruited from adult CFS patients consecutively referred to a tertiary CFS treatment center at a university hospital. They comprised the 240 participants of the RCT testing the efficacy of I-CBT [17] and 123 participants additionally randomized to gain sufficient power for the primary research question of this study. It was a closed study; only patients referred to the treatment center could participate. All patients were first seen by a consultant of the outpatient clinic of the department of Internal Medicine of the hospital. The consultant checked the medical status to confirm that patients were sufficiently examined and if not, they examined the patients according to the national CFS guidelines [25]. Patients meeting CDC criteria for CFS [1,2] underwent a clinical assessment at the treatment center, including a structured interview (the Mini-International Neuropsychiatric Interview [26]), to rule out psychiatric disorders that could explain the presence of fatigue. Comorbidities that could not explain fatigue were not exclusion criteria.

Eligible patients were informed about the study and were included after giving written informed consent. They were asked to refrain from seeking treatment for CFS elsewhere for the duration of the study. Inclusion criteria were being aged 18 years or above; ability to speak, read, and write Dutch; meeting the CDC criteria, revised in 2003, for CFS [1,2]; severely fatigued (checklist Individual strength subscale, fatigue severity score of ≥35 [27]); severely disabled (Sickness Impact Profile 8, total score of ≥700 [28]); able to use a computer and have access to the internet; and given written informed consent. Exclusion criteria were being involved in a legal procedure concerning disability/benefit claims and/or participating in other CFS research [29].

Interventions

Treatment as Usual (Direct Face-to-Face Cognitive Behavioral Therapy)

For patients in the TAU group, the therapy started after a waiting period. During the first part of the study (first 240 randomized patients), the waiting list was 6 months for all patients. In the second part of the study (last 123 patients), the waiting period fluctuated depending on treatment capacity but was not longer than 6 months. For ethical reasons, patients could start sooner if the waiting period for routine clinical care was less than 6 months.

CBT was delivered according to a treatment protocol [30] that was also used in previous RCTs [18,20]. The treatment aims at changing fatigue-related beliefs and behavior. CBT starts with educating the patients on the cognitive-behavioral model of CFS and formulating treatment goals which, when attained, imply recovery from CFS. Following this, the patient learns to adopt a regular sleep-wake cycle, with fixed bed times and without sleep during the day. The patient is taught to shift attention away from fatigue and to challenge unhelpful beliefs regarding fatigue and disability. This is followed by a graded activity program in which a systematic increase in physical activity, regardless of symptoms, usually by walking or cycling, is introduced. Patients are encouraged to challenge dysfunctional beliefs about symptoms and activity during the program. The graded activity program is tailored to the activity pattern of the patient: relatively active patients learn to spread activity evenly first, whereas less active patients start directly with graded activity. An actometer, a motion-sensing device, was used to determine the activity pattern [29,31]. After the increase in physical activity, the patients learn to use these principles to increase mental and social activity. After the graded activity program, the patient is taught to reach his personal goals step by step. Finally, the patient is encouraged to experiment with fluctuating bedtimes and activity levels and to adopt a healthy view on normal fatigue.
Stepped Care
The I-CBT was accessible via a website, with a username and password that the patient received by email. Patients did not have to pay to use the intervention, although internet access was not provided. Patients were not trained to use the platform and could ask for support by email. During the f2f diagnostic sessions, the patient had met the therapist who would deliver the I-CBT. Both versions of I-CBT were based on the treatment protocol for f2f CBT for CFS [17,30]. The conditions differed in when the patient received feedback. In SC protocol-driven feedback, during I-CBT, the therapist asked the patient to report on the progress made, on fixed time points: weekly in the first 4 weeks and fortnightly in the following 8 weeks. From week 13, the frequency could be lowered to once every 3 weeks, if enough progress was being made. The therapist gave feedback via email and sent a reminder if no update was received. The feedback was aimed at motivating the patient to put the instructions of the intervention into practice. In the feedback-on-demand format, patients received feedback only when they indicated a need for advice. No reminders were sent.

The I-CBT consisted of 7 modules: (1) In “getting started and goal setting” psychoeducation is given, a treatment contract is signed, and goals are set. When goals are submitted, the next 5 modules are accessible: (2) “regulate sleep-wake cycle;” (3) “helpful beliefs about fatigue;” (4) “how to communicate with others about CFS;” (5) “gradually increasing my activity;” and (6) “reaching my goals step by step.” When this module is completed, the last module becomes accessible: (7) “evaluation and the future.” The modules are described in more detail elsewhere [29].

Within 2 weeks after T1, patients had an f2f evaluation session with their therapist. During this session, it was evaluated whether treatment goals were reached or additional f2f CBT was indicated. Patients were offered f2f CBT after I-CBT if they were still severely fatigued (CIS fatigue severity ≥35) and/or severely disabled (SIP8 ≥700) and/or if not all therapy goals were attained and the therapist expected that additional treatment was necessary to attain them. This decision could only be made after consultation of an experienced supervising CBT therapist (HK). The reason for continuation was, in that case, recorded and reported.

The additional CBT was delivered according to the treatment protocol [30]. It evaluated which beliefs and behaviors were already changed and consequently, which interventions were still needed to make further progress. Therapists were trained to encourage patients to step up when still fatigued or disabled after I-CBT. They were instructed to avoid that patients conclude that the I-CBT failed and additional f2f CBT will not lead to a (further) reduction of symptoms. The therapists helped patients appreciate what was already achieved and clarify that the f2f CBT is tailored to what is needed to make further gains.

Therapists in all the 3 arms were psychologists, trained in CBT for CFS, both f2f and internet-based. Therapists received weekly group supervision during the study [29].

Measures
Baseline Characteristics
The following patient characteristics were recorded: age, sex, duration of symptoms, the presence of each CDC symptom, work status, years of education followed, and the presence of depressive symptoms above a clinical significant cutoff of 4 on the Beck Depression Inventory, primary care version [32]. Furthermore, it was recorded whether patients met the SEID (systemic exertion intolerance disease) criteria [33]. SEID was recently proposed by the U.S. Institute of Medicine as an alternative to ME/CFS. SEID was met when postexertional malaise, unrefreshing sleep, and memory/concentration problems were all reported [33]. SEID can also be confirmed when a patient has orthostatic intolerance instead of memory/concentration problems, aside from severe and persistent fatigue. However, orthostatic intolerance was not assessed.

Primary Outcome Measure: Fatigue Severity
Fatigue severity (the primary, noninferiority outcome) was measured with the Checklist Individual Strength (CIS) fatigue severity subscale [27,34]. The CIS contains 20 items, Likert scaled (from 1-7) assessing 4 aspects of fatigue. The fatigue severity subscale is often used as a measure of fatigue in studies on CBT for CFS and is reliable and valid [27]. It contains 8 items, scores range from 8 (not fatigued) to 56 (severely fatigued). A validated cutoff of 35 was used to indicate severe fatigue [35].

Secondary Outcome Measures
Disabilities
A total score of Sickness Impact Profile 8 (SIP8; [28]) measures disabilities at 8 domains of daily functioning. Patients can indicate which out of 86 statements apply to their functioning as a result of their health status. Each statement has a weighting factor indicating severity [28]. The weighed total score was used. Higher scores indicated more severe disabilities. In this study, a total score of ≥700 was used as a cutoff to indicate significant disability.

Physical Functioning
The Medical Outcome Survey Short Form-36 (SF-36; [36,37]) physical functioning subscale was used to measure self-reported physical functioning and ranged from 0 (maximum limitations) to 100 (no limitations).

Psychological Distress
The Symptom Checklist-90 (SCL-90 [38]) total scale score measures psychological distress with 90 items, answered on a 5-point Likert scale (range of 90-450). Higher scores indicate more distress.

Invested Therapist Time
Therapists recorded the time needed per patient. Time spent on I-CBT (in stepped care), on additional telephone calls or email contact (all conditions) were recorded in minutes. Each f2f CBT session counted for 60 min (all conditions). In all conditions, 120 min was counted for the diagnostic assessment, consisting of 2 sessions.

http://www.jmir.org/2019/3/e11276/
Sample Size
Assuming a power of 0.80, a one-sided alpha of .0125 (correcting for 2 comparisons), an SD of 13.6 [20], and a noninferiority limit of 5.2 units on the CIS, 108 patients were needed per arm. To account for an expected dropout rate of 10.7%, the sample size needed for each arm was 121, making the total number of patients needed to 363. Therefore, 123 patients were to be randomized in addition to the 240 who were already randomized. The dropout rate of 10.7% was found in a study investigating stepped care for CFS with a self-help booklet as the first step [20]. A one-sided interval was used, as we tested for noninferiority. The 5.2 noninferiority margin is the estimated average decrease on the CIS fatigue severity subscale that occurs during waiting list, which is assumed to be clinically nonsignificant [39].

Randomization and Blinding
Patients were randomly allocated to 1 of the 3 conditions. Randomization was computer-generated, in blocks of 12 patients. The randomization program was programmed by a statistician, not involved in this study. Randomization was performed by an administrative assistant, in the presence of the patient and the therapist. Participants were partly blinded: they were unaware of the existence of 2 I-CBT formats and were told that they could either receive I-CBT followed by CBT if needed or f2f CBT. After randomization, therapists and patients could read the result from the computer screen: “(1) internet therapy” and “(2) internet therapy” or “wait list.” The therapist knew that condition “1” of I-CBT was protocol-driven feedback and “2” was feedback on demand.

Statistical analysis was performed on a data file, which blinded the researcher performing the analysis to patient and allocation condition. Post analysis, allocation to condition was unmasked to enable the authors to interpret the results.

Statistical Analyses
Analyses were done on the basis of intention to treat after imputation of missing primary and secondary outcome measures at postassessment. Postassessment was T1 for patients who stopped after waiting list or after I-CBT and was T2 for patients who received (additional) f2f CBT. When T2 data were needed but only T1 was present, postassessment scores were imputed as well. We used multiple imputation (20 imputed data sets), assuming that data were missing at random. All outcome variables at postassessment were included in the imputation model and were imputed. Baseline variables of all outcomes were only entered as predictors for the imputation model and were not imputed. Imputation was done in IBM SPSS version 22, as were all statistical analyses.

Outcomes of Both Versions of Stepped Care Compared With Direct Face-to-Face Cognitive Behavioral Therapy
To answer the primary research question, an analysis of covariance (ANCOVA) was performed with postassessment CIS fatigue severity score as the dependent variable, baseline fatigue scores as covariate, and treatment condition as the fixed factor. Noninferiority was assumed when post-treatment CIS fatigue severity was maximally 5.2 points higher for either form of stepped care in comparison with TAU [20]. Hence, the upper bound of the one-sided 98.75% CI of the difference between the formats should be no larger than 5.2. To compare the effect on disabilities, physical functioning, and psychological distress of stepped care and TAU, ANCOVAs were performed for SF-36, SIP8, and SCL-90, with baseline of the dependent variable as covariate and condition as fixed factor.

Differences in the proportion of patients with clinically significant improvement in fatigue severity were compared with chi-Square tests. Each stepped care group was compared with TAU. Clinically significant improvement in fatigue severity was assumed when there was a statistically reliable change of >1.96 SD in combination with a CIS fatigue scores of <35 on postassessment. The reliable change index (RCI) of the CIS fatigue severity was calculated for each person following Jacobson and Truax [40]. For each condition, the SD used in the formula was the SD of the baseline CIS fatigue severity score in the specific condition. The reliability of the CIS used in the calculation was 0.88 [34]. An RCI larger than 1.96 indicates that with a CI of 95%, it can be assumed that the improvement in CIS fatigue severity represents a true change and is not the consequence of the unreliability of the measure.

In addition, 3 sensitivity analyses were performed. First, the noninferiority was tested, whereas missing observations on fatigue severity were not imputed with multiple imputations but replaced in the following manner: (1) it was hypothesized that patients in the TAU group improved, missing scores were replaced by the CIS fatigue severity score at T0 minus the mean change in fatigue of the TAU group and (2) it was hypothesized that patients of the stepped care groups deteriorated, scores were replaced by the maximum CIS fatigue severity score. Second, the main analysis was repeated excluding patients who received CBT by telephone or email, instead of f2f. Third, the main analysis was repeated selecting only patients who met the SEID criteria.

Therapist Time Invested
Therapist time of both stepped care conditions were compared with TAU (either means with t tests or medians with Mann-Whitney U tests, when not normally distributed). The analysis was done with 2 selections: (1) including all patients: patients who did not start therapy only accounted for 120 min for the diagnostic assessment sessions, (2) including only “starters”; for the stepped care conditions, this was defined as having logged in the I-CBT program for at least three times and having submitted treatment goals [29] or having started f2f CBT. For TAU, it was defined as having received at least one therapy session. For patients who were still in treatment at the end of the study, the therapist time and therapy duration until that point were used. This was at least 1 year after randomization and at least 6 months after the start of f2f CBT. In addition, therapist time spent in both stepped care formats was compared.

Additional Effect Face-to-Face Cognitive Behavioral Therapy After Internet-Based Cognitive Behavioral Therapy
For patients in the stepped care groups who received additional f2f CBT, whether treatment outcomes at T2 (after f2f CBT)
differed significantly from T1 (after I-CBT) was investigated using paired-samples t tests.

**Outcome Differences Between First 240 and Last 123 Randomized Patients**

This analysis compared 2 groups of patients. The first 240 randomized patients were included between April 2013 and June 2015 [17] and the second 123 subsequently, between June 2015 and December 2016. Both took place in different circumstances; during the second part of the study, the treatment center was unexpectedly moved to another university medical center, which resulted in therapist changes and increased travel time for patients. Treatment outcome for all measures were compared with t tests.

**Results**

**Overview**

Patients were recruited between April 2013 and December 2016 and data collection was completed in December 2017. As shown in the flowchart (Figure 1), out of 766 patients screened for eligibility, 363 patients were randomly assigned to 3 treatment arms. Of these, 7 randomized patients did not meet the inclusion criteria, as the number of additional CDC criteria was less than 4.

In the TAU condition, the waiting list duration was 29 weeks (SD 4) for the first part of the study and 18 weeks (SD 12) for the second part of the study. The Spearman rank correlation between waiting list duration and reduction of fatigue was $r_s=0.075, P=.50$. After waiting list, 5 patients were lost to follow-up. Moreover, 12 patients did no longer meet the step-up criteria (severely fatigued as indicated by CIS fatigue severity >35 and/or severely disabled indicated by SIP8>700). In addition, 3 of them started individual CBT. Out of the remaining 104 patients, 77 started f2f CBT and 3 received CBT via telephone/email.

In the SC-protocol-driven feedback condition, 116 out of the 121 patients started I-CBT (95.8%). At T1, 87 patients met the step-up criteria (71.9%). Of them, 37 (43%) started f2f CBT. Furthermore, 3 patients, who did not meet the step-up criteria, received f2f CBT because several goals were not reached. In addition, 1 patient received the additional CBT by telephone and email.

In the SC-feedback-on-demand condition, 113 patients started I-CBT (93.3%). Of the 85 patients who met the step-up criteria (70.2%), 48 (56%) started f2f CBT. Moreover, 6 patients who did not meet the step-up criteria received f2f CBT because not all treatment goals were attained.

The difference in the proportion of patients meeting the step-up criteria that did actually step up to f2f CBT between both stepped care conditions was not significant ($\chi^2=3.3; P=.07$). Reasons for not stepping up were registered (see Figure 1): in the SC-protocol-driven feedback format, 29 (57%) did not want CBT anymore (15 because of the nature of the intervention, eg, did not want to travel, 14 could not fit f2f CBT in their lives at that moment eg, because of pregnancy), 10 (20%) were satisfied with the result of I-CBT, 8 (16%) no longer viewed CFS as the main problem, and 4 (8%) started treatment elsewhere. In SC-feedback-on-demand, 22 patients (56%) did not want CBT (17 because of the nature of the intervention and for 5 it did not fit into their lives), 9 (23%) were satisfied with the result of I-CBT, 6 (15%) no longer viewed CFS as the main problem, and 2 (5%) started treatment elsewhere.

At the end of the study, 1 patient was still in therapy and completed the postassessment 6 months after the start of f2f CBT. None of the patients were excluded from the main analysis. Table 1 shows the baseline characteristics.

**Outcomes of Stepped Care Compared With Treatment As Usual**

**Noninferiority With Respect to Effect on Fatigue Severity**

Data on the primary outcome were missing for 6 patients (all in the TAU condition). The upper boundary of the one-sided 98.75% CI of both forms of stepped care was below 5.2, indicating noninferiority. The mean difference in fatigue severity for the SC-protocol-driven feedback condition with TAU was $-0.04$ points; the CI upper bound was 3.81. For the SC-feedback-on-demand condition, the difference was 0.41 points; the upper bound of the CI was 4.25.

In all sensitivity analyses, both stepped care conditions remained noninferior to TAU (upper boundary CI for SC-protocol-driven feedback ranging from 3.34-3.95; upper bound CI SC-feedback-on-demand ranging from 4.12-4.50).

**Secondary Outcome Measures**

There were no significant differences between either stepped care condition or TAU for all secondary outcomes, that is, level of disabilities (SIP8), physical functioning (SF-36 physical functioning), and psychological distress (SCL-90). Within-group effect sizes are provided in Table 2.

**Proportion of Patients With Clinically Significant Improvement in Fatigue Severity**

Post stepped care, 49 out of 121 (40%) patients in SC-protocol-driven feedback during I-CBT showed clinically significant improvement in fatigue severity. In the TAU group, 53 out of 115 patients improved. Assuming that patients with missing data did not improve, this was 44%. The difference between both groups was not significant; $\chi^2_1(N=236)=0.7; P=.39$.

In SC-feedback-on-demand, 61 patients improved (50%). The difference between SC-feedback-on-demand and TAU was also not significant: $\chi^2_1(N=236)=0.4; P=.51$.

**Therapist Time Invested**

As the data on therapist time were not normally distributed, medians were compared with Mann-Whitney U tests (see Table 3). The intention-to-treat analysis showed that the median therapist time invested did not differ significantly between SC-protocol-driven feedback and TAU ($U=7068.0; P=.64$) and for SC-feedback-on-demand and TAU ($U=7272.5; P=.93$).
The analysis including only patients who started treatment showed different results. Median therapist time of both the stepped care formats differed significantly from TAU ($U=6819.5; P<.001$ for SC-protocol-driven feedback and $U=6883.5; P<.001$ for SC-feedback-on-demand).

**Figure 1.** CONSORT flow diagram of eligibility criteria. CBT: cognitive behavioral therapy; CDC: Centers for Disease Control and Prevention; CFS: chronic fatigue syndrome; f2f: face-to-face; I-CBT: internet-based cognitive behavioral therapy.
<table>
<thead>
<tr>
<th>Baseline characteristic</th>
<th>Stepped care Protocol-driven feedback</th>
<th>Feedback on demand</th>
<th>Treatment as usual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>38.7 (12.5)</td>
<td>37.2 (12.3)</td>
<td>38.7 (12.5)</td>
</tr>
<tr>
<td>Female (N=121), n (%)</td>
<td>78 (64.5)</td>
<td>69 (57.0)</td>
<td>74 (61.2)</td>
</tr>
<tr>
<td>Paid job (N=119), n (%)</td>
<td>82 (68.9)</td>
<td>79 (65.8)</td>
<td>77 (64.7)</td>
</tr>
<tr>
<td>Education level in years, mean (SD)</td>
<td>15.4 (1.9)</td>
<td>14.8 (2.3)</td>
<td>15.7 (1.5)</td>
</tr>
<tr>
<td>Duration of complaints in years, median (IQR)</td>
<td>4.0 (8.0)</td>
<td>5.0 (12.0)</td>
<td>6.0 (9.0)</td>
</tr>
<tr>
<td>Number of CDC(^b) symptoms, median (IQR)(^c)</td>
<td>6 (2)</td>
<td>6 (3)</td>
<td>6 (2)</td>
</tr>
<tr>
<td>Memory and/or concentration problems (N=121), n (%)</td>
<td>114 (94.2)</td>
<td>112 (92.6)</td>
<td>116 (95.9)</td>
</tr>
<tr>
<td>Sore throat (N=121), n (%)</td>
<td>53 (43.8)</td>
<td>57 (47.1)</td>
<td>56 (46.3)</td>
</tr>
<tr>
<td>Tender lymph nodes (N=121), n (%)</td>
<td>49 (40.5)</td>
<td>61 (50.4)</td>
<td>52 (43.0)</td>
</tr>
<tr>
<td>Muscle pain (N=121), n (%)</td>
<td>91 (75.2)</td>
<td>97 (80.2)</td>
<td>99 (81.8)</td>
</tr>
<tr>
<td>Multi-joint pain (N=121), n (%)</td>
<td>83 (68.6)</td>
<td>86 (71.7)</td>
<td>93 (76.9)</td>
</tr>
<tr>
<td>Headaches (N=121), n (%)</td>
<td>91 (75.2)</td>
<td>94 (77.7)</td>
<td>85 (70.2)</td>
</tr>
<tr>
<td>Unrefreshing sleep (N=121), n (%)</td>
<td>119 (98.3)</td>
<td>114 (94.2)</td>
<td>119 (98.3)</td>
</tr>
<tr>
<td>Postexertional malaise (N=121), n (%)</td>
<td>113 (93.4)</td>
<td>109 (90.1)</td>
<td>113 (93.4)</td>
</tr>
<tr>
<td>Meeting SEID(^d) criteria (N=121), n (%)</td>
<td>89 (73.6)</td>
<td>92 (76.0)</td>
<td>93 (76.9)</td>
</tr>
<tr>
<td>Fatigue severity(^e), mean (SD)</td>
<td>50.8 (5.0)</td>
<td>50.2 (4.8)</td>
<td>49.7 (5.3)</td>
</tr>
<tr>
<td>Overall impairment(^f), mean (SD)</td>
<td>1488.6 (550.1)</td>
<td>1534.7 (562.0)</td>
<td>1599.2 (589.6)</td>
</tr>
<tr>
<td>Physical functioning(^g), mean (SD)</td>
<td>62.3 (20.1)</td>
<td>60.5 (19.4)</td>
<td>61.0 (20.4)</td>
</tr>
<tr>
<td>Psychological distress(^h), mean (SD)</td>
<td>154.4 (31.8)</td>
<td>160.2 (37.7)</td>
<td>161.2 (38.0)</td>
</tr>
<tr>
<td>Clinically relevant depressive symptoms(^i) (N=120), n (%)</td>
<td>42 (35.0)</td>
<td>39 (32.5)</td>
<td>44 (37.0)(^j)</td>
</tr>
<tr>
<td>No current psychiatric diagnosis(^k) (N=121), n (%)</td>
<td>100 (83)</td>
<td>103 (85)</td>
<td>99 (82)</td>
</tr>
<tr>
<td>Any depressive disorder(^k) (N=121), n (%)</td>
<td>11 (9)</td>
<td>9 (7)</td>
<td>14 (12)</td>
</tr>
<tr>
<td>Any anxiety disorder(^k) (N=121), n (%)</td>
<td>11 (9)</td>
<td>11 (9)</td>
<td>8 (7)</td>
</tr>
<tr>
<td>Other psychiatric disorder(^k) (N=121), n (%)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Pain(^l), mean (SD)</td>
<td>59.3 (25.5)</td>
<td>59.1 (25.5)</td>
<td>57.7 (25.2)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.
\(^b\)CDC: Centers for Disease Control and Prevention.
\(^c\)Memory and/or concentration problems were scored together, so a maximum of 8 symptoms was scored.
\(^d\)SEID: systemic exertion intolerance disease.
\(^e\)CIS: Checklist Individual Strength.
\(^f\)SIP8: Sickness Impact Profile.
\(^g\)SF-36: Medical Outcomes Survey Short Form-36.
\(^h\)SCL-90: Symptom Checklist-90.
\(^i\)BDI-PC: Beck Depression Inventory-PC; total score ≥4.
\(^j\)N=119.
\(^k\)MINI: The Mini-International Neuropsychiatric Interview.
Table 2. Treatment effects.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Stepped care Protocol-driven feedback</th>
<th>Feedback-on-demand</th>
<th>Treatment as usual</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CIS</strong>a fatigue severity</td>
<td>Pre 50.78</td>
<td>50.20</td>
<td>49.69</td>
</tr>
<tr>
<td></td>
<td>Post 35.60</td>
<td>35.68</td>
<td>34.94</td>
</tr>
<tr>
<td></td>
<td>Cohen d (95% Cl)b</td>
<td>1.44 (1.16-1.73)</td>
<td>1.50 (1.21-1.79)</td>
</tr>
<tr>
<td><strong>SIP8</strong>c</td>
<td>Pre 1488.56</td>
<td>1534.74</td>
<td>1593.20</td>
</tr>
<tr>
<td></td>
<td>Post 822.09</td>
<td>797.10</td>
<td>961.32</td>
</tr>
<tr>
<td></td>
<td>Cohen d (95% Cl)b</td>
<td>1.09 (0.82-1.36)</td>
<td>1.22 (0.94-1.50)</td>
</tr>
<tr>
<td><strong>SF-36</strong>d physical functioning</td>
<td>Pre 62.27</td>
<td>60.54</td>
<td>60.95</td>
</tr>
<tr>
<td></td>
<td>Post 75.34</td>
<td>77.82</td>
<td>76.54</td>
</tr>
<tr>
<td></td>
<td>Cohen d (95% Cl)b</td>
<td>0.58 (0.33-0.84)</td>
<td>0.86 (0.59-1.12)</td>
</tr>
<tr>
<td><strong>SCL-90</strong>e</td>
<td>Pre 154.36</td>
<td>160.20</td>
<td>161.22</td>
</tr>
<tr>
<td></td>
<td>Post 137.69</td>
<td>140.79</td>
<td>143.65</td>
</tr>
<tr>
<td></td>
<td>Cohen d (95% Cl)b</td>
<td>0.42 (0.17-0.68)</td>
<td>0.46 (0.21-0.72)</td>
</tr>
</tbody>
</table>

aCIS: Checklist Individual Strength.
bUncontrolled effect size: within-group effect. Cohen d=(Mean pre−Mean post/pooled SD).
cSIP8: Sickness Impact Profile 8.
dSF-36: Medical Outcomes Survey Short Form-36.
eSCL-90: Symptom Checklist-90.

Table 3. Therapist time invested in total treatment in hours.

<table>
<thead>
<tr>
<th>Treatment arm</th>
<th>Intention to treat</th>
<th>Starters only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (hours)</td>
</tr>
<tr>
<td>Stepped care–feedback-on-demand</td>
<td>121</td>
<td>08:30</td>
</tr>
<tr>
<td>Treatment as usual</td>
<td>121</td>
<td>08:54</td>
</tr>
</tbody>
</table>

Exploratory Comparison of Both Stepped Care Formats

The difference in time invested between both the stepped care versions was significant when analyzing data of all patients (U=6237.0; P=.047), but the difference failed to reach significance when selecting only starters (U=5918.0; P=.06). More detailed information on the therapist time is provided in Table 4. On average, in SC-protocol-driven feedback, 4:04 hours (SD 2:20 hours) were spent on I-CBT. Moreover, 40 patients received f2f CBT, which took an average 6:18 hours (SD 3:37 hours) per person who received it. In SC-feedback-on-demand, 2:29 hours (SD 2:28 hours) was spent on I-CBT. In addition, 54 patients received f2f CBT, which took on average 6:30 hours (SD 4:10 hours) per patient.

Subgroup Analyses

Outcome of Face-to-Face Cognitive Behavioral Therapy After Internet-Based Cognitive Behavioral Therapy

In total, 95 patients received f2f CBT after I-CBT. As shown in Table 5, CIS fatigue was on average 5.6 points lower after f2f CBT, in comparison to after I-CBT, which was a significant change. Improvement on the SIP8 and SF-36 physical functioning was also statistically significant, whereas the SCL-90 score showed no statistically significant further improvement.
Table 4. Therapist time in stepped care.

<table>
<thead>
<tr>
<th>Selected group</th>
<th>Stepped care–protocol-driven feedback</th>
<th>Stepped care–feedback-on-demand</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean total time (hours)</td>
</tr>
<tr>
<td>----------------</td>
<td>---------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Total group</td>
<td>121</td>
<td>9.10</td>
</tr>
<tr>
<td>No f2f CBT</td>
<td>81</td>
<td>7.00</td>
</tr>
<tr>
<td>Received f2f CBT</td>
<td>40</td>
<td>13.32</td>
</tr>
</tbody>
</table>

<sup>a</sup>I-CBT: internet-based cognitive behavioral therapy.
<sup>b</sup>f2f CBT: face-to-face cognitive behavioral therapy.

Table 5. Treatment effect of cognitive behavioral therapy after internet-based cognitive behavioral therapy.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>At T1 (after I-CBT&lt;sup&gt;a&lt;/sup&gt;), mean (SD)</th>
<th>At T2 (after CBT), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIS fatigue severity (N=95)</td>
<td>42.99 (9.35)</td>
<td>37.39 (12.06)</td>
<td>4.901 (94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SIP8&lt;sup&gt;c&lt;/sup&gt; (N=91)</td>
<td>1151.86 (660.76)</td>
<td>851.18 (673.74)</td>
<td>4.569 (90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SF-36&lt;sup&gt;d&lt;/sup&gt; physical functioning (N=91)</td>
<td>71.54 (21.89)</td>
<td>77.03 (21.36)</td>
<td>-2.866 (90)</td>
<td>.005</td>
</tr>
<tr>
<td>SCL-90&lt;sup&gt;e&lt;/sup&gt; (N=86)</td>
<td>146.56 (33.29)</td>
<td>144.52 (46.01)</td>
<td>0.517 (85)</td>
<td>.607</td>
</tr>
</tbody>
</table>

<sup>a</sup>CBT: cognitive behavioral therapy.
<sup>b</sup>CIS: Checklist Individual Strength.
<sup>c</sup>SIP8: Sickness Impact Profile.
<sup>d</sup>SF-36: Medical Outcomes Survey Short Form-36.
<sup>e</sup>SCL-90: Symptom Checklist-90.

**Differences Between First 240 and Last 123 Randomized Patients**

There was a significant difference between the 2 groups regarding reduction of fatigue severity. In the first 240 patients, the change score was on average 16.4 points on the CIS fatigue severity subscale (SD 13.9). In the last 123 patients, the change score was 11.8 points (SD 11.3), t=3.374, P<.001. The differences between cohort 1 and 2 in change score for limitations (700.5 and 636.1, respectively), physical functioning (=15.7 and =14.5, respectively), and psychological distress (18.3 and 16.7, respectively) were not significant (P=.38, P=.59, and P=.74, respectively).

**Discussion**

**Principal Findings**

This study showed that I-CBT embedded in stepped care for chronic fatigue syndrome is noninferior to f2f CBT (TAU) in reducing fatigue severity. Treatment outcome of stepped care did not differ from TAU with respect to the level of disability, physical functioning, and psychological distress. The proportions of patients with clinically significant improvement of fatigue severity were equal for stepped care as well as TAU. Interestingly, this was despite the fact that approximately 50% of the patients who met the step-up criteria for f2f CBT after I-CBT did not step up.

For patients who did step up, it was found that f2f CBT after I-CBT led to a significant further improvement in fatigue severity and impairment. This suggests that stepped care with I-CBT as a first step is a viable treatment model for CFS. It was more time-efficient than usual care, as approximately 25% less therapist time was needed to deliver it. This is an important finding from a cost-effectiveness perspective, since therapist time accounts for a large proportion of the treatment costs in mental health care. Previous studies found stepped care, not including I-CBT, to be effective for CFS [20,41]. The findings of this study extend this observation and provide more insights into how stepped care can be offered in clinical practice. We found only 1 RCT that also investigated I-CBT embedded in stepped care. In patients with panic and social anxiety disorder, stepped care containing psychoeducation, I-CBT, and f2f CBT was compared with f2f CBT. Our findings are in line with this study: stepped care was noninferior to f2f CBT and was less time-intensive [42].

How therapist feedback during I-CBT influenced stepped care was explored. As in our previous study [17], we found that during I-CBT, less therapist time was needed in the feedback-on-demand than in the protocol-driven feedback format of I-CBT. However, when patients stepped up to f2f CBT after an initial step-up criteria was met, the therapist time needed for f2f CBT was significantly higher than in the feedback-on-demand format.
CBT, therapists spent similar time in both conditions. Although SC-feedback-on-demand remained more time-efficient, the difference between both became smaller and failed to reach significance. This might be explained by the fact that relatively more patients in the SC-feedback-on-demand format received f2f CBT, which led to an increase in invested time. Furthermore, since we did not power for a direct comparison between both conditions, we may need more patients to draw firm conclusions on this.

We also explored if the proportion of patients willing to step up after I-CBT differed in both the feedback formats. It was found that of the patients who needed to step up after I-CBT, the proportion of patients that received f2f CBT differed in favor of the feedback-on-demand format. However, this difference was not significant. It is important to know what prevented patients from stepping up. One plausible explanation could be that patients became less motivated after unsuccessful I-CBT [43,44]. In our study, we found that approximately 60% of the patients who declined did this because they did not want further therapy, although CFS remained a problem (eg, preoccupied with other matters in life, did not want to travel, or have no faith in further recovery). Interestingly, approximately 20% were satisfied with the result of I-CBT, although they were still severely fatigued and/or disabled. It is important to know why they were satisfied despite having severe complaints. Exit interviews could be used to investigate these matters further.

Although this study shows that I-CBT fits well into a stepped care model, it is problematic that many patients do not step up when this is needed. Although this did not lead to a lower proportion of improved patients (than in TAU), and it is uncertain whether these patients would have otherwise started and completed TAU, it is possible that some of these patients would have profited more if they had received f2f CBT. To improve the integration of I-CBT in clinical care, there are some options. An aim could be to increase the number of patients that step up for f2f CBT. For example, by stopping earlier with I-CBT when it appears to be ineffective, demoralization can be prevented. However, what is a reliable indicator of the need to step up is not known. In a process study on f2f CBT for CFS, it was found that in a substantial proportion of patients, symptoms did not decrease until after 3 to 4 months [45]. The absence of a change in fatigue-perpetuating cognitions and behavior may, therefore, be a more suitable indicator early on in therapy. Further research could focus on the predicting value of these perpetuators on treatment effect in I-CBT.

It is also possible to further improve I-CBT, so that fewer patients need to step up. An option would be to improve I-CBT by developing a more flexible version, in which the intensity of therapist guidance can be further varied. The integration of videoconferencing in I-CBT makes it possible to combine the advantages of f2f sessions and I-CBT. Perhaps this also can be on demand, as our study indicated that patients are able to determine how much guidance they need. It is also an option to predefine specific moments in therapy, in which video consults may have an added value, because some interventions are more difficult to deliver via the internet. For example, supporting reformulation of dysfunctional beliefs is probably easier in direct interaction than by email.

Strengths and Limitations
A significant limitation of our study was that in TAU, one-third of the patients did not start the therapy. This may have reduced the treatment results in this reference group. The within-group effect size for fatigue severity in the TAU condition in our study fell outside the 95% CIs of 2 other CFS studies that had lower proportions of nonstarters [18,46]. Another possible explanation for the somewhat lower effect size in the TAU condition could be that during the study, the treatment center was moved to another university medical center. This led to organizational problems, such as uncertainty for patients about when treatment would start, changes in therapists, and substantially increased travel times for patients. There are indications that organizational features of a mental health center can influence the treatment outcome of behavioral interventions [47]. In all 3 conditions, patients who started their treatment during the last part of our study had a significantly lower reduction of fatigue.

Furthermore, a possible limitation is that the waiting list policy had changed during the study. However, retaining an unnecessarily long waiting list duration would not have been ethical. It was found that the duration of the waiting list had not influenced the treatment effect on reduction of fatigue. Another limitation is that we did not provide data on dropout. It was difficult to produce a dropout definition that allowed for a comparison between all treatment arms. For TAU, termination of treatment before a certain number of sessions is often used as a criterion for dropout [48]. Dropout during I-CBT is difficult to measure reliably. Opening modules or logging in does not necessarily represent receiving treatment. The assessment of the therapist may also be unreliable if a patient does not request feedback or does not respond to an email; this does not have to imply that the patient dropped out of treatment as they still can follow the treatment via the internet. Unless patients actively report discontinuation of treatment, it is difficult to be certain whether someone dropped out. Furthermore, for stepped care, the number of f2f CBT sessions needed after I-CBT differs between patients, as the exposure to the content of I-CBT varies. This makes it difficult to define the minimal number of sessions that a patient has to follow before he or she is considered to have completed the treatment. More specific information on dropout, for example, by interviewing patients after they have terminated the treatment, would further aid comparison of the treatment formats.

Recently, new diagnostic criteria were proposed for CFS, by the US Institute of Medicine [33]. To aid comparison with other studies using this definition, we explored the proportion of our patients meeting SEID criteria and repeated our primary analysis with this subgroup of patients. We found the same pattern of results, suggesting that findings can probably be generalized to a significant subgroup of patients meeting the SEID criteria. It should, however, be noted that we did not assess orthostatic intolerance, which could have led to an underestimation of the proportion of patients meeting SEID in our sample.

There were important strengths of the study: it is one of the few RCTs that compared stepped care with I-CBT as a first-step treatment with usual care [19]. Our comparator was a high-intensity treatment that has proven to be effective in several contexts. As our study indicated that patients are able to as our study indicated that...
RCTs [46]. Often, the efficacy of I-CBT or stepped care is compared with a no-treatment or low-intensity control group, which seriously limits the conclusions than can be drawn from these studies [15,43,49]. Another strength is that almost all patients completed postassessment on the primary outcome measure. Finally, the study included a large sample of patients, who underwent an extensive diagnostic procedure and were treated in a specialized tertiary treatment center by experienced, well-trained, and supervised therapists.

Conclusion

In conclusion, this RCT showed that stepped care with I-CBT as the first and f2f CBT as the second step for chronic fatigue syndrome is noninferior to TAU in the reduction of fatigue severity. A substantial part of the patients did not need to step up after stepped care, which made treatment for them less intensive. For patients who needed to step up, f2f CBT led to an additional treatment effect. Stepped care took less therapist time to deliver. However, a substantial proportion of patients did not step up after I-CBT with limited results. Treatment efficacy can probably be improved when relatively more patients step up and by further developing the I-CBT.
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Abstract

Background: Cancer patients receiving chemotherapy have high symptom needs that can negatively impact quality of life and result in high rates of unplanned acute care visits. Remote monitoring tools may improve symptom management in this patient population.

Objective: This study aimed to design a prototype tool to facilitate remote management of chemotherapy-related toxicities.

Methods: User needs were assessed using a participatory, user-centered design methodology that included field observation, interviews, and focus groups, and then analyzed using affinity diagramming. Participants included oncology patients, caregivers, and health care providers (HCPs) including medical oncologists, oncology nurses, primary care physicians, and pharmacists in Ontario, Canada. Overarching themes informed development of a Web-based prototype, which was further refined over 2 rounds of usability testing with end users.

Results: Overarching themes were derived from needs assessments, which included 14 patients, 1 caregiver, and 12 HCPs. Themes common to both patients and HCPs included gaps and barriers in current systems, need for decision aids, improved communication and options in care delivery, secure access to credible and timely information, and integration into existing systems. In addition, patients identified missed opportunities, care not meeting their needs, feeling overwhelmed and anxious, and wanting to be more empowered. HCPs identified accountability for patient management as an issue. These themes informed development of a Web-based prototype (bridges), which included toxicity tracking, self-management advice, and HCP communication functionalities. Usability testing with 11 patients and 11 HCPs was generally positive; however, identified challenges included tool integration into existing workflows, need for standardized toxicity self-management advice, issues of privacy and consent, and patient-tailored information.

Conclusions: Web-based tools integrating just-in-time self-management advice and HCP support into routine care may address gaps in systems for managing chemotherapy-related toxicities. Attention to the integration of new electronic tools into self-care by patients and practice was a strong theme for both patients and HCP participants and is a key issue that needs to be addressed for wide-scale adoption.

(J Med Internet Res 2019;21(3):e9958)  doi:10.2196/jmir.9958
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Introduction

Cancer patients receiving chemotherapy have high symptom burden, which is reflected in their frequent utilization of the emergency department (ED) and high rates of hospitalization during treatment [1-4]. Chemotherapy-related toxicities usually occur between ambulatory visits to the oncology clinic. Unplanned acute care visits among patients receiving systemic therapy in routine practice are likely a reflection of suboptimal management of these toxicities due to inadequate use of preventative strategies or lack of timely access to advice and assessment by the health care team. Some ED visits and hospitalizations may be potentially avoidable with proactive monitoring between clinic visits [5]. The widespread diffusion of health information technology (HIT) represents an opportunity to address gaps in current health care systems with access to Web-enabled devices becoming increasingly common.

Technological solutions have been found to be acceptable to a wide range of populations including older individuals and those with little experience using Web-based technologies [5-8]. Web-based solutions allow an immediacy of access to information and feedback that paper-based systems are not able to provide [7,9] and with a greater degree of accuracy [10]. The design of an effective Web-based chemotherapy toxicity management tool requires an understanding of factors associated with the interaction between humans, technology, and care context to ensure uptake by end users and integration into existing clinical workflows [11]. Engaging end users from the outset also increases external validity and results in highly accurate and relevant solutions while avoiding features and functionalities that were not relevant or useful in existing tools.

To design a prototype Web-based tool to facilitate remote management of chemotherapy-related toxicities, we used an iterative, participatory design methodology informed by human factors principles. As the majority of side effects and subsequent ED visits and hospitalizations occur between clinic visits, we focused on the needs of patients receiving chemotherapy in the outpatient setting. We initiated this study at a time when the evidence base regarding the development and effectiveness of such tools was limited; hence, we felt a local solution was needed [12-14]. A recently published single institution randomized trial of electronic symptom tracking between clinic visits in patients with advanced cancer receiving chemotherapy has shown improvement in patient outcomes including fewer ED visits and hospitalizations [15,16]. However, HIT is an area that is evolving rapidly and, as such, tools which began development over a decade ago [12] may no longer be as relevant. Furthermore, existing tools have mostly undergone academic development in a limited number of settings and have not yet moved into routine practice in the cancer context so there were no off the shelf tools that could be easily adopted. In addition, none of the existing tools have been validated in Canada, so it is unclear whether they would be relevant to the Canadian context of a universal health care system that includes provincially organized but locally delivered cancer care. Not all publicly funded health systems have a similar organization, availability of resources, and result in patient populations with different needs. Successful implementation of an electronic tool requires deep understanding of the required features and functionalities and of the health system into which it will be deployed but can also provide insights applicable beyond local context, thus adding to the growing body of knowledge.

Methods

Study Overview

To design a prototype of an electronic tool to address gaps in chemotherapy-related symptom management, we used a user-centered participatory design methodology [17]. A Web-based tool was preferred to allow use on any internet-enabled device to mitigate logistical and cost concerns. Potential end users, including patients, their caregivers, and health care providers (HCPs; medical oncologists, primary care physicians, and oncology nurses and pharmacists) were involved in all steps of prototype conceptualization and development. The study was approved by the University Health Network and Trillium Health Partners ethics boards. Informed consent was obtained from all participants; all participants received an honorarium for their time.

Recruitment and Questionnaire Administration

A convenience sampling approach was utilized whereby HCPs were invited to participate directly by a study team member. Patients and their caregivers were invited to participate by their treating medical oncologist or through an email sent out by the Cancer Care Ontario Patient and Family Advisory Council. Patient participants were required to have received chemotherapy for any cancer type with any intent within the previous 2 years. To ensure a wide sampling of views, each participant undertook only one study activity (ethnographic field study, focus group, or prototype testing). All participants completed a baseline questionnaire to assess their level of interaction with information technology. The patient questionnaire consisted of 11 demographic questions and 10 information technology questions; the HCP questionnaire consisted of 11 demographic questions and 11 information technology questions. For questions estimating hours of computer and internet usage per day, the lower range number was used for analysis.

User Needs Assessment

To understand and gather insights into the context in which care is provided, we utilized the event-focused ethnographic field study methodology of Bloomberg et al [17] consisting of field observation and interviews and focus groups with potential end users. To understand the tasks, workflows, information requirements and usage patterns, communication and decision-making mechanisms, and use of supporting systems involved in toxicity management, field observations were undertaken. Field observation consisted of silent first-hand observation [18] of interactions between HCPs and patients.
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during routine clinic visits in the ambulatory clinical setting with contemporaneous notes taken by 2 2 human factors specialists (ASY and LP). Following each field observation session, separate semistructured interviews were held with providers and patients to gather further information on gaps and facilitators. Interviews were guided by a script but left room to clarify any observed issues to gain deeper insights. Contemporaneous notes were taken, and interviews were audio recorded. Saturation of patient insights, defined as exhaustion of new feedback and themes [19], was not reached following the first round of ethnography; so additional patients were recruited and studied until saturation was reached, as confirmed by sampling of 2 additional patients. A total of 5 study team members confirmed saturation by consensus.

To encourage open discussion of views on issues and to minimize the risk of power imbalance, separate HCP and patient and caregiver focus groups were held and moderated by 2 human factors specialists (ASY and LP). Each participant attended a 1- to 2-hour focus group. Focus groups utilized open-ended questions and probes to generate discussion about gaps in the current health system related to symptom management as well as the content and functionality of a toxicity management tool. Focus groups were audio recorded and contemporaneous notes were taken.

Analysis

Findings from demographics and preferences questionnaires were summarized using descriptive statistics. Qualitative data gathered during the ethnographic field studies and focus groups were thematically analyzed using the affinity diagramming method of Holtzblatt and Beyer [20] during ideation sessions.

Preparation for the affinity diagramming method consisted of a coding exercise on all the gathered data. Moreover, each of the 2 human factors specialists (ASY and LP) reviewed all data from all sessions generating codes denoting relevant keywords, phrases, and quotes from participant data. Each source of data (field observation and interviews and focus groups) was analyzed separately, which afforded methodological triangulation [21].

These codes were used in the ideation sessions, which were attended by 2 human factors study members (ASY and LP) and 3 HCP study members (RP, MK, and MP). On the basis of the principles of a Team Interpretation session [20], the 5 study members discussed each piece of coded data, sharing insights from the clinical and human factors perspectives. Through discussion of coded data, natural groupings began to form, which developed into themes that encapsulated each natural grouping. For example, one quote from an HCP, “Patients are overwhelmed. My guess is that 95% of the information is instantly forgotten.” was coded as Overwhelmed and grouped under the patient-specific theme of Anxiety and feeling overwhelmed.

Consensus on the themes was reached by all 5 members, and theme saturation was achieved when no new themes emerged for any presented piece of coded data [19]. This method allowed for effective identification of interrelated factors and existing issues related to remote management of chemotherapy-related toxicities; these themes informed the design of the prototype Web-based toxicity management tool.

Design and Usability Testing

On the basis of the different functional and information requirements gathered during the needs assessment, distinct interactive prototype interfaces were designed for both the patient and HCP roles. Usability testing was facilitated by human factors specialists and comprised hour-long cognitive walk-throughs, where participants performed realistic tasks while thinking aloud [22]. Depending on participant preference, usability testing was conducted either in a private room in the clinical area or at the human factors usability laboratories. The human factors specialists (ASY and LP) explained the purpose and objectives of the usability testing to participants and presented the low fidelity prototype (screen shots without any of the interactive functionality) with scenarios for the participant to complete using the prototype. Sessions were observed, videotaped, and audio taped, and contemporaneous notes were taken. Participants were debriefed at the conclusion of testing to ascertain if any further issues arose during testing.

Target recruitment for usability testing was 4 to 5 participants in the patient and caregiver and clinician groups, respectively, to identify up to 80% of usability problems as recommended in the literature [11]. The tool, comprising both a patient-facing and clinician-facing interface, was refined over 2 rounds of usability testing, resulting in a higher fidelity interactive prototype.

The data from the patient and caregiver and clinician groups were analyzed separately. The data from the video recordings from usability testing also underwent thematic analysis using affinity diagramming methodology [20] with 2 human factors specialists (ASY and LP) reaching consensus on the issues on both interfaces discovered through usability testing. The 2 human factors specialists jointly rank ordered the issues using a weighted decision matrix [23], assigning weights and ratings to various criteria including Ease of design change, Severity of usability issue, Benefit to patient, and Benefit to HCP, for each of the identified issues. The issues were iterated upon in the prototype starting from the highest overall rank until all issues were addressed.

Results

Participant Demographics

Between December 2014 and November 2015, 49 patients, caregivers, and HCPs participated in the study. Overall, 8 patients and 8 HCPs participated in ethnographic field studies; 6 patients, 1 caregiver, and 4 HCPs participated in focus groups; and 11 patients and 11 HCPs participated in usability testing (Figure 1). Baseline characteristics of study participants are shown in Table 1; as only 1 caregiver participated, findings were combined with patient responses. Patient and caregiver participants were primarily female (58% [15/26]) with a median age of 55 years, had a diagnosis or cared for someone with a diagnosis of breast cancer (31% [8/26]), had at least a college education (81% [21/26]), and spoke English as their first language (92% [24/26]). HCPs were primarily female (80%)
[16/20]) with a median age of 50 years, had been in the medical profession on average for 20 years, spoke English as their first language (85% [17/20]), and had a hospital-based practice (90% [18/20]).

**Figure 1.** Flow diagram of study design. HCP: health care providers; pts: points.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All (n=46)</th>
<th>Patients and caregivers (n=26)</th>
<th>Health care providers (n=20&lt;sup&gt;a&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (28)</td>
<td>10 (38)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Female</td>
<td>31 (67)</td>
<td>15 (58)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>—&lt;sup&gt;b&lt;/sup&gt;</td>
<td>55 (29-75)</td>
<td>50 (31-65)</td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family physician</td>
<td>—</td>
<td>—</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Medical oncologist</td>
<td>—</td>
<td>—</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Oncology nurse</td>
<td>—</td>
<td>—</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>—</td>
<td>—</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Years in health care</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>—</td>
<td>—</td>
<td>20 (1.5-41)</td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal cancer</td>
<td>—</td>
<td>5 (19)</td>
<td>—</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>—</td>
<td>8 (31)</td>
<td>—</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>—</td>
<td>2 (8)</td>
<td>—</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>—</td>
<td>6 (23)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>—</td>
<td>2 (8)</td>
<td>—</td>
</tr>
<tr>
<td>Missing</td>
<td>—</td>
<td>2 (8)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>—</td>
<td>25 (96)</td>
<td>—</td>
</tr>
<tr>
<td>Radiation</td>
<td>—</td>
<td>13 (50)</td>
<td>—</td>
</tr>
<tr>
<td>Surgery</td>
<td>—</td>
<td>13 (50)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional/graduate degree</td>
<td>—</td>
<td>8 (31)</td>
<td>—</td>
</tr>
<tr>
<td>College/university</td>
<td>—</td>
<td>13 (50)</td>
<td>—</td>
</tr>
<tr>
<td>High school</td>
<td>—</td>
<td>3 (12)</td>
<td>—</td>
</tr>
<tr>
<td>Primary/middle school</td>
<td>—</td>
<td>2 (8)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAN $30-59k</td>
<td>—</td>
<td>3 (12)</td>
<td>—</td>
</tr>
<tr>
<td>CAN $60-89k</td>
<td>—</td>
<td>5 (19)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;CAN $90k</td>
<td>—</td>
<td>12 (46)</td>
<td>—</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>—</td>
<td>6 (23)</td>
<td>—</td>
</tr>
<tr>
<td><strong>First language, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>41 (89)</td>
<td>24 (92)</td>
<td>17 (85)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (11)</td>
<td>2 (8)</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Practice setting, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community-based clinic</td>
<td>—</td>
<td>—</td>
<td>2 (10)</td>
</tr>
</tbody>
</table>
Baseline Technology Use

Computer and internet use were very common among HCPs, patients, and caregivers (Table 2) with the majority of participants using computers at work (80% [37/46]) and at home (93% [43/46]) and having access to internet at home (98% [45/46]). HCPs reported using electronic devices approximately twice as much as patients (6.5 vs 3.5 hours per day). Most participants reported being comfortable or very comfortable using computers, smartphones and tablets, internet, email, and instant messaging. Only 50% (23/46) of patients and HCPs felt comfortable using social media with 50% (13/26) of patients and 15% (3/20) of HCPs either not using or feeling not at all comfortable with social media platforms.

User Needs

Thematic analysis of data collected from the ethnographic field studies and focus groups revealed themes of the recognition of gaps in the current health system, the existence of barriers to accessing care, and the need for timely support in decision making, which were common to both patients and HCPs (Figure 2). Additional themes were specific to either patients and caregivers or to HCPs. Patients and caregivers recognized that health systems often do not match their needs and that many psychological symptoms are not well addressed, especially feelings of being overwhelmed and anxious. HCPs identified the need for clear lines of accountability for any decisions and advice given to patients through a Web-based tool.

Design of Interactive Prototype

The design of an interactive prototype with separate patient and HCP interfaces, bridges, was informed by the findings of the user needs assessment. The patient interface includes functionality for toxicity reporting, self-management advice based on the reported toxicities, an appointment calendar, educational materials, and options for HCP communication (Figure 3). The HCP interface includes functionality for viewing patient visit history and voicemails left by the patient, trending of toxicity reporting data, and a standardized treatment guide for handling common chemotherapy-related toxicities.

Usability Testing

Iterative rounds of usability testing were undertaken with 22 participants (11 patients and 11 HCPs) to further refine the prototype and evaluate end-user needs. During usability testing, patients noted that it is often left to them to self-organize their care including integration of complex scheduling information and medication administration (Textbox 1). Many patients desired access to an up-to-date Web-based calendar from the hospital or a calendar they could synchronize with their own device. Patients were very clear that they wanted access to information specific to their cancer type and treatment regimen rather than general information which may not apply to them. They had concerns about whether they would actually use the tool if they were feeling unwell and highlighted that the ability for a caregiver to fill it out for them would be useful. Patients also provided insight into the fact that care teams are frequently comprised of many members that change regularly.

Issues noted by HCPs included concerns of how a Web-based tool would be integrated into existing workflows and procedures, especially existing electronic medical records, to avoid entering the same information into multiple HIT systems. The context within which patient-reported toxicities occurred was felt to be very important, so the ability to add notes within the app was desired. Issues of confidentiality and privacy were highlighted as critical and requiring clarification, particularly with regard to patient consent around communication between HCPs and caregivers. The ability to prioritize patient symptoms and other issues in order of urgency was also felt to be important to ensure that the most serious issues were addressed first. The use of a treatment guide for symptom management was seen as a useful tool to ensure HCPs give consistent advice to patients.
Table 2. Baseline computer and information technology use.

<table>
<thead>
<tr>
<th>Category and Response</th>
<th>All (n=46)</th>
<th>Patients and caregivers (n=26)</th>
<th>Health care providers (n=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computer use at work, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>37 (80)</td>
<td>17 (65)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>No</td>
<td>7 (15)</td>
<td>7 (27)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>2 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Computer use at home, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>43 (93)</td>
<td>24 (92)</td>
<td>19 (95)</td>
</tr>
<tr>
<td>No</td>
<td>3 (7)</td>
<td>2 (8)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Internet access at home, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>45 (98)</td>
<td>25 (96)</td>
<td>20 (100)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Hours on computer, smartphone, and tablet, per day, median (range)</strong></td>
<td>6.5 (1-12)</td>
<td>3.5 (&lt;1-9)</td>
<td></td>
</tr>
<tr>
<td><strong>Comfort using a computer, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>A little</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>15 (33)</td>
<td>6 (23)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>27 (59)</td>
<td>17 (65)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Comfort using a smartphone or tablet, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>3 (7)</td>
<td>2 (8)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>A little</td>
<td>4 (9)</td>
<td>1 (4)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>15 (33)</td>
<td>6 (23)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>23 (50)</td>
<td>16 (62)</td>
<td>7 (35)</td>
</tr>
<tr>
<td><strong>Hours on internet per day, median (range)</strong></td>
<td>2 (&lt;1-12)</td>
<td>2 (&lt;1-12)</td>
<td>3 (1-12)</td>
</tr>
<tr>
<td><strong>Comfort using internet, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>A little</td>
<td>3 (7)</td>
<td>3 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>15 (33)</td>
<td>5 (19)</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>27 (59)</td>
<td>17 (65)</td>
<td>10 (50)</td>
</tr>
<tr>
<td><strong>Comfort using email, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>2 (4)</td>
<td>2 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>A little</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>14 (30)</td>
<td>5 (19)</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>29 (63)</td>
<td>18 (69)</td>
<td>11 (55)</td>
</tr>
<tr>
<td><strong>Comfort using instant messaging, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do not use</td>
<td>3 (7)</td>
<td>3 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not at all</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Category and Response</td>
<td>All (n=46)</td>
<td>Patients and caregivers (n=26)</td>
<td>Health care providers (n=20&lt;sup&gt;a&lt;/sup&gt;)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------</td>
<td>-------------------------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>A little</td>
<td>4 (9)</td>
<td>1 (4)</td>
<td>3 (15)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>12 (26)</td>
<td>4 (15)</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>26 (57)</td>
<td>17 (65)</td>
<td>9 (45)</td>
</tr>
</tbody>
</table>

**Comfort using social media, n (%)**

<table>
<thead>
<tr>
<th></th>
<th>All (n=46)</th>
<th>Patients and caregivers (n=26)</th>
<th>Health care providers (n=20&lt;sup&gt;a&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do not use</td>
<td>11 (24)</td>
<td>9 (35)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Not at all</td>
<td>5 (11)</td>
<td>4 (15)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>A little</td>
<td>7 (15)</td>
<td>0 (0)</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Comfortable</td>
<td>12 (26)</td>
<td>7 (27)</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Very comfortable</td>
<td>11 (24)</td>
<td>6 (23)</td>
<td>5 (25)</td>
</tr>
</tbody>
</table>

**Technology used in normal workday, n (%)**

- Computer: 20 (100)
- Smartphone: 11 (55)
- Tablet: 3 (15)

<sup>a</sup>Data missing for 3 health care providers.

<sup>b</sup>Not applicable.

**Figure 2.** Summary of findings from thematic analysis of user needs data. HCP: health care providers.
Figure 3. Select screenshots of bridges from the patient/caregiver (panel A) and health care provider (panel B) user interfaces.

Textbox 1. Patient and health care provider (HCP) themes from usability testing.

Patients
- Responsible for self-organizing care
- Want appointment calendar synced with hospital
- Want information specific to their cancer and treatment
- Practicalities of using online application—if unwell, want caregivers to fill out
- Health care is dynamic—care teams often large and ever-changing

Health care providers
- Integration into existing workflows and practices
- Provision of context to patient feedback as notes
- Privacy and consent issues—sharing patient information, especially with caregivers
- Prioritizing incoming information—deal with most serious problems first
- Consistent assessments and provision of standardized management information (ie, treatment guidelines)

Discussion

Principal Findings
In our study, patients, caregivers, and HCPs engaged in designing an interactive Web-based prototype of a chemotherapy-related toxicity management tool. Issues within the existing systems identified by participants included the need for HCP-supported decision making and self-management strategies for patients, access to credible and timely information, improved communication (both between patients and HCPs, and among HCPs), and integration of the tool within existing workflows to prevent redundancy and confidentiality issues. Understanding local context including the required features and functionalities and potential implementation issues particular to the local context is essential for long-term success. Our study identified a number of additional functionalities and implementation challenges that add to this growing body of literature such as concerns from providers regarding accountability within the tool.

Comparison With Previous Work
Functionalities of existing tools for patients undergoing cancer treatment that have been developed and pilot tested range from symptom tracking alone [24-30], symptom tracking in conjunction with self-care support [31-36], and symptom tracking with active symptom monitoring [12,15,37-47]. Our findings confirm previous work, some of which was published before and some during the conduct of our study, such as high levels of patient satisfaction with remote symptom monitoring systems and the need for ease of use of the tool. When using any tool designed to improve the quality of patient care, the local context is a critical factor that must be addressed, as it will determine the success of implementation. Our study also identified additional functionalities and implementation challenges that add to this growing body of literature including...
the need to streamline etool integration into patient self-care and current clinical practice workflows before wide-scale adoption and accountability for provider actions within the etool necessitating clearly defined roles and responsibilities of users. This complements findings from a previous study by Mooney et al [48] utilizing a telephone-based remote monitoring system for cancer patients that highlighted the need to explicitly address who is going to address alerts, as assuming providers will add these duties on to their existing responsibilities does not work. The evidence for positive impact of etools for symptom monitoring during cancer treatment is growing. A recent study by Denis et al [46] of Web-based follow-up of self-reported symptoms in lung cancer patients following initial treatment reported improved overall survival. Basch et al [15,16] found that remote monitoring of patient symptoms during chemotherapy resulted in significantly improved quality of life, fewer ED visits and hospitalizations, and was associated with prolonged survival. Both interventions included health team alerting functionality for severe symptoms. Likewise, Chumbler et al [49] found a significant reduction in clinic visits and chemotherapy-related hospitalizations using a Cancer Care Coordination Home Telehealth approach.

**Limitations**

Our findings need to be evaluated in the context of study limitations. Our participants were from 2 large urban centers in southern Ontario and, thus, may not represent end-user needs from other jurisdictions. Selection bias may be present as HCPs who volunteered to participate may have been inherently more interested in using HIT solutions. Likewise, patients who contacted the study coordinator directly may represent a more motivated population than a random sample and may not be representative of the views of the overall population. HCP and patient participants were mostly female (HCPs: 16 vs 3; patients/caregivers: 15 vs 10), so findings may not adequately represent the views of their male counterparts. Our patient and caregiver participants had a median age of 55 and reported having at least a college education (81% [21/26]), English as their first language (92% [24/26]), and comfort using the internet and technology. As such, additional work is needed to better understand the needs of end users who are older, non-English speaking, less educated, or less familiar with technology. The design of our interactive prototype is a first step in building an effective electronic tool for patient care. Additional studies are needed to explore whether the tool impacts patient outcomes; although, the recently published trials from the United States [15] and France [46] provide important information regarding the benefits of such systems for patients in controlled settings. Data on wide-scale adoption of etools in this setting are not yet available.

The method of affinity diagramming aims to bring together issues and insights from various stakeholders, from which overarching themes emerge. Although the data were collected using a number of approaches to understand the complexities and subtleties of toxicity management within the Canadian context, it could be argued that the resulting artifact from affinity diagramming affords only a thin description of toxicity management, that is, a limitation of the method is that the resulting affinity diagram is only a brief summary of the themes that emerged, lacking rich context. However, it should be noted that the human factors study members who conducted the ethnographic field study and participated in ideation sessions were also those who designed the prototype. Thus, although the themes from affinity diagramming informed the design of the prototypes, the human factors study members were also able to draw from the contextual data that they experienced firsthand. Although the number of participants required for usability testing has been well-established [11], there is little consensus on the number of participants required for interviews and focus groups [21,50,51]. Given this limitation, the authors instead strived for saturation of the collected data and resulting themes [21] and triangulation using multiple sources of data (field observation, interviews, and focus groups) [51] to arrive at a comprehensive understanding of toxicity management from various stakeholders.

**Conclusions**

We have shown that using a human factors design approach for a Web-based application to support management of chemotherapy-related toxicities has the potential to address gaps in cancer care. As these gaps were identified within the local context of care, the design, iterated upon through prototyping and usability testing, seeks to address these needs directly. Our study highlighted that operationalizing a Web-based tool has significant system implications, including assigning responsibility for monitoring the tool to appropriate HCPs and the need to embed the tool into existing workflows and systems. Integration of new etools into self-care by patients and practice is a key issue that needs to be addressed for wide-scale adoption.
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Abstract

Background: The use of eHealth has increased tremendously in recent years. eHealth is generally considered to have a positive effect on health care quality and to be a promising alternative to face-to-face health care contacts. Surprisingly little is known about possible adverse effects of eHealth apps.

Objective: We conducted a scoping review on empirical research into adverse effects of eHealth apps that aim to deliver health care at a distance. We investigated whether adverse effects were reported and the nature and quality of research into these possible adverse effects.

Methods: For this scoping review, we followed the five steps of Arksey and O’Malley’s scoping review methodology. We searched specifically for studies into eHealth apps that replaced or complemented the face-to-face contact between a health professional and a patient in the context of treatment, health monitoring, or supporting self-management. Studies were included when eHealth and adverse effects were mentioned in the title or abstract and when empirical data on adverse effects were provided. All health conditions, with the exception of mental health conditions, all ages, and all sample sizes were included. We examined the literature published between December 2012 and August 2017 in the following databases: PubMed, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Web of Science, and the Cochrane Library. The methodological quality of the studies was assessed using the Critical Appraisal Skills Programme (CASP) checklists.

Results: Our search identified 79 papers that were potentially relevant; 11 studies met our inclusion criteria after screening. These studies differed in many ways and the majority were characterized by small research populations and low study quality. Adverse effects are rarely subject to systematic scientific research. So far, information on real adverse effects is mainly limited to incidental reporting or as a bycatch from qualitative pilot studies. Despite the shortage of solid research, we found some indications of possible negative impact on patient-centeredness and efficiency, such as less transparency in the relationship between health professionals and patients and time-consuming work routines.

Conclusions: There is a lack of high-quality empirical research on adverse effects of eHealth apps that replace or complement face-to-face care. While the development of eHealth apps is ongoing, the knowledge with regard to possible adverse effects is limited. The available research often focuses on efficacy, added value, implementation issues, use, and satisfaction, whereas adverse effects are underexplored. A better understanding of possible adverse effects could be a starting point in improving the positive impact of eHealth-based health care delivery.

(J Med Internet Res 2019;21(3):e10736) doi:10.2196/10736
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Introduction

The use of eHealth has increased considerably in recent years. EHealth comprises all kinds of information and communication technologies, such as websites and apps for screening, assessment and self-monitoring, health promotion, physical training, and social support (eg, video-chat sessions with a therapist, moderated bulletin boards, chat rooms, and social media) [1,2]. EHealth is generally considered to have a positive effect on health care quality and to be a promising alternative to face-to-face health care contacts [3]. Moreover, the use of eHealth apps is expected to reduce health care consumption and health care costs [4]. Also, eHealth is supposed to contribute to the fast availability of updated medical information, as well as to the provision of tailored care, independent of place and time [5]. In addition, although research in the field is not conclusive, eHealth may improve self-management, health literacy, and healthy behavior [6,7].

In line with these high expectations, large companies and health care organizations invest many millions of dollars in the development of eHealth apps [8,9]. Given the large investments into eHealth, it is remarkable that there is a lack of information with regard to possible unfavorable outcomes of eHealth interventions. It is not known whether there are any adverse effects or whether they are not included in scientific research. The limited number of studies in this field have reported, for example, adverse events such as patients’ anxiety caused by monitoring vital signs [10]. In another publication, it was mentioned that professionals get overwhelmed by the amount of data, workload, and workarounds [11].

We conducted a scoping review on empirical studies into adverse effects of eHealth apps that aim to deliver health care at a distance. We welcome the advantages that eHealth interventions will bring; a better understanding of what is known about possible adverse effects will help to improve the use of eHealth.

Methods

Overview of Scoping Review Methodology

For this scoping review, we followed the five steps according to Arksey and O’Malley’s scoping review methodology, supplemented with recommendations by Levac et al and Daudt et al [12-14]. We used this method because the aim of a scoping review is to assess the available research literature in order to chart the nature, range, and extent of the research evidence and to identify gaps in the existing literature [15].

Step 1: Identifying the Research Question

In our study, we defined eHealth as the use of information and communication technologies to support or improve health care and health care delivery [1,16]. We searched specifically for studies into eHealth apps that replaced or complemented the face-to-face contact between a health professional and a patient in the context of treatment, health monitoring, supporting self-management, or their communication [17]. Examples are online tools for patients with a chronic condition that replace some of the outpatient checks with online care or online rehabilitation programs that integrate outpatient treatment with exercises performed at home. An adverse effect was defined as any unfavorable outcome on the quality of care that occurred as a result of the use of an eHealth intervention [18].

The following research questions were formulated:

1. Which adverse effects of eHealth apps are reported in empirical studies?
2. What is the nature and quality of the research into the adverse effects of eHealth apps?

Step 2: Identifying Relevant Studies

We examined the literature published between December 2012 and August 2017 in the following databases: PubMed, the Cumulative Index to Nursing and Allied Health Literature (CINAHL), Web of Science, and the Cochrane Library. We used RefWorks 2.0 (ProQuest), a Web-based bibliographic manager, to import all citations. After an initial broad search and consultations with a librarian, the final search query was composed; we used the set of comprehensive Medical Subject Headings (MeSH) and the free-text search term eHealth or its synonyms, as well as the term adverse effects or its synonyms. To find as many relevant articles as possible, we decided to add quality of care and risks as title words because both appeared to be related to articles on adverse effects (see Multimedia Appendix 1 for search query).

Step 3: Selecting Studies

The primary search resulted in 6010 records. After removing duplicates, 5523 titles and abstracts were screened for relevance and for the inclusion and exclusion criteria by two researchers, independently (WJMS and MGMG). Our aim was to include articles that described apps that replaced or complemented the face-to-face contact between a health professional and a patient in the context of treatment, health monitoring, supporting self-management, or their communication. Studies were also included when eHealth and adverse effects were mentioned in the title or abstract and when empirical data—qualitative or quantitative—on adverse effects were provided. Adverse effects had to be related to patients or quality of care.

We wanted a broad search and, at the same time, homogeneity in apps. Mental health conditions were excluded from our scoping study, as the eHealth studies found were already very diverse and this would make the diversity too great. We have tried to achieve as much homogeneity as possible. Except for mental health conditions, all other health conditions, ages, and sample sizes were included. The papers had to be written in English and published between December 2012 and August 2017. We did not use studies in the field of public health or studies on electronic health records, electronic medical records, education, or surgical technology. Exchange of patient information between stakeholders generates different problems and challenges, such as technical matters and privacy issues. We also excluded adverse effects related to security and privacy of data storage and transmission. Prior to inclusion, two of the authors (WJMS and MGMG) verified their agreement in applying the inclusion criteria. Disagreement was solved by discussion. In case no consensus was reached, a third expert...
(RvdS) was consulted. This resulted in 79 studies meeting the inclusion criteria.

Two of the authors (WJMS and MGMG) subsequently screened the full text of the selected articles, independently, for information on adverse events. The screening results were compared and any discrepancies were resolved by discussion. If the outcome was unclear, two other authors (LJB and RvdS) from the research team arbitrated. For the final synthesis, we excluded 68 studies that did not meet the inclusion criteria, leaving 11 studies for final synthesis (see Figure 1). Study quality was independently evaluated by two researchers (WJMS and MGMG) and disagreements were resolved through discussion in order to reach final study-quality ratings.

**Figure 1.** Study selection process. CINAHL: Cumulative Index to Nursing and Allied Health Literature.

---

**Step 4: Charting the Data**

We extracted and summarized information for author, year, geographic area, title, name and function of the intervention, study population, study design, outcome and measurements, results, and conclusions of adverse effects. All articles were assessed and data were extracted independently by WJMS and MGMG.

We used the Critical Appraisal Skills Programme (CASP) Qualitative Research Checklist and the Randomised Controlled Trial Checklist for appraisal [19,20]. WJMS and MGMG assessed the studies independently and any disagreement was resolved by discussion. Scores were displayed as the proportion of the number items filled in with **yes** in relation to the total number of items (see Multimedia Appendix 2 for overview).
Step 5: Collating, Summarizing, and Reporting the Results

In this phase, results related to adverse effects were discussed by the authors WJMS and MGMG and by the experts RvdS, LJB, and WJJA. Results were categorized following the six domains of quality as formulated by the Agency for Healthcare Research and Quality (AHRQ): safety, effectiveness, patient-centeredness, timeliness, efficiency, and equitability [21,22].

Results

Overview

We found 11 studies that met our inclusion criteria. The characteristics of included studies are summarized in Multimedia Appendix 3. A total of 9 studies out of 11 (82%) used qualitative data. Observation, semistructured interviews, questionnaires, and documentary study are the forms of qualitative research that we have come across in the selected studies.

General Characteristics

eHealth Terminology and Functions

Different terms were used for the eHealth app within articles: telehabilitation [23], telecare [24,25], telemonitoring [26], telemedicine consultation [27], video telehealth [28], video teleconsultation [29], Internet intervention [30], eVisit [31], mobile health [32], and digital communication [33].

These various apps served different functions: supporting exercise [23,24,32], (video)consultation [25,27,29,33], supporting self-management [25,26,30], triage [28], and primary care [31].

Study Participants

Study participants were patients [23,27,29-32], health care professionals [25], or a mix of patients and health care professionals [24,26,28,33].

A total of 8 out of 11 studies (73%) involved an intervention targeting patients with a chronic health problem [23-26,29,30,32,33].

Study Design and Quality

A total of 8 out of 11 studies (73%) had a quantitative design, of which 2 studies (25%) were randomized controlled trials (RCTs). Multimedia Appendix 2 shows an overview of the quality appraisal.

Study quality, in general, was very low. The sample size in the studies varied from 2 [28] to 564 [31] participants. There were 2 studies out of 11 (18%) that explicitly used adverse effects, a priori, as a primary outcome measure.

Adverse Effects

Overview

Table 1 shows study results from studies about adverse effects categorized following the AHRQ six domains of quality.

Safety

Griffiths et al performed a study into the use of text messages, email, and social media in the communication between young people and a clinical team. They found an increased risk of communication failures, failure to record the content of the communication, and failure to consult the patient’s notes prior to engaging in communication [33].

Furthermore, in the studies of Benvenutti et al and Buvik et al, safety was part of the outcome. In both studies, the eHealth intervention was judged to be safe because no study-related adverse events were observed among, or reported by, study participants [23,27].

Effectiveness

In an RCT by Petrella et al, an online exercise program for people with metabolic risk was used. After 12 weeks, this program resulted in a lower systolic blood pressure (SBP) in the active control group compared to the eHealth group. By 52 weeks, the reduction in SBP was similar in both groups [32].

Patient-Centeredness

The study by Bodker et al showed that when eHealth interventions aimed to support patients in doing their physical exercise at home, responsibilities between the health professional and patient became less transparent [24].

A total of 3 out of 11 articles (27%) reported a lack of human face-to-face contact between the health professional and patient or reported on the impossibility for physical examination, leading to “…a new perceptual distance between patients and therapists” [24,29,30].

eHealth apps that support self-management cause patients to express a sense of loss of privacy and stigmatization [25], loss of trust by patients [30], or poor cooperation or lack of willingness on the part of patients [25,30]. Fairbrother et al explored patient and professional views on self-management in the context of telemonitoring. They reported that professionals expressed concerns about promoting the sick role and creating dependence on telemonitoring and professionals [26].

Efficiency

In the study by Bodker et al, health care professionals mentioned new time-consuming work routines (ie, a significant amount of coordination tasks) [24]. Cady et al investigated triage nurse workflow before and after the implementation of video telehealth. They found an increased triage time [28]. Buvik et al, however, found no differences in consultation duration in their RCT investigation into video-assisted remote orthopedic consultations in an orthopedic outpatient clinic [27].

In a study by Mehrotra et al on a comparison of care between eVisits and physician office visits, physicians using eHealth were less likely to order relevant tests or order preventive care and researchers established the occurrence of overprescribing of antibiotics [31].

https://www.jmir.org/2019/3/e10736/
Table 1. Reported results from studies about adverse effects.

<table>
<thead>
<tr>
<th>AHRQ&lt;sup&gt;a&lt;/sup&gt; domains of quality</th>
<th>Adverse effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td></td>
</tr>
<tr>
<td>No study-related adverse events</td>
<td>[23]</td>
</tr>
<tr>
<td>No serious adverse events were</td>
<td></td>
</tr>
<tr>
<td>found to be related to the mode</td>
<td></td>
</tr>
<tr>
<td>of the consultation</td>
<td>[27]</td>
</tr>
<tr>
<td>Communication failures</td>
<td>[33]</td>
</tr>
<tr>
<td>Failure to record the content of</td>
<td></td>
</tr>
<tr>
<td>the communication</td>
<td>[33]</td>
</tr>
<tr>
<td>Failure to consult the patient’s</td>
<td></td>
</tr>
<tr>
<td>notes prior to engaging in</td>
<td></td>
</tr>
<tr>
<td>communication</td>
<td>[33]</td>
</tr>
<tr>
<td>Effectiveness</td>
<td></td>
</tr>
<tr>
<td>No difference in re-referrals</td>
<td>[27]</td>
</tr>
<tr>
<td>Reduction in SBP&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>greater in control group at</td>
<td></td>
</tr>
<tr>
<td>12 weeks and similar at 52 weeks</td>
<td>[32]</td>
</tr>
<tr>
<td>Patient-centeredness</td>
<td></td>
</tr>
<tr>
<td>A new perceptual distance between</td>
<td></td>
</tr>
<tr>
<td>patients and therapists</td>
<td>[24]</td>
</tr>
<tr>
<td>Sense of losing privacy</td>
<td>[25]</td>
</tr>
<tr>
<td>Poor cooperation of the patient</td>
<td>[25]</td>
</tr>
<tr>
<td>Loss of trust</td>
<td>[30]</td>
</tr>
<tr>
<td>Lack of human face-to-face contact</td>
<td>[30]</td>
</tr>
<tr>
<td>Lack of willingness</td>
<td>[30]</td>
</tr>
<tr>
<td>Concerns about promoting the</td>
<td></td>
</tr>
<tr>
<td>sick role</td>
<td>[26]</td>
</tr>
<tr>
<td>Creates dependence on telemonitoring and professionals</td>
<td>[26]</td>
</tr>
<tr>
<td>Lack of physical contact</td>
<td></td>
</tr>
<tr>
<td>causes concerns about long-term</td>
<td></td>
</tr>
<tr>
<td>complications of diabetes</td>
<td>[29]</td>
</tr>
<tr>
<td>Timeliness</td>
<td></td>
</tr>
<tr>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td></td>
</tr>
<tr>
<td>New time-consuming work routines</td>
<td>[24]</td>
</tr>
<tr>
<td>Responsibilities less transparent</td>
<td>[24]</td>
</tr>
<tr>
<td>Mean consultation duration not</td>
<td></td>
</tr>
<tr>
<td>different [27]</td>
<td></td>
</tr>
<tr>
<td>Increased triage time</td>
<td>[28]</td>
</tr>
<tr>
<td>Less likely to order urinary tract</td>
<td></td>
</tr>
<tr>
<td>infection-relevant tests</td>
<td>[31]</td>
</tr>
<tr>
<td>No difference for follow-up visits</td>
<td>[31]</td>
</tr>
<tr>
<td>Overprescribing of antibiotics</td>
<td>[31]</td>
</tr>
<tr>
<td>Less likely to order preventive</td>
<td></td>
</tr>
<tr>
<td>care</td>
<td>[31]</td>
</tr>
<tr>
<td>Equitability</td>
<td></td>
</tr>
<tr>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>AHRQ: Agency for Healthcare Research and Quality.

<sup>b</sup>SBP: systolic blood pressure.

<sup>c</sup>N/A: not applicable, as no adverse effects related to timeliness and equitability were reported in the selected studies.

**Timeliness and Equitability**

Adverse effects related to timeliness and equitability were not reported in the selected studies.

**Discussion**

**Principal Findings**

Our scoping review shows that there is a clear lack of empirical research on adverse effects of eHealth apps that replace or complement face-to-face care. After a broad search for empirical studies, we were only able to include 11 studies. These studies differed not only in the function (eg, monitoring or assessment) of the eHealth intervention, but also in study population, methodology, and outcome; the majority of the studies entailed small research populations and low study quality.

Adverse effects are rarely subject to systematic scientific research. So far, information on real adverse effects is mainly limited to incidental reporting or as a bycatch from qualitative pilot studies. The diversity and the low quality among studies in our scoping review do not provide a good understanding of the nature and size of these possible adverse effects and do not offer a good enough understanding to make a meaningful benefit-harm analysis.

Despite this shortage of solid research, we suggest that eHealth may have a negative impact on the transparency of the relationship between health professionals and patients regarding their responsibilities [24]. Furthermore, because in some apps there is no nonverbal communication and no ability to perform a physical examination, health professionals worry about the effect of eHealth on the quality of the communication that will, in turn, affect the quality of care. Confidentiality issues and potential negative feelings can arise as a result of this changing relationship [28]. Patients may overemphasize the impact of their condition by getting fixated on readings and the monitoring of data. This can lead to dependence on telemonitoring and professionals [26,33].

Thereby, complex programs of therapeutic exercises delivered by technology had limited success in engaging people in chronic...
pain. Patients showed a lack of willingness and engagement because they missed some help and face-to-face acknowledgement or the content did not seem very relevant to them [30].

Furthermore, our findings show that eHealth may have an adverse effect on efficiency because of new time-consuming work routines [24,28]. Bodker et al reported subtle transformations of work activities, such as recruiting patients, conducting home visits to give personalized advice on home training, and invisible work necessary to uphold the telerehabilitation infrastructure.

In the study by Cady et al, time spent on video triage activities was significantly longer than the time spent on equivalent telephone triage. Their workflow analysis revealed that new activities were added, such as preparing for video telehealth sessions, troubleshooting, and the possibility to arrange an appointment with the physician to participate in the session. In addition, the possibility to interact not only with the parent(s), but also with the child during the video telehealth assessment, caused an increased workflow [28].

**Limitations**

Various limitations of this scoping review need to be considered. Some articles may have been missed when the search was undertaken. Due to the research question, we only searched for empirical studies that primarily focused on adverse effects. Studies may not be explicit about their findings related to adverse effects in the title or the abstract, as it may not be the main goal of the study. In addition, alternative terminology is used, such as unintended consequences, negative effects, or quality of care to report relevant findings, which means this review may not be inclusive of all papers that have reported relevant results.

Furthermore, we searched specifically for eHealth apps that delivered health care at a distance. It is possible that we missed studies that did not meet the inclusion criteria, but that do offer value in understanding the phenomenon of adverse effects of eHealth. Our findings address different eHealth apps, goals, and implementation contexts; different users, communities, and countries; and different chronic conditions. Due to the small number of often poorly qualitative studies and the diversity of the apps examined, we believe that our findings cannot apply to eHealth in general.

**Comparison With Prior Literature**

The concept eHealth is a relatively new way of providing care and is used for different applications, technologies, and care processes. Although the number of articles reporting on eHealth interventions has increased in the past 10 years, it is still a relatively new field of research. Most eHealth interventions are now at a pilot phase and as their implementation is often halted by organizational, cultural, or financial barriers, most studies focus on implementation and organizational issues.

In an overview of systematic reviews of studies into the impact of telehealth care on the quality and safety of care in 2013, McLean et al report, “It was not clear whether adverse events did not occur or whether there was a lack of reporting.” They did not come across any studies that explicitly examined impacts of telehealth care on patient safety [34]. Our findings confirm that we still do not know if there are adverse effects or if the issue of adverse effects is simply not addressed.

Research on the risks of eHealth have mostly focused on factors such as infrastructure, technological issues, implementation issues, and lower adherence. Unfavorable patient outcomes are rarely mentioned [11,34,35].

**Recommendations for Future Design and Research**

While this scoping review highlights few adverse effects of eHealth interventions, there remains a gap in empirical research that should be addressed in the future. Researchers need to consider and anticipate these adverse effects of eHealth interventions. The changing relationship between, and responsibilities of, health professionals and patients, greater dependence of patients on health care, potential negative feelings, and new time-consuming work routines are important subjects for research in the future. Furthermore, for future research, it is worthwhile to discriminate apps used as replacements or as complements to regular care. A proper insight into the size and nature of adverse effects will only arise if these effects are systematically investigated, preferably by RCTs. We therefore recommend that adverse effects be included as a standard in studies into the effects of eHealth apps.

**Conclusions**

eHealth may contribute to more accessible and more efficient health care. So far, possible negative effects have not been thoroughly investigated. The little research that has been done suggests that they do exist. Given the rapid expansion of eHealth, there is an urgent need for further research on this issue.
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Abstract

Background: Stress urinary incontinence (SUI) affects 10%-39% of women. Its first-line treatment consists of lifestyle interventions and pelvic floor muscle training (PFMT), which can be performed supervised or unsupervised. Health apps are increasing in number and can be used to improve adherence to treatments. We developed the Tä app, which provides a 3-month treatment program with a focus on PFMT for women with SUI. The app treatment was evaluated in a randomized controlled trial, which demonstrated efficacy for improving incontinence symptoms and quality of life. In this qualitative interview study, we investigated participant experiences of the app-based treatment.

Objective: This study aimed to explore women’s experiences of using an app-based treatment program for SUI.

Methods: This qualitative study is based on telephone interviews with 15 selected women, with a mean age of 47 years, who had used the app in the previous randomized controlled trial. A semistructured interview guide with open-ended questions was used, and the interviews were transcribed verbatim. Data were analyzed according to the grounded theory.

Results: The results were grouped into three categories: “Something new!” “Keeping motivation up!” and “Good enough?” A core category, “Enabling my independence,” was identified. The participants appreciated having a new and modern way to access a treatment program for SUI. The use of new technology seemed to make incontinence treatment feel more prioritized and less embarrassing for the subjects. The closeness to their mobile phone and app features like reminders and visual graphs helped support and motivate the women to carry through the PFMT. The participants felt confident that they could perform the treatment program on their own, even though they expressed some uncertainty about whether they were doing the pelvic floor muscle contractions correctly. They felt that the app-based treatment increased their self-confidence and enabled them to take responsibility for their treatment.

Conclusions: Use of the app-based treatment program for SUI empowered the women in this study and helped them self-manage their incontinence treatment. They appreciated the app as a new tool for supporting their motivation to carry through a slightly challenging PFMT program.


(J Med Internet Res 2019;21(3):e11296) doi:10.2196/11296
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Introduction

Urinary incontinence (UI) is defined as complaints of any involuntary leakage of urine [1]. There are different types of UI, the most common of which is stress urinary incontinence (SUI). SUI is defined as leakage of urine with exercise, coughing, or sneezing and affects 10%-39% of women [1-3]. Although common, many women do not seek care because they regard their incontinence as “normal” or find it too embarrassing to talk about [4]. The first-line treatment of SUI consists of lifestyle interventions and pelvic floor muscle training (PFMT) and can be initiated among most women without extensive preliminary evaluation [5]. A recent Cochrane review confirms that PFMT is effective and can cure or improve symptoms of SUI, reduce the number of leakage episodes, and improve UI-specific quality of life [6]. There is no consensus on the optimal PFMT program, but it usually involves exercises designed to increase muscle strength, endurance, rapidity, and coordination [7]. Adherence to the exercise program is important for effectiveness, and strategies to increase adherence need more attention among clinicians and researchers [8].

Smartphone use is increasing worldwide, and in 2017, more than 32% of the world’s population used a smartphone [9]. In Sweden, 85% of the population owned a smartphone in 2017, and the corresponding number in the United States was 77% in 2018 [10-11]. The number of health apps is increasing rapidly, with 325,000 mobile health apps available in 2017 [12]. Health apps have the potential to increase treatment adherence and improve clinical outcomes in chronic disease management [13]; however, data about user experience with health apps are limited, because many qualitative studies focused on the developmental stage of the apps, not experiences with long-term use [14].

Within the eContinence project [15], the Tät app was developed by ES, MS, and GU in cooperation with engineers at ITS (ICT Services and System Development), Umeå University, Sweden. The app, which provides a treatment program for SUI with a focus on PFMT, is referred to here as the “app-based treatment.” We demonstrated efficacy regarding symptoms, quality of life, and urinary leakage in a previous randomized controlled trial (RCT) [16]. The treatment was cost effective [17] and had persistent long-term effects [18].

As part of the evaluation of the app-based treatment, we aimed to learn more about the participants’ experiences of using the app and engaging in the PFMT program. We wanted to determine how and why the app-based treatment could be effective. The aim of this study was therefore to explore women’s experiences of using an app-based treatment program for SUI.

Methods

Study Setting and Design

This qualitative study was based on telephone interviews in Sweden between January and November 2014. All participants had taken part in our previous RCT (Trial Registration: ClinicalTrials.gov NCT01848938) [16] that evaluated the effect of the mobile app Tät. We received ethical approval from the Regional Ethical Review Board of Umeå University (UMU DNR: 2012-325-31M).

For the RCT, we recruited adult women who experienced SUI at least once a week through our website. Exclusion criteria were pregnancy, previous urinary incontinence surgery, malignancy in the lower abdomen, neurologic disease affecting the lower abdomen or legs, irregular bleeding, visible blood in urine, difficulty passing urine, and severe psychiatric disorders. Participants completed an informed consent form, a Web-based questionnaire, and a 2-day leakage diary before randomization. We randomized 123 women to treatment with the app for 3 months (n=62) or a postponed treatment group that did not receive the app until the follow-up was completed (control group, n=61). During the whole RCT study, from online recruitment to follow-up, we had no face-to-face contact with any of the women in any of the study groups. We did not provide any reimbursements. At 3 months of follow-up, we evaluated the effect of the app-based treatment with Web-based questionnaires. The methods and results from the RCT are presented in detail elsewhere [16].

The app included a treatment program focused on PFMT exercises and contained information about SUI; the pelvic floor; and factors related to incontinence such as overweight, physical activity, smoking, and fluid intake. There were six basic and six advanced PFMT exercises with increasing difficulty, and the participants were advised to proceed according to their own improvement. The exercises included different types of pelvic floor muscle contractions such as quick, strength, and endurance contractions. To illustrate each contraction, a moving graph showed how long and with what intensity the user should contract and relax (Figure 1). Within the app, the participants could set three reminders a day and log the number of exercises performed in a statistics function.

Participants

Participants eligible for this interview study were women from the RCT app group (who received the app directly after randomization) from our previous RCT, who had completed the 3-month follow-up. The first author IA performed the selection and approached the participants by email invitation. Our aim was to conduct the interviews within 3 months after they had completed the follow-up in the RCT in order to minimize the risk of recall bias. In Figure 2, we summarize the flow of the previous RCT study and the present interview study.

We purposefully selected participants with a goal of ensuring diversity of age, residence, and type of mobile phone operating system (Apple or Android). For the last interviews, we also selected two participants based on their treatment outcome in the RCT, because we wanted experiences from women who did not show improvement in incontinence symptoms.
Data Collection

Individual telephone interviews were conducted using a semistructured interview guide with open-ended questions. The first author developed the interview guide, which was discussed in the research group to refine the questions. To determine which topics could be worth investigating further, we used information from the participants’ answers to open-ended questions about their experiences of the app-based treatment in the follow-up questionnaire from the RCT. Some of the research team also had previous experience in internet-based treatment of incontinence, which influenced our preunderstanding.

The topics covered in the interviews were as follows: the participants’ expectations about using an app for treatment, their experiences of using the app, their relationship and interaction with the app during the study, and their experiences performing PFMT independently.

The first author IA, who is a general practitioner, conducted all interviews. As suggested for qualitative analyses, we performed data collection, transcription, and preliminary analysis in parallel [19,20]. This approach made it possible to adapt the interview guide when new, interesting aspects emerged. For example, we added questions to explore in more detail how the participants interacted with the app. We also added questions about the participants’ expectations for the app and their views on PFMT, in general.

Interviews were recorded and transcribed verbatim. The first author transcribed 8 of the 15 interviews, and an experienced medical secretary transcribed the remaining 7 interviews. The interviewer wrote short memos after the interviews.

Data Analysis

We performed the analysis according to the constant comparison techniques in the grounded theory [20]. Our goal was to provide an informative, rich description rather than develop a theory. The analysis started directly after the first interview. All authors independently read and coded the second and third interviews according to meaning and content. The codes were then discussed and sorted into different categories in a joint session. Most of the categories were developed at this stage. Interviews 4 to 10 were coded individually by the first and last authors (IA and MS). The last five interviews were coded only by the first author but the last author read them thoroughly, following which, no new categories emerged.
Table 1. Examples of codes, subcategories, and categories derived from a quotation.

<table>
<thead>
<tr>
<th>Quotation</th>
<th>Code</th>
<th>Subcategory</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>That was what was so good about this, I can do this at home myself, no need to book an appointment, find the time and suit others.</td>
<td>• Do it at home</td>
<td>• Easily accessible</td>
<td>• Something new!</td>
</tr>
<tr>
<td>• Do it myself</td>
<td>• Low threshold</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Having to book appointments</td>
<td>• Motivational support</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Finding the time</td>
<td>• Keeping motivation up!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well, to get it sorted, get a regular reminder, get the support day-in, day-out.</td>
<td>• To get it sorted</td>
<td>• Motivational support</td>
<td></td>
</tr>
<tr>
<td>• Reminders</td>
<td>• Keeping motivation up!</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Daily support</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>But I feel like I have found my muscles, but that I’m still a little bit uncertain about it, kind of.</td>
<td>• Feel I have found my muscles</td>
<td>• Insecurity about training correctly</td>
<td></td>
</tr>
<tr>
<td>• Still a bit uncertain</td>
<td>• Good enough?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After these steps, all authors read all interviews and met to discuss the categories in relation to the original research questions and see if the data were sufficient to answer our questions. After two additional meetings, we reached conclusions about the categories. The first author reread all interviews to check for similarities and differences in the experiences described. This step was also a way to see that the categories were well grounded in the data and that there were quotations that supported the findings (Table 1). We assumed that we had reached saturation and included a sufficient number of participants when we did not find any new categories in the analysis and the categories we had found were well developed.

**Results**

**Principal Findings**

Fifteen women between the ages of 27 and 72 years were interviewed (mean age, 47 years). They lived in different parts of Sweden—rural areas, smaller towns, and larger cities. Ten of the participants used iPhones and five used Android operating systems on their mobile phones. The mean interview time was 34 minutes (range, 22-55 minutes). Most of the interviews took place within 3 months after participants completed the follow-up questionnaire in the RCT. Two interviews were delayed until 4 months after follow-up.

At the beginning of the interviews, the participants spoke about their incontinence problems as they were when the women entered the study. Many of them described difficulties when exercising as the biggest problem, followed by problems when playing with their children or coughing or sneezing. There was an ambivalence regarding how they viewed the severity of their incontinence: Although they described it as annoying and affecting their everyday lives, they did not call it a big problem or something that restricted their lives.

Most participants had used apps for other purposes such as bank transactions, social media, calendars, and training and had good experiences. They found this technology uncomplicated and useful in their daily lives.

The analysis resulted in a core category called “Enabling my independence.” The underlying three categories were called “Something new!” “Keeping motivation up!” and “Good enough?” and were each supported by several subcategories (Textbox 1).

**Enabling My Independence**

Participants in our study seemed to be health conscious and self-confident, because many of them were actively looking for a self-management program to treat their incontinence. The core category “Enabling my independence” refers to their wish to be independent while needing some external support (like an app) to make it possible. Although disappointed with previous advice and lack of support from health care, the women realized that the only ones responsible for actually performing the PFMT were themselves. They had a strong sense of their own responsibility and felt confident that they could perform the training themselves. The participants were satisfied with trying an app as a tool to support their training and felt that the app helped them realize their wish to follow a PFMT program. It made them feel confident and empowered to know that they had “done what they could” by themselves to treat their incontinence. Although some women expressed a wish for more personalized support, they prioritized the fact that they could handle the treatment independently.

**Something New!**

**New technology, Something New and Modern**

Many of the women had searched the internet for new treatment programs and apps addressing PFMT. They had felt that an app could be a suitable tool to use for treatment of incontinence:

> And then I thought, maybe there’s an app, there must be an app that helps me to do my pelvic floor exercises, to remind me to do it, because it was mostly the reminder I needed...

The participants perceived the app as a new and modern way of helping them with their incontinence and described their excitement and curiosity about trying it once they had found it. They appreciated that there was an evolution of treatment methods for this condition and that someone was doing research on it. It made them feel that incontinence was an important and prioritized problem:

> Yes, great, solve it in a good, I mean use technology in a good way to solve a typically feminine problem, which otherwise is just a scrappy piece of paper from the healthcare centre, you know.
This feeling was in contrast with their previous experiences with health care in which they felt that their incontinence had been dismissed as a banal problem. They described treatment programs that they had received as old, black-and-white photocopies that were uninspiring and easily forgotten. One woman felt that the advice she received was ignorant and old fashioned:

> And then to get a poor photocopy, you know, one of those kind of cut-away views of the genital area. And then just, yes well, it’s also important for you to exercise. And then, well I’ve tried to exercise and it didn’t go well, and then the next person I meet says, like, yes well, you just have to get used to this being the way it is. Kind of despondent.

It seemed like a treatment program delivered via an app was appealing, as much for its form—a new, modern, and “fun” tool—as for anything else. Some participants also felt that it was easier to talk to friends about a new app for PFMT than to talk about incontinence.

**Low Threshold, Easily Accessible**

One main advantage with following a treatment program in an app seemed to be the proximity to the app and the mobile phone, making the treatment program easily available and convenient to use:

> As I use my phone every day and it feels so accessible, well I thought, of course, I always have it with me, so it’s easy to find a moment to do the exercises.

The participants appreciated that this treatment was easily accessible from home and was less time consuming than booking appointments in conventional health care:

> That was what was so good about this, I can do this at home myself, no need to book an appointment, find the time and suit others, and you know, that process of booking a time.

The participants saw the app treatment as a “first-line” treatment, something to try first, before eventually looking for other help, if necessary. However, the threshold for seeking help in ordinary health care seemed high, and for most women, it was not an alternative at the time.

**Keeping Motivation Up!**

**Motivational Support**

Our participants described many barriers to achieving regular PFMT, the most common of which was problems prioritizing training, not being motivated enough, or forgetting to practice:

> Well, to get it sorted, get a regular reminder, get the support day-in, day-out. Because there’s so much other stuff that, well you know, life just goes on as it does, and then you end up never doing anything about it because it feels a bit uncomfortable.

The possibility of receiving reminders was the main reason participants had chosen to try an app, and they were convinced that reminders were what they needed to incorporate the routine of training into their daily lives. Most women used the reminder function and described how they tried to perform the exercises when planned, although they sometimes had to postpone the reminders because they were busy at work:

> Of course, I’ve read all the brochures and I’ve searched on the internet for pelvic-floor exercises, but you just forget all about it, so what I wanted help with was exactly this, to remember it more.

Participants not using the reminders stated that just seeing the app on the mobile screen reminded them to do the exercises, and one woman even described it as having a person next to her, reminding her to perform the exercises:

> It’s works pretty much like when somebody tells you, you know, that you have to exercise.

Some of the participants did, however, describe difficulties in maintaining the same enthusiasm and motivation in the long run. They reported that when the novelty of the app wore off, the training program felt boring. In addition, they reported that in the beginning, they were eager to follow each reminder directly, but at the end of the 3 months, they sometimes ignored the reminders or became annoyed with them. One woman described it somewhat dramatically:

> So, during the first month I thought it was kind of fun, because it was new. In the second month I thought like this; oh no...that phone is ringing again, time for me to do my exercises, God how boring. And then
during the last month I really had to, pretty much, force myself to do it. But I thought it was so boring.

Another woman said that when her incontinence improved, she lost some of her motivation to do the exercises. This loss led to an increase in her symptoms, and she planned to make a new effort with the training:

My biggest problem was that I got pretty good results, so I stopped doing them... So now the problems have come back again. But I just need to start over.

Visualizing Treatment

The participants described the app as easy to use and having few technical problems. The training program gave them a fixed structure to follow, and they could individualize how fast they wanted to proceed in the program. They particularly appreciated the way the app visualized the training by offering a moving graph for each contraction. This visual helped them see for how long and at what intensity they should contract and relax the muscles:

Being able to see, partly to read the short intro and also see the picture properly, well yes, it just gives a completely different dimension in solving the problem.

Although the participants could memorize some of the exercises, after a while, they mostly chose to look at the app when performing them and reported that it helped them stay focused on the exercise.

Good Enough?

Unsure Expectations of the Result

Despite high expectations from an app that supports training, the participants were unsure of their expectations about the actual treatment effect. They were “giving it a chance” or at least getting a little bit better with the app:

I probably expected that after three months I would be able to feel like I had done everything I could, I did not expect to feel like, oh, now I’m going to be cured for the rest of my life, but to know that I had at least given it an honest chance.

Some argued that it was difficult to know whether the result was good enough or if they could get even better if they exercised more:

It has become much better. And that makes me wonder about something, how good can it get actually?" Can I actually become, like, really, really good?

Some raised questions about how to evaluate or measure muscle strength:

And how good are my muscles, how well have I trained them? You never know that, I don’t think you ever get the answer sheet on that. Compared with others, or compared with people that don’t have leakage. Are their muscles stronger than mine, and things like that?

Some of the participants who did not get better after 3 months expressed that they would have liked to talk to someone about their results or lack thereof. They raised questions about what results could be expected, if they could get better by training for another 3 months, and where they should go if they wanted further help. At the same time, they felt satisfied that they had done what they could and felt that it helped them in their future decisions about whether to seek further help.

Insecurity About Training Correctly

After the treatment period, most participants felt confident that they could perform pelvic floor muscle contractions, had better control over their muscles, and had improved their muscle strength. At the same time, they were unsure about whether they could have been even stronger if they had contracted their muscles “better” or in a more “correct” way:

But I feel like I have found my muscles, but that I’m still a little bit uncertain about it, kind of... But you never know of course, would I have been even better if I had found my muscle groups better.

Although some participants would have liked someone to confirm that they were contracting correctly, most felt that the instructions within the app and their own experience performing PFMT were sufficient for them to feel confident that they did it right.

Well, I seem to remember that there was some text that said that in the beginning, you could feel for yourself to see if you were contracting in the right way, and I think that was good enough.

Participants who felt that their incontinence symptoms decreased considered this decrease a confirmation of the fact that they had performed the training correctly.

No, it’s more that I’ve tested it out and feel that I’m becoming successively stronger and stronger, so I have gotten that confirmation, that this was something important. Of course, the support in the instructions, what I would experience, that I would feel it dropping, feel it relaxing, and that’s exactly what I felt.

Discussion

Principal Findings

This qualitative study explored women’s experiences using an app-based treatment for SUI. We found that their experiences could be grouped into three categories. When deciding to try PFMT to treat their incontinence, the participants wanted some kind of support, and they searched for something new and something better than what they had previously tried, which is described in the category “Something new!” They also needed some help with motivation and coaching to be able to carry through the treatment they had engaged in, which is described in the category “Keeping motivation up!” In addition, they had to deal with the fact that performing a treatment independently involves a certain amount of uncertainty, which is described in the category “Good enough?” The core category “Enabling my independence” was related to all other categories and illustrates the women’s wish to take responsibility for their health and treatment.
Core Category: Enabling My Independence

Our participants wanted to improve their health by self-treatment and thought that an app could be helpful. They had positive attitudes toward apps and were motivated to engage with them. This finding is in line with conclusions from a review by O’Connor et al, which showed that people who want to be healthier or have more control over their well-being are more likely to engage with digital health interventions [21].

Our core category summarizes the participants’ wish to manage their incontinence and PFMT independently and the ways the app could support them in achieving this. Similar findings have been described in a qualitative study on a mobile app to increase physical activity, where the participants appreciated the opportunity to use the app independently and described a feeling of being in control [22]. In addition, in a 2017 review of perceptions of health-tracking apps for chronic illnesses, the authors found that apps were an important support for managing the chronic illness, and users felt empowered to independently manage their illness [14].

Providing Treatment Using an App

Our participants compared the app-based treatment to other self-management programs for SUI that they had tried before. They perceived the app as a more modern and effective method. It also seemed that the chance to use new technology made them feel like incontinence was prioritized. This finding is interesting and might be specific to an app dealing with a health condition considered to be “embarrassing” or “taboo.” As in our previous study on internet-based treatment, some women reported that participating in the study made it easier to bring up the otherwise sensitive topic of incontinence with friends and family [23]. Moreover, in this case, it is possible that the use of a new, modern, and “fun” tool like an internet program or a training app facilitated a willingness to “open up” the subject.

Our participants emphasized the convenience of using apps, which has been well described in previous studies [24,25]. Anderson et al found that convenience was the main reason people engaged with health apps [24]. The easy availability makes interaction, recording, and reminders easy. Our participants also found it less time consuming and embarrassing to use an app for advice about incontinence compared to booking appointments in conventional health care.

The participants described many barriers to performing regular PFMT, and by using an app, they hoped to overcome some of these barriers. The app was seen as a tool to put good intentions into practice. The app supported them in several ways—by its mere presence on their mobile phone, by providing a fixed structure for their training, and by reminding them to adhere to that structure.

Forgetting to practice is a common problem in the self-management of SUI, and reminders could be important for adherence [26]. A study of apps for nutrition behavior change for weight management found mixed perspectives on reminders [27]. Some participants found them useful, but others found them annoying, for example, if they arrived at inappropriate times or were not discreet enough. Our participants expressed little concern about this aspect, and one reason could be that they could individualize the reminders within the app to times that were convenient. The ability to personalize or customize app features is known to motivate app use [12]. Additionally, the reminders in our study could be described as “cues to action,” whereas in the study on apps for weight management, the reminders appeared after a person had forgotten to record something in the app.

The app helped visualize or “to see” the training, with the moving graphs showing each contraction. The participants continued to use this visual help even when they had memorized the exercise, because they found it helpful for staying focused. In a study on mobile apps for young people with type 1 diabetes [28], an important finding was that the app provided a new visual understanding of diabetes self-management. All the adolescent participants in that study [28] used the verb “to see,” and interestingly, our participants also commonly used this exact expression. Thus, it seems that visual support/visualization could be helpful for different populations and different diseases and is therefore likely to be of general importance.

Some participants reported that their motivation declined during the 3-month study period. One reason was getting bored when the novelty of the app had faded. We also found that some participants lost their motivation to continue when their incontinence improved, whereas some lost motivation for the opposite reason—lack of improvement. Both scenarios have been previously described with apps for other health conditions such as pain management and nutrition behavior change for weight management [24,27].

Performing Pelvic Floor Muscle Training

An interesting finding is that most participants found PFMT difficult and challenging, but at the same time, they felt confident that they could master it well on their own. Some did not feel completely sure that they were doing the pelvic floor muscle contractions correctly, even though they could feel that their pelvic floor muscle strength improved and their incontinence symptoms reduced.

Difficulties in understanding how to do the exercises and knowledge of whether they are done correctly are known barriers to adherence to PFMT. Enablers related to these difficulties are feedback, affirmation of progress, and professional involvement [29]. In the context of self-management with the help of an app, there are, of course, limitations to what kind of feedback is possible. Nevertheless, most women can correctly perform pelvic floor muscle contractions after a simple verbal cue [30]. There was information within the app explaining how to find the “right” pelvic floor muscles and how to evaluate progress. Most participants found that the information within the app and their own experience made them confident that their pelvic floor muscle contractions were “good enough.” The additional feeling of uncertainty was possibly unrelated to a lack of knowledge or skills for performing PFMT but rather related to a lack of reassurance, which might be an inevitable aspect of self-management treatment. Participants who did not experience improvement in symptoms where naturally more likely to wish for personalized feedback.
One explanation for why some participants had difficulties evaluating their results could be that they had unclear expectations about what results to expect with their incontinence symptoms when entering the study. Goal setting plays a role in promoting adherence to PFMT, as described in a report on adherence strategies [31]. Similarly, in a study of experiences with behavioral interventions for urinary incontinence, such as PFMT, French et al found that factors that enabled clients to adhere to PFMT were having realistic goals and expectations [29]. Our app did not include an individualized goal-setting feature. However, we encouraged participants to follow the treatment program and practice PFMT three times daily for 3 months, which could be considered a training goal.

**Further Research and Implications for Practice**

Further research on app features that can increase adherence to app-based treatments would be valuable, such as ways to encourage goal setting for people using apps for self-management. In addition, ways to increase motivation to use apps in the long-term would be of interest. The impact of more advanced features within apps, like more individualized information and feedback, competition, or social sharing, could be evaluated, bearing in mind that more complex apps might lose some of their “ease of use.”

The app Tät was designed for sustained use among women with SUI. The idea of using the app for more periodic treatment when the symptoms (and the motivation to reduce symptoms) increase is interesting. Periodic use is probably common with self-management tools like apps. Although evaluated as a stand-alone treatment program, in clinical practice, the app could be used as a complement to other treatments such as supervised PFMT within conventional health care.

The Tät app was designed as a first-line, conservative treatment program for SUI with a focus on PFMT. We have evaluated the app with its different components as a whole, but we could not determine which parts of the program have been effective. This qualitative study has provided more insight into which parts of the app treatment women appreciated and which parts they found difficult. This information has already led us to make improvements in the app, such as adding audio sounds to the exercises to simplify the training and including a calendar function to facilitate self-monitoring of the number of exercises performed. After the RCT was completed, the app was released for free in the App Store and Google Play in Swedish, English, German, Spanish, Arabic, and Finnish. To date, 54,000 people have downloaded the app and answered our short questionnaire.

The same interviewer performed all the interviews and did a majority of the transcription, thereby obtaining a thorough understanding of the material. Telephone interviews have some obvious limitations such as the lack of body language and the challenge of achieving personal contact without seeing the other person. This difficulty might be one reason for the relatively short interviews. On the other hand, the method made it possible to interview participants from all over Sweden.

The interviewer and all coauthors are family physicians, which could be an advantage, since we are used to talking about urinary incontinence with our patients. On the other hand, we might have preconceptions about what constitutes the best treatment method for women with incontinence.

We purposefully selected participants to represent a broad range of experiences, with variations in age and residence. The educational level was overall high in our RCT, limiting transferability to other groups of women with other educational backgrounds. However, educational level has not been found to affect the ability to learn or perform correct PFMT contractions [30]. The high educational level might also reflect the fact that use of health apps is still more common among individuals with higher education [33].

**Strengths and Limitations**

This is the first qualitative study of an app-based treatment for SUI. We considered this interview study an important complement to our RCT, because we wanted to understand how and why an app treatment could be effective for SUI. Grounded theory was a suitable method of analysis, because little previous knowledge is available about this subject and we could not know in advance what findings to expect.

One strength was that our participants used the app for a long time (3 months). This duration made it possible to explore attitudes towards app interventions, factors that affected motivation to use the app, and challenges with long-term adherence.

The same interviewer performed all the interviews and did a majority of the transcription, thereby obtaining a thorough understanding of the material. Telephone interviews have some obvious limitations such as the lack of body language and the challenge of achieving personal contact without seeing the other person. This difficulty might be one reason for the relatively short interviews. On the other hand, the method made it possible to interview participants from all over Sweden.

The interviewer and all coauthors are family physicians, which could be an advantage, since we are used to talking about urinary incontinence with our patients. On the other hand, we might have preconceptions about what constitutes the best treatment method for women with incontinence.

We purposefully selected participants to represent a broad range of experiences, with variations in age and residence. The educational level was overall high in our RCT, limiting transferability to other groups of women with other educational backgrounds. However, educational level has not been found to affect the ability to learn or perform correct PFMT contractions [30]. The high educational level might also reflect the fact that use of health apps is still more common among individuals with higher education [33].

**Conclusions**

Women using an app-based treatment program for SUI reported that the app treatment enabled them to self-manage an up-to-date treatment for their condition. They perceived the app as a new and modern tool that is useful for maintaining motivation when performing a PFMT program. Many women had doubts about whether their training results were good enough but accepted that some level of uncertainty is inevitable with this kind of independent self-treatment. The app is an appreciated way of providing first-line treatment to women with SUI.
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Abstract

Background: Chronic diseases have a widespread impact on health outcomes and costs in the United States. Heart disease and diabetes are among the biggest cost burdens on the health care system. Adherence to medication is associated with better health outcomes and lower total health care costs for individuals with these conditions, but the relationship between medication adherence and health activity behavior has not been explored extensively.

Objective: The aim of this study was to examine the relationship between medication adherence and health behaviors among a large population of insured individuals with hypertension, diabetes, and dyslipidemia.

Methods: We conducted a retrospective analysis of health status, behaviors, and medication adherence from medical and pharmacy claims and health behavior data. Adherence was measured in terms of proportion of days covered (PDC), calculated from pharmacy claims using both a fixed and variable denominator methodology. Individuals were considered adherent if their PDC was at least 0.80. We used step counts, sleep, weight, and food log data that were transmitted through devices that individuals linked. We computed metrics on the frequency of tracking and the extent to which individuals engaged in each tracking activity. Finally, we used logistic regression to model the relationship between adherent status and the activity-tracking metrics, including age and sex as fixed effects.

Results: We identified 117,765 cases with diabetes, 317,340 with dyslipidemia, and 673,428 with hypertension between January 1, 2015 and June 1, 2016 in available data sources. Average fixed and variable PDC for all individuals ranged from 0.673 to 0.917 for diabetes, 0.756 to 0.921 for dyslipidemia, and 0.756 to 0.929 for hypertension. A subgroup of 8553 cases also had health behavior data (eg, activity-tracker data). On the basis of these data, individuals who tracked steps, sleep, weight, or diet were significantly more likely to be adherent to medication than those who did not track any activities in both the fixed methodology (odds ratio, OR 1.33, 95% CI 1.29-1.36) and variable methodology (OR 1.37, 95% CI 1.32-1.43), with age and sex as fixed effects. Furthermore, there was a positive association between frequency of activity tracking and medication adherence. In the logistic regression model, increasing the adjusted tracking ratio by 0.5 increased the fixed adherent status OR by a factor of 1.11 (95% CI 1.06-1.16). Finally, we found a positive association between number of steps and adherent status when controlling for age and sex.

Conclusions: Adopters of digital health activity trackers tend to be more adherent to hypertension, diabetes, and dyslipidemia medications, and adherence increases with tracking frequency. This suggests that there may be value in examining new ways to
further promote medication adherence through programs that incentivize health tracking and leveraging insights derived from connected devices to improve health outcomes.

**Introduction**

**Background**

Chronic diseases affect approximately half of all adults in the United States, and they are the leading cause of death and disability [1]. They also create a substantial cost burden; patients with chronic diseases accounted for 86% of all US health care spending in 2010 [2]. Of the biggest contributors, 2 are heart disease and stroke, estimated to cost US $315 billion in 2010, and diabetes, estimated to cost US $245 billion in 2012 [3,4]. Prescription medication is a key component of treatment for these diseases and their underlying risk factors, but adherence to medication has historically been low for patients with chronic diseases [5]. This is problematic as poor medication adherence can lead to poor health outcomes, which then increase health care utilization and costs [6].

The benefits of high medication adherence have been well established in diabetes, hypertension, and dyslipidemia, all of which are major risk factors for heart disease and stroke. One meta-analysis of studies in various disease areas, including diabetes and heart disease prevention, found that good medication adherence was associated with lower mortality, as compared with poor adherence [7]. Medical and pharmacy claims analyses have examined the relationship between medication adherence and health care utilization and costs. In a study across diabetes, dyslipidemia, and hypertension, the authors found that the annual total health care spending was significantly lower for adherent patients than nonadherent patients despite higher pharmacy costs in adherent patients [8]. The overall decrease in costs was driven by fewer hospitalizations and emergency department visits in the adherent population. Analyses of other claims data sources have led to similar conclusions [9-11].

**Objectives**

Given the relationship between medication adherence and health care utilization and costs, efforts to increase medication adherence have been well studied. Patient behavior is often a key factor in individual medication adherence patterns, but research on the relationship between adherence and health activity behavior is limited [12]. Better understanding the link between behavior and medication adherence could facilitate the development of programs, tools, and approaches that improve adherence and thus lead to lower disease burden. With the recent proliferation of digital health trackers for activity, sleep, and diet, new data are available on these types of behaviors, which provide new opportunities to examine how health behaviors and lifestyles are linked to medication adherence. In 2013, an estimated 2% of the US population had used a wearable device. The use is growing quickly, with some estimates suggesting that over 20% of the population owned a wearable device in 2016 and annual sales projecting to increase to more than US $50 billion by 2018 [13,14]. We leveraged medical and pharmacy claims and other health behavior data from insured individuals to examine the relationship between health behavior and medication adherence. We sought to understand the connection between digital activity-tracking behavior and adherence for people with diabetes, dyslipidemia, and hypertension, and we sought to understand whether engaging with digital health trackers ties to changes in medication adherence. This can provide insight on the value of using data from connected devices to understand health behaviors such as medication adherence and improve health outcomes through health engagement strategies.

**Methods**

**Study Sample**

**Claims Data**

The analytic sample was derived from Humana medical and pharmacy claims and other health behavior data for an insured population. All data were deidentified and complied with requirements set forth by Humana’s Protected Health Information and Vendor Ethics committee. The study received institutional review board (IRB) exemption from Solutions IRB.

We identified cases with continuous health insurance coverage from January 1, 2015 to June 1, 2016 with at least 1 of 3 medical conditions: diabetes, dyslipidemia, or hypertension. Health conditions were established based on the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) and ICD, Tenth Revision, CM (ICD-10-CM) codes, which are official systems of assigning codes to diagnoses and procedures associated with hospital utilization in the United States. Individuals were included if they had at least 1 outpatient visit or hospitalization with a specified ICD-9-CM or ICD-10-CM code, and they were included if there was a relevant diagnosis between January 1, 2005 to September 1, 2015 (Table 1). People with multiple conditions were included in each disease cohort.

The disease cohorts were further limited on the basis of pharmacy claims. We defined 2 periods for examining medication utilization: (1) the supply period and (2) the analysis period. The supply period (January 1, 2015-May 31, 2015) was the baseline time frame during which we utilized pharmacy claims to identify individuals who should be included in the analysis on the basis of prescription fills and to estimate the supply of medication in each patient’s possession at the start of the analysis period. Understanding the medication supply at the start of the analysis period is necessary for correctly computing...
Medication adherence during that period. The analysis period (June 1, 2015-June 1, 2016) was the time frame in which we tracked prescription refills and adherence rates as well as activity-tracker use. To be included in the analysis, individuals must have had at least 1 pharmacy claim for an oral medication relevant to the disease cohort during the supply or analysis period (Table 1).

Table 1. Medical diagnosis codes used in condition cohort creation and classes of medication included in medication adherence analysis.

<table>
<thead>
<tr>
<th>Condition</th>
<th>ICD-9-CM&lt;sup&gt;a&lt;/sup&gt; Codes</th>
<th>ICD-10-CM&lt;sup&gt;b&lt;/sup&gt; Codes</th>
<th>Pharmaceutical treatment classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>250.x</td>
<td>E08.x-E11.x</td>
<td>Alpha-glucosidase inhibitors; dipeptidyl peptidase - 4 inhibitors; glugagon-like peptide-1 receptor agonists; meglitinides; metformin/metformin combinations; sodium glucose cotransporter - 2 inhibitors; sulfonyleuress; thiazolidinediones</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>272.0, 272.2, 272.4</td>
<td>E78.0, E78.2, E78.4, and E78.5</td>
<td>Bile acid sequestrants; cholesterol absorption inhibitors; fibrates; lipid-regulating agents; nicotinic acid derivatives; statins</td>
</tr>
<tr>
<td>Hypertension</td>
<td>401.x-405.x</td>
<td>I10.x-I15.x</td>
<td>Angiotensin-converting–enzyme inhibitors; Angiotensin II receptor blockers; beta blockers; calcium channel blockers; clonidine; diuretics; hydralazine; renin inhibitors</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICD-9-CM: International Classification of Diseases, Ninth Revision, Clinical Modification.

<sup>b</sup>ICD-10-CM: International Classification of Diseases, Tenth Revision, Clinical Modification.

Activity-Tracking Data

Additional health behavior data were available for a subsample of participants who chose to use and link their activity-tracking device to track and earn points and status awards (eg, gold and silver) for participating in health and wellness activities. These points could be redeemed via a Web-based store for activity trackers, other fitness-related items (apparel, gear), and gift cards. We extracted activity-tracking data—including step counts, sleep duration, weight, and food logs. To focus on individuals who make a daily active choice of whether to track, we limited step counts in this analysis to those from tracker devices rather than step counts collected passively via smartphone.

Study Variables and Analysis

The primary analysis examined the association between medication adherence, as measured by proportion of days covered (PDC), and activity-tracking metrics.

Medication Adherence

PDC is a common metric in retrospective medication adherence research, using pharmacy claims data to calculate the proportion of time that an individual had a prescribed medication on hand for a given condition [15]. We computed PDC using both a fixed and a variable denominator, as both methodologies are commonly used [8–11,16,17]. Fixed PDC generally serves as a lower bound for actual adherence, whereas variable PDC generally serves as an upper bound [18].

The fixed PDC methodology assumes that an individual should be taking medication during the entire analysis period [8,11]. Thus, we calculated the fixed PDC over a denominator of 1 year. The numerator is the number of days on which the individual had the medication on hand, including medication remaining from the supply period. In contrast, the variable PDC methodology assumes that the individual should be taking the medication only during the variable analysis period, defined as the time period between the first prescription fill and the end of the supply of the last refill [9]. Its numerator is the number of days on which the individual had the medication on hand during this period. Individuals must have had at least 2 prescription fills during the analysis period to prevent trivial variable PDC values of 1.0 from individuals who filled just 1 prescription during the analysis period [9]. For both the fixed and variable PDC methodology, PDC values ranged from 0.0 to 1.0.

We calculated a drug-class-level PDC over the analysis period for each therapeutic class of drugs used to treat the condition for which the individual filled prescriptions. We then calculated the condition-level PDC for each individual as an average of the per-individual drug-class-level PDCs for the fixed PDC methodology and as a weighted average of the per-individual drug-class-level PDCs for the variable PDC methodology. We used the length of the variable analysis period as the weight for each drug class’ variable PDC.

Finally, we used a threshold of condition-level PDC ≥ 0.80 to define each individual as adherent or nonadherent for a particular condition. This is the threshold most commonly used in medication adherence research [5,6,8,9,19]. In the sensitivity analysis, we also considered a scenario where any individual with at least 1 drug-class-level PDC ≥ 0.80 was classified as adherent.

Activity Tracking

We computed several activity metrics for each participant. First, we created a binary variable indicating if the individual had ever used an activity tracker during the analysis period (June 1, 2015-June 1, 2016). To understand how consistently individuals tracked their activities, we computed a tracking ratio for each individual: the ratio of days on which the individual logged at least 1 activity to the total number of days between the first activity logged and the most recent activity logged in the analysis period.

To correct for highly variable tracking ratios for individuals with little data, we created an adjusted tracking ratio. For each individual m we modelled the observed tracking ratio \( r = k / n \) (where k is the number of days tracked and n is the number of days in the analysis period).
total days between $m$’s first and last day tracked) as a sample from a Binomial($n, \hat{p}$). To create a shrinkage estimator of $m$’s true tracking ratio using the Bayesian framework, we chose a Beta($\alpha, \beta$) distribution as our prior for $m$’s tracking ratio. We fixed $\alpha / (\alpha + \beta)$ to $r_{mean}$, the sample mean of tracking ratios across all individuals and fixed $\alpha + \beta$ to 10. After performing a Bayesian update using $m$’s observed tracking ratio, Maximum A Posteriori estimation of $m$’s posterior tracking ratio was used to generate a point estimate of $m$’s true tracking ratio. With our choices of $\alpha$ and $\beta$, the point estimate reduced to $(nr + 10) / (n + 10)$. We call this final result the adjusted tracking ratio.

Finally, to assess activity level, we computed steps taken per week during which a tracker was used. We divided the total number of steps taken by each individual in the measurement period by the number of weeks during which they tracked steps. We limited this metric to step count, which directly corresponds to the desired healthy behavior (ie, exercise). Sleep, weight, and food logging data were not used to assess activity level, as they do not have a direct linear tie to the desired healthy behavior (eg, sleep duration can be too short or too long and healthy weight is dependent on many other personal characteristics).

**Statistical Analysis**

We performed all analyses using both the fixed and variable condition-level PDC adherent or nonadherent status, in turn, as the outcome variable. We considered a result significant if it achieved a $P$ value of .05 or less using a 2-sided $t$ test, or in the case of logistic regression, a 2-sided Wald test.

**Association Between Adherence and Activity-Tracker User (Trackers vs Nontrackers)**

We used logistic regression to assess the relationship between tracker versus nontracker status and fixed and variable adherent versus nonadherent status, including an interaction term to control for age and sex. We first built an overall model to measure the effect across all conditions and activities. Individuals with multiple conditions were accounted for under each condition. We then built 3 separate models, 1 for each condition, and then 4 additional models, 1 for each activity (steps, sleep, weight, and food logs), for a total of 7 models to investigate any differences in the tracker-adherence relationship across conditions or activity types.

**Association Between Adherence and Activity-Tracking Metrics**

We then used logistic regression to assess the relationship between fixed and variable individual adherent versus nonadherent status, frequency of tracking activities (as measured by adjusted tracking ratio), and activity level (as measured by steps per week tracked), including an interaction term to control for age and sex. We performed this analysis across individuals from all conditions, limited to those with at least 2 tracking events at least 10 days apart in the analysis period. Tracker data are significantly autocorrelated over the span of a few days, so the 10-day separation ensures at least 2 independent measurements per individual. We built a model for each of the 2 activity metrics independently as well as a combined model including both.

We performed all analysis using Python version 2.7.10 (Python Software Foundation), Spark version 1.3.1 (The Apache Software Foundation), Pandas version 0.15.2 (Python Software Foundation), and numpy 1.9.2 (NumPy Developers). We used significance tests from the stats module in scipy version 0.15.1 (Scipy Developers). We performed our logistic regressions using R version 3.2.0 (The R Foundation).

**Results**

**Sample Characteristics**

We identified 117,765 individuals with diabetes, 317,340 individuals with dyslipidemia, and 673,428 individuals with hypertension who were included in the fixed PDC analysis. Slightly fewer individuals qualified for the variable PDC analysis, as it required at least 2 pharmacy claims for at least 1 relevant medication—102,322 for diabetes, 286,640 for dyslipidemia, and 642,818 for hypertension. There was an overlap among the disease cohorts, ranging from 11.89% (37,719/317,340) of dyslipidemia individuals also having a diabetes diagnosis to 86.66% (102,050/117,765) of individuals with diabetes also having a hypertension diagnosis (Table 2). Coronary artery disease was also a common comorbidity, seen in approximately one-thirds of each cohort. On average, the population screened for diabetes was aged 70.5 years and 51.49% (60,641/117,765) females, for dyslipidemia was aged 70.8 years and 53.66% (170,289/317,340) females, and for hypertension was aged 70.8 years and 56.01% (377,183/673,428) females (Table 2). Individuals with tracker activity were younger with an average age of 52.3 years for diabetes, 55.1 years for dyslipidemia, and 52.5 years for hypertension (Table 3).

**Medication Adherence**

Average PDC was similar across the conditions and was higher using the variable methodology than using the fixed methodology. Fixed methodology PDCs ranged from 0.673 for diabetes to 0.756 for dyslipidemia and hypertension, and variable methodology PDCs ranged from 0.917 for diabetes to 0.929 for hypertension (Table 4). The percent of individuals classified as adherent (PDC≥0.80) showed similar trends, ranging from 48.09% (56,630/117,765) for diabetes to 61.64% (195,606/317,340) for dyslipidemia for the fixed methodology and 85.38% (87,365/102,322) for diabetes to 89.07% (572,553/642,818) for hypertension for the variable methodology.
### Table 2. Participant characteristics summarized by condition for all individuals.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Diabetes</th>
<th>Dyslipidemia</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual population, n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed PDC&lt;sup&gt;a&lt;/sup&gt; methodology</td>
<td>117,765</td>
<td>317,340</td>
<td>673,428</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>102,322</td>
<td>286,640</td>
<td>642,818</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>70.5 (10.7)</td>
<td>70.8 (10.8)</td>
<td>70.8 (11.7)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>60,641 (51.49)</td>
<td>170,289 (53.66)</td>
<td>377,183 (56.01)</td>
</tr>
<tr>
<td>Male</td>
<td>57,124 (48.51)</td>
<td>147,051 (46.34)</td>
<td>296,245 (43.99)</td>
</tr>
<tr>
<td><strong>Comorbid conditions, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>117,765 (100)</td>
<td>37,719 (11.89)</td>
<td>102,050 (15.15)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>37,719 (32.03)</td>
<td>317,340 (100)</td>
<td>235,863 (35.02)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>102,050 (86.66)</td>
<td>235,863 (74.33)</td>
<td>673,428 (100)</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>40,931 (34.76)</td>
<td>96,169 (30.30)</td>
<td>254,212 (37.75)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>16,745 (14.22)</td>
<td>35,936 (11.32)</td>
<td>81,362 (12.08)</td>
</tr>
<tr>
<td>End stage renal disease</td>
<td>2534 (2.15)</td>
<td>5055 (1.59)</td>
<td>10,041 (1.49)</td>
</tr>
<tr>
<td>Depression</td>
<td>12,085 (10.26)</td>
<td>29,655 (9.35)</td>
<td>78,035 (11.59)</td>
</tr>
<tr>
<td><strong>Digital tracking activity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>116,974 (99.33)</td>
<td>313,741 (98.87)</td>
<td>666,956 (99.04)</td>
</tr>
<tr>
<td>Steps</td>
<td>758 (0.64)</td>
<td>3498 (1.10)</td>
<td>6243 (0.93)</td>
</tr>
<tr>
<td>Sleep</td>
<td>530 (0.45)</td>
<td>2460 (0.78)</td>
<td>4414 (0.66)</td>
</tr>
<tr>
<td>Weight</td>
<td>179 (0.15)</td>
<td>736 (0.23)</td>
<td>1513 (0.22)</td>
</tr>
<tr>
<td>Food logs</td>
<td>112 (0.10)</td>
<td>463 (0.15)</td>
<td>1050 (0.16)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PDC: proportion of days covered.

### Table 3. Participant characteristics summarized by condition for individuals with tracker data.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Diabetes</th>
<th>Dyslipidemia</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual population, n</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed PDC&lt;sup&gt;a&lt;/sup&gt; methodology</td>
<td>791</td>
<td>3599</td>
<td>6472</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>653</td>
<td>3196</td>
<td>6064</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.3 (10.2)</td>
<td>55.1 (9.6)</td>
<td>52.5 (10.5)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>444 (56.1)</td>
<td>1813 (50.48)</td>
<td>3784 (58.47)</td>
</tr>
<tr>
<td>Male</td>
<td>347 (43.8)</td>
<td>1786 (49.62)</td>
<td>2688 (41.53)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PDC: proportion of days covered.
Table 4. Medication adherence by condition as measured by mean proportion of days covered and percent of individuals classified as adherent.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Diabetes</th>
<th>Dyslipidemia</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PDC</strong>, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed PDC methodology</td>
<td>0.673 (0.320)</td>
<td>0.756 (0.291)</td>
<td>0.756 (0.256)</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>0.917 (0.130)</td>
<td>0.921 (0.127)</td>
<td>0.929 (0.110)</td>
</tr>
<tr>
<td><strong>Adherent (PDC≥0.80), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed PDC methodology</td>
<td>56,630 (48.09)</td>
<td>195,606 (61.64)</td>
<td>373,515 (55.46)</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>87,365 (85.38)</td>
<td>248,709 (86.77)</td>
<td>572,553 (89.07)</td>
</tr>
</tbody>
</table>

aPDC: proportion of days covered.

Table 5. Medication adherence metrics by age and sex. Results are significantly different between age groups and female versus male at P<.001 using a 2-sided t test.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Age &lt;50 years (n=43,545)</th>
<th>≥50 years (n=723,469)</th>
<th>Sex Female (n=427,546)</th>
<th>Male (n=339,936)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PDC</strong>, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed PDC methodology</td>
<td>0.629 (0.321)</td>
<td>0.753 (0.271)</td>
<td>0.745 (0.275)</td>
<td>0.750 (0.275)</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>0.882 (0.154)</td>
<td>0.928 (0.115)</td>
<td>0.925 (0.118)</td>
<td>0.927 (0.116)</td>
</tr>
<tr>
<td><strong>Adherent (PDC≥0.80), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed PDC methodology</td>
<td>17,785 (40.84)</td>
<td>414,009 (57.23)</td>
<td>238,638 (55.82)</td>
<td>194,503 (57.22)</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>34,010 (78.10)</td>
<td>640,439 (88.52)</td>
<td>375,430 (87.81)</td>
<td>300,410 (88.37)</td>
</tr>
</tbody>
</table>

aPDC: proportion of days covered.

Medication adherence was significantly associated with age and sex. On the basis of age alone, there was a clear separation at 50 years between those who were more adherent and those who were less adherent. Adherence increased with age, with 40.84% (17,785/43,545) of individuals younger than 50 years being adherent across conditions as compared with 57.23% (414,009/723,469) of those aged 50 years and older, using fixed methodology (Table 5). Variable methodology showed a similar pattern, with 78.10% (34,010/43,545) of those younger than 50 years being adherent across conditions as compared with 88.52% (640,439/723,469) of those aged 50 years and older. Males were slightly but still significantly more adherent than females across conditions, with 57.22% (194,503/339,936) versus 55.82% (238,638/427,546) and 88.37% (300,410/339,936) versus 87.81% (375,430/427,546) being adherent under fixed and variable methodologies, respectively.

Activity Tracking

We identified 8553 individuals who chose to link and share data from a digital health tracker for at least 1 activity across step counts, sleep, weight, and food logs, with step trackers being the most common. More than 75% of the individuals were using a Fitbit device to log steps and/or sleep, approximately 10% were logging steps via Garmin or Jawbone, and the remaining 15% were logging weight and food via Apple products (Watch and Health), MyFitnessPal, and RunKeeper, in decreasing order of prevalence. Tracker usage was more common in people younger than 50 years than in older populations, with 7.21% (3139/43,545) tracking at least 1 of the 4 activities compared with only 0.75% (5414/723,469) for individuals older than 50 years. Details on tracker usage by condition and type of activity can be seen in Table 2.

Association Between Adherence and Activity-Tracker Use (Trackers vs Nontrackers)

Across conditions, simply engaging in activity tracking was positively associated with medication adherence. When controlling for age and sex, people who tracked at least 1 of the 4 activities were significantly more adherent to medication than those who did not use any trackers, for both fixed adherent status (OR 1.33, 95% CI 1.29-1.36) and variable adherent status (OR 1.37, 95% CI 1.32-1.43; Figure 1). The results were similar when broken down by condition and specific activity tracked, with individuals who tracked a given activity more likely to be adherent than those who did not track the activity, for both fixed and variable methodologies and controlling for age and sex (Tables 6 and 7). The only exception was for diabetes in the fixed PDC model; the tracker-adherent relationship was not statistically significant (OR 1.12, 95% CI 0.96-1.30).
Figure 1. Odds ratios of percent of individuals who are adherent (proportion of days covered, PDC ≥ 0.80) for individuals who use activity trackers versus nontrackers illustrate the association between activity-tracker use and medication adherence. Lines within the bars represent 95% CIs. Results are shown across conditions and activities tracked, while controlling for age and sex, and are significant at $P < .001$. PDC: proportion of days covered.

Table 6. The association between tracker use and medication adherence by condition in terms of the odds ratio of percent of individuals who are adherent (proportion of days covered ≥ 0.80) for individuals who use activity trackers versus nontrackers. Odds ratios are significant at $P < .001$ unless otherwise noted.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Diabetes (n=791), OR $^b$ (95% CI)</th>
<th>Dyslipidemia (n=3599), OR (95% CI)</th>
<th>Hypertension (n=6472), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed PDC$^a$ methodology</td>
<td>1.12 (0.96-1.30)$^c$</td>
<td>1.23 (1.15-1.31)</td>
<td>1.38 (1.31-1.45)</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>1.31 (1.07-1.61)$^d$</td>
<td>1.24 (1.13-1.37)</td>
<td>1.47 (1.36-1.59)</td>
</tr>
</tbody>
</table>

$^a$PDC: proportion of days covered.
$^b$OR: odds ratio.
$^c$P=.14.
$^d$P=.009.

Table 7. The association between tracker use and medication adherence by activity tracked in terms of the odds ratio of percent of individuals who are adherent (proportion of days covered ≥ 0.80) for individuals who use activity trackers versus nontrackers. Odds ratios are significant at $P < .001$ unless otherwise noted.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Steps (n=10,499), OR $^b$ (95% CI)</th>
<th>Sleep (n=7404), OR (95% CI)</th>
<th>Weight (n=2428), OR (95% CI)</th>
<th>Food logs (n=1625), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed PDC$^a$ methodology</td>
<td>1.34 (1.29-1.40)</td>
<td>1.35 (1.29-1.42)</td>
<td>1.21 (1.12-1.32)</td>
<td>1.20 (1.09-1.33)</td>
</tr>
<tr>
<td>Variable PDC methodology</td>
<td>1.37 (1.29-1.46)</td>
<td>1.38 (1.28-1.48)</td>
<td>1.37 (1.21-1.54)</td>
<td>1.26 (1.09-1.45)$^c$</td>
</tr>
</tbody>
</table>

$^a$PDC: proportion of days covered.
$^b$OR: odds ratio.
$^c$P=.001.
Association Between Adherence and Activity-Tracking Metrics

Frequency of activity tracking and activity level were also tied to medication adherence. When controlling for age and sex, individuals who tracked activities more frequently or who were more active on the basis of step counts were significantly more likely to be adherent for both fixed adherent status and variable adherent status. In the logistic regression model, increasing the adjusted tracking ratio by 0.5 increased the fixed adherent status OR by a factor of 1.11 (95% CI 1.06-1.16) and the variable adherent status OR by a factor of 1.14 (95% CI 1.07-1.22). Increasing the steps-per-day-tracked by 2000 increased the fixed adherent status OR by a factor of 1.07 (95% CI 1.04-1.09) and the variable adherent status OR by a factor of 1.05 (95% CI 1.01-1.09). The combined logistic regression model, which included both adjusted tracking ratio and steps per week tracked to assess whether each predictor had an additive effect, gave similar results for the fixed methodology adherent status. However, in the combined variable adherent status model, activity level did not have a significant association with adherent status.

Sensitivity Analysis

If any individual with at least 1 drug-class-level PDC ≥ 0.80 was classified as adherent rather than basing the classification of adherent or nonadherent on whether the condition-level PDC was ≥ 0.80, engaging in activity tracking remained significantly and positively associated with medication adherence (fixed adherent status OR 1.21, 95% CI 1.18-1.25; variable adherent status OR 1.29, 95% CI 1.23-1.35). Just as in the base case, results were statistically significant when broken down by condition and specific activity tracked, except for diabetics in the fixed PDC model (OR 1.14, 95% CI 0.98-1.31). Frequency of tracking and activity level were also significantly tied to adherent status in the logistic regression model, except for the case of frequency of tracking for the variable adherent status.

Discussion

Principal Findings

Our analysis demonstrates that there is a significant relationship between medication adherence and activity tracking in individuals with chronic diseases, after controlling for age and sex. In particular, we found that people with diabetes, dyslipidemia, or hypertension who use activity trackers are more adherent to their medication than those who do not use activity trackers. In addition, medication adherence improves as consistency of tracker use and activity level increase. This analysis is an important first step in using additional available digital behavioral data to understand how health behavior ties to medication adherence.

These initial findings can be leveraged in a variety of clinically meaningful settings, such as targeting medication adherence initiatives. For example, considering that activity-tracking indices like the ones described require significantly shorter observation periods to be computed accurately for an individual as compared with PDC (days vs months), health plans or provider systems may use this information as a predictive score to selectively target new members for various medication adherence programs. Another use case is in enrollment for clinical trials of new chronic disease therapies. Trial recruitment can be targeted at patients who use activity trackers on a consistent basis, as these patients can be expected to have better medication adherence than nontracking patients of similar age and gender. This can minimize the sample size necessary for the trial. Targeting patients in this manner may be especially useful for enrolling younger patients, who tend to be less adherent yet significantly more likely to adopt activity trackers than older patients.

Our analysis also exposes many areas for further exploration into the relationship between patient behavior and medication adherence. We demonstrate a relationship between engaging in and consistency of activity tracking and medication adherence. One could suggest that individuals with tracker activity are being adherent to that intervention as they have a trait of behavior by which they are generally adherent to healthy activities and interventions. This is similar to the concept of the “healthy adherer”—the idea that healthier people are generally more adherent to medication than unhealthy people [6]. An interesting avenue of exploration is whether activity tracking is an independent indicator of adherence, in the sense that it has additional explanatory power in predicting medication adherence as compared with other healthy activities and interventions that show an association with medication adherence or adherence to other clinical care (eg, annual physical exams and glucose monitoring). Another future research avenue is to understand whether indices based on adherence to activity tracking are responsive to longitudinal changes in medication adherence at the individual level: does a sudden drop in activity tracking predict a time period of lower medication adherence? If this were to be the case, activity-tracking patterns could be used to responsively monitor medication adherence and deploy timelier interventions.

Limitations

This study has several limitations. First, the findings are associative and do not demonstrate a causal link between adherence to activity tracking and medication adherence. Further research should be conducted to determine experimentally whether active manipulation of the activity-tracking behavior (eg, through incentives) leads to improved medication adherence. Second, only approximately 1% of the population in this study had data available from a linked digital health tracker, which limits the generalizability of study results. The study did not include traditional pedometers, and it did not include data from individuals who used digital devices but who did not link and share their data. Digital health tracker use is more common in younger populations than older adults; however, we expect applicability of these study results to grow over time as digital health tracker use continues to grow. This also may be enhanced as tracking capabilities, especially accelerometers for tracking steps, have become the standard for smartphones and thus are more accessible to wide audiences as adoption of new smartphones grows. However, it remains to be seen if the link uncovered between tracking and adherence will still be present for those who use built-in smartphone technology for tracking, as less effort is required to track activity in this...
Conclusions

This study demonstrates that individuals who engage in activity tracking have significantly higher medication adherence than those who do not track their activities when controlling for age and sex across thousands of people with diabetes, hypertension, and dyslipidemia. The results were typically not dependent on a specific condition or activity tracked. The positive association with medication adherence extended to frequency of activity tracking as well as physical activity level, as measured by step count. Given the well-established link between poor medication adherence and increased health care costs and utilization, as well as mortality, improving medication adherence in chronic conditions continues to be a high-value objective. This study is the first step in developing a better understanding of how to use digital health tools to understand and drive medication adherence and subsequently lower the cost of managing chronic diseases.
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Abstract

Background: Women are concerned about reducing their breast cancer risk, particularly if they have daughters. Social media platforms, such as blogs written by mothers, are increasingly being recognized as a channel that women use to make personal and family health–related decisions. Government initiatives (eg, Interagency Breast Cancer and Environmental Research Coordinating Committee) and researchers have called for scientists and the community to partner and disseminate scientifically and community-informed environmental risk information.

Objective: We developed and evaluated a blog intervention to disseminate breast cancer and environmental risk information to mothers. We teamed with mommy bloggers to disseminate a message that we developed and tailored for mothers and daughters based on scientific evidence from the Breast Cancer and the Environment Research Program (BCERP). We posited that the intervention would influence women’s exposure to, acceptance of, and beliefs about environmental risks while promoting their intention to adopt risk-reducing behaviors.

Methods: Using a quasi-experimental design, we recruited 75 mommy bloggers to disseminate the breast cancer risk message on their respective blogs and examined the impact of the intervention on (1) readers exposed to the intervention (n=445) and (2) readers not exposed to the intervention (comparison group; n=353).

Results: Following the intervention, blog reader scores indicating exposure to the breast cancer risk and prevention information were greater than scores of blog readers who were not exposed (or did not recall seeing the message; mean 3.92, SD 0.85 and mean 3.45, SD 0.92, respectively; P<.001). Readers who recalled the intervention messages also had higher breast cancer risk and prevention information satisfaction scores compared with readers who did not see (or recall) the messages (mean 3.97, SD 0.75 and mean 3.57, SD 0.94, respectively; P<.001). Blog readers who recalled seeing the intervention messages were significantly more likely to share the breast cancer risk and prevention information they read, with their daughters specifically, than readers who did not recall seeing them (χ²=8.1; P=.004). Those who recalled seeing the intervention messages reported significantly higher breast cancer risk and prevention information influence scores, indicative of behavioral intentions, than participants who did not recall seeing them (mean 11.22, SD 2.93 and mean 10.14, SD 3.24, respectively; P=.003). Most women ranked Facebook as their first choice for receiving breast cancer risk information.

Conclusions: Results indicated that blog readers who were exposed to (and specifically recalled) the BCERP-adapted intervention messages from mommy bloggers had higher breast cancer risk and prevention information exposure scores and higher breast risk and prevention information satisfaction scores.
cancer risk and prevention information satisfaction and influence scores than those who did not see (or recall) them. Mommy bloggers may be important opinion leaders for some women and key to enhancing the messaging, delivery, and impact of environmental breast cancer risk information on mothers.

(J Med Internet Res 2019;21(3):e12441) doi:10.2196/12441
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Introduction

Overview

Breast cancer is the second most common cancer diagnosed in women [1]. Women, particularly those with a personal or family history of the disease and mothers with daughters, are concerned about what they can do to reduce the risk of breast cancer [2-7]. In addition, when mothers advise their daughters about how to reduce the risk, daughters tend to follow their advice into adulthood [7]. Although clinicians, scientists, and advocacy groups prioritize cancer screening to reduce the risk (eg, mammograms and genetic testing), scientists have discovered that environmental exposures (eg, having contact with certain chemicals or particles through food, air, water, or touch) impact women’s risk [8].

In response to increasing research on breast cancer risk and environmental exposures, Congress passed the Breast Cancer and Environmental Research Act in 2008. This resulted in the initiation of the Interagency Breast Cancer and Environmental Research Coordinating Committee (IBCERCC), which was tasked with examining the state of this research. Their report identified 7 recommendations, 2 of which centered on the need for scientists to become engaged in dissemination, specifically prioritizing community stakeholder engagement and translating research for the public [9].

The authors are members of 1 group actively involved in the creation and dissemination of such research—the Breast Cancer and the Environment Research Program (BCERP). Founded in 2003 and funded by the National Institute of Environmental Health Sciences (NIEHS) and the National Cancer Institute (NCI), BCERP researchers have conducted decades of studies linking environmental factors and breast cancer risk. This includes identifying endocrine-disrupting chemicals (eg, phthalates and bisphenol A [BPA]) that could increase women’s risk and are found in some personal care and household products (eg, shampoo, detergent, and plastic bottles) [8]. BCERP provides actionable steps that women and their family members can take to reduce their exposure to these environmental risks. In recent years, BCERP has funded projects focused specifically on dissemination. The program currently disseminates this evidence-based information free to the public via their website [10].

Although women seek Web-based information about how to reduce personal and familial risk of breast cancer [11], they may not be obtaining reputable or scientifically based information that organizations such as BCERP provide. Readability and accessibility are also issues. A recent review of breast cancer and environmental risk information online showed that most content is not disseminated at a readable level with health literacy in mind [12]. There is also a plethora of information on the internet from divergent sources, including medical websites that are not regulated [13]. Websites are discovered based on users’ search terms with no guarantee that reputable sources such as BCERP are even reached. Thus, as the IBCERCC report also identified, researchers need to do a better job of disseminating breast cancer information in ways that reach women. Dissemination approaches should also strive to reach more women or have the potential for rapid diffusion of information, the process by which information is spread across channels rapidly [14].

Social media offers an ideal dissemination channel with the potential to reach an expansive group of women. Current evidence [15] has shown that:

Social media are becoming preferred methods of health promotion as evidence builds showing their effectiveness in reaching public audiences...Evidence about social media’s impact on health knowledge, behavior, and outcomes shows these tools can be effective in meeting individual and population health needs.

Social media platforms, such as blogs, offer a way to disseminate health information rapidly and expansively, educate the public, and promote healthy behavior. Still, careful application and evaluation is needed to obtain the desired outcomes [15] as blog-based interventions can result in limited exposure, messages not being tailored to the targeted audience, or messages that do not account for health literacy or culture [12,13,16]. Also, when it comes to online dissemination about environmental breast cancer risk, accuracy is of concern [12]. This is particularly true with blogs [17], which have been shown to be the least accurate in comparison with other online sources [12].

A recent review also showed that online information about environmental exposures is particularly complicated and, at times, misunderstood [12], with more commercial-focused online sources reporting known risk associations within exposures like deodorant, which opposes research showing no associated risk presented on more credible sites (eg, American Cancer Society). Additionally, this review found that while research may be presented accurately, the conclusions are not always accurately drawn and appear to be driven by personal motivations [12].

To ensure access and accuracy in the dissemination of breast cancer risk information, scholars have recently called for a
community-engaged approach, linking scientists with community stakeholders to ensure that the public has access to the information and that it is disseminated in a manner that is readable and relatable [18]. In line with the IBCERC’s recommendation [9], mothers who blog, or mommy bloggers, are an ideal community partner to disseminate information via blogs to reach women. Their blog posts could integrate scientifically based information in a manner that blog readers can identify. Also, blogs written by mothers are increasingly recognized as a channel that women utilize to make personal and family health–related decisions [19-21], and as such, mommy bloggers are often viewed as relatable and trustworthy by other mothers.

In addition, evidence-based strategies are integral to successfully disseminating health information via blogs [15]. These strategies include tailoring messages with the audience or readers in mind. Tailoring may involve user-generated (ie, blogger-generated) content to promote acceptance (by using a trusted source that content readers identify with), encouraging multipronged approaches (multiple social media platforms), integrating theory during intervention development, and using tools to evaluate the impact of the intervention on readers [15,22].

With these evidence-based strategies in mind, we aimed to develop and evaluate a targeted blog intervention, teaming with mommy bloggers to disseminate scientifically informed breast cancer and environmental risk information (adapted from BCERP) with the potential for rapid diffusion. The goal was to influence readers’ (ie, mothers’) exposure to, acceptance of, and beliefs about environmental risks while promoting intentions to adopt risk-reducing behaviors. In addition to testing the efficacy of this approach, we sought to shed light on how such an intervention may extend farther than targeted readers or how readers may share the information across other platforms.

Getting the Message Out There: Blogging About Reducing Breast Cancer Risk

For many, the internet is a primary source of health information, including information about reducing breast cancer risk [11,23,24]. People increasingly seek health information through social media, such as Facebook, Twitter, and blogs, where knowledge is shared within a relational network facilitated through an online community [25]. The interactive and relational nature of social media allows individuals to connect with and reach broader audiences to address a range of health issues [26,27]. Therefore, blogs may represent an optimal social media channel for disseminating breast cancer risk information [19].

Blogs can be rich in information and promote interaction among bloggers and readers. For instance, bloggers provide unique content for their readers compared with other online communities [28]. They display a keen understanding of readers’ health needs and beliefs [19,28] and typically deliver information in varied forms (eg, text, multimedia, and links to Web resources) that are shared interactively via bloggers’ posts and exchanges of readers’ comments [19,29]. This online interaction generates a larger community network, extending beyond the blog [30-32]. Bloggers and readers may share blog content online (eg, via Facebook, Twitter, and Pinterest) and offline (eg, with family, friends, coworkers, and community groups). Thus, blogging can reach a broad audience.

In addition to facilitating interaction and reach, blogs represent a unique channel where specific audiences (such as mothers) can be reached and influenced. Bloggers can customize health information in ways that readers relate to, as bloggers are likely perceived by readers as being similar in terms of beliefs, experiences, and language [33,34]. In other words, blog readers identify with the bloggers (eg, as a woman, mother, or survivor). This increases the likelihood of readers’ acceptance, sharing, and adoption of the information posted by the blogger [35,36].

Currently, there are about 3.9 million mothers in the United States who identify as a blogger, and many mothers with children at home turn to blogs for advice about health issues [19,37]. Blogs written by mothers or those that focus on motherhood topics—sometimes called mommy blogs—offer the possibility of reaching an important target audience for breast cancer risk information: women and their family members [20,38,39].

Teaming With Mommy Bloggers for Rapid Diffusion of Information: Trusted Sources Women Can Identify With

Readers relate to their blogs in part because mommy bloggers routinely tailor messages to their target audience (eg, using strategies such as feminine rhetoric, humor, or personal stories with photographs that women identify with) [40-43]. Bloggers also direct their readers to relevant and accurate health information on the internet [44]. Given their trusted status among mothers, mommy bloggers could be used to disseminate risk-reducing information and persuade readers to adopt or respond to it [45]. In line with Rogers’ widely used diffusion of innovation theory [14], mommy bloggers may be key to disseminating such information.

Influencing Mothers’ Risk-Reducing Perceptions and Behavior: Diffusion of Innovation Approach

As diffusion of innovation theory purports, early adopters or innovators (readers) and opinion leaders (bloggers) are central to the dissemination of new ideas to the public. Mommy bloggers could promote rapid diffusion of the information through larger blogging networks when bloggers adopt the message (ie, post the content and endorse it), which can influence readers to do the same. Thus, bloggers can be viewed as opinion leaders who may drive diffusion and uptake of environmental breast cancer risk information by their readers [14,19,45]. The risk-related content may heighten the urgency of the message, and the message’s effects may be further amplified through bloggers’ and readers’ comments, shares, and likes [46].

This interactive and dynamic diffusion of information also has the potential to influence women’s behavior, which is essential to reducing cancer risk. Blog intervention studies show that blogger-reader interactions can create a sense of immediacy about health topics that encourages readers’ adoption of healthy behaviors [47]. Moreover, the tailored context of the blog, in conjunction with readers’ perceived source similarity [35], can
influence women’s adoption of recommended health behaviors [47].

Despite the potential for mommy bloggers to serve as trusted or relatable sources to disseminate breast cancer risk information to mothers, it is critical that bloggers disseminate accurate, scientifically informed content [12]. Moreover, content should in part be user-generated with a target audience in mind, meaning that it should be produced in part with the bloggers’ input [15]. To achieve this, collaborative message development (between scientists and bloggers) is warranted to ensure women receive accurate information in a format they trust and relate to.

**Targeting Mommy Blog Readers: Collaborative Message Development**

As described, federally funded BCERP scientists and community partners have developed and disseminated research to bring awareness to the public about linkages between environmental exposures and breast cancer risk. BCERP provides several educational materials online, including a toolkit for mothers with daughters. These mother-daughter–focused materials specifically address how mothers can reduce their own and their daughter’s risk by adopting healthier lifestyle choices together (eg, eliminating products with BPA and phthalates).

Many mothers with daughters are concerned and feel uncertain about breast cancer prevention and their daughters' risk [2,3,48]. However, when mothers advise daughters about how to reduce risk, daughters adhere to their mother’s advice into adulthood [7]. Talking about risk can be challenging. Younger daughters often avoid or withdraw from such conversations [4,49], which can trigger a physiological stress response [50]. Mothers have reported using third-party approaches (eg, a magazine article) to prompt interaction and ease their daughter’s comfort during discussions [3,4]. Relatedly, recent research shows that third-party Web-based approaches (eg, videos about BPA/perfluorooctanoic acid and radiation risk) favorably influence mothers’ and daughters’ prevention behavior [16,51].

Mommy bloggers’ posts could change mothers’ knowledge and beliefs about environmental breast cancer risk factors and simultaneously function as a third-party approach to facilitate mother-daughter communication. Even though the information on BCERP’s website is scientifically informed and expansive, the format and manner in which these materials (a brochure, flyer, and public service announcement) are delivered assume women will obtain them, first by finding their website and then by reading them on their own. Passive dissemination approaches such as these do not ensure the information reaches the target audience and, when used alone, are not likely to be translated to practice or result in behavioral change [52]. Moreover, these materials are often lengthy and not in a format ideal for social media dissemination.

A more active diffusion of information or dissemination approach on an interactive Web platform in which an influencer (eg, blogger) communicates with women (their readers) is more likely to reach the targeted audience. Additionally, this approach may prompt interaction within and outside the blog network. By teaming with mommy bloggers, the evidence-based information could be integrated into a user-generated format ideal for social media and delivered in a manner that their readers (mothers) can relate to.

**Research Foci**

As the aforementioned research demonstrates, mothers look to mommy bloggers for health information. By partnering with mommy bloggers to disseminate evidence-based environmental risk information about how mothers (and daughters) can reduce breast cancer risk, we sought to increase women’s exposure to, satisfaction with, and acceptance of environmentally focused risk-reducing information. Thus, the first hypothesis (H1) was posited:

**H1:** The use of a targeted online blog intervention will increase blog reader’s exposure to and satisfaction with the breast cancer risk and prevention information compared with blog readers who are not exposed to (or who did not recall seeing) the intervention messages.

Given the interactive nature of blogging, we also wanted to encourage the diffusion of this information within women’s larger social networks. Previous research has not examined how intervention messages stemming from mommy blogs might influence interaction and information sharing among other social media platforms. Therefore, the following research question (RQ) was posed:

**RQ1:** How does the use of a targeted online blog intervention encourage interaction and information sharing about breast cancer risk and prevention messages across other online social media networks?

Behavior change is the ultimate goal of a health promotion intervention. According to the integrative model of behavioral prediction (a reasoned action theory approach to health promotion), several antecedents of behavior change should be evaluated to understand and predict whether women will take action [53,54]. These variables include acceptance of a health-related message, beliefs about health and risk, and intention to change. On the basis of this framework, we posited the second hypothesis (H2):

**H2:** The use of a targeted online blog intervention will increase breast cancer risk and prevention message acceptance, beliefs, and intentions to adopt the guidance.

Finally, to reach a larger audience, it is critical that this information is disseminated (or diffused) through channels perceived as optimal by women [15]. Therefore, we aimed to understand mothers’ preferred communication channels for breast cancer and environmental risk and prevention information. More than half of the US population use 2 or more social media platforms [55], and some individuals prefer traditional, interpersonal (eg, face-to-face) communication channels because of cultural norms about discussing health and risk topics [56]. To ensure women perceive mommy bloggers as an optimal channel but also provide opportunities to refine our intervention as necessary, we sought to learn about perceived optimal channels more broadly. Therefore, the following inquiry was posed:
RQ2: What are blog readers’ preferred media/communication channels for receiving information about breast cancer risk and prevention?

Methods

This targeted social media intervention study involved a quasi-experimental design to assess women’s exposure to, acceptance of, and beliefs about environmental risks while promoting intentions to adopt risk-reducing behaviors.

Participants and Recruitment

After the institutional review board approval, 3 groups of participants were recruited: (1) bloggers involved in the intervention, (2) readers exposed to the intervention (intervention group), and (3) readers not exposed to the intervention (comparison group). A convenience sample of mommy bloggers, all women, was recruited through The Motherhood [57], a network of more than 3000 diverse mothers who blog about various topics including health. During the recruitment process, efforts were made to find participants of different racial or ethnic groups and geographic locations, as well as prior experiences with breast cancer (either personally and/or by family members). A total of 75 mommy bloggers agreed to participate in the intervention (see Table 1 for blogger characteristics).

Upon consent, all participants completed an online survey with items about sociodemographics and breast cancer history. About 35 mommy bloggers had previously written about breast cancer in their blogs in the past year. All of the bloggers in the sample had children and 52 bloggers had daughters, specifically. Bloggers posted messages on their blogs to recruit readers for the intervention group.

The reader intervention group was comprised 445 blog readers (435 women and 10 men) who follow one or more of the 75 bloggers involved in the intervention. The participating mommy bloggers were asked to recruit their readers and direct them to an online postintervention survey link. A total of 353 blog readers (341 women and 12 men) made up the reader comparison group. To minimize contamination between the 2 groups, readers in the comparison group were recruited through a separate set of mommy bloggers who were affiliated with The Motherhood network, but who did not blog about breast cancer and were not involved in the intervention (see Table 2 for blog readers’ characteristics). The comparison group bloggers wrote about a wide range of issues, including parenting concerns and other health issues besides breast cancer.

Table 1. Sociodemographics and breast cancer or risk history of bloggers (n=75).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Bloggers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>37.88 (7.02); 25-61</td>
</tr>
<tr>
<td>Income (US $) based on reported zip code, median</td>
<td>65,611</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>43 (58)</td>
</tr>
<tr>
<td>African American or black</td>
<td>15 (19)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>14 (18)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Some college</td>
<td>13 (14)</td>
</tr>
<tr>
<td>2-year college degree</td>
<td>6 (8)</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>29 (37)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>21 (27)</td>
</tr>
<tr>
<td>Breast cancer or risk history, n (%)</td>
<td></td>
</tr>
<tr>
<td>Diagnosed with breast cancer</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Breast cancer 1 or 2 mutation positive</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Family history of breast cancer</td>
<td>50 (64)</td>
</tr>
<tr>
<td>Diagnosed first-degree relative</td>
<td>13 (17)</td>
</tr>
</tbody>
</table>
### Table 2. Sociodemographics and breast cancer or risk history of readers, intervention group (n=445) and comparison group (n=353).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group</th>
<th>Comparison group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>39.33 (10.82) a; 19-83</td>
<td>37.74 (10.18); 19-81</td>
</tr>
<tr>
<td>Average income (US $) by reported zip code</td>
<td>65,709</td>
<td>67,435</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>389 (87.4)</td>
<td>304 (86.1)</td>
</tr>
<tr>
<td>African American or black</td>
<td>24 (5.4)</td>
<td>18 (5.1)</td>
</tr>
<tr>
<td>Asian</td>
<td>13 (2.9)</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>28 (6.3)</td>
<td>27 (7.6)</td>
</tr>
<tr>
<td>Native American or Alaska native</td>
<td>5 (1.1)</td>
<td>4 (1.1)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (2.5)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>5 (1.1)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>37 (8.3)</td>
<td>26 (7.4)</td>
</tr>
<tr>
<td>Some college</td>
<td>86 (19.3)</td>
<td>69 (19.5)</td>
</tr>
<tr>
<td>2-year college degree</td>
<td>65 (14.6)</td>
<td>32 (9.1)</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>152 (34.2)</td>
<td>145 (41.1)</td>
</tr>
<tr>
<td>Graduate degree</td>
<td>100 (22.4)</td>
<td>79 (22.4)</td>
</tr>
<tr>
<td>Breast cancer or risk history, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosed with breast cancer</td>
<td>16 (3.5)</td>
<td>10 (2.8)</td>
</tr>
<tr>
<td>Breast cancer 1 or 2 mutation positive</td>
<td>7 (1.5)</td>
<td>7 (1.9)</td>
</tr>
<tr>
<td>Family history of breast cancer</td>
<td>119 (26.7)</td>
<td>150 (42.4)</td>
</tr>
<tr>
<td>Diagnosed first-degree relative</td>
<td>72 (16.2)</td>
<td>59 (16.7)</td>
</tr>
</tbody>
</table>

aSignificant difference for age between intervention and comparison groups, \( t_{794} = 2.110; P = .03 \).

The reader intervention group completed an online postintervention survey after the message exposure period. In terms of frequency of use, 367 intervention group respondents reported reading mommy blogs one or more days per week (78 indicated less than once per week). Many (n=280) reported having daughters.

Blog readers recruited for the reader comparison group completed the same postintervention online survey as the intervention group. Respondents from this group (n=307) mentioned reading mommy blogs one or more days per week (46 reported less than once per week). Reader comparison group respondents (n=227) also reported having daughters. Participants in the intervention and comparison groups only differed significantly by age (\( t_{794} = 2.110; P = .03 \)).

Intervention bloggers were provided incentives depending on their reach. Bloggers with an overall reach of up to 100,000 were given US $125; bloggers with an overall reach of up to 200,000 were given US $200; and bloggers with an overall reach above 250,000 were given US $300. Bloggers who disseminated the reader comparison group survey were offered US $50. Readers had the option to enter a raffle to win 1 out of 5 US $100 gift cards.

### Intervention Development and Dissemination

#### Message Development

Our goal was to develop a message that was based on scientific evidence as well as informed by the community we sought to reach. First, to develop a scientifically informed message suitable for social media dissemination, 2 authors analyzed BCERP’s online educational materials targeting mothers and daughters [58]. The authors identified salient themes that would provide mothers with actionable steps they could take to reduce their own and their daughter’s environmental risk for breast cancer development. The remaining authors reviewed the analysis and confirmed the identification of 4 salient messages (or 4 steps mothers and daughters could take) communicated across the materials. To facilitate social media dissemination, a JPEG image with the 4 steps was created using language extracted from BCERP’s materials to ensure that information was accurate and uneditable (see Figure 1). Second, we sought to ensure that the message disseminated would also be community-informed (or user-generated) to better ensure women identified with the information. This aspect involved the bloggers adding their own content (which is further described below in procedures).
**Intervention Procedures**

Bloggers were provided with a document that included the study protocol and instructions about when and how to integrate the image or intervention message into their blog post. They also received procedures for completing the online survey and for recruiting their readers to do the same. Bloggers were asked to write a blog post during the National Breast Cancer Awareness Month (October-November 2017) that includes the image and targets mothers with daughters. In addition to the image, bloggers were asked to include 2 sentences of text to identify the source of the information (ie, BCERP). They were also given a link to additional online BCERP resources to include in their post.

To ensure that information disseminated on the blog was in part user-generated [15], bloggers were asked to use their experience with their blog audience to integrate the image and required text in a manner that they felt would be appealing to them (see **Figure 2**). Bloggers were not required but encouraged to promote their post via other social media channels (eg, Facebook, Twitter, and Instagram) and to consider using the hashtags #BCERP, #MotherDaughter, #BreastCancerRisk, and/or #BreastCancerAwareness in their posts. They were told that they could provide a link to their original blog post or link to the BCERP toolkit directly. Finally, bloggers were asked to post a message with links to the surveys to remind readers to complete the online reader survey.

---

**Figure 1.** Intervention message adapted from the Breast Cancer and the Environment Research Program materials.

---

**4 Steps Mothers & Daughters Can Take Together to Reduce Breast Cancer Risk**

1. Reduce your use of products with phthalates
   - Chemicals in some detergents, storage containers, toys, and personal care products (like fragrance, nail polish, deodorant, hair care, and body lotion). Phthalates are indicated by a number 3 in the recycling triangle.

2. Reduce your use of products with BPA
   - A chemical in some plastic bottles and plastic containers, and in the lining of some cans. BPA is indicated by a number 7 in the recycling triangle.

3. Make healthy choices
   - When possible choose to use more fragrance-free products; use glass containers for cooking, serving, and storing foods and drinks; microwave food in glass containers, not plastic containers or plastic wrap; and add fresh or frozen fruits and vegetables to your family’s meals, instead of using canned foods.

4. Live a healthy, active lifestyle and make it something you and your children do together
   - Include whole grains and beans, including soy, in your children’s diet and reduce your use of foods with high amounts of animal fat (like beef, pork, or chicken fat; butter, cream, or cheese) when you shop, cook, or eat out.

The Breast Cancer and the Environment Research Program (BCERP) is a network of scientists, physicians, and community partners, funded by the National Institutes of Health (NIH), studying the effects of environmental exposures that may affect breast cancer risk later in life.
Figure 2. Example mommy blog post with adapted intervention message.
Analysis of Breast Cancer Messages Associated With Seeded Mommy Blogs

To assess the degree to which the intervention encouraged interaction about breast cancer risk messages among blog users (research question [RQ] 1), the researchers used an online tracking program, Tracx [59], to capture blog and related online social media content associated with the targeted online blog intervention. Tracx is a social media monitoring and analytics program that uses Boolean search querying to track posts, mentions, and conversations across different online channels (eg, social media platforms, news outlets, blogs, and forums) through the program algorithms. Additionally, it populates the number of author’s followers and total engagements per post.

The sample was collected between October 1 and December 31, 2017, by one of the authors, corresponding with the start of the intervention and 2 months following it. To ensure exhaustiveness, manual identification of posts and ensuing reactions across all platforms was performed in addition to using Tracx. Out of 7897 total posts reported, 293 additional blog posts, social media posts, and engagements were added manually.

The frequency of the following key variables was reported by Tracx: A post was the initial piece of breast cancer content submitted to a blog post and/or other social media used by the participating bloggers to reach their reader audience. Engagement referred to any interaction with a post on a social network including Google+, Facebook, Twitter, and Instagram. An interaction included likes, retweets, replies, shares, favorites, and comments in relation to the original post. Comments were defined as any text or emoji response to a post on either the original blog post or a post on social media.

Reach was operationalized as the number of unique people who were potentially exposed to the original blog posts. The overall reach of bloggers was calculated by the number of readers who followed their blog. Multiple reactions from the same person across channels were counted as one reach. Tracx was able to match up the engagement, comment, and reach with each mommy blogger original post. Figure 3 demonstrates the flow and timeline of the intervention process.

Blog Reader Survey Measures

The blog reader survey included a variety of measures that are consistent with the diffusion of innovation theory [14], including measures of message exposure, message satisfaction, message acceptance or influence, and likelihood of sharing the BCERP messages with the members of other social networks.

Intervention Message Recall

Recall of the intervention messages was assessed by the following question: Did you notice breast cancer risk and prevention information from the BCERP (Breast Cancer and the Environment Research Program of the National Institutes of Health) organization in any of the blog posts you read recently? Respondents were also asked to list up to 5 different blogs they followed in the past year to help the researchers detect exposure to the intervention message on other blogs the readers follow. In this way, the researchers could also determine whether reader comparison group participants had been exposed to the intervention message.

Exposure to Breast Cancer Risk and Prevention Information

Exposure to information about breast cancer risk and prevention was measured with a 5-point Likert-type scale item: The blog(s) I follow has/have increased my exposure to information about breast cancer risk and prevention, ranging from Strongly Disagree to Strongly Agree.

Figure 3. Intervention process and timeline (2017). BCERP: Breast Cancer and the Environment Research Program.
Satisfaction With Breast Cancer Risk and Prevention Information From Blogs
Satisfaction with the breast cancer risk and prevention information that blog readers were exposed to was measured using a 5-point Likert-type scale item: Please indicate how satisfied you are with the way the blog(s) you follow present breast cancer risk and prevention information, ranging from Not Satisfied at All to Very Satisfied.

Breast Cancer Risk and Prevention Message Acceptance or Influence
Breast cancer risk and prevention message acceptance or influence was measured with 3 5-point Likert-type scale items, including: How much did reading the recent breast cancer risk and prevention blog posts influence your acceptance of the message regarding breast cancer risk?; How much did reading the recent breast cancer risk and prevention blog posts influence your beliefs about breast cancer risk?; and How much did reading the recent breast cancer risk and prevention blog posts influence your behaviors to reduce your risk of breast cancer? Each response ranged from Not at All to Very Much. These measures were added together to create a composite score (Cronbach alpha=.87).

Likelihood of Sharing Breast Cancer Risk and Prevention Information From Blogs
Participant likelihood of sharing breast cancer risk and prevention information from blogs was measured with a 5-point Likert-type scale item: In the future, how likely are you to share with others any information about breast cancer risk and prevention from the breast cancer risk blog post(s) you read in the past year?, ranging from Not Likely at All to Very Likely.

Sharing of Breast Cancer Risk and Prevention Information
All participants were asked, With whom did you share the information from the breast cancer risk and prevention blog post(s) you read? Participants could make their selection from a drop-down menu that included various family members, friends, coworkers, and others within their social networks.

Perceived Importance of Breast Cancer Risk and Prevention as a Topic
Participant perceptions of the importance of breast cancer risk and prevention as a blog topic was measured with a 5-point Likert-type scale item: How important to you is breast cancer risk and prevention as a topic?, ranging from Unimportant to Very Important.

Statistical Analyses
Significance Tests
Statistical analyses were conducted using IBM SPSS. Independent sample t tests were performed in an initial assessment of differences between blog reader intervention and comparison groups. Analysis of covariance (ANCOVA) was conducted to test H1 and H2. Finally, a chi-square analysis was performed to analyze between-group differences in sharing breast cancer risk and prevention information with others, specifically daughters. Values were considered statistically significant at P<.05.

Initial Comparison of Blog Reader Intervention and Comparison Groups
In terms of the perceived importance of breast cancer risk and prevention as a topic, there was no significant difference between members of the intervention and comparison groups, t_{794}=-1.004; P=.31. As expected, participants in the reader intervention group were significantly more likely to recall seeing one or more of the intervention messages (n=165), χ^2=42.9; P<.001. However, 32 individuals in the comparison group also recalled seeing the intervention messages on 1 of 5 other blogs they follow. These individuals were treated as members of the intervention or exposed condition in analyses, bringing the total number of participants who recalled seeing one or more of the intervention messages to 197 (n=197) versus the comparison group (n=321).

Results
H1 posited that the use of a targeted online blog intervention would increase blog reader’s exposure to and satisfaction with the breast cancer risk and prevention information they received compared with blog readers who were not exposed to (or who did not recall seeing) the intervention messages. An ANCOVA test comparing breast cancer risk and prevention information exposure scores between participants who recalled seeing the BCERP intervention messages versus those who did not, while controlling for level of education, revealed that participants who recalled seeing the intervention messages had higher breast cancer risk and prevention information satisfaction scores (mean 3.92, SD 0.85) than those who did not (mean 3.45, SD 0.92; F_{1,409}=25.78; P<.001; partial eta^2=0.06). In addition, those readers who recalled the intervention messages had higher breast cancer risk and prevention information satisfaction scores (mean 3.97, SD 0.75) than participants who did not recall seeing the intervention messages (mean 3.57, SD 0.94; F_{1,409}=19.86; P<.001; partial eta^2=0.047) supporting H1.

RQ1 asked how a targeted online blog intervention might encourage interaction or information sharing about breast cancer risk and prevention messages across other social media networks. The Tracx-assisted content analysis of the breast cancer messages associated with the participating bloggers’ adapted intervention messages captured message reach, message engagement, and number of comments as detailed in Table 3.
Moreover, a chi-square test revealed that blog readers who recalled seeing the intervention messages were significantly more likely to share the breast cancer risk and prevention information they read, with their daughters specifically, when compared with individuals who did not recall seeing them, \( \chi^2 = 8.1; P = .004 \).

H2 predicted that a targeted online blog intervention will influence breast cancer risk and prevention message acceptance, beliefs, and intentions to act on the information provided to reduce breast cancer risk. An ANCOVA test comparing breast cancer risk information influence scores of intervention and comparison groups, while controlling for level of education (\( F_{1,407} = 13.89; P < .001 \)) and age (\( F_{1,407} = 8.93; P = .003 \)), showed significantly higher breast cancer risk and prevention information influence scores (mean 11.22, SD 2.93) for those who recalled seeing the intervention message when compared with those who did not (mean 10.14, SD 3.24; \( F_{1,407} = 9.16; P = .003 \); partial eta\(^2\) = 0.022, supporting H2).

The second research question (RQ2) asked about mommy blog readers’ media or channel preferences for receiving future information about breast cancer risk and prevention. For the intervention group, 14.4% (64/445) of participants ranked Facebook as their first choice for receiving future information about breast cancer risk, followed by 0.07% (31/445) who ranked Twitter as their first choice, 0.05% (22/445) who ranked other social media first, 0.02% (8/445) who ranked blogs as their first choice, and 0.01% (4/445) who ranked email as their first choice.

In the comparison group, 0.09% (35/353) of participants ranked Facebook as their first choice for receiving future information about breast cancer risk and prevention, 0.06% (21/353) ranked Twitter as their first choice, 0.01% (6/353) ranked other social media as their first choice, 0.01% (5/353) ranked blogs as their first choice, 0.008% (3/353) ranked email as their first choice, and 0.003% (1/353) ranked mail (eg, postal system) as their first choice. In terms of other preferred social media, the most frequently mentioned channels were Instagram (n=27) and Pinterest (n=9). Other suggested channels for disseminating breast cancer risk and prevention messages were YouTube (n=3), text messages (n=3), medical websites, such as WebMD or PubMed (n=2), Google (n=2), and Tumblr (n=1).

## Discussion

### Principal Findings

The aim of this study was to examine whether a targeted intervention in which mommy bloggers disseminate evidence-based information could increase mothers’ exposure to and dissemination of breast cancer environmental risk and prevention information and, ultimately, be a potential means of persuading mothers to engage in behavioral changes that could reduce their disease risk. To better determine the potential for women to engage in risk-reducing lifestyle behaviors advocated for in the messages, we investigated several antecedents to behavior change (message satisfaction, acceptance and beliefs about the information, and behavioral intentions to adopt the guidance). Additionally, to ascertain the potential reach of this intervention approach, we explored women’s dissemination of and preferences for information via other social media platforms, allowing us to explore the potential for rapid diffusion via this intervention approach.

Results indicated that mommy blog readers who were exposed to (and specifically recalled) the seeded intervention message adapted from BCERP guidance had higher breast cancer risk information exposure scores and higher breast cancer risk and prevention information satisfaction and influence scores than those who did not see (or recall) them. These findings are consistent with previous theory and research on the influence of social networks and opinion leaders within them on health perceptions [14,19,32,45]. Thus, mommy bloggers may serve as important opinion leaders for some women. Moreover, mommy bloggers may be key to enhancing the messaging, delivery, and impact of environmental breast cancer risk information on mothers.

Our intervention involved both evidence-based and user-generated message development. As such, our targeted intervention demonstrated that future designers of breast cancer communication interventions can provide online opinion leaders such as mommy bloggers with health information adapted from evidence-based research from authoritative groups (eg, National Institutes of Health [NIH]). This may be especially important in better ensuring that information posted on blogs is accurate and credible given a recent study that showed that blogs are often less accurate than other online sources [12]. Our findings also show that it is important to include content generated by the user (blogger). Online opinion leaders can tailor more stylistic aspects of intervention messages and communicate them according to their readers’ needs, experiences, and preferences.

### Key metrics for social networking sites, n

<table>
<thead>
<tr>
<th>Key metrics for social networking sites, n</th>
<th>Blog</th>
<th>Google+</th>
<th>Facebook</th>
<th>Twitter</th>
<th>Instagram</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posts</td>
<td>75</td>
<td>12</td>
<td>25</td>
<td>98</td>
<td>12</td>
<td>222</td>
</tr>
<tr>
<td>Reach(^a)</td>
<td>310</td>
<td>21</td>
<td>247</td>
<td>648</td>
<td>1048</td>
<td>2153</td>
</tr>
<tr>
<td>Engagement(^b)</td>
<td>1778</td>
<td>11</td>
<td>432</td>
<td>1742</td>
<td>3712</td>
<td>7675</td>
</tr>
<tr>
<td>Comments</td>
<td>283</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>181</td>
<td>524</td>
</tr>
</tbody>
</table>

\(^a\)Defined as the number of unique people who were potentially exposed to the original blog posts.

\(^b\)Defined as any interaction with a post on a social network.
preferences. Using established relationships between bloggers and their readers may provide a more organic and collaborative means of tailoring health-related messages compared with interventions where the message tailoring is conducted by the researchers alone (based on target audience member feedback and characteristics). Future studies should compare similar types of message-seeding strategies via established opinion leaders with more traditional message tailoring approaches to further assess their potential variant influence on health outcomes.

In addition, findings revealed that disseminating health messages through opinion leaders may influence the further dissemination and amplification of those messages, meaning that there is potential for rapid diffusion of information via social media interventions. Findings of the Tracx analysis indicated that initial mommy blog message posts were shared on a variety of social networking sites, including Facebook, Twitter, Instagram, and other blogs, with Instagram being the most widely used. However, data from the blog reader survey (RQ2) indicated that participants varied widely in terms of self-reported preferences for how they would like to receive environmental breast cancer risk information in the future. Overall, these findings suggest that disseminating health information through blogs may have an extensive reach. Information may be encountered by individuals in one social media platform and then shared with others across other (perhaps more preferred) social media. Our Tracx data on message reach showed that some form of the initial seeded intervention messages from the participating bloggers was shared well beyond their initial blog reader audience.

Moreover, this study found that reach, or rapid diffusion of information, extended beyond online communities and platforms to individuals’ personal networks. Our data showed that mommy bloggers’ posts spurred interaction about breast cancer risk among women and their daughters, specifically. This finding is an important reminder that health information encountered via social media is often shared in close relationships, which may reinforce the impact of the information on health behaviors. This finding is consistent with Rogers’ diffusion of innovation theory [14] and associated research that illustrates a 2-step flow of information from media to interpersonal conversations. Future research would benefit from the use of social network analysis to explore the spread of message dissemination among bloggers, their readers, and other online or face-to-face social network members.

The findings also prompt questions about how to best prepare women who use blogs and other social media for conversations with their daughters about environmental breast cancer risk. Communication competence is particularly of concern when mothers talk to their daughters about risk-related topics since these conversations can increase psychological and physiological distress for daughters [3,50]. Other factors, including culture, relational history, and age or maturity, make these conversations even more complex to navigate. Future studies should consider messages that incorporate tailored guidance for engaging in family conversations about breast cancer risk.

Moreover, the findings indicated that the intervention message had a modest impact on key study measures of exposure, satisfaction with the message, intentions to act on the information, and likelihood of sharing the information with others. One intervening variable was participant’s recall of the message. Although we know that individuals who recalled the message were more exposed and satisfied with them, and they had stronger intentions to act on the information than the comparison group, it is unknown whether they were recalled from the original blogger post, comments from online or face-to-face social network members, or another social networking site (eg, Facebook and Instagram). Future researchers should take this into account when attempting similar types of seeded messaging strategies. Although researchers can track where information has been reposted or replied to using programs such as Tracx, it is often difficult to assess (outside of self-reports) where people encountered specific intervention messages within the social media landscape or how these transfer to interpersonal conversations. In addition, since 42% of women in the comparison group had a family history of breast cancer, it is likely that these individuals had a keen interest in breast cancer prevention and could have been prone to seek this information on blogs (increasing the chance for contamination between the treatment and comparison groups).

The findings also suggest that Instagram was the most popular other social media platform for blog readers. This is likely because of Instagram’s ability to conveniently share or obtain breast cancer information on a variety of other social media channels (such as Facebook and Twitter). Future research should examine how Instagram (and similar platforms) may enhance the reach and impact of future interventions that attempt to seed similar online opinion leaders with evidence-based breast cancer and environmental risk and prevention messages.

Limitations
There are a number of limitations in this study. First, the study relied on a convenience sample of participants using a quasi-experimental design as opposed to a randomized treatment or control group study. One of the reasons for this was the desire to work with naturally occurring bloggers and their established online social networks of readers. However, the lack of randomized groups limits the generalizability of claims regarding the efficacy of the seeded mommy blogger intervention used in this study.

Additionally, the bloggers and blog readers tended to be highly educated overall. Less than 10% of the intervention group or comparison group members had a high school education or less. The researchers are in the process of analyzing qualitative interview data from a subset of ethnic minority and lower socioeconomic status respondents who participated in this study to assess how intervention messages could be tailored in more culturally sensitive and educationally appropriate ways in future research.

Yet, the findings provide insights into the value of this approach while highlighting consideration for future research. One future direction would be to systematically assess what factors are associated with greater likelihood of recall among participants in this type of intervention. The education level was controlled in this study, but other factors associated with education, such
as health (or electronic health) literacy, could influence message recall. To explore the impact of such factors on participant recall, studies might employ interviews and/or other qualitative methods to see how user-centered design can be integrated with scientifically accurate information to develop more memorable messages.

In terms of other limitations, blog readers typically follow more than one blog, and this might have led to contamination between the intervention and comparison groups. However, we attempted to correct this by asking readers to report up to 5 blogs they visited most frequently in the past year. This allowed us to discover individuals in the comparison group who saw the intervention message. Furthermore, we were limited by the number of survey items we could reasonably include, which contributed to not being able to use larger multidimensional measures of the key variables of interest. In future research, we hope to capture more nuanced aspects of complex variables, such as behavioral intentions to act on environmental breast cancer guidance, as well as finding ways to better distinguish between people who actively disseminate intervention messages and those who are more passive recipients of these messages (ie, lurkers).

Finally, the use of longitudinal research designs is important when assessing health knowledge and behavior change that may result from a social media intervention such as the one reported here. Given that the reader survey was administered over a 2-month period following the start of the mommy blogger intervention, it is difficult to know about the long-term effects of exposure to these types of messages. Future studies need to find creative ways to measure variables longitudinally in an environment that is dynamic in terms of online network membership and the stability of specific social media channels (eg, social media platforms may decline in popularity over time and users may shift to newer platforms). This presents numerous challenges in terms of deciding the best channel(s) for health intervention messages, including those regarding environmental breast cancer risk. Moreover, future researchers should consider assessing mommy bloggers’ satisfaction regarding their participation in terms of serving as opinion leaders in similar interventions.

Conclusions
The study results showed promise for the utilization of online opinion leaders such as mommy bloggers as influential channels for the dissemination of both evidence-based and user-generated environmental breast cancer risk messages. Moreover, this study shed light on how blog readers share environmental breast cancer risk and prevention messages across different social media platforms and the preferred channels for receiving this type of information. Results also revealed the potential reach of disseminating health risk information via bloggers. Mommy bloggers may be especially primed to disseminate health risk information geared toward mothers, and this channel may effectively serve as a catalyst for mother-daughter communication about breast cancer risk reduction. Mommy bloggers may also aid interventionists in enhancing the messaging, delivery, and impact of environmental breast cancer risk information.
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Abstract

Background: The lack of organ donors has become a barrier for the development of organ transplantation programs, and many countries are currently facing a severe shortage of deceased organs. Media campaigns on social media have the potential to promote organ donation. However, little is known about what kind of media content is the most appropriate for this purpose.

Objective: This study aimed to analyze media posts regarding organ donation on Weibo, a social media platform, and to identify the media themes that are most advantageous in promoting public awareness and attitudes concerning organ donation.

Methods: Based on 16 million social media users’ posts randomly extracted from January 1 to December 31, 2017, 1507 reposts of 141 distinct media posts relevant to organ donation were found. We analyzed the media posts’ themes and examined their effects in promoting public awareness about organ donation by comparing the number of reposts and comments they prompted. The themes’ impact on attitude toward organ donation was gauged using the comments indicating support and intentions for organ donation.

Results: Overall, 5 major themes were identified from the media posts, among which “organ donation behaviors” constituted the highest proportion (58/141, 41.13%). However, themes of “statistical descriptions of organ donation” and “meaningfulness of donation” were the most influential in promoting awareness on organ donation: approximately 3 of 10 commenters for the former theme and 2 of 10 commenters for the latter expressed intentions to become organ donors. These two themes, along with “meaningfulness of organ donation for society,” a subtheme of “meaningfulness of donation,” were the most effective for evoking support and intentions for donation.

Conclusions: A discrepancy was revealed between the media themes that were the most salient on the media agenda and those that were the most effective in increasing organ donation awareness and intentions on social media. These findings provide guidance for campaigns on organ donation. The results also suggest the potential of campaigns on social media for promoting prosocial health behaviors and highlight the importance of strategic message design for serving this goal.

(J Med Internet Res 2019;21(3):e13058) doi:10.2196/13058
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Introduction

Background
Organ transplantation has brought hope to people with illness previously considered incurable [1]. However, the donated organ is a prerequisite of organ transplantation, and the need for organ donation has increased globally in the past years [2]. In China, for every 30 patients requiring organ transplantation, only one receives the organ [3]. Given the alarming extent of shortage of organ donation, measures have been actively taken to promote donation among citizens through policy making and simplification of procedure. In 2013, the National Health Commission of China announced the Provisions on the Human Organ Procurement and Allocation to provide guidance on organ donations [4]. Three years later, a fast channel for organ donation registration was also provided on a major e-commerce platform, in which citizens could become donor volunteers with just a few clicks [5]. Despite these efforts, the number of available organs is still below the requisite. Medical officials and professionals indicated that the plausible reasons for this shortage include the public’s insufficient awareness of and motivation for organ donation [3].

Role of Social Media in Organ Donation
Social media plays an indispensable role in the public health landscape [6] and has the potential to leverage public engagement for organ donation. As many people are becoming accustomed to assessing health-related information online [6], social media has been widely used for communicating health information [7]. Individuals log on to social media sites to interact with each other for a variety of health issues, ranging from cancer [8] and e-cigarettes [9] to the role of virtual reality in health care [10]. Regarding organ donation, social media has also been broadly adopted for communication at the hospital, community, and grassroot levels [11].

Despite functioning as a venue for information exchange among peers, social media is a platform for promoting health regimens [6]. Information exchange usually occurs via a top-down approach and through campaigns. For example, the state health departments in the United States actively disseminate health information to citizens via Facebook and Twitter [12]. In addition, the media plays an indelible role in leveraging health topics in the social media arena. The media has been providing information on health topics such as lung cancer treatment [8] and antibiotic usage [13] on social media. The media has also been used for educational and promotional purposes for various health-related issues [2], including tobacco use [14], alcohol consumption [15], and HIV prevention [16]. With many news institutions using social media as a platform for disseminating their reports [17] and numerous news consumers habitually assessing media contents via social media [18], media campaigns on social media may play an increasingly important part in promoting public health regimens.

Effects of Organ Donation in the Media
In the context of organ donation, the public tends to resort to the media and social media sites for information, indicating the plausibility of promoting this health behavior via media campaigns on social media. A thematic analysis of family dyads’ discussion on organ donation exemplified this predilection by revealing that the media was the most important source of information for decision making in family dyads [19]. Previous research regarding media effects also indicates that exposure to media contents may shape people’s perceptions of organ donation. For example, agenda-setting studies have shown that the media could leverage the public’s attention to the issues it covers [20]; research on framing effects has shown evidence of media’s impact on people’s attitudes [21]. Additionally, empirical studies revealed that the public would be particularly susceptible to media influence when their relevant knowledge level was low [22], which suggests that the media may exert a particularly pronounced influence on the citizens’ attitudes toward organ donation, as their understanding of organ donation is currently in a nascent state [3]. Several existing media campaigns’ effects have indeed been promising. For instance, the news reports about World Transplant Games caused noticeable surges in organ donation in many regions [23], media coverage of cornea donation boosted donation intentions in Korea [24], and media campaigns elevated eye donation awareness in India and Ethiopia [25,26].

Besides the media’s active role in promoting organ donation, the social media is an important arena for this purpose; for instance, health educators have been communicating about organ transplantation on social media sites [27]. Previous research suggested that several characteristics of social media make it advantageous for media campaigns. Not constrained by traditional media readership of certain demographic groups, social media allows for dissemination of information to numerous citizens with various demographic characteristics and geographical locations [11,28]. Furthermore, when exposed to social media contents, people are more inclined to conduct additional information search [29,30] and express sentiments [9], which may further amplify the media campaigns’ impacts. In sum, the media effects and wide usage of social media suggest the potential of media campaigns on social media sites. Despite the plausibility, the media’s actual effects of organ donation campaigns on social media sites remain unknown. Additionally, effective media campaigns require careful selection of media contents; however, existing knowledge about what kind of media posts are most suitable for organ donation is inadequate. Organ donation cannot be increased by merely distributing media posts, as the effect of persuasive messages may not always meet the message designers’ expectations, and some messages might even induce backfire effects [31]. For example, research regarding health messages have cautioned that the presence of smoking cues in antismoking messages would weaken their persuasive effects [32] and that the success of cancer campaigns is largely contingent on the nature of the campaigns [30]. Effectiveness of media campaigns varies by the type of issues included and the specific campaign strategies employed, and existing media campaigns for organ donation have, in general, yielded mixed results, despite a few successful cases [2].

Therefore, careful selection of media contents is crucial for organ donation campaigns, and identifying the most appropriate media contents is a critical step for this purpose. Previous studies
have yielded informative findings; for example, gain rather than loss frames [33] and presentation of identifying information of organ recipients instead of donors [34] would induce more favorable reactions to organ donation. However, media posts in a natural environment are complex and nuanced, which are beyond the scope of the frameworks of these existing studies. To address this concern, media posts on organ donation on social media could provide valuable resources. An analysis of the media contents may help in profiling the existing media themes, and the themes’ effects could be assessed by approaches such as examining the repost frequencies [35]. Additionally, as the media posts and users’ reactions occur naturally, they could serve as a simulation of actual media campaigns. Spotting media themes that are most motivating for organ donation among the existing posts is also beneficial, as it allows for effective media campaigns while maintaining the existing journalistic practices.

**Research Questions**

This study addressed two research questions:

1. What are the themes of the media contents regarding organ donation on social media?
2. What effects do different media themes have on people’s attitudes toward organ donation, and which themes are the most effective in promoting organ donation?

**Methods**

**Data Collection**

A total of 16 million Weibo users’ posts were randomly extracted from January 1 to December 31, 2017, through Weibo’s application programming interface. Weibo is the Chinese equivalent of Twitter, with an enormous amount of media posts and 37.6 million monthly active users in 2017 [36]. As such, it is a good source for observing the diffusion and effects of media posts on social media. From this dataset, 7046 posts were extracted via key word searches including combinations of “organ,” “donation,” and “shortage,” (eg, organ donation and organ shortage) and the names of particular types of organs (eg, organ, liver, and liver donation). The posts were further manually filtered to include only reposts that contain both the content of the posts and a distinguishable media source. This procedure yielded 1507 reposts, which served as the dataset for further investigation.

**Data Analysis**

Primarily, we identified major themes in the media posts. The 1507 reposts were attributed to 141 distinct media posts. In line with previous research, a direct content-analysis approach was adopted to analyze these posts [37]. One researcher screened the posts and proposed a codebook for categorizing them based on media themes. Another researcher subsequently evaluated the categorizations and provided suggestions. Consensus between the two researchers was reached for all themes. Following the procedure used by a previous study [37], the two researchers then coded the first 30 pieces of the media posts, which constitutes approximately 20% of the total. Disparities in coding were discussed and resolved. If one post pertained to two themes, it was labeled according to the more salient one. Lastly, one of the researchers coded the remaining posts. Media themes of the posts were identified, and all the media posts were classified according to their themes.

When browsing media posts, social media users can repost with a click and sometimes add comments along with the reposts. Adopting the methodology of a previous study [35], we used the reposting frequency of a post and the number of comments it received as proxy measures of issue awareness promoted by the post. The numbers of posts and comments received for each media theme were counted for this purpose. To gauge a particular theme’s contribution to organ donation awareness, the repost/post ratio and comment/post ratio were calculated by dividing the total number of reposts and comments pertaining to each theme by the total number of posts. For example, if 58 posts regarding “organ donation behavior” gained 295 reposts and 37 comments, the repost/post ratio would be 295/58, indicating that every post evoked approximately 5 reposts on an average, and the comment/post ratio would be 37/58, suggesting that every post induced approximately 0.64 comments.

In addition, the extent to which a media theme motivated organ donation was assessed based on the number of its comments that expressed prodonation attitudes and stated donation intentions. Using a similar procedure for the media content analysis, the comments that indicated support and intention for organ donation were coded and counted for each theme. The number of comments pertaining to a theme that showed prodonation attitudes and intentions was divided by the total number of comments pertaining to the theme, yielding a prodonation/comment ratio and intention/comment ratio, respectively. For instance, the media posts under the theme of “organ donation behavior” received 37 comments, of which 7 contained prodonation attitudes and 3 showed donation intentions, which makes the prodonation/comment ratio 7/37 and the donation/comment ratio 3/37. The results indicate that 18.92% comments pertaining to this theme expressed support for organ donation and 8.11% showed donation intentions. Finally, the media themes’ effectiveness in promoting organ donation was assessed and compared based on these indicators.

**Results**

**Media Contents**

Five major themes were derived from the 141 media posts: organ donation behaviors, issues and policies regarding organ donation, meaningfulness of organ donation, statistical descriptions of organ donation, and organ donation practice (Table 1).
Table 1. Coded themes or subthemes of media posts for organ donation.

<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>Number of posts</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organ donation behaviors</td>
<td>58</td>
<td>The text pertains to individual donors’ or their families’ behavior related to donation or the donation process</td>
<td>A father donated his beloved son’s organ after the son’s death in a car accident</td>
</tr>
<tr>
<td><strong>Meaningfulness of organ donation</strong></td>
<td>28</td>
<td>The text pertains to the meaningfulness generated by organ donation</td>
<td>A mother heard her deceased son’s heartbeat when she met her son’s organ recipient</td>
</tr>
<tr>
<td>Meaningfulness for donors</td>
<td>10</td>
<td>The text pertains to the meaningfulness of organ donations for the donors</td>
<td>A mother heard her deceased son’s heartbeat when she met her son’s organ recipient</td>
</tr>
<tr>
<td>Meaningfulness for recipients</td>
<td>4</td>
<td>The text pertains to the meaningfulness of organ donations for the recipients</td>
<td>An organ recipient was grateful to the donor’s families and called them “mom and dad”</td>
</tr>
<tr>
<td>Meaningfulness for society</td>
<td>14</td>
<td>The text pertains to the meaningfulness of organ donations for society</td>
<td>Organ donation extends our lives</td>
</tr>
<tr>
<td>Issues and policies regarding organ donation</td>
<td>28</td>
<td>The text pertains to the state and the problems facing organ donation or policies that address these problems</td>
<td>The “organ donation coordinator” was employed to help alleviate the organ donation shortage</td>
</tr>
<tr>
<td>Statistical descriptions of organ donation</td>
<td>21</td>
<td>The text pertains to the statistics of registered organ donors</td>
<td>In 2016, the number of registered organ donation volunteers reached 104,528 in China</td>
</tr>
<tr>
<td>Organ donation practice</td>
<td>6</td>
<td>The text pertains to the implementation and procedure of organ donation</td>
<td>A well-known medical professional performed an organ donation transplantation for a patient while on a visit to Beijing for a major conference</td>
</tr>
</tbody>
</table>

Among them, the largest proportion of the posts addressed “organ donation behaviors” (58/141, 41.13%). This theme refers to an individual donor or his family’s engagement with organ donation (e.g., “The father donated his beloved son’s organ after the son passed away in a car accident”). “Issues and policies regarding organ donation” and “meaningfulness of organ donation,” each constituted 19.86% (28) of the posts. Upon close analysis, we found that three subthemes of “meaningfulness of organ donation” were observed, based on the subjects involved in organ donation: the meaningfulness of donation for the donors, recipients, and society. The remaining two themes pertained to “statistical descriptions of organ donation” (21, 14.89%) and “organ donation practice” (6, 4.26%).

Sources of the media posts were also identified and classified according to three commonly recognized media source categories in China: official media, which was responsible to the government institutions; market-oriented media, which is largely influenced by market competition; and self-media, which is initiated by individual persons or organizations [38,39]. The analysis revealed that the three types of media, in general, have taken equally active roles in disseminating organ donation information. Specifically, market-oriented media produced 34.75% of the posts, official media had a marginally lower proportion of 34.04%, and self-media produced 31.20% of the total.

**Media Effects**

Of the five themes, “statistical descriptions of organ donation” had the highest repost/post ratio of 37.24%, indicating that the media posts in this theme triggered 37.24 reposts on an average, followed by “meaningfulness of organ donation,” with a repost/post ratio of 14.04%. It is also noteworthy that among its three subthemes, “meaningfulness for recipients” induced a high repost/post ratio of 27.75%. By contrast, the ratios for “organ donation practice” and “issues and policies regarding organ donation” ranked low at 1.33% and 1.04%, respectively. Regarding the comment/post ratio, “statistical descriptions of organ donation” had a value of 7.71%, which was the highest, and “organ donation behaviors” had the lowest ratio of 0.64% (Table 2).
Among the 1507 reposts, 245 contained comments, of which 109 expressed prodonation attitudes and 62 comments contained clear donation intentions. These social media users showed positive attitudes toward organ donations with both straightforward claims such as “I support organ donation” and more nuanced tones such as “It shows the advancement of our society.” There were typical comments regarding organ donation intentions, such as “If I meet the requirements, I would like to donate my organs.” The media themes were compared based on the two indicators for prodonation attitudes and donation intentions. The analysis showed that “statistical descriptions of organ donation” generated the highest prodonation/comment ratio of 52.47% and intention/comment ratio of 30.86%, suggesting that 52.47% of the comments under this theme contained prodonation sentiments and 30.86% included donation intentions. “Meaningfulness of donation” had the second highest prodonation/comment ratio of 38.10% and a donation/comment ratio of 21.43%. In addition, one subtheme of “meaningfulness of donation”—“meaningfulness for society”—had a prodonation/comment ratio of 71.43% and a donation/comment ratio of 57.14%. In comparison, organ donation behaviors had both the lowest prodonation/comment ratio of 18.92% and the lowest donation/comment ratio of 8.11% (Table 3).

The effectiveness of campaigns would be further enhanced if the target audience could be profiled. Specifically, it would be informative to acknowledge people with characteristics that are more likely to transmit the organ donation posts and who are more inclined to develop prodonation attitudes after media exposure. Therefore, we took a further step to characterize the people who reposted, commenters, donation supporters, and self-reported donor volunteers by retrieving and analyzing information on their sex and age. The social media users’ characteristics in our sample were compared with those of the original 16 million social media users to ensure that the observed difference in the dataset of organ donation (ie, more young people supported organ donation than the old) was not derived from overrepresentation or underrepresentation of certain groups. The analysis showed that female individuals were more likely to comment about organ donation than male individuals and that the sex distribution of commenters in the datasets of organ donation and the dataset of 16 million users was significantly different ($\chi^2 = 23.0; P < .001$). Moreover, individuals younger than 30 years of age were found to be more likely to repost after controlling for the age distribution in the original dataset ($\chi^2 = 54.0; P < .001$). For donation intentions, 62 people’s sex was identifiable, and among them, more female (n=45) than male individuals (n=17) expressed willingness to become donors. Subsequently, we examined the characteristics of self-proclaimed donors via similar approaches. The analysis suggested that young people (aged less than 30 years) were more likely to donate. However, these differences were not statistically significant after controlling for the sex and age distributions in the original dataset.
Discussion

Principal Results

With social media and media, in general, taking increasingly active roles in the public health arena [2,6], this study empirically analyzed the effects of media for organ donation on a social media platform. The analysis identified media themes that were most effective in promoting organ donation and revealed a discrepancy between the themes that received the most media spotlight (ie, “organ donation behaviors”) and themes that were most impactful for public awareness and attitudes of organ donation (ie, “statistical descriptions of organ donation” and “meaningfulness of organ donation”). As organ donation is emerging as a concern in many countries such as China [3], the United States [34], and India [25], these findings provide practical guidance for promoting organ donation via campaigns on social media. Furthermore, this study highlighted the importance of strategic message design in promoting health regimens via campaigns on social media and explored methodological approaches to quantify the media effects by using the existing online behavioral data.

With respect to evoking the public’s donation intentions, “statistical descriptions of organ donation” was found to have a dominant advantage: 3 of 10 commenters were motivated to become donors. “Meaningfulness of organ donation” and one of its subthemes, “meaningfulness for society,” also generated a significant amount of donation intentions. These two major themes were observed in the other aspects as well (eg, prodonation attitudes). Their particular effectiveness in provoking donation intentions may stem from social norms, which could be promoted by the media, and influence people’s behavioral intentions [40,41]. The media posts of “statistical description of organ donation” might have activated a descriptive social norm, which pertains to commonly adopted behaviors [41]. In addition, “meaningfulness for society” might be connected to injunctive norms, which concerns behaviors that people think they ought to exhibit [41,42]. The notable effectiveness of “meaningfulness for society” could also be explained: As potential organ donation supporters tend to be prosocial [43], addressing social meaningfulness would further activate their motivations to donate.

In sharp contrast with these two themes’ impacts, “organ donation behaviors” had the weakest effect on promoting organ donation intentions. This result is consistent with previous experimental findings: As compared to identifying information regarding the organ recipient, presenting information of the deceased donors helped less in motivating people to register for donations, as it may induce thoughts of death rather than saving lives [34]. This study’s findings lent more empirical support to this tendency and cautioned against media’s overemphasis on the group of organ donors, which is a disadvantage not only when compared to media themes regarding organ recipients, but also when evaluated across the other themes.

Combining the findings regarding the salience and effects of the media themes, a gap was observed between the media themes that received the most media attention and those that were the most advantageous in promoting organ donation. This discrepancy indicates an unrealized potential for the media to increase organ donations; media campaigns might fulfill this goal by emphasizing donation trends and meaningfulness while curtailing the number of reports on ordinary individuals’ donation behaviors. Furthermore, the themes that are advantageous in promoting organ donation awareness, attitudes, and intentions also provide templates for message designs for future media campaigns.

An exploratory analysis was also conducted to characterize social media users who were actively involved in the issue of organ donation after exposure to the relevant media contents. The analysis of characteristics of commenters revealed patterns including one showing that female individuals more actively commented on organ donation than male individuals. This finding is consistent with previous insights that female individuals had higher level of engagement with social media [10]. No significant difference based on sex and age was observed for the group of potential donors after considering sex and age distributions in the original dataset. This might be due to the limited number of commenters who expressed willingness to donate. Future studies may further explore the characteristics of such critical groups with larger datasets.

Overall, this study examined the media effects of a health issue on social media. Previous researchers pointed out that social media has become an increasingly influential platform for health-related campaigns and a rich mine for research on health-related behaviors [6]. Echoing with these proposals, studies have analyzed social media posts’ role in health-related issues such as cancer awareness [7,30] and e-cigarette flavors [35]. Building on previous insights, this study further explored social media in the context of organ donation. Although many existing studies addressed peer interactions and public discourses regarding health issues on social media [10,35] or investigated media discourses without referring to specific platforms [44,45], this study examined the media representation of organ donation on a social media site. The analysis revealed major media themes of an important health issue and yielded practical implications for future media campaigns. Moreover, this study assessed social media posts’ influence in additional aspects. Previous research has modeled the information propagation of social media posts based on the frequency of reposts [35], whereas this study went further by incorporating the posts’ influence on attitudes and behavioral intentions. Admittedly, the operationalizations employed are not necessarily perfect; nonetheless, this approach was developed based on previous research frameworks [35]. In addition, it serves as an initial step that may inspire further methodological enhancement and suggests a route for creating more comprehensive and informative indicators for the effects on social media. Lastly, this study undertook a step to characterize the target audience for future campaigns, in response to previous researchers’ suggestions for determining the critical group [7,46]. Subsequent studies may profile the target audience using a larger sample and additional perspectives. Besides the demographic characteristics, the social media users’ preferred topics and previously expressed sentiments may also serve as aspects of their profile, and the abundant data on social media allow for investigation on this domain.

http://www.jmir.org/2019/3/e13058/
Limitations
The quantity of the data for this analysis was not large, partly due to general insufficient awareness about organ donation [3]. Future research may track the media contents and their effects as the organ donation issue gains more importance in the media and public agenda. In addition, this study was conducted in the context of China; future studies are needed to examine the themes’ effects in other geographical and cultural contexts. This study also found it difficult to establish a causal relationship in a natural environment, and it is possible that a social media user’s expressed endorsement of organ donation originated from sources other than media exposure. Nevertheless, this bias might not be pronounced, as it is likely to exist for each of the media themes, and the conclusions were based on the themes’ relative effects rather than absolute effects. Another limitation is that not all people who reposted and developed donation intentions after the media exposure would write comments to express their thoughts; thus, the donation/comment ratio might be an underestimated indicator. On the other hand, expressing intent to donate might not be equal to the act of registering for donation, which may produce overestimation in the observation. Nevertheless, previous empirical studies have shown that behavioral intention is associated with actual behaviors [47]. In addition, assessing people’s organ donation attitudes via comments have certain advantages; compared to other research approaches like surveys, comments are helpful in avoiding socially desirable answers. For example, in a survey conducted in 2015, 89.9% respondents expressed pro-organ donation attitudes and 42.2% expressed donation intention [48]. Future studies should develop methods that allow for gauging donation intentions more accurately or comparing and quantifying the biases pertinent to different research approaches.
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Abstract

Background: Major depressive episodes (MDEs) are prevalent in the workplace and affect workers’ health and productivity. Therefore, there is a pressing need for innovation in the prevention of MDEs in the workplace. Electronic mental (e-mental) health programs are a cost-effective approach toward the self-management of stress and emotional issues. E-mental health dropout rate, MDE prevalence, and symptoms greatly vary by sex and age. Thus, the development and implementation of e-mental health programs for the prevention of MDEs need to be examined through a sex and age lens to enhance program use and effectiveness.

Objective: This study aimed to examine design feature preferences based on sex and age for an e-mental health program targeted toward depression prevention.

Methods: Household residents across Canada were contacted using the random digit dialing method. 500 women and 511 men who were 18 years and older and who were at high risk of having MDEs were interviewed. Internet use was assessed using questions from the 2012 Canadian Internet Use Survey conducted by Statistics Canada, and preferred design features of e-mental health program questions were developed by the BroMatters team members. The proportions of likely use of specific features of e-mental health programs in women were estimated and compared with those in men using chi-square tests. The comparisons were made overall and by age groups.

Results: Men (181/511, 35.4%) and women (211/500, 42.2%) differed significantly in their likelihood of using an e-mental health program. Compared with men (307/489, 62.8%), women (408/479, 85.2%) were more likely to use the internet for medical or health-related information. Women were more likely to use the following design features: practices and exercises to help reduce symptoms of stress and depression (350/500, 70.7%), a self-help interactive program that provides information about stress and work problems (302/500, 61.8%), the ability to ask questions and receive answers from mental health professionals via email or text message (294/500, 59.9%), and to receive printed materials by mail (215/500, 43.4%). Men preferred to receive information in a video game format (156/511, 30.7%). Younger men (46/73, 63%) and younger women (49/60, 81%) were more likely to access a program through a mobile phone or an app, and younger men preferred having access to information in a video game format.

Conclusions: Factors such as sex and age influenced design feature preferences for an e-mental health program. Working women who are at high risk for MDEs preferred interactive programs incorporating practice and exercise for reducing stress, quality information about work stress, and some guidance from professionals. This suggests that sex and age should be taken into account when designing e-mental health programs to meet the needs of individuals seeking help via Web-based mental health programs and to enhance their use.
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Introduction

Major depressive episodes (MDEs) are prevalent in the workplace and affect workers’ health and productivity. In the United States, workers with depression cost an estimated US $44.01 billion per year in lost productivity [1]. One of the severe consequences of having an MDE is suicide [2]. Given the significant disease burden, there is a pressing need for innovation in the prevention of MDEs in the workplace. A number of approaches have been proposed and investigated to help workers. Studies in the workplace have focused on providing treatment services to employees with depression [3], including cognitive behavioral therapy (CBT) conducted by professionals, diagnosis of depression, enhanced primary care delivery, treatment by medical doctors, integrated care management, and worksite stress reduction [3-6]. At the population level, despite the significant increase in antidepressant use in the past two decades [7], there has been no measurable change in the prevalence of MDEs in different countries [8-11]. A recent systematic review concluded that there is insufficient evidence to determine which individual-based interventions improve depression management in the workplace [12]. In contrast, another recent meta-analysis concluded that secondary interventions involving CBT-based stress management and tertiary interventions with specific focus on work such as exposure therapy and CBT-based and problem-focused return-to-work programs improved both symptoms of common mental disorders and occupational outcomes [13]. To date, most workplace responses to the burden of mental health problems have been reactive, with the implementation of workplace interventions only being considered once a worker is symptomatic or even on sick leave [14]. Evidence suggests that various mental health problems can be prevented [15]. As a result, policy makers and researchers have begun to consider strategies aimed at early prevention [15,16], for example, identifying and treating asymptomatic persons who have already developed risk factors but in whom the condition has not become clinically apparent (high-risk individuals). From a public health perspective, universal interventions are attractive for their ability to reach more working adults and because they have the ability to reach specified groups and individuals without screening them, an exercise that has shown to be costly [17,18]. In terms of depression prevention, one cost-effective strategy for helping those who are at high risk of depression is an electronic mental (e-mental) health program [19,20].

In the past decade, there has been considerable interest in the delivery of e-mental health programs, that is, delivering mental health services through the internet or mobile apps. Web-based interventions and mobile apps can be utilized for self-help or for treatment purposes [21]. E-mental health programs are either guided or unguided and draw on the internet and other media, including video, phone, and apps for mobile phones and tablets [22], and generally address 4 areas of mental health service delivery: (1) information provision; (2) screening, assessment, and monitoring; (3) intervention; and (4) social support (sometimes concurrently) [19]. The wide use of internet and mobile devices has laid a strong foundation for eHealth development. In 2011, 83% of Canadians reported using Web-based services [23], and in 2014, 99% of young Canadians reported having access to the internet outside of school [24]. The number of individuals using the internet to search for medical or health-related information increased from 57.9% in 2005 to 69.9% in 2009 [25]. Over 60% of internet users use wireless handheld devices to access the internet [23]. With such a large portion of Canada’s population online and with many young adults using the internet for health-seeking purposes, e-mental health could be an effective approach toward the self-management of stress and emotional issues and improving service accessibility, geographic barriers, and anonymity [19].

The development and implementation of e-mental health programs for the prevention of MDEs need to be examined through a sex and age lens. The prevalence of MDEs in women is about two times higher than that in men [26]; however, the Canadian national data show that in 2009, 76% of the total number of suicides were committed by men [27]. Due to the existence of gender norms and the desirability of perceived masculinity, men are less likely than women to seek help and to disclose depressive symptoms and often delay seeking help until symptoms become severe [28,29]. Men are socialized to be emotionally stoic and exemplify traditional masculine characteristics such as independence, self-reliance, and dominance [30]. Men are concerned over the perceived negative judgments from family and friends if they access treatment for depression. Furthermore, it has been found that being male significantly increases the risk of treatment dropout for self-guided Web-based interventions for depression, highlighting differences in treatment compliance and willingness to complete Web-based interventions [31]. These sex-related help-seeking behaviors and social norms may influence men’s and women’s preference for the content and design features of e-mental health programs and the likely use of the program to deal with work-related stress. The use of eHealth programs may also be related to age. For instance, some studies have demonstrated that young adults are more likely to use eHealth programs than the elderly [32], and other studies have shown that younger age is related to low treatment adherence [31]. Given the lack of consensus and knowledge regarding the sex and age differences related to preferred design features and the likely use of e-mental health programs, and treatment adherence, it is imperative to explore design features that may increase their use and thereby, their effectiveness.

In 2015, we initiated a research project called BroMatters, which aimed to develop and evaluate an e-mental health program to be used by working men who are at high risk of having an MDE. To guide the development of the e-mental health program, we conducted a national survey in 2015 among working men who were at high risk of having an MDE, regarding their acceptance and preferred design features of e-mental health programs [33]. In 2016, as a separate study, we repeated this survey in working
women who were at high risk of having an MDE. The objective of this analysis was to examine the sex and age differences in the acceptance and preferred design features of the e-mental health program in male and female workers who are at high risk of having an MDE.

Methods

Participants

The 2 surveys employed the same methodology as described in a previous publication [33]. The target population for the 2 surveys were individuals who (1) were working at the time of the survey, (2) were aged 18 years or older, (3) did not have an MDE in the past 12 months, (4) had no language barrier to either English or French, and (5) were at high risk of having an MDE based on sex-specific risk prediction algorithms [34]. The random digit dialing method was used to contact household residents across the country. Interviews were conducted by the Bureau d’intervieweurs professionnels (BIP) located in Montreal. BIP has access to household telephone and validated cell phone numbers. The household contact was asked to retrieve or provide contact information (eg, the first name) of the household residents who were currently working. If there was more than one potentially eligible individual in the same household, one was randomly selected. Once the participant was fully informed about the objectives and procedures of the study, oral consent and continuation of telephone interview were deemed as adequate consent for participation. Data were collected using computer-assisted telephone interviews, which were completed by trained telephone interviewers in participants’ language of preference (English or French). Data collection occurred over a period of 9 months between March and December 2015. A minimum of 9 callback attempts were spaced over weekdays for the duration of the data collection period. Participants received a Can $20 incentive for each completed interview as a token of appreciation. Detailed call composition for the men’s survey can be found in our previous publication [33]. In the women’s survey, 47,555 phone numbers were called. A majority of the calls (46,300/47,555, 97.36%) were not valid (not in service, fax or modem, answering machine, language barriers, ineligibility, duplications, and refusal before eligibility was assessed). Among 1255 eligible women, 755 (60.1%) were excluded from the study (prolonged absence, incomplete questionnaires, scheduled callbacks not within data collection period, and refusal after eligibility was verified). The data collection for women occurred between January and April 2016. For the 2 surveys, 500 eligible women and 511 eligible men were interviewed. The studies were approved by the Conjoint Health Research Ethics Review Board of the University of Calgary.

Measurement

The sex-specific multivariable risk prediction algorithms for major depression were administered to estimate the risk (probability) of having an MDE in the next 4 years for each participant [34]. The risk prediction models were designed to be used by individuals who did not have an MDE in the past 12 months. On the basis of participant’s exposure to a key set of risk factors (predictors) in the model, the algorithm can generate the absolute risk and probability of having an MDE in the next 4 years, analogous to the Framingham risk prediction algorithm for coronary heart disease [35,36]. The risk prediction algorithms for MDEs were developed and validated using data from 4737 Canadian men and 5864 Canadian women who were aged 18 years or older and who did not have an MDE in the past 12 months [34]. The risk prediction algorithms include age, personal and family history of an MDE, childhood trauma, and ongoing stress and life events. There are also sex-specific predictors in the models (details regarding sex-specific predictors in the models may be found in our previous publication [34]). The predictive power of the risk prediction algorithms was measured by C statistics. The algorithm for men had a C statistic of 0.7953 and the C statistic of the algorithm for women was 0.7667 [34]. The models had excellent calibration with data, as indicated by the Hosmer-Lemeshow test and visual comparison between the predicted and observed risks by decile risk groups [34]. In our study, ≥6.51% and ≥11.19% were defined as high risk for men and women, respectively, which represents the top 2 decile risk groups in the Canadian male and female populations.

Internet use was assessed using questions from the 2012 Canadian Internet Use Survey conducted by Statistics Canada, including use of the internet in the past 12 months, number of hours spent on the internet in the past week, use of the internet to search for medical- and health-related information, and perceived importance of the health information on the internet for decision making.

Preferred design features of e-mental health program questions were developed by the BroMatters team members. Participants were asked “We want to hear your opinion about e-mental health programs for dealing with work and stress issues. Electronic health (eHealth) is defined as...For the following features, please indicate how likely it is that you would use them.” For 17 design features, participants were asked how likely they were to use a feature and answered on a 5-point Likert scale ranging from very likely to very unlikely. Open-ended questions were asked about any other features they may want in an e-mental health program, whether the participant and his or her coworkers would use an e-mental health program to deal with work stress, and what makes it difficult to use an e-mental health program. At the end of this set of questions, the participants were asked “would you or your co-workers use an eHealth program to deal with work stress?” The participants answered yes, maybe, or no. For eligible participants, administering the questions and instruments took an average of 22 min to complete.

Data Analysis

A total of 500 men and 511 women were included in the data analysis. Responses including do not know and refuse to answer were excluded from the data analysis. There were no missing data for demographic characteristics or general and health-related internet usage. The percentage of missing data (ie, do not know and refuse to answer) for items regarding preferred design features of an e-mental health program ranged from 0% to 2%. Demographic and socioeconomic characteristics of participants were tabulated. The proportions of general and health-related internet usage were compared between women.
and men using a chi-square test. The proportions of likely use of specific features of e-mental health programs in women were estimated and compared with those in men using chi-square tests. The comparisons were made overall and by age groups. As men and women were compared in 17 specific design features, the Bonferroni correction was used, and the significance level was set at .003.

**Results**

**Demographic Characteristics**

Table 1 presents the demographic characteristics of the participants included in this study. Compared with men, women were slightly older; were more likely to be divorced, separated, or widowed; and were more likely to have a lower personal annual income, to have a part-time job, and to be from smaller or mid-sized organizations. Finally, a higher proportion of women obtained a higher level of education (partial or completed university), as compared with men.

**General and Health-Related Internet Usage**

Table 2 presents the general and health-related internet usage for men and women. Men and women did not differ significantly in terms of the time they spent online or the means by which they accessed the internet. For instance, 35.8% (175/489) of men and 38.0% (182/479) of women indicated that within the past 12 months, they had spent less than 5 hours per week online. Similarly, the majority of men (408/489, 83.4%) and women (413/479, 86.2%) accessed the internet using various devices (mobile phone, tablet, etc). Both men (256/307, 83.4%) and women (334/408, 81.9%) believed that being able to access health resources on the internet was important or very important. Women (408/479, 85.2%) compared with men (307/489, 62.8%) were significantly more likely to use the internet for medical or health-related information. Conversely, men (231/307, 75.2%) were significantly more likely to state that the internet was useful in helping them make decisions compared with women (277/408, 67.9%).

When participants were asked “would you or your co-workers use an eHealth program to deal with work stress?, women were more likely to report yes than men (P=.04). Among 511 men, 35.4% (181) reported yes, 37.2% (190) reported maybe, and 21.9% (112) reported no, whereas among 500 women, 42.2% (211) reported yes, 34.0% (170) reported maybe, and 16.4% (82) reported no.

**Preferred Design Features**

Table 3 contains the preferred design features in an e-mental health program for men and women. Men and women differed significantly in terms of their e-mental health design feature preferences. Compared with men, a higher proportion of women stated that they were likely to use design features such as practices and exercises to help reduce symptoms of stress and depression (350/495, 70.7%), a self-help interactive program that provides information about stress and work problems (302/489, 61.8%), the ability to ask questions and receive answers from mental health professionals via email or text message (294/491, 59.9%), and to receive printed materials by mail (215/495, 43.4%). Compared with women (104/496, 21.0%), a higher proportion of men (156/509, 30.7%) preferred having some of the program information about ways of dealing with stress and work-related issues to be delivered in a video game format. There were no significant differences between men and women for the remaining design features.

Table 4 presents the preferred design features of an e-mental health program for men and women by age group. Age differences were found in 3 design features in men and women. Compared with older men, men in the youngest age group (36/73, 49%) preferred to receive information on how to deal with work and stress issues in video game format. Men aged between 50 and 64 years (61/140, 43.6%) preferred to receive printed materials by mail rather than having to print online materials oneself, compared with younger men and men over the age of 65 years. Younger men also preferred accessing a program through a smartphone or as an app, with 63% (46/73) of 18- to 29-year olds stating that they would likely use this feature. Younger women also preferred accessing a program through a smartphone or as an app (P < .001), considering that of 489 women, 81% (49/60) of 18 to 29 year olds, 64.2% (163/254) of 30 to 49 year olds, 36% (59/162) of 50 to 64 year olds, and 15% (2/13) of women aged 65 years and older said that they were likely to access a program in this manner. There were no other significant age differences in men or women regarding e-mental health design feature preferences.

Sensitivity analyses were conducted in participants who reported likely use of an e-mental health program to deal with work stress and in those with a history of an MDE. In participants who reported likely use of an e-mental health program, information delivered in a video game format and receiving printed materials by mail were still preferred among men (69/179, 38.0%) and women (115/210, 54.8%), respectively. In addition, men preferred to receive information about anger management (98/180, 55%) and women preferred to chart and track mood (133/209, 63.6%). There were no significant differences between men and women for the remaining design features. In participants with a history of an MDE, women were more likely to use a self-help interactive program (139/218, 63.8%), to receive information about improving sleep hygiene (153/216, 70.8%), and to receive printed materials by mail (91/216, 42.1%), and men were more likely to receive information in a video game format (43/130, 33.1%).
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Table 1. Demographic and socioeconomic characteristics of the participants who were at high risk of major depression classified by sex.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Men (n=511)</th>
<th>Women (n=500)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42.0 (12.2)</td>
<td>44.3 (15.0)</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Married or common-law</td>
<td>389 (76.1)</td>
<td>342 (69.0)</td>
<td></td>
</tr>
<tr>
<td>Divorced, separated, or widowed</td>
<td>22 (4.3)</td>
<td>68 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>100 (19.6)</td>
<td>86 (17.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Personal income, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;Can $30,000</td>
<td>60 (12.1)</td>
<td>130 (27.3)</td>
<td></td>
</tr>
<tr>
<td>Can $30,000-$60,000</td>
<td>152 (30.6)</td>
<td>216 (45.4)</td>
<td></td>
</tr>
<tr>
<td>Can $60,000-$80,000</td>
<td>98 (19.7)</td>
<td>69 (14.5)</td>
<td></td>
</tr>
<tr>
<td>Can $80,000+</td>
<td>187 (37.6)</td>
<td>61 (12.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;High school</td>
<td>43 (8.4)</td>
<td>12 (2.4)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>107 (20.9)</td>
<td>81 (16.3)</td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>167 (32.7)</td>
<td>188 (37.7)</td>
<td></td>
</tr>
<tr>
<td>University or higher</td>
<td>194 (38.0)</td>
<td>217 (43.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Employee</td>
<td>413 (81.5)</td>
<td>396 (81.0)</td>
<td></td>
</tr>
<tr>
<td>Self-employed</td>
<td>92 (18.2)</td>
<td>91 (18.6)</td>
<td></td>
</tr>
<tr>
<td>Family business no pay</td>
<td>2 (0.4)</td>
<td>2 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Job type, n (%)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Full time</td>
<td>434 (84.9)</td>
<td>340 (68.0)</td>
<td></td>
</tr>
<tr>
<td>Part time</td>
<td>37 (7.2)</td>
<td>130 (26.0)</td>
<td></td>
</tr>
<tr>
<td>Seasonal</td>
<td>18 (3.5)</td>
<td>10 (2.0)</td>
<td></td>
</tr>
<tr>
<td>Contract</td>
<td>19 (3.7)</td>
<td>18 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.6)</td>
<td>2 (0.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Size of company or worksite, n (%)</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>&lt;50</td>
<td>276 (54.2)</td>
<td>290 (59.7)</td>
<td></td>
</tr>
<tr>
<td>50-499</td>
<td>149 (29.3)</td>
<td>148 (30.4)</td>
<td></td>
</tr>
<tr>
<td>&gt;500</td>
<td>84 (16.5)</td>
<td>48 (9.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Provinces, n (%)</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>British Columbia</td>
<td>33 (7.1)</td>
<td>58 (13.2)</td>
<td></td>
</tr>
<tr>
<td>Alberta</td>
<td>52 (11.2)</td>
<td>51 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>18 (3.9)</td>
<td>15 (3.4)</td>
<td></td>
</tr>
<tr>
<td>Manitoba</td>
<td>20 (4.3)</td>
<td>15 (3.4)</td>
<td></td>
</tr>
<tr>
<td>Ontario</td>
<td>170 (36.6)</td>
<td>161 (36.7)</td>
<td></td>
</tr>
<tr>
<td>Quebec</td>
<td>141 (30.4)</td>
<td>109 (24.8)</td>
<td></td>
</tr>
<tr>
<td>New Brunswick</td>
<td>12 (2.6)</td>
<td>8 (1.8)</td>
<td></td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>12 (2.6)</td>
<td>13 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Newfoundland</td>
<td>4 (0.9)</td>
<td>7 (1.6)</td>
<td></td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>2 (0.4)</td>
<td>2 (0.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Language, n (%)</strong></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>English</td>
<td>374 (73.2)</td>
<td>380 (76.0)</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Men (n=511)</td>
<td>Women (n=500)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------</td>
<td>---------------</td>
<td>---------</td>
</tr>
<tr>
<td><strong>French</strong></td>
<td>137 (26.8)</td>
<td>120 (24.0)</td>
<td>.91</td>
</tr>
<tr>
<td><strong>Work function impairment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>314 (62.9)</td>
<td>296 (61.4)</td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>146 (29.3)</td>
<td>150 (31.1)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>36 (7.2)</td>
<td>34 (7.1)</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>3 (0.6)</td>
<td>2 (0.4)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** General and health-related internet usage during the past 12 months in men and women who were at high risk of major depression.

<table>
<thead>
<tr>
<th>Internet use</th>
<th>Men</th>
<th>Women</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use internet for personal use (n=1011)</td>
<td>489 (95.7)</td>
<td>479 (95.8)</td>
<td>.93</td>
</tr>
<tr>
<td>95% CI</td>
<td>93.5-97.2</td>
<td>93.6-97.2</td>
<td></td>
</tr>
<tr>
<td>Hours of internet use each week (n=968)</td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>&lt;5 hours</td>
<td>175 (35.8)</td>
<td>182 (38.0)</td>
<td>33.7-42.4</td>
</tr>
<tr>
<td>5-9 hours</td>
<td>137 (26.0)</td>
<td>144 (30.1)</td>
<td>26.1-34.3</td>
</tr>
<tr>
<td>10-19 hours</td>
<td>113 (23.1)</td>
<td>102 (21.3)</td>
<td>17.8-25.2</td>
</tr>
<tr>
<td>20-29 hours</td>
<td>39 (8.0)</td>
<td>35 (7.3)</td>
<td>5.3-10.1</td>
</tr>
<tr>
<td>30-39 hours</td>
<td>11 (2.3)</td>
<td>8 (1.7)</td>
<td>0.8-3.3</td>
</tr>
<tr>
<td>&gt;40 hours</td>
<td>14 (2.9)</td>
<td>6 (1.3)</td>
<td>0.6-2.8</td>
</tr>
<tr>
<td>Do not know</td>
<td>0 (0)</td>
<td>2 (0.42)</td>
<td>0.1-1.7</td>
</tr>
<tr>
<td>Access internet with a smart phone, tablet, or other device (n=968)</td>
<td>408 (83.4)</td>
<td>413 (86.5)</td>
<td>.23</td>
</tr>
<tr>
<td>95% CI</td>
<td>79.9-86.5</td>
<td>82.8-89.0</td>
<td></td>
</tr>
<tr>
<td>Used internet for medical or health-related information (n=968)</td>
<td>307 (62.8)</td>
<td>408 (85.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>95% CI</td>
<td>58.4-67.0</td>
<td>82.1-88.4</td>
<td></td>
</tr>
<tr>
<td>How useful was the internet in helping you make a decision (n=715)</td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Not useful</td>
<td>32 (10.4)</td>
<td>41 (10.1)</td>
<td>7.5-13.4</td>
</tr>
<tr>
<td>Unsure</td>
<td>41 (13.4)</td>
<td>88 (21.6)</td>
<td>17.8-25.8</td>
</tr>
<tr>
<td>Useful</td>
<td>231 (75.2)</td>
<td>277 (79.9)</td>
<td>63.2-72.3</td>
</tr>
<tr>
<td>How important is it for you to be able to access health resources on the internet (n=715)</td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Not important</td>
<td>31 (10.1)</td>
<td>32 (7.8)</td>
<td>5.6-10.9</td>
</tr>
<tr>
<td>Unsure</td>
<td>20 (6.5)</td>
<td>41 (10.1)</td>
<td>7.5-13.4</td>
</tr>
<tr>
<td>Important</td>
<td>256 (83.4)</td>
<td>334 (81.9)</td>
<td>78.0-85.3</td>
</tr>
</tbody>
</table>
Table 3. Proportions of preferred design features of e-mental health program in men and women who were at high risk of major depression.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Men</th>
<th>Women</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practice and exercise to reduce stress</td>
<td>303 (59.5)</td>
<td>350 (70.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information about improving sleep hygiene</td>
<td>313 (61.3)</td>
<td>329 (66.9)</td>
<td>.09</td>
</tr>
<tr>
<td>Educational materials</td>
<td>295 (57.8)</td>
<td>313 (63.8)</td>
<td>.002</td>
</tr>
<tr>
<td>Self-help interactive program</td>
<td>244 (47.8)</td>
<td>302 (61.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Setting personal goals and tracking them</td>
<td>277 (54.6)</td>
<td>296 (59.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Ask questions and receive answers from</td>
<td>253 (49.7)</td>
<td>294 (59.9)</td>
<td>.005</td>
</tr>
<tr>
<td>mental health professionals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct referral to health professional to deal</td>
<td>263 (51.7)</td>
<td>292 (59.5)</td>
<td>.004</td>
</tr>
<tr>
<td>with work and stress issues in person</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Being able to access a program via a</td>
<td>264 (52.0)</td>
<td>273 (55.8)</td>
<td>.39</td>
</tr>
<tr>
<td>smartphone or as an app</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watching videos online on how to deal with</td>
<td>272 (53.3)</td>
<td>271 (54.5)</td>
<td>.58</td>
</tr>
<tr>
<td>work and stress issues</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving printed materials by mail</td>
<td>167 (32.7)</td>
<td>215 (43.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chart and track mood</td>
<td>217 (42.6)</td>
<td>237 (48.1)</td>
<td>.15</td>
</tr>
<tr>
<td>Access by phone to a trained coach to help</td>
<td>211 (41.3)</td>
<td>235 (48.1)</td>
<td>.02</td>
</tr>
<tr>
<td>with work stress</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information about anger management</td>
<td>211 (41.5)</td>
<td>190 (38.3)</td>
<td>.17</td>
</tr>
<tr>
<td>A risk calculator predicting future risk of</td>
<td>215 (42.6)</td>
<td>184 (38.1)</td>
<td>.13</td>
</tr>
<tr>
<td>having major depression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online chat room</td>
<td>129 (25.3)</td>
<td>124 (25.0)</td>
<td>.25</td>
</tr>
<tr>
<td>Online peer connection</td>
<td>140 (27.5)</td>
<td>136 (27.8)</td>
<td>.02</td>
</tr>
<tr>
<td>Information delivered in a video game format</td>
<td>156 (30.7)</td>
<td>104 (21.0)</td>
<td>.002</td>
</tr>
</tbody>
</table>

Table 4. Proportions of preferred design features of e-mental health program in high-risk men by age groups.

<table>
<thead>
<tr>
<th>Feature</th>
<th>18-29 years</th>
<th>30-49 years</th>
<th>50-64 years</th>
<th>&gt;65 years</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information delivered in video game format</td>
<td>250 (49.3)</td>
<td>151 (29.7)</td>
<td>120 (23.7)</td>
<td>108 (21.4)</td>
<td>.001</td>
</tr>
<tr>
<td>(n=509)</td>
<td>37.8-60.9</td>
<td>24.6-35.3</td>
<td>17.3-31.6</td>
<td>6.0-54.0</td>
<td></td>
</tr>
<tr>
<td>Print materials by mail (n=511)</td>
<td>105 (20.6)</td>
<td>159 (31.3)</td>
<td>222 (43.6)</td>
<td>73 (14.3)</td>
<td>.001</td>
</tr>
<tr>
<td>12.6-31.6</td>
<td></td>
<td>26.2-37.0</td>
<td>35.5-52.0</td>
<td>2.9-48.0</td>
<td></td>
</tr>
<tr>
<td>Access program via smartphone or app (n=508)</td>
<td>320 (63.0)</td>
<td>281 (55.3)</td>
<td>211 (41.7)</td>
<td>145 (28.6)</td>
<td>.003</td>
</tr>
<tr>
<td>51.2-73.5</td>
<td></td>
<td>49.4-61.1</td>
<td>33.7-50.2</td>
<td>9.6-60.1</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The data from the 2 national surveys demonstrate that men and women who were at high risk of developing depression did not differ in terms of their general internet usage. However, women were more likely to use the internet for health- and mental health–related information and demonstrated greater acceptability of the use of e-mental health programs for work stress. Although there were similarities among men and women in terms of preferred e-mental health design features, important sex differences emerged. Women preferred design features that were interactive. The only design feature that was preferred by men, as compared with women, was receiving information in a video game format. Age differences in preferred e-mental health design features were minimal, irrespective of sex.

There were some broad similarities among men and women with respect to design feature preference. Men and women differed significantly in their preference for only 5 of the 17 design features. Information regarding sleep hygiene, information about work stress, and practice and exercise to reduce stress were the top 3 features endorsed by men and
women. It is unsurprising that design features, which function to provide health information, were preferred among men and women. Previous research demonstrates that seeking Web-based health information is highly prevalent among internet users [37] and obtaining information is a primary motive for internet use [38].

Notable differences in e-mental health design feature preference were found between men and women. Compared with men, women preferred 5 design features for an e-mental health program including practice and exercise to reduce stress, quality information about work stress, self-help interactive programs, being able to ask questions and receive answers, and receiving printed materials. Men preferred only 1 feature as compared with women—being able to receive information in a game format. These results were replicated in sensitivity analyses among men and women with a history of MDE; men were more likely to use a feature that delivered information in a video game format, whereas women preferred to use a self-help interactive program.

Our findings are in accordance with previous studies, which demonstrate that men and women do not differ in their self-reported general internet usage [39], although women are more likely to use the internet for health-related information [40,41], as compared with men. Previous studies have demonstrated greater acceptability, attitudes, help-seeking, and use of e-mental health programs [30,42] as well as more favorable attitudes toward seeking psychological professional help through face-face, email interaction, and Web-based counseling [43] among women. This study likewise found that women demonstrated greater acceptability of the use of e-mental health programs for work stress.

Comparison and Interpretation

To our knowledge, no studies have examined sex or age differences in specific e-mental health design feature preference. Thus, direct comparisons with previous studies on sex and age differences in preferred design features are not possible. However, previous research examining health-related internet use has demonstrated that women are more likely to be interactive Web-based health users [40], which is consistent with the results of this study. In comparison with women, men preferred to receive information in a video game format, a finding that is consistent with general video game use across genders, as studies show that men play twice as many video games per week as women [44].

These differences may be useful to consider when designing effective eHealth interventions for mental health. For example, low adherence is a significant problem for most eHealth programs, and this issue may be exacerbated among population groups who are at risk for MDEs but are not currently experiencing an episode [1]. The incorporation of interactive features or gamification strategies to increase adherence may be a useful method of increasing adherence among the overall target audience. Gamification may be especially useful for increasing adherence in men, who are receptive to receiving information in a video game format but also face substantial barriers to seeking mental health treatment [45,46].

A number of factors likely contribute to the observed sex differences in patterns of health information seeking, eHealth acceptability, and design feature preference for an e-mental health program. Compared with men, women may be more likely to search for Web-based mental health information because they have stronger positive beliefs regarding the benefits of Web-based health searches [47] and because it is an efficient method of searching [48]. According to some authors, this can be explained from a social role perspective [49-51]. As women often have a multitasking agenda, especially in middle age, efficiency and convenience may be more highly regarded. Fewer men reported that they would use an eHealth program to manage work-related stress. This reflects the tendency for men to be less likely than women to seek either formal or informal help for mental health issues [30]. As some authors have noted, study participants with a history of seeking Web-based health information have overcome some practical and stigma-related barriers in seeking Web-based psychological help [52]. As such, greater acceptability of e-mental health programs among women may be partially attributed to their greater use of the internet for health and mental health information. Women also tend to have greater psychological openness, which describes the ability to acknowledge a psychological problem and a need for help. Conversely, men have more difficulty identifying feelings of distress as emotional problems [53]. In addition, a number of perceived barriers, such as internalized and treatment stigma [45], masculine norms, communication barriers, the role of self-help strategies, and perceptions of mental health, have been shown to prevent men from accessing Web-based health resources [46]. Other barriers, such as privacy; ease of navigation; personal relevance; and lack of personal interaction, time, and knowledge, may prevent men from using eHealth programs for depression [33]. Thus, there are probable barriers other than attitudes toward help seeking that inhibit men from seeking Web-based help.

The majority of design features preferred among women were interactive in nature. Furthermore, women were more likely to use a guided feature in which they could ask questions and receive answers from a mental health professional. This reflects women’s use of eHealth programs for social motives and enjoyment, in addition to information seeking [48], and their willingness to speak to a mental health professional [43]. Men preferred to receive information in a video game format, compared with women. Men enjoy gaming and seek out game-play for social situations more than women [54]; consequently, they may find eHealth information more interesting and engaging in this format.

Among men and women who were likely to use an e-mental health program for work stress, few differences in design feature preference were evident. Most notably, women no longer preferred interactive features as compared with men. Men who are likely to use an e-mental health program may have greater acceptability of eHealth programs, resulting in a greater likelihood of using a variety of e-mental health features. Factors such as perceived internet skill and perceived credibility of Web-based information predict the use of Web-based interactive features and may also differ among men who are likely to use an e-mental health program for work stress [55].
To our knowledge, there are no studies that have examined specific design feature preferences of e-mental health programs across age; however, the general use of mobile phones and apps is consistent with our findings: younger individuals are more likely to own a mobile phone [56] and to download and use health-related apps [57] than older individuals. Accordingly, tailoring eHealth interventions to participants’ age may improve the efficacy of eHealth interventions.

Limitations
First, the findings from this study are limited by the survey data’s reliance on self-reporting. As such, reporting and recall biases are possible and causal inferences cannot be drawn. Second, the surveys in men and in women were not conducted during the same time. The impact of timing of the survey on the results is not clear. Third, both surveys were conducted in Canada; thus, precautions need to be taken when extrapolating the results to other regions. Fourth, the response rate for women was relatively low, as compared with men. Among 1255 eligible women, 755 (60.1%) were excluded from the study because of prolonged absence, incomplete questionnaires, scheduled callbacks not within data collection period, and refusal after eligibility was verified. This may have reflected systematic bias, wherein females with negative attitudes toward psychological treatment or e-mental health have declined to respond to the survey. Furthermore, income level was used to calculate the risk of depression in women; thus, women with a lower income level may be overrepresented in this sample. Fifth, women showed greater acceptability toward the use of e-mental health programs, which could influence design feature preference. Likewise, previous treatment experience was not examined in this study and may have an effect on e-mental health acceptability [58] as well as design feature preference. Sixth, design feature preference was measured by the use of a single item. The use of more items may have generated a score that is more reliable. Finally, although studies have found that treatment acceptability is important to consider as it may improve both treatment adherence [59] and overall outcome [60], and although intention is believed to be the best proximal predictor of actual behavior, it may not translate directly to the actual use of internet technology use [61].

Conclusions
E-mental health programs can play an important role in the prevention of workplace depression. To enhance the program’s acceptance, adherence, and effectiveness, researchers and program developers should account for patients’ preferences and needs in the design process, including any sex- or age-based differences. This research found that both men and women highly endorsed an intervention containing quality information about stress reduction, work-related stress, and sleep hygiene. However, sex differences emerged. Most notably, women preferred interactive programs that incorporated exercises to reduce stress and Web-based guidance, whereas men preferred receiving information in a video game format. Tailored programs, such as those that involve interactive exercises and guidance or are presented in a video game format, could be beneficial in enhancing e-mental health use in women and men, respectively. Future studies should evaluate the effectiveness of e-mental health programs from sex and age perspectives and identify innovative ways for enhancing the use of e-mental health programs in working men and women at high risk of developing depression.
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Abstract

Background: Search engines display helpline notices when people query for suicide-related information.

Objective: In this study, we aimed to examine if these notices and other information displayed in response to suicide-related queries are correlated with subsequent searches for suicide prevention rather than harmful information.

Methods: Anonymous suicide-related searches made on Bing and Google in the United States, the United Kingdom, Hong Kong, and Taiwan in a span of 10 months were extracted. Descriptive analyses and regression models were fit to the data to assess the correlation with observed behaviors.

Results: Display of helpline notices was not associated with an observed change in the likelihood of or future suicide searches (P=.42). No statistically significant differences were observed in the likelihood of people making future suicide queries (both generally and specific types of suicide queries) when comparing search engines in locations that display helpline notices versus ones that do not. Pages with higher rank, being neutral to suicide, and those shown among more antisuicide pages were more likely to be clicked on. Having more antisuicide Web pages displayed was the only factor associated with further searches for suicide prevention information (hazard=1.18, P=.002).

Conclusions: Helpline notices are not associated with harm. If they cause positive change in search behavior, it is small. This is possibly because of the variability in intent of users seeking suicide-related information. Nonetheless, helpline notice should be displayed, but more efforts should be made to improve the visibility and ranking of suicide prevention Web pages.

(J Med Internet Res 2019;21(3):e12235) doi:10.2196/12235
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Introduction

Suicide prevention has been recognized as a global imperative by the World Health Organization [1]. Systematic reviews of suicide prevention strategies found that restricting access, physically and cognitively, to means of suicide is crucial for suicide prevention [2,3]. With the rapid increase in internet usage globally, Web-based search engines have become a crucial gateway for people to access information on suicide methods or places to access the means for suicide [4-6]. However, search engines can also facilitate people to find helping resources or access to Web-based support [7-9].

Since 2010, search engine providers have been gradually adding a box with information of the contact details of a suicide helpline when suicide-related queries are made [10]. Hereafter, we will refer this intervention as helpline notice or the notice. It is hoped that the prominent placement of helpline notices can attract suicidal individuals to utilize intervention resources rather than to further look for harmful information. However, other than the special placement of helpline notices, search engine
providers use an automated algorithm to rank search results to satisfy the user’s information need by matching a document to a user’s search query and preference [11]. In other words, even though a helpline notice is displayed at the top of a search result page, information about suicide methods might also be shown on the search results page when a person queries for, for example, how to kill myself. In a situation like this, will the user read the helpline notice, harmful information about suicide methods, or both?

Although examination of the information returned by search engines when searching suicide-related queries has been conducted in multiple countries [5,7,8,12-18] to the best of our knowledge, no research exists on whether helpline notices successfully and sufficiently direct people to read information on prevention rather than harmful information, such as information about suicide methods or encouragement to suicidal behavior.

In view of the research gap and social significance, this study was conducted with an aim to answer the following research questions:

1. To what extent is the display of helpline notices associated with search engine user’s clicks on different types of suicide-related information?
2. Beside the presence of helpline notices, what other search characteristics, such as search queries, search timing (ie, when a search was made), and display availability of different types of information predict whether or not users would click through different types of suicide-related information?
3. Would the presence of helpline notices and the presence of antisuicide information in the search results prevent people from further searching for prosuicide information? Would such presence facilitate further searching for suicide prevention information?

**Methods**

**Study Regions**

The United States (US), the United Kingdom (UK), Hong Kong (HK), and Taiwan (TW) were chosen as the study regions for 2 major reasons. First, both Google and Bing search engines are freely accessible in the 4 regions. At the time of data collection, Google provided helpline notices in all 4 regions, whereas Bing provided such notices only in the US and UK. Therefore, a comparative analysis can be performed stratifying regions and search engines. Second, US and UK can be viewed as representatives of the English-speaking cultures, whereas HK and TW are viewed as representatives of the Chinese-speaking cultures, which allows for a cross-cultural comparison. Mainland China, although population wise is more comparable with UK and US, was not chosen because it implements rather strict censorship on the internet, and Google search is blocked there.

Aside from the abovementioned differences, the 4 jurisdictions share commonalities that allow for a comparison: they all have very high internet penetration rates (87% to 95%) and relatively high freedom of speech, where suicide is not criminalized, and no specific legal statute regulates suicide-related information. The 4 jurisdictions report different patterns regarding suicide: the age-standardized suicide rate in the UK (6.2 per 100,000) is lower than the other 3, followed by HK (8.8 per 100,000), US (12.1 per 100,000), and TW (13.1 per 100,000). The latter 3 had comparable rates [1] of suicide. All the 4 jurisdictions have suicide prevention hotlines available 24/7 for free for nation-wide callers. The types of suicide-related information which can be accessed by search engines have been examined individually in each of the 4 regions [7,8,12,14] (see details in the Multimedia Appendix 1). An initial comparison found that people in HK might be exposed to less prosuicide information through Web-based search than the other 3 regions. We noted, however, that those studies did not use consistent assessment protocols.

Informed consent was waived by the IRB. This study was approved by the IRBs of The University of Hong Kong (for labeling of data) and by the Technion (for the offline analysis of archival data).

**Data Collection**

We used data from 2 primary sources:

Dataset 1—All searches made on the Bing search engine by people in the 4 regions between November 2016 and August 2017 (a total of 10 months). For each user we collected an anonymous user identifier, the region from where the user made the search, time and date, the text of the query, and the pages shown to people in response to the query and which pages they clicked on.

Dataset 2—A sample of anonymized logs from consenting users of a widely distributed Web browser add-on toolbar associated with the Microsoft Internet Explorer Web browser. Only visits to search engines were logged from these data. For each user in these data, we collected an anonymous user identifier, the region from where the user made the search, time and date, and the text of the query. These data allow cross-search engine comparisons.

The data were filtered to include only suicide-related queries. These queries were identified in 2 ways: English-language queries were those that triggered a helpline notice by Bing during June 2017 and Chinese-language queries were those queries that triggered helpline notices by Google in HK and TW. We noted that, to the best of our knowledge, helpline notices are triggered for a predefined list of query terms.

Owing to the different population sizes and to obtain a large enough sample from all 4 regions from dataset 1, we focused on those users who made suicide queries from US and UK in June 2017, and between January and June 2017 for HK and TW. Data from outside these dates were used for analysis of searches by users before and after they made suicide searches. In dataset 2, we focused on users who made suicide queries during June 2017 and tested for prior and post searches using data from May 1, 2017, to August 31, 2017.

Suicide-related queries in this study can be grouped into 2 categories: (1) queries which are associated with suicide prevention resources (referred as suicide prevention queries
Content Coding
Following previous examinations on Web pages’ bias toward suicide [13-14], we classified the Web pages into 6 types: antisuicide (ie, about suicide prevention or discouraging suicide), prosuicide (ie, the main content is encouraging suicide, romanticizing suicide, or introducing detailed suicide methods), neutral (ie, factual information about suicide incidents or statistics without notable bias), mixed (ie, mixed prosuicide and antisuicide information in the same Web page), not a suicide site (using suicide as a metaphor or joke, eg, animal suicide and political suicide), or error (ie, the Web page or major content of the page cannot be found). One modification on the previous commonly used coding frame is that we split the code Neutral/Mixed to 2 codes Neutral and Mixed because we suspect the 2 types of contents may have different impacts on vulnerable individuals. Examples of the 6 types of Web pages can be found in the Multimedia Appendix 1.

The assessment was performed by 6 trained coders. The training was provided by the first author and included guided reading of a booklet of recommendations on how to responsibly represent suicide-related information in mass media and Web-based media [19], and group exercise with coding 20 sample Web pages together. After training, each region’s dataset was assigned to 2 coders to conduct the classification independently. The codes agreed by the both coders were assigned as the final classification results. In total, 87% to 95% of each region’s data received agreed coding in the first round. For the remaining disagreed items, a third coder (ie, the first author) joined in the 2 coders to discuss the items until arriving at a consensus.

Data Analysis
Descriptive analysis was first conducted to summarize the proportion of different types of Web pages being displayed in the search results in each study region. To answer Q1 & Q2, we used both descriptive statistics of dataset 2 and a logistic regression model fit to the data from dataset 1, with whether a Web page was clicked as the dependent variable (DV). The independent variables (IVs) included 3 types: (1) characteristics of a specific search, including when and where the search was made, whether or not helpline notice was displayed in the search results, and fractions of displayed Web pages in each type (calculated as the number of a certain type of pages being displayed divided by the number of total displayed pages) in the search results; (2) characteristics of a specific Web page in the search results, including ranking of the Web page, and what bias toward suicide the Web page shows; and (3) characteristics of the same user’s previous search within 7 days, including the total number of search queries made in 7 days, and the average number of search queries made every day. The latter was included to represent the level of Web-based activity of individual users. A total of 20,077,272 observations were included in this analysis.

To answer Q3, a hazard model was fit to the data from dataset 1, with 2 DVs: whether in the next 7 days the same user searched for (1) suicide method queries or (2) suicide prevention queries. The IVs included fractions of each type of page being displayed, fractions of each type of page being clicked, whether or not the helpline notice is being displayed, and the terms used in initial search queries. As only people who were active for at least 7 consecutive days were eligible for this analysis, a total of 154,286 observations were included in this analysis.

Results

Figure 1 shows the distribution of displayed pages in the 4 regions of Bing search in terms of their bias toward suicide. As the figure shows, the vast majority of pages frequently shown to users are antisuicide pages across the 4 regions. However, in TW the frequency of displayed Web pages contained a higher proportion of prosuicide (13.8%) but lower proportion of antisuicide information (15.0%) compared with the other 3.

Figure 1 also shows the click-to-display ratio by region and type of pages. The ratio is calculated as follows: (% clicks/%displays−1)×100. Despite a smaller proportion in frequently displayed pages, prosuicide and mixed pages were much more likely to be clicked in all but the UK. Conversely, although antisuicide pages were more likely to be displayed, their click-to-display ratio appeared to be low across the 4 regions and were even negative in TW. In addition, neutral pages were more likely to be clicked in HK and TW but not so in UK and US when being displayed. Keywords from queries associated with the highest probability of clicking on a specific page type are shown in the Multimedia Appendix 1.

An analysis of the association between clicks on helpline notices and other behaviors on the search page shows that 83.7% of people who clicked on the notice also clicked on other links compared with 91.5% of those who did not click on the helpline notice (χ²=59.3, n=49,950, P<.001). Clicks on helpline notices are not associated with a change in the likelihood of future suicide searches (40.1% when not clicked, 38.6% when they are, χ²=0.7, P=.42).
Figure 1. Characteristics of displayed and clicked Web pages in response to suicide-related search queries in the 4 study regions. Unlabeled pages are pages displayed fewer than 10 times in the study period. HK: Hong Kong; TW: Taiwan; UK: United Kingdom; US: United States of America.

Table 1 shows the logistic regression model parameters for predicting whether a user would click on a page given its parameters and those of the user and their past search behaviors. As the table shows, helpline notice displays are not statistically significantly associated with a change in click behavior. A page with higher rank being neutral to suicide and having more antisuicide pages displayed in the same results list were more likely to be clicked on. That page’s probability to be clicked would be even higher when a search was made in later time of a day (as the slope is positive) and an early day of a week (negative slope, where days of the week are coded from Sunday (1) to Saturday (7)). In terms of regions, the click behavior in UK differed from that of the other regions. Previous levels of search activity did not show significant influence on one’s click behavior in the model.
Table 1. Parameters of the logistic regression model to predict clicks on a page. The United States has been used as the baseline region in the cross-region model, and neutral pages as the baseline for webpage types.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Estimation (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Search results characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is helpline displayed</td>
<td>9.333 (34)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Fraction of antisuicide displayed</td>
<td>0.817 (0.037)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fraction of neutral displayed</td>
<td>0.664 (0.109)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fraction of mixed displayed</td>
<td>−0.851 (0.072)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fraction of prosuicide displayed</td>
<td>−0.766 (0.053)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Page characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>0.205 (0.002)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Antisuicide</td>
<td>−1.034 (0.033)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prosuicide</td>
<td>−1.073 (0.039)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mixed</td>
<td>−1.32 (0.038)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hour of the day</td>
<td>−0.006 (0.001)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Day of the week</td>
<td>0.008 (0.003)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>−0.882 (0.015)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>−10.026 (34)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Taiwan</td>
<td>−10.1 (34)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Previous search characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of previous queries</td>
<td>0.000 (0.000)</td>
<td>.46</td>
</tr>
<tr>
<td>Previous queries per day</td>
<td>0.000 (0.000)</td>
<td>.004</td>
</tr>
</tbody>
</table>

Table 2 shows the hazard model parameters for predicting searches for suicide method queries in the next 7 days. As the table shows, people who were exposed to more suicide-related pages were associated with higher likelihood of further searching for suicide method queries. Among terms, initial search queries of suicide and kill (myself) were associated with higher risk to further search suicide methods, as opposed to suicide hotline. Some terms, however, were less expected in their association with increased or decreased hazards. For example, people who queried for kill yourself or kill myself were less likely to further search for suicide methods. The model for future suicide prevention queries found only one statistically significant variable—the fraction of antisuicide pages displayed (hazard=1.182, P=.002).

Using dataset 2, we compared user behaviors, stratified by region and search engine. Table 3 shows the probability that users will make future suicide-related queries, future suicide method queries, or future helpline queries, given their region and search engine (P values are calculated using the chi-square test). As shown in the table, no statistically significant difference can be found among the users of any of the 4 regions. The finding is consistent with the hazard model’s results.
Table 2. Hazard model parameters for predicting future suicide methods searches. The following are attributes with statistically significant results (P <.05).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Hazard ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraction of antisuicide displayed</td>
<td>1.0131</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fraction of neutral displayed</td>
<td>1.0811</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fraction of mixed displayed</td>
<td>1.0702</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fraction of prosuicide displayed</td>
<td>1.0428</td>
<td>.002</td>
</tr>
<tr>
<td>Number of previous suicide queries</td>
<td>1.0009</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: suicide</td>
<td>1.4137</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: kill</td>
<td>2.4258</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: suicide hotline</td>
<td>0.8088</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: to kill</td>
<td>1.2231</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: kill yourself</td>
<td>0.5616</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: suicidal</td>
<td>1.3115</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term: kill myself</td>
<td>0.5247</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 3. The probability of further searching for overall suicide queries, suicide method queries, and suicide prevention queries by region and search engine. P values calculated using the chi-square test.

<table>
<thead>
<tr>
<th>Country</th>
<th>All suicide queries</th>
<th>Suicide methods queries</th>
<th>Suicide prevention queries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bing</td>
<td>Google</td>
<td>P value</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.457</td>
<td>0.508</td>
<td>.27</td>
</tr>
<tr>
<td>United States</td>
<td>0.467</td>
<td>0.498</td>
<td>.20</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>0.696</td>
<td>0.750</td>
<td>.67</td>
</tr>
<tr>
<td>Taiwan</td>
<td>0.801</td>
<td>0.755</td>
<td>.31</td>
</tr>
</tbody>
</table>

Discussion

As Web-based search engines are commonly used by people as the gateway to information, it is imperative to examine how the information returned by search engines influences people’s behaviors for the purpose of suicide prevention. To the best of our knowledge, this study is the first to empirically examine the helpline notice intervention’s impacts, doing so across geographic regions, languages, and search engines.

Our results suggested that helpline notices do no harm, as it was neither associated with greater clicks on prosuicide pages nor with further search for suicide method information. However, the display of helpline notices was not associated with a higher observed likelihood of clicking on or further searching for suicide prevention information. Although a previous study found that the prominent placement of the helpline notice draws people’s attention [20], our results suggest that more views do not result in more click-throughs. This might be related to the fact that the helpline notices provide a helpline number, using which people can directly call the helpline without clicking on search results. Alternatively, people searching for suicide-related information may be doing so for a variety of reasons. There might be only a small group of users whose searching behaviors were affected by the display of helpline notice.

Compared with the display of the helpline notice, the types of Web pages displayed in the search results and the search queries people made appear to be more predictive of what people read and further search for. We posit that search queries may reflect the users’ suicide risk intention and psychological needs [21]. For example, those who searched for the suicide hotline might be willing to seek help and would less likely further search for suicide methods. However, it seems to be surprising that those who initially searched for kill yourself or kill myself were also less likely to later search for suicide methods. A potential explanation is that those people might be satisfied by the information they found in their initial search or have taken actions to harm themselves after the initial search, which reduced their likelihood of further searching.

More displays of antisuicide Web pages in the search results were found to be the only factor associated with further searching for suicide prevention information, after controlling for what search queries were used initially. The result suggests that, when a person is exposed to more antisuicide information, regardless of their initial mental status and needs, their interests in suicide prevention information might be stimulated or their information need might be unsatisfied, leading to additional queries. The finding might also be explained by the planned behaviors theory that people’s behavior is influenced by what they perceive as the social norm [22,23]. When more antisuicide information is displayed, it may create an impression that suicide prevention is a widely accepted norm and attract people to learn more about it.
People were exposed mostly to antisuicide pages in the results displayed by Bing. We note that, among the 4 study regions, people in TW saw more prosuicide and fewer antisuicide pages in their search results, and their antisuicide pages got the lowest click-to-display ratio. The findings are consistent with another study examining what suicide-related information was shown in the first 3-page search results in TW [14]. Coincidently, TW also reports the highest suicide rate among the 4. A previous study found that Web-based search for a new suicide method in TW was associated with more suicide incidents in the following days [24]. The special phenomenon in TW and its underlying reasons deserve more investigations. Anecdotal observations of the prosuicide pages reveal that many of them were related to a book—The Complete Manual of Suicide—which described suicide methods in details and rated each method by its level of painfulness, probability of failure, and other dimensions. By contrast, the promotion of this book only appeared once in HK search results. The book was originally published in Japan and soon translated into Chinese by a TW publisher and sold in both TW and HK. Although the book was later banned from sale in TW and HK, its content is still accessible on the Web and might have caused greater impact in TW, given TW’s close cultural relation with Japan.

Some limitations of the study should be noted. First, we only selected 4 regions for this study, which does not allow us to generalize our results to the entire world. In addition, the included search queries were those that triggered helpline notices. There might be other search queries used for finding suicide information that were absent from the list. Nonetheless, the list included hundreds of terms in English and Chinese, which should have covered the most frequently used ones. Another limitation is that we used clicking on and further searching for certain types of information to indicate behavioral change. Other scenarios such as calling a helpline or acting on suicidal intentions without further searching were not addressed by these measures. Finally, users may be issuing their queries from multiple devices, on multiple services, or from shared devices. This can cause our analysis of future and prior searches to be affected, mostly in a way which underestimates the likelihood of future (or prior) searches.

This study suggested that helpline notices were not associated with harmful outcomes such as clicking on more prosuicide search results or searching for more prosuicide information. Given that a previous study found that people’s attention is focused on these notices, it should thus be continued so as to raise public awareness that suicide is preventable and local prevention resources are available. Other than the helpline notice, having more antisuicide pages being displayed in Web-based search results and in higher ranking may facilitate people to access more suicide prevention information. Suicide prevention organizations and other public health institutes, especially those in TW, should increase the antisuicide information’s visibility and attractiveness. In addition, health policymakers should be aware of the potential impacts of Web-based search and initiate directives or guidelines for appropriate Web-based information dissemination.
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Abstract

Background: In cancer settings, relatives are often seen as a resource as they are able to support the patient and remember information during hospitalization. However, geographic distance to hospitals, work, and family obligations are reasons that may cause difficulties for relatives’ physical participation during hospitalization. This provided inspiration to uncover the possibility of telehealth care in connection with enabling participation by relatives during patient rounds. Telehealth is used advantageously in health care systems but is also at risk of failing during the implementation process because of, for instance, health care professionals’ resistance to change. Research on the implications for health care professionals in involving relatives’ participation through virtual presence during patient rounds is limited.

Objective: This study aimed to investigate health care professionals’ experiences in using and implementing technology to involve relatives during video-consulted patient rounds.

Methods: The design was a qualitative approach. Methods used were focus group interviews, short open interviews, and field observations of health care professionals working at a cancer department. The text material was analyzed using interpretative phenomenological analysis.

Results: Field observational studies were conducted for 15 days, yielding 75 hours of observation. A total of 14 sessions of video-consulted patient rounds were observed and 15 pages of field notes written, along with 8 short open interviews with physicians, nurses, and staff from management. Moreover, 2 focus group interviews with 9 health care professionals were conducted. Health care professionals experienced the use of technology as a way to facilitate involvement of the patient’s relatives, without them being physically present. Moreover, it raised questions about whether this way of conducting patient rounds could address the needs of both the patients and the relatives. Time, culture, and change of work routines were found to be the major barriers when implementing new technology involving relatives.

Conclusions: This study identified a double change by introducing both new technology and virtual participation by relatives at the same time. The change had consequences on health care professionals’ work routines with regard to work load, culture, and organization because of the complexity in health care systems.

(J Med Internet Res 2019;21(3):e12584) doi:10.2196/12584
Introduction

Background
When a patient receives a cancer diagnosis, it will not only affect the patient but also the entire family surrounding the patient [1,2]. Relatives are often seen as a resource in connection with the course of the illness, both when the patients are at home and during admission to the hospital [1,3,4].

However, as Kahriman and Zaybak found in their study, relatives may feel that they are taking on a great responsibility of caring for the patient and all the practicalities related to the illness. As a result of that responsibility, relatives may experience a burden that can have an impact on their physical, emotional, and psychological health [5]. One way to support relatives is to educate them to support the patient [1,6,7]. A systematic review investigated how technology could be a support intervention for relatives of patients with cancer. It found that educational websites and smartphone apps had shown great potential to help ease the family’s burden and experiences during the patient’s trajectory [8]. A randomized controlled trial by Collinge et al evaluated a multimedia instructional program for family caregivers and found that by using technology both self-efficacy and satisfaction in caregiving was enhanced [9]. Furthermore, Fuentes et al tested a mobile system that maps relatives’ social network to prevent social isolation and found that the tool was perceived valuable [10]. However, the systematic review states that many technological solutions to support relatives already exist but minimal research focusing on improving active participation from relatives through a 2-way face-to-face communication has been published and is leaving a gap for further research [8]. During hospitalization, many patients request their relatives to actively participate when decisions about treatment and care are made, which often happens during patient rounds [11]. Relatives can support the patient by remembering and understanding the information given by nurses and physicians [3]. Direct involvement of the relatives may not only result in reducing the burden they feel, but their participation will also bring positive aspects for the patient by reducing frequency and length of hospitalizations [1,2,12]. However, work, family obligations, and distance to the hospital are reasons that cause difficulties for relatives to be present at the hospital and therefore complicate their participation in patient rounds [11,13]. Rising et al found that by using videoconferencing platforms, health care professionals were able to facilitate relative’s participation during patient rounds remotely [11]. This inspired us to look at the possibilities that telehealth care provides to enable increased relative participation for hospitalized patients.

Telehealth has been a priority in many countries for years and represents solutions that could provide some of the answers to the challenges that health care systems are facing [14]. These challenges include demographic changes with more elderly patients living with chronic conditions and long distances to hospitals [11,13-16]. In cancer care, the use of telehealth has, as mentioned above, shown beneficial aspects not only as support interventions for relatives but also as a positive addition to promote adherence in treatment and care, improving patient outcomes [17,18]. In spite of these experiences using telehealth, numerous barriers must be considered if the implementation is to succeed [14]. A systematic review shows that the barriers of implementation are often directly related to the culture among the health care professionals. Resistance to changes in working procedures along with their unwillingness to invest time in training in the new workflows were significant barriers [19]. According to Ross et al, potential barriers should be identified early in the process when planning implementation of changes. This will allow formulation of strategies to prevent resistance to change [20]. It is essential that there is a sense of urgency if the change is to be carried out among the health care professionals, in addition to a coalition of efficient people who can guide, coordinate, and communicate the change [21]. Although these factors are present, there is still a big risk of the implementation failing [19]. Many studies describe impacts and experiences of telehealth used as part of the treatment among patients and health care professionals [22-24], but in-depth research that explores the implications for health care professionals by involving relatives through a virtual presence is limited [11,13,15].

Objective
The aim of this study was to investigate health care professionals’ experiences in using and implementing technology to involve relatives during video-consulted patient rounds.

Methods

Study Design
This is a qualitative study inspired by a phenomenological and hermeneutical position, investigating the experiences of health care professionals participating in video-consulted patient rounds with relatives. Qualitative research is characterized by collection, organization, and interpretation of textual data stemming from statements, conversation, and behavior [25]. The research design is in accordance with the consolidated criteria for reporting qualitative research appropriate for investigating the meanings of the social phenomena experienced and told by individuals, which in this study concerned video-consulted patient rounds [26]. The chosen methods are field observational studies, short open interviews, and focus groups. To obtain insight into the health care professionals’ perspective, interpretative phenomenological analysis (IPA; Textbox 1) is used for data analysis [27]. The data from the field observations made it possible to organize the focus group interviews using questions and tasks, related and relevant to specific observations made in connection with video-consulted patient rounds. The combination of the 2 methods also made it possible to strengthen the analysis by validating the field notes with quotes.

KEYWORDS
telehealth; family; relatives; cancer; technology; qualitative research
Textbox 1. An excerpt of the 6 steps in interpretative phenomenological analysis (IPA) from 1 case, showing the emergence of a main theme.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Reading and rereading</td>
<td>Authors read each case several times</td>
</tr>
</tbody>
</table>
| Step 2: Initial noting | Describe frustrations about the arranged set of time  
  To be a slave of time  
  Time takes control  
  Have to get enough time to be well-prepared  
  A set of time is predetermined that is difficult |
| Step 3: Developing emergent themes | Perspective of time  
  To be prepared  
  Structure of the day |
| Step 4: Searching for connections across emergent themes—superordinate themes | Do not wish to be controlled by time  
  Content and structure for the conversation |
| Step 5: Moving to next case | Authors clear their minds before moving to the next case |
| Step 6: Looking for patterns across cases | Just one more thing on the to-do list |

Setting and Technology

The study was conducted at a cancer department in the Region of Southern Denmark. The cancer department is a part of a large hospital with 42 departments and 8700 employees. The bed unit where the study was conducted treats 1300 patients per year. This study is part of a larger study, which also includes the perspective of relatives.

For this study, eligible patients were approached at the ward during admission by the first or second author to assess their interest in participating in video-consulted patient rounds. The patients were under active medical treatment owing to their cancer diagnosis and were aged from 61 to 86 years. They had been preselected by the staff nurse, nurses, and physicians at the department based on the inclusion criteria: patients able to hear, able to understand and speak Danish, who are expected to be hospitalized for more than 2 days, and who have relatives with internet connection to their smartphone, tablet, or personal computer.

The connection was provided with the use of the Cisco Jabber app. Staff at the hospital used an administration tool to set up a Cisco Jabber guest link for the relative. The relatives received the link by email. The link was connected to an ad hoc virtual meeting room, which meant that a link could be created for each relative. It required internet access and one of the following devices available to activate the link and participate in video-consulted patient rounds: personal computer, tablet, or smartphone. The staff used a Jabber unified communication client on a tablet. The video conversation was encrypted and complied with the security requirements in line with the Danish legislation concerning management of personal information. The relatives were educated in both oral and written formats on how to use the technology and were also provided with a support line.

Recruitment

Participants were purposively recruited from the cancer department. Participants for the field observational study were nurses and physicians working at the cancer department, both those who carried out the video-consulted patient rounds and those who participated in discussions about it.

At the morning conferences, the attending nurses and physicians were orally informed about which patients had a video-consulted patient round arranged for that day. They were informed by the head nurse that either the first or the second author would be present for the purpose of observation. For the focus group interviews, the inclusion criteria were more rigorous. The inclusion criteria were as follows: health care professionals employed at the cancer department and registered nurses or physicians who had worked with video-consulted patient rounds with relatives once or several times. The exclusion criterion was as follows: physicians and nurses who were employed temporarily. In total, 12 participants were identified and asked...
by email if they would take part in one of the focus group interviews. Participants who agreed to participate were included in the focus group interviews, which were carried out in January 2018. Descriptive statistics such as professional background, experience, age, and gender were collected.

**Data Collection**

Data collection was carried out by the first and second authors, both having many years of experience in nursing but no prior connection to the cancer department.

**Field Observational Studies**

Field observational studies were carried out for 3 days a week, for a total of 5 weeks from October 2017 to January 2018. The first and second authors were present at the department for 4 to 5 hours per day.

As described by Green and Thorogood, the field observational studies allowed us to directly obtain knowledge about what participants do and what they say they do, in connection with video-consulted patient rounds [28]. Furthermore, it provided the opportunity to conduct short open interviews in the field, posing a few open questions to physicians and nurses [29]. The questions were determined and verified as part of discussions among the research group and also based upon the field observations. The field observational studies were carried out with the acceptance of the department’s management. The nurses and physicians who were involved in the video-consulted patient rounds in different ways, such as planning, scheduling, and discussions of content in the actual consultations, were observed. The observations were carried out in 2 ways inspired by James Spradley’s description of moderate participation and passive participation [30]. Moderate participation was carried out as the first and second authors conducted observations of all sessions with video-consulted patient rounds. Before and after the patient rounds, both authors carried out small open interviews, gaining understanding of the participants’ thoughts and experiences in addition to the observations. In addition, passive participation was applied in relation to video-consulted patient rounds. First and second authors listened and observed the work of health care professionals by being present in the conference room, the hallway, the offices, and in the hospital rooms. As Spradley outlines, these observations gave firsthand knowledge of and insight into verbal and nonverbal statements and actions [30]. For each day, field notes were taken as keywords and were later in the same day transcribed into continuous text to secure correct recall [28].

**Focus Groups**

In addition to the field observational studies, focus groups were conducted in January 2018. We chose focus groups as they allow the researcher to obtain knowledge from the interactions between the participants, and we wanted to mobilize associations where the dynamics between the participants contribute to creation of narratives and discussions about the use of video-consulted patient rounds [28]. Focus groups were built around the specific topic, video-consulted patient rounds, and the interaction in the group facilitated discussions about the use of technology to enable the participation of relatives [28]. A semistructured interview guide with open questions and tasks guided the focus groups. Each focus group interview was split into 2 parts. First, the participants were asked to write down 3 positive and negative thoughts about video-consulted patient rounds with relatives and afterward they discussed their opinions. Second, participants were introduced to quotes spoken by relatives concerning video-consulted patient rounds and the following discussions started with the participants’ thoughts about the quotes.

Special effort was put into creating the groups, as groups that were too homogeneous risked a lack of interaction and groups that were too heterogeneous risked larger disagreements [31]. The first author facilitated the sessions located in a conference room at the hospital. The second author was present as an observer, writing field notes and validating the content of the discussion.

**Ethical Considerations**

In accordance with the Helsinki Declaration and the Ethical Guidelines for Nursing Research in the Nordic countries, the participants were informed both orally and in writing, and we obtained written consent [32]. All participants received an information letter describing the aim and focus of the project. They were informed about their right to withdraw from the study, at any time, without consequences, and that their data would be anonymized. Furthermore, participants agreed to show respect and confidentiality about statements made during the focus group. Pictures taken during the sessions were only used with written consent from the participants. According to Danish legislation at the time of this study, the study did not need ethical approval or approval from the National Committee on Health Research Ethics. The study is registered with the Danish Data Protection Agency (17/43851). The data are stored in SharePoint (Microsoft Corporation).

**Data Analysis**

In accordance with the qualitative research approach, the transcripts were analyzed using the detailed 6 step guide for IPA provided by Smith and Osborn [33] as shown in Textbox 1. IPA is phenomenological in that it concerns exploring experiences in its own terms and adds the ideographic and hermeneutical philosophy to interpret a small sample size [33].

Going through the initial focus group data and initial observational data required different processes as the interpretations were being derived from different positions. Data from focus group interviews emerged directly from the participant’s spoken words, whereas data from the field observations occurred as a product of the first and second authors’ observations and preunderstandings. Therefore, the first and second authors handled steps 1 to 4 in the IPA process separately for each dataset. This analytical process involved reading the transcripts several times, followed by open coding with a focus on the descriptive comments, leading to superordinate themes [33]. To ensure that the participants’ experiences were adequately represented in the themes, data were continuously checked throughout the entire process. The first and second author read the transcripts separately, followed by discussions to identify themes and codes in the data. From the list of superordinate themes, 3 main themes were derived
from patterns across the focus group interviews combined with the field observations. Synthesizing the data at step 6 was considered to supplement and validate the results of the analysis by underlying equivalence and differences. To ensure identification of convergence and divergence in the data, themes were arranged using NVivo 11 (QSR International).

**Results**

**Description of the Participants**

In total, 12 health care professionals were approached and we obtained informed consent from 9 to participate in the focus group interviews. The 3 health care professionals who did not attend the focus groups had busy schedules. The population of participants consisted of 7 nurses and 2 physicians, 3 men and 6 women aged between 24 and 60 years, and their professional experience ranged between 6 months and 25 years (Table 1).

Field observational studies were conducted for a total of 15 days, which yielded a total of 75 hours of observation. A total of 8 short open interviews were carried out with physicians, nurses, and staff from the department’s management. In total, 14 sessions of video-consulted patient rounds were observed, and 15 pages of field notes written. On the basis of IPA, 3 main themes were derived from patterns across the focus group interviews, field notes, and transcripts of short open interviews. The themes are as follows (Table 2):

1. Relatives can qualify the conversation.
2. Is it a patient round or a family round?
3. Just one more thing on the to-do list.

**Relatives Can Qualify the Conversation**

This theme was derived from consistent expressions by physicians and nurses concerning relatives’ positive impact during patient rounds, which was a universal assumption at the department. Health care professionals described the relatives’ involvement as a resource for obtaining useful information, helping the patient to remember important information and to follow up on, for example, changes in the medical treatment:

*The physician talks about new medication, the patient looks at his daughter at the screen, he looks confused. The daughter says that she will pick it up at the pharmacy and bring it to his home after discharge.*

[Field note, December 13, 2017]

Furthermore, health care professionals experienced great willingness by the relatives to participate and take responsibility for the information given at the patient rounds. Health care professionals experienced that using telehealth to enable participation by relatives reduced the number of misunderstandings during the hospitalization and reduced stress among both patients and relatives:

*Many misunderstandings are reduced or prevented when relatives participate* [Nurse, 26 years]

The technology made it possible for the relatives to extend the conversation further by making corrections, for example, of what was realistic after discharge. In this context, health care professionals experienced that the visual contact was an improvement compared with a phone, because of the possibility to visualize the patient’s home:

*The relative could walk around in the patient’s living room with the camera. That way we are able to see and direct focus on the challenges with for example mobilization after discharge.* [Nurse, 43 years]

The technology made it possible to deliver information related to treatment and care to the relative on the same day they were given to the patient, instead of waiting for several days until the relative could be physically present or reached by phone:

*Specific details about the discharge are arranged, and the relative contributes with clarifying information, which the patient was not able to remember. The patient looks at her daughter at the screen and smiles, she looks relieved.* [Field note, November 20, 2017]

Health care professionals described how the technology made it possible to involve cross-sectional collaborators, for instance, rehabilitation homes, simultaneously with the participation of the relative:

*The staff at the rehabilitation home was able to see him and talk to him. Moreover, they met his wife virtually and talked to her. It sounded like some of the wife’s concerns disappeared.* [Nurse, 54 years]

Health care professionals experienced that this way of preparing discharges could minimize anxiety related to the discharge for both the patient and the relative.

**Is it a Patient Round or a Family Round?**

In general, health care professionals experienced video consultation as a possible way of accommodating participation by both patients and relatives in treatment and care.

*This is a good way of getting knowledge about the relatives too.* [Short open interview with manager, January 6, 2018]

Although the health care professionals recognized the opportunities in involving both relatives and patients in the consultation, they also emphasized that they unintentionally directed their focus toward the tablet screen and indirectly the relative, rather than focusing on the patient. They did not feel comfortable using the new technology, mostly because they felt challenged by the amount of attention they had to direct at the relative behind the screen:

*I think that it’s difficult to turn my focus away from the screen, suddenly you are at risk of forgetting the patient. It’s important for me that we talk directly to the patient... but of course we should listen to the relative too.* [Nurse, 26 years]
Table 1. Sociodemographics of health care professionals (n=9) in a Danish study of video-consulted patient rounds at a cancer department.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Sociodemographics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Profession, n</td>
<td>Nurse</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Physician</td>
<td>2</td>
</tr>
<tr>
<td>Age (years)&lt;sup&gt;a&lt;/sup&gt;, mean</td>
<td>Nurse</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>Physician</td>
<td>46</td>
</tr>
<tr>
<td>Professional experience (years)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;5 years</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>&gt;5 years</td>
<td>5</td>
</tr>
<tr>
<td>Number of participations in patient rounds, mean</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Range: 24 to 60 years.
<sup>b</sup>Range: 4 months to 22 years.

Table 2. From superordinate themes to 3 main themes in a Danish study investigating telehealth in patient rounds.

<table>
<thead>
<tr>
<th>Main themes</th>
<th>Examples of superordinate themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>First theme</td>
<td>Easy access to information</td>
</tr>
<tr>
<td></td>
<td>Recognizable technology</td>
</tr>
<tr>
<td></td>
<td>Reduce misunderstandings</td>
</tr>
<tr>
<td>Second theme</td>
<td>Content of the conversation is important</td>
</tr>
<tr>
<td></td>
<td>Expectations from the relatives</td>
</tr>
<tr>
<td></td>
<td>The presence of the screen</td>
</tr>
<tr>
<td>Third theme</td>
<td>Being controlled by time is stressful</td>
</tr>
<tr>
<td></td>
<td>New workflows are difficult</td>
</tr>
<tr>
<td></td>
<td>High workload</td>
</tr>
</tbody>
</table>

In relation to the screen, the health care professionals stressed that it would require a period of time to learn how to use the technology, which they perceived as a new coplayer. All participants agreed that the definition of the content in the conversation had great importance. That way they were able to establish a regulatory framework that still made it possible for them to plan their work, in spite of this new way to do patient rounds:

*This is new, and we have to learn to use it, and to define the content of the conversation. We also have to acknowledge that the rounds are held with focus on the patient.* [Physician, 43 years]

The health care professionals expressed the importance of matching expectations with relatives before their participation. This way, it would be clearly stated what the health care professionals were able to offer.

Health care professionals found that the solution was time-consuming and that it could result in them taking care of the needs expressed by relatives too, which they did not find themselves capable of:

*The conference room is filled; an interdisciplinary meeting is held. Some are standing up. The discussion is concerning the selection of patients to participate in video consulted patient rounds. One physician says: this way of doing patient rounds only takes the relatives into account. Not the patients. Another physician says, it could be time-consuming involving the family. Nurses and managerial staff are silent.* [Field note, December 19, 2017]

Nurses and physicians experienced that for the video-consulted patient rounds to be a success, they must have a clearly defined structure and definition of content in the conversation, which everybody in the department agrees to follow.

**Just One More Thing on the To-Do List**

The majority of the health care professionals found the technology easy to use and recognizable from their everyday
lives, using FaceTime or Skype. However, when image or sound quality failed one or more times during some sessions, it felt stressful and caused inconvenient disruptions to the conversation.

These interruptions were time-consuming and required health care professionals to have technical skills to be able to resolve the issues. This was a contributory reason for not arranging this type of patient rounds often.

Even though the technical solution is easy... The fact that I know from the beginning of the day that I’m responsible for the preparations - it’s just one more thing to do in a busy schedule. [Nurse, 25 years]

Video-consulted patient rounds required a new way of organizing work, which was perceived as difficult and resistance to change was seen in more situations:

A health care professional says at the morning conference, that it would be nice if work was like in the old days. There’s silence in the room. The health care professional continues; “in the old days I only had to do patient rounds, not all these new things”. The majority of the health care professionals nod their heads, the managerial staff too. [Field note, November 20, 2017]

The nurses experienced a great responsibility for the technical setup to be ready at the agreed time. The responsibility was not only for the tablet to be ready but also to ensure that the patient was ready, the relative had appeared live on the screen, and let the physicians know that everything was well-prepared:

You feel a great responsibility for everything to be ready, you don’t want to waste anyone’s time by them having to wait for you [Nurse, 25 years]

Health care professionals also expressed that if a consistent work structure regarding the video-consulted patient rounds was established, it could free up time. They predicted that it could reduce the number of phone calls from relatives in the evening shift and this would result in freeing up more time to care for the patient:

Because relatives can participate and therefore inform the whole family, it could save the nurse on the evening shift many phone calls, where she retells the written journal text from earlier that day. [Nurse, 60 years]

In both focus groups, health care professionals stressed that changing workflows was difficult because of their already high workload and in spite of introducing an easy-to-use technology, it required them to prioritize their assignments differently during the day.

Discussion

Principal Findings

This study identified a number of possibilities and barriers related to adopting a telehealth solution for including relatives. The overall finding was that health care professionals experienced the technology as a way to facilitate involvement of the patient’s family, although the relatives were not physically present. Moreover, it raised questions about whether this way of doing patient rounds could embrace the needs of both the patients and relatives. Time and change of work routines involving new technology were recognized as major barriers when implementing new technology involving relatives.

Family-Centered Care

One of this study’s main findings was health care professionals agreeing on the positive impact of relatives participating in the patient rounds, which they experienced as a qualification of the conversation. Their virtual presence was able to reduce misunderstandings in the information given about treatment and care, benefitting the patient, the family, and the health care professionals. This is consistent with a study concluding that by having the family join the patient rounds via telemedicine, resolutions of an issue where family input is very important can be expedited [16]. However, another finding in our study showed that health care professionals discussed where the focus should lie, with the patient or with the relative. This statement was met with different attitudes. Some considered the relative equal to the patient, allowing them to take active part in the conversation, whereas others prioritized the perspective of the patient. In line with these findings, a systematic review found that family-centered decisions are highly dependent on how health care professionals recognize the patient and the family as one unit of care, in addition to the communication and attitudes used in their presence [34]. The benefits of using video-consulted patient rounds were the possibilities of providing more family-centered care connected to an increasing understanding of the whole family, although the levels of support by health care professionals varied [13]. Initiation of family participation in patient rounds is often based on the culture and tendencies of the team doing the patient rounds. Focus on the best way of communicating as part of the culture among health care professionals is of great importance in relation to optimizing family participation [35]. In our study, the discussion regarding involving relatives virtually raised diverse topics and attitudes. On one hand, it was experienced as important and useful in treatment and care but, on the other hand, it raised a debate of how much influence the family should have during the patient rounds. Health care professionals stressed that, in future, this would require an agreement on and matching expectations of how to provide family-centered care.

Workload

In this study, both nurses and physicians found the technology easy to use; however, their workload played a significant role and, in some cases, seemed to overshadow the benefits of using the technology. They experienced it as just one more thing they had to offer in an already busy schedule. Moreover, they found that this solution was time-consuming. It required them to prioritize time to learn the new technology, attend the patient rounds at a predetermined time, and invest time in involving the relatives. These findings are compatible with the findings in a scoping review, which yielded 74 studies of adopting electronic health [14]. Lack of time and intense workload were significant barriers to the implementation of telehealth solutions. Telehealth was believed to take health care professionals away...
from well-known clinical tasks and place a greater workload onto them, which resulted in resistance to adopt [14]. Several studies argue that endorsement and clear visions from management are necessary if the staff is to be willing to invest extra time and effort in implementing new technologies [11,13]. In this study, the use of technology required a change in the existing work organization of the patient rounds for the health care professionals. This was due to the need for a specifically set time for doing patient rounds and also the involvement of relatives in the conversation. This indicates that many factors can have an impact on the success of technological information systems and that experiences of heavy workload and lack of time affect the possibility of adopting new work routines.

Organization

Our findings revealed that health care professionals experienced organizational changes when faced with implementation of the new technology. They were controlled by a rearranged time for attending the patient rounds, combined with different professions, depending on each other to be present at that time. Therefore, accommodating the family perspective was experienced as overruling their rights to organize their own work. It left them reluctant to adapt to the implementation of the technology. Mohammadzadeh et al aimed to explain key considerations in telehealth solutions relating to cancer care. They found that the organizational structure and management provide an environment that can have a strong influence on the adoption of new technology. The organizational culture among health care professionals must contain acceptance of the need to implement the technology [36]. A sense of urgency among employees is the first and most crucial step when transforming organizations and making changes happen [21]. If the staff does not feel a sense of urgency, changes are most likely to fail. To prevent that from happening, a group with enough commitment to lead the change through a clear vision is essential for the implementation to succeed [21]. This is also supported by Rising et al, who suggest the presence of clinician champions in the department to take care of concerns raised by late or nonadopters [11].

Double Change

Furthermore, the study discovered that health care professionals experienced the technology as easy to use, but the screen seemed to draw their attention and they would start focusing on the relative instead of the patient. They described an experience of indirectly having to choose between the patient and the relative and allowed the screen to affect them in that way. This was due to the presence of the relative through the screen that highlighted the relative and suppressed the focus on the patient. According to Ihde, technology does nothing in itself, but in the interaction with human beings, the technology can, as in our study, highlight the relative as the contact is mediated through technology [37]. Technologies are mediators of human experiences and practices, where a human’s behavior and attitude toward the technology will shape its usage patterns [38]. With this understanding, the technology in our study only represents a solution to facilitate a conversation, but the use of the technology was influenced and dependent on the perception of health care professionals who attended the patient rounds. The health care professionals emphasized that it required time to learn to use a new communication tool. This is in line with what Danbjörg et al found in their study of nurses’ experiences of using a new app to support parents after early discharge. They found that the nurses needed time to adapt to new ways of communicating when technology is involved. With time, they enhanced possibilities not only in using the technology as a communication tool but also in allowing observations and emotional support [39]. In this study the technology itself seemed to be the smallest part but the health care professionals experienced changes when adopting the new technical skills required for handling the technology. Changes were also observed as health care professionals had to rethink the way they usually interacted with relatives, and heavy workloads seemed to influence the amount of resistance that occurred when adopting the family-orientated telehealth solution. These factors required an organizational change for both nurses and physicians, affecting their previous possibilities to organize their own working day. What was expected as implementation of an easy-to-use technology became an extremely complex process, leading us to think that the complexity of the health care organizations cannot be ignored. It tells us that changing one thing will often bring along many changes, which might end up having extensive consequences for health care professionals in clinical practice. Many of these impacts are difficult to predict, which leads us to the introduction of the following figure (Figure 1). The figure illustrates elements regarding the complexity of implementing new technology.

Limitations and Strength

Our study is limited in using IPA as a research approach, because it requires that all the participants involved possess the necessary language as a tool to explain their experiences. Therefore, limitations in using IPA rely upon the validity of language. A small sample size often raises questions concerning representativeness and transferability of findings. Nevertheless, in IPA research, the aim is not to investigate what occurs in all settings, but to instead focus on the perceptions and understandings of a specific group within their setting [33,40]. Including participants who are colleagues could have affected the discussions by some participants, suppressing their opinions because of the internal dynamics among them. Both focus groups allowed every participant speaking time, and they all contributed in the interactions, which was the intended advantage of using focus groups. All quotes used in the Results section were member-checked by the individual participants, as a technique to improve accuracy and validity [41]. Mixing the methods and focus group interviews, as well as field observational studies, are considered the strength of this study. It allows statements from health care professionals to be supported and validated by observations leading to a broader understanding of the investigated phenomenon. This study also provided knowledge in an area with limited in-depth research—the use of telehealth with relatives in patient rounds.

http://www.jmir.org/2019/3/e12584/
Conclusions and Implications for Clinical Practice

In conclusion, this study illustrated that telehealth in relation to relatives is experienced by health care professionals as a possible way to facilitate participation of the patient’s relatives in patient rounds. Their virtual presence at patient rounds reduces misunderstandings and improves decisions about treatment and care. It became clear that introducing telehealth with relatives required changes making an impact on health care professionals in more ways than one. We identified a double change, not only a change in using technology but also a change that had consequences for the health care professionals’ work routines in connection with workload, culture, and organization.

This study gave insight into the implementation of telehealth involving relatives that relies upon many factors because of the complexity in the health care organization. We learned that changes must be planned carefully into the existing organization structures, as a small change affects changes on many levels across the organization. Moreover, telehealth with relatives improves access to health care and quality in patient rounds because it may empower patients and relatives by providing more individualized information, treatment, and care.
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Abstract

Background: Decreased ambient temperature significantly increases office blood pressure, but few studies have evaluated the effect of ambient temperature on home blood pressure.

Objective: We aimed to investigate the relationship between short-term ambient temperature exposure and home blood pressure.

Methods: We recruited patients with chronic cardiovascular diseases from a telehealth care program at a university-affiliated hospital. Blood pressure was measured at home by patients or their caregivers. We obtained hourly meteorological data for Taipei (temperature, relative humidity, and wind speed) for the same time period from the Central Weather Bureau, Taiwan.

Results: From 2009 to 2013, we enrolled a total of 253 patients. Mean patient age was 70.28 (SD 13.79) years, and 66.0% (167/253) of patients were male. We collected a total of 110,715 home blood pressure measurements. Ambient temperature had a negative linear effect on all 3 home blood pressure parameters after adjusting for demographic and clinical factors and antihypertensive agents. A 1 °C decrease was associated with a 0.5492-mm Hg increase in mean blood pressure, a 0.6841-mm Hg increase in systolic blood pressure, and a 0.2709-mm Hg increase in diastolic blood pressure. This temperature effect on home blood pressure was less prominent in patients with diabetes or hypertension. Antihypertensive agents modified this negative effect of temperature on home blood pressure to some extent, and angiotensin receptor blockers had the most favorable results.

Conclusions: Short-term exposure to low ambient temperature significantly increased home blood pressure in patients with chronic cardiovascular diseases. Antihypertensive agents may modify this effect.

(J Med Internet Res 2019;21(3):e12369) doi:10.2196/12369
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**Introduction**

**Background**

Exposure to extreme temperatures, either high or low, is known to significantly increase mortality, and most temperature-attributable death is due to low, rather than high, ambient temperatures [1,2]. A previous study also documented the short-term effects of ambient temperature on morbidity from noncommunicable diseases [3]. Since it was first reported by Rose in 1961 [4], seasonal variation in blood pressure has been observed by many investigators, and this phenomenon is evident in a variety of patient populations [5,6]. Later studies confirmed that ambient temperature contributes to this phenomenon, and that decreased ambient temperature significantly increases office blood pressure [7-10]. Hypertension is an important risk factor for many cardiovascular diseases [11-13], and thus ambient temperature–associated fluctuations in blood pressure may be the underlying mechanism driving increased mortality and morbidity.

Recently, a Japanese study showed that home blood pressure (HBP) may be an even more important parameter than office blood pressure for predicting future coronary artery disease (CAD) and stroke events [14]. Few studies have investigated seasonal variations in HBP, and the existing studies have been on a small scale and examined elderly normotensive participants as the patient populations [15,16]. A recent large-scale Japanese population study using a Web-based platform also confirmed seasonal variations in HBP [17].

**Objective**

We aimed to investigate the relationship between short-term ambient temperature exposure and HBP in patients with chronic cardiovascular diseases using a Web-based platform.

**Methods**

**Study Design**

This was a single-center, retrospective study and was approved by the Institutional Review Board of National Taiwan University Hospital, Taipei, Taiwan. We obtained informed consent from all participants.

**Patient Population**

We conducted this study from January 2009 to December 2013 at the Telehealth Center of National Taiwan University Hospital. Patients older than 20 years with chronic cardiovascular diseases who were receiving telehealth care at our telehealth center were enrolled in the study group. Chronic cardiovascular diseases included (1) CAD with or without percutaneous coronary intervention, (2) prior myocardial infarction (MI), (3) heart failure, (4) peripheral artery disease, (5) prior stroke, and (6) hypertension. Patients who did not reside in Taipei during the study period were excluded. The decision on whether to receive the telehealth program was made by patients, their caregivers, or both.

**Telehealth Care Program**

According to the classification of 4 generations of telemedicine in heart failure proposed by Anker et al [18], the telehealth care program used in this study was a fourth-generation telehealth program: it was a synchronized and integrated remote management program for chronic medical conditions. The internet-based platform was developed by the Graduate Institute of Biomedical Electronics and Bioinformatics, National Taiwan University, Taiwan. The program details have been reported previously [19-22]. Briefly, the telehealth program consisted of 4 key components: (1) biometric data, including single-lead electrocardiography, blood pressure, heart rate, and oxygen saturation, were transmitted from the patients’ devices to our telehealth center daily and on demand; (2) nurse case managers telephoned patients or caregivers daily and on demand for communication and health promotion; (3) full-time nurse case managers and cardiologists were in charge of patient care 24 hours a day; and (4) long-term medications and management were discussed with the patients’ primary care physicians after any acute event. The telehealth program bridged acute care and home care and emphasized education, prevention, and early detection of clinical deterioration.

**Data Collection**

We obtained all demographic and clinical data, including the prescription of antihypertensive agents, from the electronic database of the hospital. Chronic disease diagnosis was based on the electronic database. Blood pressure and other biometric parameters were measured at home by patients or their caregivers, and data were instantaneously transmitted to the hospital server for storage and analysis. In general, patients and caregivers were advised to take measurements twice daily, with the first measurement being in the morning before eating or taking any medications and the second being in the evening. However, each patient chose their own time of day and time interval to measure their blood pressure based on their own habits. The specific model of sphygmomanometer used in this study was the AViTA BPM65ZB (AViTA Corporation, New Taipei City, Taiwan), which is an electronic digital upper arm blood pressure monitor. We obtained hourly meteorological data for Taipei (temperature, relative humidity, and wind speed) for the same time period as the study from the Central Weather Bureau, Taiwan.

**Statistical Analysis**

We performed statistical analyses using R version 3.4.2 software (R Foundation). For the statistical tests, we considered a 2-sided $P \leq 0.05$ to be statistically significant. The distributional properties of continuous variables are expressed as mean (standard deviation), and categorical variables are presented as frequency and percentage. In the univariate analysis, we examined the differences in the distributions of continuous variables and categorical variables between male and female participants using Wilcoxon rank sum tests and Fisher exact tests, respectively.

We conducted the multivariate analysis by fitting multiple linear regression models to estimate the adjusted effects of age, sex, comorbidities, heart rate, antihypertensive drugs, seasons, and other factors.
meteorological factors (see below), and other predictors on 3 continuous outcomes: (1) mean blood pressure (MBP), (2) systolic blood pressure (SBP), and (3) diastolic blood pressure (DBP). Since antihypertensive drug use and meteorological factors varied over time, we defined and included the following 2 groups of time-dependent covariates in our linear regression analyses:

- **Antihypertensive drugs:** of the 6 frequently used categories of antihypertensive drugs (angiotensin converting enzyme inhibitors [ACEIs], angiotensin receptor blockers [ARBs], calcium channel blockers [CCBs], alpha-blockers [ABs], beta-blockers [BBs], and diuretics), we evaluated the antihypertensive drug categories and the number of categories of antihypertensive drugs used on the day of blood pressure measurement.

- **Meteorological factors:** we considered hourly averaged temperature, relative humidity, and wind speed within the hour of blood pressure measurement; daily highest and lowest temperatures; highest and lowest temperatures in the 12 hours prior to blood pressure measurement; highest and lowest temperatures in the 24 hours prior to blood pressure measurement; difference between the highest and lowest daily temperature; difference between the highest and lowest temperature in the 12 hours prior to blood pressure measurement; and difference between the highest and lowest temperature in the 24 hours prior to blood pressure measurement.

More statistical details can be found in Multimedia Appendix 1.

**Results**

**Patient Population and Demographics**

From January 2009 to December 2013, a total of 253 patients who participated in the Telehealth Care Program of National Taiwan University Hospital who had complete demographic and clinical data were enrolled in the study. We collected a total of 110,715 blood pressure measurements in the database during the study period. The demographic and clinical data are summarized in Table 1 (per patient) and Table 2 (per measurement). Briefly, the mean patient age was 70.28 (SD 13.79) years, and 66.0% (167/253) of patients were male. Hypertension was diagnosed in 61.7% (156/253) of patients, diabetes mellitus in 32.8% (83/253), heart failure in 30.4% (77/253), prior stroke in 14.2% (36/263), and CAD in 57.3% (145/253). Mean hourly averaged temperature was 23.43 (SD 5.69) °C, and the mean relative humidity was 72.28 (SD 9.95)%. The mean wind speed was 2.47 (SD 1.60) m/s. The mean temperature differences in the past 12 and 24 hours were 3.71 (SD 2.32) °C and 5.72 (2.60) °C, respectively (Table 2).

**Antihypertensive Agents**

The most frequently used antihypertensive agent class was diuretics (45,526/110,715, 41.12%), followed by ARBs (41,465/110,715, 37.45%), CCBs (29,923/110,715, 27.03%), and ABs (23,107/110,715, 20.87%; Table 2).

**Multivariate Analysis**

We conducted multivariate analysis by fitting multiple linear regression models to estimate the adjusted effects of age, sex, hypertension, diabetes mellitus, cancer, atrial fibrillation, congestive heart failure, CAD, prior MI, prior stroke, peripheral artery disease, heart rate, the 6 categories of antihypertensive drugs, seasons, the 12 meteorological factors, and other potential predictors on 3 continuous outcomes: (1) SBP, (2) DBP, and (3) MBP. Since patients’ use of antihypertensive drugs and meteorological factors varied over time, we defined and computed both as time-dependent covariates in these 3 regression analyses. Tables 3 and 4, and Multimedia Appendix 2 display the 3 fitted multiple final linear regression models of mean SBP (mm Hg), DBP (mm Hg), and MBP (mm Hg), respectively. As Figures 1-4 show, we determined the cutoff point(s) for discretizing continuous covariates with nonlinear effects on mean SBP (mm Hg) objectively using the corresponding generalized additive model plots during the stepwise variable selection procedure. We applied the same approach to regression analyses of DBP (mm Hg) and MBP (mm Hg), and the generalized additive model plots are shown in Figures 5-8 and Multimedia Appendix 3, respectively.
### Table 1. Demographic and clinical characteristics of the 253 patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Male</th>
<th>Female</th>
<th>All patients</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size, n (%)</td>
<td>167 (66.0)</td>
<td>86 (34.0)</td>
<td>253 (100)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>68.73 (13.54)</td>
<td>73.31 (13.84)</td>
<td>70.28 (13.79)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Hypertension, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>68 (40.7)</td>
<td>29 (33.7)</td>
<td>97 (38.3)</td>
<td>.34</td>
</tr>
<tr>
<td>Yes</td>
<td>99 (59.3)</td>
<td>57 (66.3)</td>
<td>156 (61.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes mellitus, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>113 (67.7)</td>
<td>57 (66.3)</td>
<td>170 (67.2)</td>
<td>.89</td>
</tr>
<tr>
<td>Yes</td>
<td>54 (32.3)</td>
<td>29 (33.7)</td>
<td>83 (32.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Atrial fibrillation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>138 (82.6)</td>
<td>65 (75.6)</td>
<td>203 (80.2)</td>
<td>.19</td>
</tr>
<tr>
<td>Yes</td>
<td>29 (17.4)</td>
<td>21 (24.4)</td>
<td>50 (19.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Congestive heart failure, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>119 (71.3)</td>
<td>57 (66.3)</td>
<td>176 (69.6)</td>
<td>.47</td>
</tr>
<tr>
<td>Yes</td>
<td>48 (28.7)</td>
<td>29 (33.7)</td>
<td>77 (30.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Coronary artery disease (CAD) and myocardial infarction (MI), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>No CAD</td>
<td>61 (36.5)</td>
<td>47 (54.7)</td>
<td>108 (42.7)</td>
<td></td>
</tr>
<tr>
<td>CAD without prior MI</td>
<td>72 (43.1)</td>
<td>32 (37.2)</td>
<td>104 (41.1)</td>
<td></td>
</tr>
<tr>
<td>CAD with prior MI</td>
<td>34 (20.4)</td>
<td>7 (8.1)</td>
<td>41 (16.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Prior stroke, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>No</td>
<td>145 (86.8)</td>
<td>72 (83.7)</td>
<td>217 (85.8)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (13.2)</td>
<td>14 (16.3)</td>
<td>36 (14.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Peripheral artery disease, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>No</td>
<td>152 (91.0)</td>
<td>81 (94.2)</td>
<td>233 (92.1)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (9.0)</td>
<td>5 (5.8)</td>
<td>20 (7.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Cancer, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>150 (89.8)</td>
<td>68 (79.1)</td>
<td>218 (86.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (10.2)</td>
<td>18 (20.9)</td>
<td>35 (13.8)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated using the Wilcoxon rank sum test for continuous variables and the Fisher exact test for categorical variables.

<sup>b</sup>N/A: not applicable.

**Multimedia Appendix 2** presents the fitted multiple linear regression model of mean MBP (mm Hg) as a linear equation for outcome prediction. Hourly averaged temperature (°C) within the hour of blood pressure measurement had a negative relationship with the mean value of MBP with a slope of −0.55 mm Hg/°C (Multimedia Appendix 3), but this negative slope was modified to some extent by the covariates hypertension, diabetes, ACEIs, ARBs, CCBs, and diuretics, which are the so-called effect modifiers in the epidemiological and statistical literature. In Tables 3 and 4, the fitted multiple linear regression models modeling mean SBP (mm Hg) and DBP (mm Hg), respectively, can be interpreted in the same manner.

**Effects of Meteorological Factors on Home Blood Pressure**

Hourly averaged temperature had a linear negative effect on all 3 HBP parameters, so lower temperature resulted in higher HBP. The temperature difference between the maximum and minimum in the 12 hours prior to blood pressure measurement had a positive effect on MBP and DBP (ie, a larger temperature difference resulted in higher MBP and DBP), but the effect was not significant for SBP. Relative humidity and wind speed had nonlinear effects on HBP, as shown in the generalized additive model plots (Figures 1-4 for SBP, Figures 5-8 for DBP, and Multimedia Appendix 3 for MBP).
Table 2. Demographic and clinical characteristics of the 110,715 blood pressure observations from the 253 patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Male (n=167)</th>
<th>Female (n=86)</th>
<th>All patients (n=253)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations, n (%)</td>
<td>75,578 (68.26)</td>
<td>35,137 (31.74)</td>
<td>110,715 (100)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>72.19 (12.87)</td>
<td>79.82 (10.23)</td>
<td>74.61 (12.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean blood pressure (mm Hg), mean (SD)</td>
<td>106.33 (12.95)</td>
<td>108.06 (13.57)</td>
<td>106.88 (13.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD)</td>
<td>125.08 (16.43)</td>
<td>127.73 (16.76)</td>
<td>125.92 (16.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), mean (SD)</td>
<td>68.83 (11.85)</td>
<td>68.72 (11.65)</td>
<td>68.79 (11.79)</td>
<td>.002</td>
</tr>
<tr>
<td>Heart rate (beats/min), mean (SD)</td>
<td>68.73 (12.43)</td>
<td>73.32 (11.92)</td>
<td>70.18 (12.46)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Antihypertensive drugs used on the day of blood pressure measurement

<table>
<thead>
<tr>
<th></th>
<th>Male (n=167)</th>
<th>Female (n=86)</th>
<th>All patients (n=253)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of categories of used antihypertensive drugs, mean (SD)</td>
<td>1.33 (1.08)</td>
<td>1.50 (1.11)</td>
<td>1.39 (1.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1. Angiotensin converting enzyme inhibitors, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>73,250 (96.92)</td>
<td>33,922 (96.54)</td>
<td>107,172 (96.80)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2,328 (3.08)</td>
<td>1,215 (3.46)</td>
<td>3,543 (3.20)</td>
<td></td>
</tr>
<tr>
<td>2. Angiotensin receptor blocker, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>49,161 (65.05)</td>
<td>20,089 (57.17)</td>
<td>69,250 (62.55)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>26,417 (34.95)</td>
<td>15,048 (42.83)</td>
<td>41,465 (37.45)</td>
<td></td>
</tr>
<tr>
<td>3. Calcium channel blockers, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>56,953 (75.36)</td>
<td>23,839 (67.85)</td>
<td>80,792 (72.97)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>18,625 (24.64)</td>
<td>11,298 (32.15)</td>
<td>29,923 (27.03)</td>
<td></td>
</tr>
<tr>
<td>4. Alpha-blockers, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>66,043 (87.38)</td>
<td>34,707 (98.78)</td>
<td>100,750 (91.00)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9,535 (12.62)</td>
<td>430 (1.22)</td>
<td>9,965 (9.00)</td>
<td></td>
</tr>
<tr>
<td>5. Beta-blockers, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>No</td>
<td>59,982 (79.36)</td>
<td>27,626 (78.62)</td>
<td>87,608 (79.13)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15,596 (20.64)</td>
<td>7,511 (21.38)</td>
<td>23,107 (20.87)</td>
<td></td>
</tr>
<tr>
<td>6. Diuretics, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>47,422 (62.75)</td>
<td>17,767 (50.57)</td>
<td>65,189 (58.88)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>28,156 (37.25)</td>
<td>17,370 (49.44)</td>
<td>45,526 (41.12)</td>
<td></td>
</tr>
</tbody>
</table>

Season, n (%)

<table>
<thead>
<tr>
<th>Season</th>
<th>Male (n=167)</th>
<th>Female (n=86)</th>
<th>All patients (n=253)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring</td>
<td>16,243 (21.49)</td>
<td>7,870 (22.40)</td>
<td>24,113 (21.78)</td>
<td></td>
</tr>
<tr>
<td>Summer</td>
<td>18,929 (25.05)</td>
<td>8,851 (25.19)</td>
<td>27,780 (25.09)</td>
<td></td>
</tr>
<tr>
<td>Fall</td>
<td>22,143 (29.30)</td>
<td>9,963 (28.36)</td>
<td>32,106 (29.00)</td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>18,263 (24.16)</td>
<td>8,453 (24.06)</td>
<td>26,716 (24.13)</td>
<td></td>
</tr>
</tbody>
</table>

Meteorological factors, mean (SD)

<table>
<thead>
<tr>
<th>Meteorological factor</th>
<th>Male (n=167)</th>
<th>Female (n=86)</th>
<th>All patients (n=253)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hourly averaged temperature (°C)</td>
<td>23.45 (5.69)</td>
<td>23.39 (5.69)</td>
<td>23.43 (5.69)</td>
<td>.21</td>
</tr>
<tr>
<td>Hourly averaged relative humidity (%)</td>
<td>72.28 (9.96)</td>
<td>72.28 (9.94)</td>
<td>72.28 (9.95)</td>
<td>.95</td>
</tr>
<tr>
<td>Hourly averaged wind speed (m/s)</td>
<td>2.48 (1.60)</td>
<td>2.46 (1.60)</td>
<td>2.47 (1.60)</td>
<td>.09</td>
</tr>
<tr>
<td>Daily maximum temperature (°C)</td>
<td>26.60 (6.24)</td>
<td>26.59 (6.28)</td>
<td>26.59 (6.25)</td>
<td>.86</td>
</tr>
<tr>
<td>Daily minimum temperature (°C)</td>
<td>20.90 (5.05)</td>
<td>20.89 (5.09)</td>
<td>20.90 (5.06)</td>
<td>.83</td>
</tr>
<tr>
<td>Difference between daily maximum and daily minimum temperatures (°C)</td>
<td>5.70 (2.65)</td>
<td>5.70 (2.66)</td>
<td>5.70 (2.65)</td>
<td>.83</td>
</tr>
<tr>
<td>Maximum temperature in the 12 hours prior to blood pressure measurement (°C)</td>
<td>25.32 (6.12)</td>
<td>25.31 (6.15)</td>
<td>25.32 (6.13)</td>
<td>.72</td>
</tr>
</tbody>
</table>
Effect of Temperature Modified by Antihypertensive Agents on Home Blood Pressure

Antihypertensive agents significantly affected HBP measurements and may modify the effect of ambient temperature (Tables 3 and 4, and Multimedia Appendix 2) on blood pressure to some extent. Only ARBs, CCBs, and diuretics significantly modified the effect of temperature on SBP (Table 3). Use of ARBs and CCBs alleviated the negative effect of temperature on SBP (from $-0.6841 \text{ mm Hg/°C}$ to $-0.5523 \text{ mm Hg/°C}$ for ARBs and to $-0.6426 \text{ mm Hg/°C}$ for CCBs), but use of diuretics further increased the negative effect of temperature on SBP ($-2.2772 \text{ mm Hg/°C}$). For MBP, use of ACEIs, ARBs, and CCBs attenuated the negative effect of temperature, but use of diuretics potentiated the negative effect of temperature (Multimedia Appendix 2). For DBP, all antihypertensive agent classes increased the negative effect of temperature except for ARBs (Table 4). Therefore, only use of ARBs decreased the effect of temperature on all 3 HBP parameters.

Effect of Temperature Modified by Diabetes Mellitus or Hypertension on Home Blood Pressure

Interestingly, in patients with DM or hypertension, the effect of ambient temperature on HBP was less pronounced. Multimedia Appendix 4 shows a conditional effect plot of temperature on SBP for 65-year-old men with a history of CAD.
Table 3. Multivariate analysis of predictors for systolic blood pressure (SBP) by fitting a multiple linear regression model with the stepwise variable selection method.

| Covariate                                                                 | Parameter estimate | Standard error | t value | \( P > |t| \) |
|----------------------------------------------------------------------------|--------------------|----------------|---------|----------------|
| Intercept                                                                 | 118.7080           | 0.4070         | 291.6461| <.001          |
| Age (years)                                                               | 0.2346             | 0.0043         | 54.6593 | <.001          |
| Male                                                                      | 0.9285             | 0.1134         | 8.1917  | <.001          |
| CAD\(^a\) without MI\(^b\) vs no CAD                                     | 2.6639             | 0.1071         | 24.8780 | <.001          |
| CAD with MI vs no CAD                                                     | -1.4940            | 0.1634         | -9.1437 | <.001          |
| Congestive heart failure                                                 | -4.2668            | 0.1154         | -36.9753| <.001          |
| Peripheral artery disease                                               | -4.2366            | 0.1861         | -22.7713| <.001          |
| Cancer                                                                   | 3.9610             | 0.1377         | 28.7566 | <.001          |
| Hourly averaged temperature\(^c\) (°C)                                   | -0.6841            | 0.0092         | -74.0842| <.001          |
| Hypertension \(\times\) hourly averaged temperature\(^c\) (°C)          | 0.1488             | 0.0044         | 33.5195 | <.001          |
| Diabetes \(\times\) hourly averaged temperature\(^c\) (°C)             | 0.1776             | 0.0045         | 39.8797 | <.001          |
| Hourly averaged relative humidity\(^c\) ≤ 66.508% or hourly averaged relative humidity\(^c\) > 85.838% | 0.7227             | 0.0945         | 7.6479  | <.001          |
| Number of categories of used antihypertensive drugs\(^d\)               | 0.8770             | 0.1110         | 7.9004  | <.001          |
| ARB\(^d\) \(\times\) hourly averaged temperature\(^c\) (°C)           | 0.1318             | 0.0062         | 21.2490 | <.001          |
| ARB\(^d\) \(\times\) AB\(^d\)                                      | 6.9533             | 0.4036         | 17.2274 | <.001          |
| ARB\(^d\) \(\times\) BB\(^d\)                                      | 2.1025             | 0.2311         | 9.0969  | <.001          |
| ARB\(^d\) \(\times\) CCB\(^d\)                                     | -4.4110            | 0.2163         | -20.3951| <.001          |
| CCB\(^d\) \(\times\) hourly averaged temperature\(^c\) (°C)          | 0.0415             | 0.0074         | 5.6260  | <.001          |
| CCB\(^d\) \(\times\) AB\(^d\)                                      | -10.2323           | 0.3818         | -26.8019| <.001          |
| CCB\(^d\) \(\times\) BB\(^d\)                                      | -3.4101            | 0.2855         | -11.9423| <.001          |
| Diuretics\(^d\)                                                        | -1.7931            | 0.1632         | -10.9847| <.001          |
| Diuretics\(^d\) \(\times\) AB\(^d\)                                | 6.2103             | 0.2903         | 21.3900 | <.001          |

\(^a\)CAD: coronary artery disease.

\(^b\)MI: myocardial infarction.

\(^c\)Hourly averaged temperature, hourly averaged relative humidity, and hourly averaged wind speed were the readings within the hour of blood pressure measurement, and thus varied over time.

\(^d\)Daily use of any of the 6 categories of antihypertensive drugs—angiotensin converting enzyme inhibitors, angiotensin receptor blockers (ARB), calcium channel blockers (CCB), alpha-blockers (AB), beta-blockers (BB), and diuretics—were recorded and counted for all 253 patients. The listed antihypertensive drugs were those taken on the day of blood pressure measurement, and thus may have varied over time.
Table 4. Multivariate analysis of predictors for diastolic blood pressure (DBP) by fitting multiple linear regression model with the stepwise variable selection method.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Parameter estimate</th>
<th>Standard error</th>
<th>t value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>98.7106</td>
<td>0.2923</td>
<td>337.7143</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (years)</td>
<td>−0.3451</td>
<td>0.0030</td>
<td>−116.6101</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>−0.8468</td>
<td>0.0789</td>
<td>−10.7338</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CAD without MI vs no CAD</td>
<td>−0.5255</td>
<td>0.0736</td>
<td>−7.1373</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CAD with MI vs no CAD</td>
<td>−0.8580</td>
<td>0.1143</td>
<td>−7.5038</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>−0.6366</td>
<td>0.0812</td>
<td>−7.8369</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stroke</td>
<td>3.7983</td>
<td>0.0888</td>
<td>42.7668</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Peripheral artery disease</td>
<td>2.1644</td>
<td>0.1281</td>
<td>16.8949</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cancer</td>
<td>−0.5488</td>
<td>0.0946</td>
<td>−5.8035</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hourly averaged temperature(^c) (°C)</td>
<td>−0.2709</td>
<td>0.0074</td>
<td>−36.5555</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension * hourly averaged temperature(^c) (°C)</td>
<td>0.1151</td>
<td>0.0030</td>
<td>37.8255</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diabetes * hourly averaged temperature(^c) (°C)</td>
<td>0.0631</td>
<td>0.0030</td>
<td>20.6944</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hourly averaged relative humidity(^c) ≤55.953%</td>
<td>0.8000</td>
<td>0.0756</td>
<td>10.5798</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hourly averaged relative humidity(^c) &gt;80.318%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hourly averaged wind speed(^c) (m/s)</td>
<td>0.1549</td>
<td>0.0200</td>
<td>7.7402</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temperature difference between the maximum and minimum in the 12 hours prior to blood pressure measurement &gt;5.362°C</td>
<td>0.3597</td>
<td>0.0798</td>
<td>4.5053</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AB(^d) * hourly averaged temperature(^c) (°C)</td>
<td>−0.0709</td>
<td>0.0086</td>
<td>−8.2254</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ACEI(^d) * hourly averaged temperature(^c) (°C)</td>
<td>−0.0439</td>
<td>0.0097</td>
<td>−4.5262</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ARB(^d) * hourly averaged temperature(^c) (°C)</td>
<td>0.0740</td>
<td>0.0046</td>
<td>16.2087</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ARB(^d) * AB(^d)</td>
<td>3.7984</td>
<td>0.3048</td>
<td>12.4603</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ARB(^d) * BB(^d)</td>
<td>6.5456</td>
<td>0.1632</td>
<td>40.0987</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ARB(^d) * CCB(^d)</td>
<td>−4.0171</td>
<td>0.1504</td>
<td>−26.7066</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ARB(^d) * diuretics(^d)</td>
<td>−3.4974</td>
<td>0.1401</td>
<td>−24.9670</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BB(^d) * hourly averaged temperature(^c) (°C)</td>
<td>−0.0346</td>
<td>0.0044</td>
<td>−7.9548</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CCB(^d) * hourly averaged temperature(^c) (°C)</td>
<td>−0.0141</td>
<td>0.0053</td>
<td>−2.6683</td>
<td>.008</td>
</tr>
<tr>
<td>CCB(^d) * AB(^d)</td>
<td>2.0324</td>
<td>0.2695</td>
<td>7.5417</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CCB(^d) * ACEI(^d)</td>
<td>−11.8642</td>
<td>0.8327</td>
<td>−14.2472</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CCB(^d) * BB(^d)</td>
<td>−0.6426</td>
<td>0.1978</td>
<td>−3.2479</td>
<td>.001</td>
</tr>
<tr>
<td>CCB(^d) * diuretics(^d)</td>
<td>3.0658</td>
<td>0.1502</td>
<td>20.4120</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diuretics(^d) * hourly averaged temperature(^c) (°C)</td>
<td>−0.0329</td>
<td>0.0044</td>
<td>−7.4992</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diuretics(^d) * AB(^d)</td>
<td>−5.6251</td>
<td>0.2490</td>
<td>−22.5946</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diuretics(^d) * ACEI(^d)</td>
<td>2.8185</td>
<td>0.3888</td>
<td>7.2483</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)CAD: coronary artery disease.

\(^b\)MI: myocardial infarction.

\(^c\)Hourly averaged temperature, hourly averaged relative humidity, and hourly averaged wind speed were the readings within the hour of blood pressure measurement, and thus varied over time.

\(^d\)Daily use of any of the 6 categories of antihypertensive drugs—angiotensin converting enzyme inhibitors (ACEI), angiotensin receptor blockers (ARB), calcium channel blockers (CCB), alpha-blockers (AB), beta-blockers (BB), and diuretics—were recorded and counted for all 253 patients.
antihypertensive drugs were those taken on the day of blood pressure measurement, and thus may have varied over time.

**Figure 1.** Generalized additive model plot showing the relationship between systolic blood pressure (SBP) and the hourly averaged temperature.
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**Figure 2.** Generalized additive model plot showing the relationship between systolic blood pressure (SBP) and the temperature difference between maximum and minimum in the 12 hours prior to blood pressure measurement.
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Figure 3. Generalized additive model plot showing the relationship between systolic blood pressure (SBP) and the hourly averaged relative humidity.

Figure 4. Generalized additive model plot showing the relationship between systolic blood pressure (SBP) and the hourly averaged wind speed.
Figure 5. Generalized additive model plot showing the relationship between diastolic blood pressure (DBP) and the hourly averaged temperature.
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Figure 6. Generalized additive model plot showing the relationship between diastolic blood pressure (DBP) and the temperature difference between maximum and minimum in the 12 hours prior to blood pressure measurement.
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Figure 7. Generalized additive model plot showing the relationship between diastolic blood pressure (DBP) and the hourly averaged relative humidity.
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Figure 8. Generalized additive model plot showing the relationship between diastolic blood pressure (DBP) and the hourly averaged wind speed.

![Figure 8](image.png)

Discussion

Effect of Meteorological Factors on Home Blood Pressure

Both extremely high and low temperatures have been shown to increase mortality [2], but the underlying mechanism is not well understood. Seasonal variations in blood pressure have been well reported, and it was assumed to be one of the possible underlying mechanisms contributing to low-temperature–related mortality increases. However, most previous studies have been population or cross-sectional studies.

Hintsala et al reported that even short-term cold exposure increased central aortic blood pressure [23], and the underlying mechanism may be endothelial-dependent vasodilation [24]. HBP was recently found to be a more powerful predictor than office blood pressure of future cardiovascular events [14]. To the best of our knowledge, our study is the first to investigate the relationships among demographics, meteorological factors, medications, and HBP at the patient level. The study had a few important findings. HBP was significantly affected by meteorological factors. Of the meteorological factors we investigated, ambient temperature (hourly averaged temperature) was the most important and had a linear inverse relationship with all 3 of the HBP parameters. Kimura et al [15] and Imai
et al [16] reported seasonal HBP variations, but their participants were healthy normotensive elderly individuals and their studies comprised limited patient numbers [15,16]. Iwashori et al [17] also recently confirmed seasonal variations in HBP by using a nationwide Web-based databank in Japan, although effects on individual participants based on repeated measurement could not be investigated, as the study was a population study. Our study confirmed that temperature has an inverse linear effect on HBP in patients with chronic cardiovascular diseases. Moreover, the results showed that both absolute temperature and temperature difference affected HBP. Relative humidity and wind speed also had significant effects on HBP, and the relationships appear to be nonlinear.

**Effect of Temperature Modified by Antihypertensive Agents on Home Blood Pressure**

In this study, patients with a diagnosis of either diabetes mellitus or hypertension appeared to be more resistant to the effect of temperature on HBP. The true underlying mechanism remains unknown, but medications appear to play a role. Chen et al [10] reported that benazepril attenuated temperature-mediated blood pressure variations. We included the 6 most frequently used antihypertensive agent classes in the multivariate analysis and found that antihypertensive agents significantly modified the effect of temperature on HBP to some extent. However, the effect of each individual drug class was variable. Of the 6 classes of antihypertensive agents, ARBs appeared to have the most favorable outcome, as use of ARBs attenuated the negative effect of temperature on all 3 HBP parameters. On the other hand, use of diuretics appeared to potentiate the negative effect of temperature on HBP, as the slope increased for all HBP parameters. Although diuretics (thiazides) are still among the most frequently used antihypertensive agents in practice and are suggested by the current guidelines as one of the first-line agents [13], this study showed that patients taking diuretics were more sensitive to temperature changes. In this regard, ARBs may be the class of choice for patients whose blood pressure is more sensitive to ambient temperature.

The fact that ACEIs had no significant influence on HBP, in contrast to ARBs, was somewhat surprising. However, the number of patients taking ACEIs was very small, so the analysis in this study may not have had sufficient power to detect the true effect of ACEIs. On the other hand, the proportion of patients taking ARBs and diuretics was the largest of the various classes, and this may have increased the power of the analysis to find an effect.

**Impact on Health**

As the final multiple linear regression models shown in Tables 3 and 4 suggest, changes to any covariate in the regression model had positive and negative effects on mean SBP and DBP. While the values of the other covariates were held fixed, mean SBP increased by 0.6841 mm Hg (Table 3) and mean DBP increased by 0.2709 mm Hg (Table 4) within an hour due to a 1°C decrease in the hourly averaged environmental temperature. According to a meta-analysis, every 4-mm Hg reduction in SBP and 2-mm Hg reduction in DBP is sufficient to significantly reduce cardiovascular events [25]. The effect of temperature on HBP may thus have a huge impact on health. Additional longer-term outcome studies are warranted to confirm this phenomenon.

**Study Limitations**

This study was a retrospective registry with a relatively small number of patients. The patients all had chronic cardiovascular diseases with excellent adherence as they participated in a telehealth care program; thus, the study results should be extrapolated to other patient populations with caution. The ambient temperature was outdoor temperature in this study, and thus may have underestimated the true effect of indoor temperature. Previous studies have shown that both indoor and outdoor temperatures are inversely related to blood pressure, and there is a stronger association with indoor temperature than with outdoor temperature [8,26-29]. The true effect of indoor temperature on HBP should thus be more prominent.

We did not include medications other than antihypertensive agents, such as oral antidiabetic drugs and statins, in this analysis. As a result, whether these drugs also modify the effect of temperature on HBP is unknown. We also did not include other environmental factors such as air pollutants in this study. Moreover, although the patients and caregivers were advised to take measurements twice daily, patients and their caregivers chose their own time of day and time intervals to measure blood pressure. There may thus be heterogeneity across patients regarding measurement behavior and potential confounding effects.

Since the repeated measurements of SBP and DBP on the same patient were probably correlated, we could have applied the generalized estimating equations method to obtain robust estimates of standard errors for the estimated regression coefficients of the multiple linear regression models of SBP and DBP. However, we did not do so because the cluster sizes were too big (ie, many repeated measurements on some patients).

**Conclusions**

Short-term exposure to low ambient temperature significantly increased HBP in patients with chronic cardiovascular diseases, and antihypertensive agents could have modified this effect.
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Abstract

Background: The work of specialized palliative care (SPC) teams is often challenged by substantial amounts of time spent driving to and from patients’ homes and long distances between the patients and the hospitals.

Objective: Video consultations may be a solution for real-time SPC at home. The aim of this study was to explore the use of video consultations, experienced by patients and their relatives, as part of SPC at home.

Methods: This explorative and qualitative study included palliative care patients in different stages and relatives to use video consultations as a part of their SPC between October 2016 and March 2017. Data collection took place in the patients’ homes and consisted of participant observations followed by semistructured interviews. Inclusion criteria consisted of patients with the need for SPC, aged more than 18 years, who agreed to participate, and relatives wanting to participate in the video consultations. Data were analyzed with Giorgi’s descriptive phenomenological methodology.

Results: A number of patients (n=11) and relatives (n=3) were included and, in total, 86 video consultations were conducted. Patients participating varied in time from 1 month to 6 months, and the number of video consultations per patient varied from 3 to 18. The use of video consultations led to a situation where patients, despite life-threatening illnesses and technical difficulties, took an active role. In addition, relatives were able to join on equal terms, which increased active involvement. The patients had different opinions on when to initiate the use of video consultations in SPC; it was experienced as optional at the initiating stage as well as the final stage of illness. If the video consultations included multiple participants from the SPC team, the use of video consultations could be difficult to complete without interruptions.

Conclusions: Video consultations in SPC for home-based patients are feasible and facilitate a strengthened involvement and communication between patients, relatives, and SPC team members.

(J Med Internet Res 2019;21(3):e10208) doi:10.2196/10208
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Introduction

Background
Palliative care, according to the World Health Organization (WHO), aims to improve quality of life for patients and their families facing physical, psychosocial, or spiritual problems associated with life-threatening illnesses [1]. Specialized palliative care (SPC) is recommended for people suffering from life-threatening illnesses with complex palliative care needs. In 2015, cancer was the most common cause of death (n=15,953) in Denmark [2]. Internationally and in Denmark, patients with cancer represent the majority of patients receiving SPC [3,4]. In Denmark, from January 2010 to 2015, 9782 cancer patients, who died within this period, were referred to SPC [3].

In Denmark, as in several other European countries, SPC is provided at hospices, special palliative wards at hospitals, or in the patient’s own home by multidisciplinary SPC teams in collaboration with community nurses and general practitioners [5]. The work is often made difficult owing to long distances and the amount of time SPC teams spend driving to the patients’ homes [6,7]. Many consultations are conducted via telephone; however, the lack of nonverbal communication is a disadvantage as health care professionals overlook signs of treatable conditions or deteriorations [7]. Furthermore, relatives or community nurses usually take over telephone consultations when the patient’s illness progresses, which makes it difficult to maintain the relation between the SPC team and patient [7].

Objectives
The increasing use of telehealth in palliative care is generally accepted, given that increased home care is seen as the preferred option by both patients and health care professionals [8-10]. The first randomized controlled trial measuring the effectiveness of weekly SPC teleconsultations was conducted in Holland based on patient-experienced symptom burden [11]. The study concluded that adding weekly teleconsultations compared with usual palliative care led to higher reported symptom scores among patients with advanced cancer but also a high degree of satisfaction with telemedicine. Hoeck et al advised future research to focus on the potential impact of technology as on the patient’s sense of well-being and appropriate timing for teleconsultations [11].

A high level of user satisfaction was also reported in a systematic literature review from Chile, and the number of hospital admissions decreased by 66% and number of bed days by 77% after introducing video phone devices and text messaging in palliative care [12,13]. However, Denmark has yet to initiate the use of video consultations in the palliative care setting as only 1 Danish qualitative study has been conducted, where 17 health care professionals discussed the opportunities found in using telemedicine without trying it but expressed a preference for face-to-face contact for optimal communication with the patients [7].

Ahead of this study, a literature review of qualitative studies was conducted to explore how video consultations work between patients and their relatives, and health care professionals in SPC. In total, 8 studies were found. There is an increasing use of telemedicine in palliative care, and it seems to be effective in the care of patients with palliative needs [6,14]. An American study showed that pain management, coordination of care, and technical issues using technology were main topics being discussed between 4 interdisciplinary hospice teams and 12 caregivers for hospice patients during videoconferencing [15]. An early introduction leads to the most benefit; however, the technologies must be reliable, mobile, and easy to use [9,16]. The use of video favors the nonverbal communication of emotions, body language, and facial expressions of suffering and happiness [17]. In total, 18 patients receiving palliative care emphasized that being able to see one another’s facial expression and detect situational contexts allows them to be absorbed in a digital connectedness [18]. In the care of complex patients, teleconsultations allowed the health care professionals in primary and in specialized care teams to support each other when a concentrated direct interaction was performed [8].

However, the above studies did not explore the opportunities for patients and their relatives in the direct involvement in SPC with the health care professionals. Therefore, the purpose of this study was to clarify if, when, and how the use of video consultations is feasible in an SPC setting and to explore how patients in their own homes and with complex palliative needs and their relatives experience the use of video consultations.

Methods

Overview
This study was carried out as an explorative, qualitative study with the purpose of exploring the experiences connected to video consultations. A descriptive phenomenological approach and participant observations followed by semistructured interviews were used to investigate patient and relative experiences in the use of video consultations in SPC at home [19].

Video Consultation Intervention
This study was conducted from October 2016 to February 2017 and initiated by an SPC team at the Department of Oncology at a university hospital.

The included patients were consulted in their homes during initial home visits by an SPC team, who asked for consent to participate. The patients and their families were primarily in telephone contact with the SPC team nurse, who then consulted the SPC team physician, when necessary. Approximately once a week, a video consultation was set by the SPC team nurse and the patient. The technical application was a tablet used for one-way calls between patients, relatives, and the SPC team nurse. Each patient kept the tablet throughout the study period or until the terminal stage of illness occurred. Video consultations were initiated by 1 SPC nurse. Video calls were encrypted to secure confidential information. An app was developed for relatives to participate in group consultations. Supervision was available from the company supplying the tablets. A total of 7 tablets were available during the study (Figure 1).
Participants
In this study, 1 SPC team nurse recruited the patients.

The inclusion criteria include the following: patients with need for SPC, aged above 18 years, who agreed to participate and were willing to employ the tablet. Relatives were asked for participation when they occurred in the video consultations.

The exclusion criteria were patients who were too cognitively impaired to enter on their own and relatives who did not participate in video consultations.

Location, age, sex, diagnosis, relatives, and reason(s) for contacting the SPC team professionals were described to illuminate which patients and relatives were suitable for video consultations and how these took place.

Ethical Approval
Informed consent was obtained from all individual participants included in the study. The study is registered at the Danish Data Protection Agency (file number: 2012-52-0018). The date of approval was September 29, 2016. This study was executed according to the Declaration of Helsinki [20].

Data Collection
Participant observations were performed with regard to setting, behavior, and physical aspects, with inspiration from Spradley [21].

Interviews were carried out to gain firsthand information from patients and their relatives when participating in video consultations [22,23].

Participant observations were performed by one of the authors (KFF) during video consultations, directly followed by interviews, based on a semistructured interview guide (Multimedia Appendix 1). The immediate interview made it possible to question and elaborate on the observed consultation. Image-based data were used to document the setting where participants used video consultations [24]. Method triangulation was used to validate and improve the understanding of participants’ experience in using video consultations [25].

Data Analysis
Data analysis comprised 2 datasets: field notes from participant observations and interview transcripts. The observation guide and the interview guide were based on the research questions to create consistency. Interviews were audio recorded,
transcribed ad verbatim, and all data were saved in a secure database, SharePoint.

The 2 datasets were thematically coded and categorized using NVivo-11 (QSR International), and a checklist for consolidated criteria for reporting qualitative research was used for reporting the study [26]. Interview transcripts were analyzed using the phenomenological descriptive approach described in Giorgi’s 4 steps [27-29]. The steps have been illustrated in Textbox 1. Examples are provided in Textbox 2.

Field notes from participant observations were thematically coded and compared with the interview transcripts. Main themes arising from the data analysis are described in the following section.

Textbox 1. The 4 steps in Giorgi’s descriptive analysis in a qualitative study about video consultations in specialized palliative care in Denmark.

| Step 1 | To achieve an overall understanding, all transcribed material was read to reach the sense of the whole with maximum openness and by setting preunderstandings aside. |
| Step 2 | When knowledge in the material was reached, a slower rereading was made to conduct meaning units. Text unrelated to the experiences in use of video consultations was deleted. |
| Step 3 | A transformation of meaning units took place to create categories and concepts, which can express the meaning of interests from the researcher’s point of view. |
| Step 4 | To investigate the meaning units based on the research questions, to reveal the essential structure, and to synthesize the transformed meaning units into descriptive statements. |

Textbox 2. Examples of steps 2, 3, and 4 in the process of analysis as part of the main theme: video consultation strengthens communication despite technical difficulties.

Interview of Patient 3

Step 2: Meaning units described by patients
- When you speak with them on the phone, you have this feeling that they turn up their nose at you, like you are some hypochondriac [...] but when you sit in front of the screen you see their facial expression, they listen to what you have to say.

Step 3: Essential aspects described by researcher
- The patient felt misunderstood during a telephone consultation as the facial expressions were left out.

Step 4: Patients’ experiences
- The use of the video consultation made the patient feel safe as the visualization of the specialized palliative care team nurse gave a trustworthy relation

Results

Overview

From September 2016 to March 2017, 14 participants were included. The study period was extended for 1 month as we wished to generate more descriptive data according to multiple video consultations in the study period. Furthermore, the included patients, who wished to continue to use video consultations in their SPC, were given the option to keep the tablet.

In this study, 11 patients with complex palliative care needs (79%) 7 men and 4 women, aged 30 to 68 years and 3 relatives (21%) were included. The total number of video consultations (n=86) varied from 3 to 18 per patient during the study period as the patients were included throughout the period and had different needs for video consultations with the SPC team nurse (Table 1).

A total of 3 main themes emerged from the descriptive data analysis:
1. Becoming an active patient in own care.
2. Video consultation strengthens communication, despite technical difficulties.
3. Gaining access for relatives.
Table 1. Patient (n=11) and relative (n=3) characteristics of Danish participants in an explorative study about video consultations in specialized palliative care.

<table>
<thead>
<tr>
<th>Patient number and gender</th>
<th>Age, mean (n=59)</th>
<th>Diagnosis</th>
<th>Relative: Yes or No</th>
<th>Relatives included (n=3)</th>
<th>Video consultations (n=86) in the study period per patient (months)</th>
<th>Main topics in video consultation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient 1, male</td>
<td>64</td>
<td>Head and neck cancer</td>
<td>Yes</td>
<td>1 spouse, 1 daughter</td>
<td>13 October 2016 to March 2017 (6 months)</td>
<td>Pain relief</td>
</tr>
<tr>
<td>Patient 2, female</td>
<td>65</td>
<td>Bile duct cancer</td>
<td>No</td>
<td>_a</td>
<td>11 October 2016 to March 2017 (6 months)</td>
<td>Pain relief and nausea</td>
</tr>
<tr>
<td>Patient 3, male</td>
<td>63</td>
<td>Rectal cancer</td>
<td>No</td>
<td>_</td>
<td>18 November 2016 to March 2017 (5 months)</td>
<td>Pain relief</td>
</tr>
<tr>
<td>Patient 4, male</td>
<td>68</td>
<td>Prostate cancer</td>
<td>Yes</td>
<td>_</td>
<td>7 November 2016 to February 2017 (4 months)</td>
<td>Pain relief and dizziness</td>
</tr>
<tr>
<td>Patient 5, male</td>
<td>60</td>
<td>Prostate cancer</td>
<td>Yes</td>
<td>_</td>
<td>4 November 2016 to December 2016 (1 month)</td>
<td>Pain relief</td>
</tr>
<tr>
<td>Patient 6, female</td>
<td>64</td>
<td>Ovarian cancer</td>
<td>Yes</td>
<td>_</td>
<td>4 November 2016 to December 2016 (1 month)</td>
<td>Insomnia</td>
</tr>
<tr>
<td>Patient 7, male</td>
<td>30</td>
<td>Cystic fibrosis</td>
<td>Yes</td>
<td>_</td>
<td>9 January 2017 to March 2017 (3 months)</td>
<td>Nausea</td>
</tr>
<tr>
<td>Patient 8, female</td>
<td>67</td>
<td>Head and neck cancer</td>
<td>No</td>
<td>_</td>
<td>6 February 2017 to March 2017 (2 months)</td>
<td>Increased saliva</td>
</tr>
<tr>
<td>Patient 9, female</td>
<td>66</td>
<td>Lung cancer</td>
<td>No</td>
<td>_</td>
<td>6 January 2017 to March 2017 (2 months)</td>
<td>Pain relief and psychosocial</td>
</tr>
<tr>
<td>Patient 10, male</td>
<td>59</td>
<td>Lung cancer</td>
<td>Yes</td>
<td>1 spouse</td>
<td>3 February 2017 to March 2017 (2 months)</td>
<td>Dyspnea</td>
</tr>
<tr>
<td>Patient 11, male</td>
<td>47</td>
<td>Thymus cancer</td>
<td>No</td>
<td>_</td>
<td>5 February 2017 to March 2017 (2 months)</td>
<td>Pain relief</td>
</tr>
</tbody>
</table>

_No relatives participated._

Table 2. Cause of exclusion to participate in video consultations in specialized palliative care in Denmark.

<table>
<thead>
<tr>
<th>Cause of exclusion</th>
<th>Number of patients (n=18), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive impairment due to illness progression</td>
<td>3 (17)</td>
</tr>
<tr>
<td>High risk of death before startup</td>
<td>3 (17)</td>
</tr>
<tr>
<td>No use of video consultation due to hospital admission</td>
<td>1 (6)</td>
</tr>
<tr>
<td>No tablets available</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Lack of electronic skills</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Suicidal patient</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Hearing impairment</td>
<td>1 (6)</td>
</tr>
<tr>
<td>No desire for video consultations</td>
<td>3 (17)</td>
</tr>
</tbody>
</table>

_Becoming an Active Patient in Own Care_

A majority of the patients were familiar with using a tablet from their everyday lives.

In the study, the patients found the tablet easy to use, following an introduction:

_It’s so easy to use, it’s like she’s sitting right in front of you...I really think this is the future._ [Patient 4]

They were pleased that they could see the SPC team nurse on the screen during the video consultations when discussing different issues (Figure 2).

During the participant observations, it was notable that patients were prepared for upcoming video consultations as questions were written down or discussed with the community nurses or relatives:

_The tablet is placed on the dining table, so the patient’s wife and the community can see the screen. Notes were written for questions._ [Patient 5]

Although patients found the use of video consultations feasible in their contact to the SPC team nurse, they did not agree on when to start using the video consultation in relation to their physical conditions. Moreover, 1 patient found the use of video consultation more intense than using the telephone for consultations and did not find its use feasible later in her illness progression:

_I don’t think the tablet will help me later on as I’m getting worse. At that time, it will be the community nurses who take over because I will have more physical needs. Some things cannot be taken care of on a tablet._ [Patient 6]
Another patient found telephone consultations more convenient in relation to how her condition was at the time but figured that visual contact would be more beneficial for the SPC team nurse later on:

*Right now, I could just as easily talk to her (the SPC team nurse) on the phone as I could talk to her using video[...] Perhaps if I felt worse it[the video consultations] would be beneficial[for the SPC team nurse] as she would be able to consider my situation.* [Patient 2]

**Video Consultation Strengthens Communication, Despite Technical Difficulties**

A total of 3 patients were observed experiencing minor problems finding the correct button for activating the tablet or controlling the volume button:

*The patient seems insecure in how to start up the tablet but comfortable enough to press all the buttons... [Patient 8]*

They kept pressing different buttons until the right screen appeared or the volume was suitable; however, they did not express any difficulties when using the tablet during interviews:

*This is great, I have to say[...] there’s no problem with this.* [Patient 8]

A total of 2 patients with limited ability to speak up owing to tracheotomy experienced great support using the visual communication:

*She sees the colors on my face or when I’m tired or feeling bad.* [Patient 1]

These patients were used to writing everything down when communicating.

The tablet gave patients an opportunity to see the person they spoke to, which made them feel safe. The use of telephone consultations was not unwelcoming, contrary to previous telephone consultations with other health care professionals, which had led to misunderstandings:

*When you speak with them on the phone, you have this feeling that they turn up their nose at you, like you are some hypochondriac[...] but when you sit in front of the screen, you see their facial expression, and they listen to what you have to say.* [Patient 3]

Video consultation gave patients an option of a clearer communication with the SPC team nurse because it generated...
the possibility to ask questions if anything was unclear or misunderstood as facial expressions showed confusion, etc.

Moreover, 1 patient mentioned the number of participants could affect the video consultation if too many joined the consultation:

*When so many have to join in [the video consultation], you need to know when to be quiet when someone wants to say something[...which would be more obvious if we sat in front of each other.* [Patient 10]

If multiple participants from the SPC team are attending the video consultation, it must be clear who is speaking so that misunderstandings and interruptions can be avoided.

In 4 cases, out of the 11 participant observations, an unclear image or reduced volume occurred; however, it did not seem to influence the conversations between patients and the SPC team nurse. The tablet showed the image of the SPC team nurse and then they had the consultation by telephone. The patients stated that it was satisfying to have scheduled appointments because it made it easier to plan other things and for relatives who lived in other parts of the country to participate:

*We have set a date and that’s fine by me* [Patient 4]

**Gaining Access for Relatives**

Relatives could join video consultations on equal terms with patients. They attended the consultation with the patients at home or from a distance, using an app, which gave them the ability to ask the SPC team nurse about treatments, appropriate times for visiting, etc.

Visualization had great value among relatives who played an active role in medical administration or scheduling appointments with the doctor:

*I think it’s all right, if something is missing because then I can elaborate.* [Relative 3]

This opportunity to share the video consultation with a relative was found comforting to patients as no one had to make follow-up phone calls if anyone missed out:

*Well, the names of the pills, forget it! I can’t remember any of them. She[relative]knows what I take and don’t take. I feel good about that and I appreciate that she’s there.* [Patient 11]

Furthermore, one relative joining a video consultation through the app on a cell phone was excited about the opportunity it provided. Due to living and working in another part of the country, the app made it possible to join in, which would not be possible over telephone:

*Especially when he[patient 1] has the type of cancer that makes it difficult to speak. It has a great impact that you can see each other.* [Relative 1]

**Discussion**

**Principal Findings**

The study describes experiences of using video consultations among patients and their relatives in SPC at home. Both patients and relatives found visualization of the SPC team nurse comforting; however, if too many participants joined in, it could negatively affect consultations. Different perspectives were described on when to initiate the video consultations. Finally, relatives could participate more actively, which gave patients a sense of security as relatives helped with medication or elaborating on medical conditions.

**Embracing the Technology**

During this study, patients referred to the use of tablets for video consultations as easy, convenient, and recognizable. This embodied relation, according to a post phenomenological approach as described by Don Ihde, occurs when a device, such as the tablet in use for video consultations, becomes incorporated in people’s everyday lives [30].

A transformation of roles was identified as video consultations enabled visual communication between participants, which gave patients a sense of security as the SPC team nurse appeared on the tablet screen. The technology-mediated contact made it possible for all participants to be active in a dialogue instead of being listeners or observers.

A total of 3 patients were observed experiencing minor difficulties activating the tablet; however, they did not express any issues with the item during the interview. This might be caused by awareness of being part of a study carried out by the organization providing their palliative care and due to the researchers’ overt roles in their homes [31,32].

The need to use video consultations differed. One patient found it useful at the time whereas another predicted it becoming more convenient as the illness progressed. Stern et al found the use of telecare-like video consultations viable, recommending such intervention early in palliative care. Due to illness progression and the feeling of being overwhelmed by the technology, early introduction was found beneficial for the patients and their relatives [9]. According to van Gurp et al, long-term interaction during teleconsultations results in trusting relationships and a feeling of relief and intimacy [18]. According to Huniche and Olesen, the constitution of health care changes when technology is adopted. The use of tablets constitutes a new method in SPC, and a technologized mediation invites particular ways of taking action [33]. This was shown in this study; the patients’ roles were pulled in the direction of cooperation and away from traditional care because they were taking an active role when preparing for video consultations. The patient-relative cooperation was strengthened as relatives could join in, strengthening a supporting role as they could elaborate when patients consulted the SPC team nurse.

**Will the Video Consultations Embrace the Palliative Needs?**

According to WHO, palliative care should implicate psychosocial and spiritual problems as well as physical problems to relieve suffering [1]. The use of technology can improve health care access and create cost savings. In addition, the chronically ill and elderly may receive care while remaining at home [34]. However, the question is whether WHO’s recommendations for palliative care can be met using video consultation [1,5,34]. According to the European Association of Palliative Care, good communication is essential to palliative care, and sometimes painful concerns have to be considered.
which requires time and commitment [35]. In this study, the issues being discussed were mainly medical adjustments due to pain relief (as shown in Table 1) rather than considerations of sensitive subjects widely, which might occur in the palliative care [35]. In addition to this, van Gurp et al showed that SPC team clinicians found the image of the patient a valuable and supportive addition, but they avoided talking about sensitive topics with vulnerable patients as they did not feel sufficiently close to be able to comfort them [18]. The patients in van Gurp et al’s study reported that physical distance provided exactly the freedom they needed to open up, after which normal life could be resumed [18].

This study showed that the simultaneous involvement of relatives in video consultations with the patient, or from a distance using an app, was both feasible and satisfying. This is in accordance with recommendations for palliative care, where relative involvement is recommended as the relatives suffer equally with the patient and after the patient has died [5].

Strength and Limitations

The study was conducted as an explorative study, the first study in a Danish context conducted with patients’ and their relatives’ experiences during 82 video consultations in SPC at home. The SPC team nurse carried out the patient recruitment to avoid resistance to changes. When she was unavailable, patients were not included by other SPC team nurses. Patient inclusion was ongoing during the study period because of the focus on the increasing vulnerability of patients and their relatives. Some video consultations were rescheduled owing to hospice admission for optimizing stay.

The low participation from relatives (n=3) may be due to not all relatives being offered participation at the initial home visit.

Of the 18 excluded patients (Table 2), 7 were excluded owing to terminal stage of illness, cognitive impairment, or hospital admission caused by illness progression when first referred to the SPC. This could be prevented, according to Dalgaard, by early integration of palliative care, which may result in better symptom management, prolonged survival, improved patient perception of prognosis, and less aggressive care at the end of life [36].

The combination of participant observations and interviews helped vary the study and express discrepancies during fieldwork [37]. The phenomenological approach was helpful in maintaining openness as well as setting preconceptions aside in the process when exploring the participants’ experiences in using video consultations in SPC at home [29].

The findings in this study will be accompanied by a study focusing on health care professionals, the feasibility of video consultations in their work, and the organizational changes that may occur owing to implementing video consultations in the SPC team care.

Clinical Implications and Future Research

As video consultations seem feasible and the study was initiated from 1 SPC team, it could be relevant to explore the feasibility in more SPC teams in an international context [38]. The analysis of qualitative data could be hypothesis-generating, with the aim of conducting a quantitative study. In this study, the qualitative data could generate the initial stages in identifying issues for respondents in questionnaire development [39]. Caring for the relatives in SPC is recommended [5], and by involving a family focusing approach in the video consultations, the patients and relatives can contribute with knowledge and experiences from their everyday lives [40].

Conclusions

The use of video consultations strengthens communication. Despite their serious illness, patients took an active role, and despite technical issues, the tablet allowed access for the relatives, both present and via app, to attend in equal terms as the patient in the video consultation. The video consultations require introduction and reliable internet access before the video consultation can take place. Furthermore, agreement must be sought in SPC at home before video consultations are initiated and for as long as they continue.

Acknowledgments

The authors would like to thank all participants. The project was funded by the Danish Knowledge Centre for Rehabilitation and Palliative Care REHPA, EWII Telecare, Patient@home, Co-Lab, CIMT Center for Innovative Medical Technology, the University of Southern Denmark, and Department of Oncology, Odense University Hospital.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Observation guide and semistructured interview guide in an explorative study about video consultations in specialized palliative home care in Denmark.

[PDF File (Adobe PDF File), 35KB - jmir_v21i3e10208_appl1.pdf ]

References


5. Danish Health Authority. [Danish Health Authority]. Copenhagen; 2011. [Recommendations for Palliative Care] URL: http://www.sst.dk/~media/3B57BB8B65014D73B47A7023546B4A62.ashx [accessed 2019-01-23] [WebCite Cache ID 75dOmM3WR]


Abbreviations

SPC: specialized palliative care
WHO: World Health Organization

©Karen Frydenrejn Funderskov, Mette Raunkjær, Dorthe Boe Danbjørg, Ann-Dorthe Zwisler, Lene Munk, Mia Jess, Karin Brochstedt Dieperink. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 21.03.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Use of Online or Paper Surveys by Australian Women: Longitudinal Study of Users, Devices, and Cohort Retention

David Fitzgerald\(^1\), MSc; Richard Hockey\(^1\), BSc; Mark Jones\(^1\), PhD; Gita Mishra\(^1\), PhD; Michael Waller\(^1\), PhD; Annette Dobson\(^1\), PhD
Centre for Longitudinal and Life Course Research, School of Public Health, University of Queensland, Brisbane, Australia

Corresponding Author:
Annette Dobson, PhD
Centre for Longitudinal and Life Course Research
School of Public Health
University of Queensland
Herston
Brisbane,
Queensland 4006
Australia
Phone: 61 7 3365 5346
Fax: 61 7 3365 5442
Email: a.dobson@sph.uq.edu.au

Abstract

Background: There is increasing use of online surveys to improve data quality and timeliness and reduce costs. While there have been numerous cross-sectional studies comparing responses to online or paper surveys, there is little research from a longitudinal perspective.

Objective: In the context of the well-established Australian Longitudinal Study on Women’s Health, we examined the patterns of responses to online or paper surveys across the first two waves of the study in which both modes were offered. We compared the following: differences between women born between 1946 and 1951 and between 1973 and 1978; types of device used for online completion; sociodemographic, behavioral, and health characteristics of women who responded online or using mailed paper surveys; and associations between mode of completion in the first survey and participation and mode of completion in the second survey.

Methods: Participants in this study, who had responded to regular mailed surveys since 1996, were offered a choice of completing surveys using paper questionnaires or Web-based electronic questionnaires starting in 2012. Two groups of women were involved: an older cohort born between 1946 and 1951 aged in their 60s and a younger cohort born between 1973 and 1978 aged in their 30s when the online surveys were first introduced. We compared women who responded online on both occasions, women who responded online at the first survey and used the paper version of the second survey, women who changed from paper to online, and those who used paper for both surveys.

Results: Of the 9663 women in their 60s who responded to one or both surveys, more than 50% preferred paper surveys (5290/9663, 54.74%, on the first survey and 5373/8621, 62.32%, on the second survey). If they chose the online version, most used computers. In contrast, of the 8628 women in their 30s, 56.04% (4835/8628) chose the online version at the first survey. While most favored computers to phones or tablets, many did try these alternatives on the subsequent survey. Many women who completed the survey online the first time preferred the paper version on the subsequent survey. In fact, for women in their 60s, the number who went from online to paper (1151/3851, 29.89%) exceeded the number who went from paper to online (734/5290, 13.88%). The online option was more likely to be chosen by better educated and healthier women. In both cohorts, women who completed paper surveys were more likely than online completers to become nonrespondents on the next survey. Due to the large sample size, almost all differences were statistically significant, with \( P < 0.001 \).

Conclusions: Despite the cost-saving advantages of online compared to paper surveys, paper surveys are likely to appeal to a different population of potential respondents with different sociodemographic, behavioral, and health characteristics and greater likelihood of attrition from the study. Not offering a paper version is therefore likely to induce bias in the distribution of responses unless weighting for respondent characteristics (relative to the target population) is employed. Therefore, if mixed mode (paper
or online) options are feasible, they are highly likely to produce more representative results than if only the less costly online option is offered.

(J Med Internet Res 2019;21(3):e10672) doi:10.2196/10672
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Introduction

There is increasing use of online surveys for research to increase participation; improve data completeness, quality, and availability; and reduce costs [1-3]. There have been randomized trials of paper-based surveys compared with online surveys [4-8], nonrandomized studies [9-11], comparisons of different devices for online completion [12], and mixed-methods approaches in which participants are offered both modes simultaneously or sequentially [1,5,9-12].

Researchers usually find that younger and more educated participants favor internet-based modes of completion [13-15], although many participants prefer postal surveys completed with paper and pen [7,14]. Most of the studies have been cross-sectional, and much less has been reported about associations between mode of survey delivery and device use, participant characteristics, and cohort retention in the context of longitudinal studies.

While a mixed mode of data collection has advantages, allowing participants to switch the mode of questionnaire completion has the potential to change the overall and partial response rates, alter representativeness of the sample being assessed, and change the way in which participants respond to particular questions [12,16]. Data from the United Kingdom Household Longitudinal Study (UKHLS) have been used to assess the effect of switching from a face-to-face mode of collection to include telephone or Web-based methods. In some cases, the mixed modes of data collection had a detrimental effect on response rates [16,17]. It has also been hypothesized that the mode of data collection may contribute to differences in the ability of participants to recall events accurately, and the different reliabilities that result from a mixed mode approach may hamper the longitudinal comparisons within a study [18]. To date, results from the UKHLS have shown broad agreement in the accuracy [19] and reliability [18] of responses collected using different modes; however, less research has focused directly on the effects of changing from paper-based surveys to a mixed mode choice of paper and Web-based surveys in a longitudinal study setting [12,20].

By 2012-2013, most households in Australia had internet access, ranging from 85% in the capital cities to 79% in rural areas [21]. Therefore, in order to reduce costs and improve data quality, participants in the Australian Longitudinal Study on Women’s Health, who had responded to regular surveys since 1996, were offered a choice of completing surveys using mailed questionnaires or Web-based electronic questionnaires starting in 2012. Two groups of women were involved: an older cohort born between 1946 and 1951 and a younger cohort born between 1973 and 1978. For this report, our objectives were to examine longitudinal patterns of paper and online responses over the first two waves in which both options were offered:

- Between women born between 1946 and 1951 and between 1973 and 1978
- By type of device used for online completion
- By the sociodemographic, behavioral, and health characteristics of women who responded online or using mailed paper surveys
- Between mode of completion of the first survey and participation and mode of completion in the second survey
- By survey performance criteria, including response rates, noncompletion (break off), missing item responses, and measurement equivalence.

Methods

Australian Longitudinal Study on Women’s Health

In 1996, women in three age cohorts—born between 1921 and 1926, born between 1946 and 1951, and born between 1973 and 1978—were recruited to the Australian Longitudinal Study on Women’s Health, with more than 12,000 participants in each cohort responding to the baseline surveys. The sampling frame was the database of the universal national health insurance scheme, now called Medicare, which covers all citizens and permanent residents. Women living in rural and remote areas were recruited at twice the population proportion to ensure sufficient power to detect important differences in health and use of services. Details of the study recruitment, national representativeness, attrition, and measures have been published elsewhere [22,23]. This paper uses data from the women born between 1946 and 1951 and between 1973 and 1978.

Survey Design

Since the baseline survey in 1996, the women have been resurveyed approximately every three years. Initially paper questionnaires with reply-paid envelopes were mailed to participants. The surveys have many common items but are tailored to address health and health service issues relevant to each cohort and time.

From survey 6 in 2012, women in the 1973-1978 cohort were offered the option of completing the questionnaires online using versions designed for use on mobile phones, tablets, and computers. From survey 7 in 2013, those in the 1946-1951 cohort had the same options. Since then both cohorts have completed another survey enabling us to look at changes in mode of completion and associations between mode of completion and response to the subsequent survey.

At each survey, women who have not previously withdrawn from the study or died and for whom we have current contact details are invited to participate. Since 2012, women for whom...
we have email addresses have been emailed an invitation and a link to the online survey. If they have not responded after 4 to 6 weeks, during which they are sent email, postal, and text-message reminders, they are mailed paper surveys (followed by email, text-message, and telephone reminders to nonresponders). Women for whom we do not have current email addresses are initially mailed an invitation and the link to the online survey (followed by a mailed or text-message reminder). If they have not completed the online survey within 4 to 6 weeks, they are mailed paper surveys (and followed up using the same reminder protocol as the other group).

When the online surveys were introduced, the paper versions were reformatted to improve questionnaire equivalence. For example, long lists of items that had fit on a page but might not fit on a single screen were broken into shorter lists, each with the same instructions. In addition, several steps were taken to adapt the online surveys to mobile devices. Maximum pixel width for a survey question was limited. Lists of question items with numerous response options that took up a large width were transformed into single items with reduced width that used more scrolling on a mobile device screen. The size of question response controls (radio buttons, checkboxes, buttons, etc) were increased for more accurate touch screen interaction.

Measurements
The device used by the participant to complete the survey online was determined from the text of the browser’s user agent string. The user agent records which browser and operating system are being used. This information was provided by the online platform used for the surveys. If the user agent string contained the term iPhone, iPad, or Android, the device was categorized as tablet/phone. If the terms Windows, Macintosh, or Linux appeared, the device was categorized as a computer. The device type was considered missing if the user agent string did not contain any of the identified words.

Area of residence was based on a measure of distance from where the woman lived to population centers with varying levels of services (for health, education, shops, etc) [24]. For this paper we used the categories major city, inner regional area, outer regional area, and remote or very remote area. The highest level of education the woman had completed was categorized as school certificate or less, higher school certificate, trade certificate or diploma, or university degree. Marital status was categorized as partnered (married/de facto relationship) or not partnered (separated, divorced, widowed, or never married). A woman’s work pattern was categorized according to her responses to questions about time use. Full-time work was defined as working a total of 35 or more hours per week, and part time work was between 1 and 35 hours; women were classified as not working if they used the response option “I don’t do this activity” to questions about time spent working.

Based on questions about cigarette use, women were categorized as never smoker, former smoker, or current smoker. Alcohol consumption was calculated from questions about frequency and quantity of alcohol consumed and classified according to national guidelines as nondrinker, low-risk drinker or rarely drinks, or risky drinker [25]. At each survey, women reported their height and weight, and these data were used to calculate body mass index (BMI) (kg/m²). Each survey included the 36-Item Short Form Health Survey (SF-36) [26]. The item “In general, would you say your health is” with response options excellent, very good, good, fair, or poor was used as a categorical measure of general health. In addition, the physical function and mental health subscales from the SF-36 were calculated.

Statistical Analysis
To compare modes of completion using the two surveys, matched cross-tabulations and tests for marginal homogeneity (Stuart-Maxwell test) and symmetry were used. To examine the characteristics of women who maintained the same mode of completion versus those who changed mode, four groups were defined: online both times, online followed by paper, paper followed by online, and paper both times. To assess the effect of changing mode of completion on trend estimates, we calculated changes in responses by the same individuals between the two successive surveys before the introduction of the online option and then between the survey immediately before and the survey at which the online option was introduced. Differences between the four groups of women were compared using chi-square tests for categorical variables and one-way analysis of variance (ANOVA) and Tukey tests for continuous variables to identify which groups were statistically significantly different.

Results
A total of 9663 women in the 1946-1951 cohort responded to surveys 7 or 8 or both. We were unable to identify the device used by 26 of those who completed the survey online at survey 7; for the remaining 9637, the modes of completion and nonresponse are shown in Table 1. Most women used paper surveys on both occasions, with computers the second most frequent method. The use of tablets or phones increased from survey 7 to survey 8, but this remained the less favored mode of completion. While 13.88% (734/5290) of women who used paper at survey 7 changed to an online mode (computer, tablet, or phone) at survey 8, 29.89% (1151/3851) of those who completed survey 7 online chose to use the paper version at survey 8. All these differences were highly statistically significant (P<.001). The overall response rates (for all modes of completion) for surveys 6, 7, and 8 were 82.99% (10,011/12,063), 81.05% (8622/10,719), and 80.44% (8622/10,719), respectively. While break off percentages at survey 7 were low (14/3575, 0.39%) for online participants who also responded to survey 8, the percentage was higher (14/286, 4.90%) for women who did not respond at survey 8. Similarly, the percentage of women with missing responses for more than 10% of items at survey 7 was low (116/8109, 1.43%) among respondents in all four mode of completion groups who also responded to survey 8, but it was higher for those who did not respond to survey 8 (6.6% [19/286] for those who responded online to survey 7 and 6.5% [49/756] for those who responded on paper).
Characteristics of women in the 1946-1951 cohort in the four main groups are compared in Table 2. While women who responded online in one or both surveys were very similar, women who used the paper survey both times were more likely to live in regional (but not remote) areas, less educated, less likely to be working, more likely to be smokers, and less likely to drink alcohol. These women were also more likely to be overweight or obese and had poorer health on all measures. Like the women who changed from paper to online completion, the paper-only group were less likely to have partners than the groups of women who completed survey 7 online. All differences were statistically significant at $P<.001$.

Table 3 shows that these differences between the groups were (retrospectively) evident even at the baseline survey in 1996. The Tukey tests showed that the differences were consistently greater between the women in the paper-only group and the other three groups. They were slightly older (even though all women were within a 5-year age range), had higher BMIs, and had poorer levels of physical function and mental health. In contrast, the changes over time were of similar magnitude in all four groups. That is, although the levels of these variables were different at baseline, they tracked approximately in parallel over time. While the changes between surveys 5 and 6 appear somewhat different from the changes between surveys 6 and 7, possibly due to the mode change, the effects were similar across all four groups of women (except for a greater decline in physical function in the paper-only group).

Among the women born between 1973 and 1978, 8628 completed one or both of surveys 6 and 7. For 10 of the online responders we could not identify the device they used, but for the remainder the modes of completion and nonresponse are shown in Table 4. As expected, this younger group of women were more likely than the 1946-1951 cohort to complete the surveys online and to use tablets or phones. Also, unlike the older group, more changed from paper to online surveys (1006/3164, 31.80%) than went from online to paper (963/4835, 19.92%, of those who completed survey 6 online).
Table 2. Comparison of women in the 1946-1951 cohort of the Australian Longitudinal Study on Women’s Health who responded to survey 7 in 2013 and survey 8 in 2016 (N=8109), according to their modes of survey completion.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Online/online (n=2424&lt;sup&gt;a,b&lt;/sup&gt;, n (%)</th>
<th>Online/paper (n=1151&lt;sup&gt;1,c,b&lt;/sup&gt;, n (%)</th>
<th>Paper/online (n=734&lt;sup&gt;1,b&lt;/sup&gt;, n (%)</th>
<th>Paper/paper (n=3800&lt;sup&gt;b&lt;/sup&gt;, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major city</td>
<td>1055 (44.03)</td>
<td>456 (39.93)</td>
<td>317 (43.37)</td>
<td>1314 (34.84)</td>
</tr>
<tr>
<td>Inner regional</td>
<td>898 (37.48)</td>
<td>461 (40.37)</td>
<td>283 (38.71)</td>
<td>1572 (41.69)</td>
</tr>
<tr>
<td>Outer regional</td>
<td>396 (16.53)</td>
<td>195 (17.08)</td>
<td>118 (16.14)</td>
<td>794 (21.06)</td>
</tr>
<tr>
<td>Remote/very remote</td>
<td>47 (1.96)</td>
<td>30 (2.63)</td>
<td>13 (1.78)</td>
<td>91 (2.41)</td>
</tr>
<tr>
<td><strong>Educational qualifications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School certificate or less</td>
<td>572 (25.05)</td>
<td>336 (31.26)</td>
<td>193 (28.34)</td>
<td>1620 (47.07)</td>
</tr>
<tr>
<td>Higher school certificate</td>
<td>426 (18.66)</td>
<td>208 (19.35)</td>
<td>121 (17.77)</td>
<td>695 (20.19)</td>
</tr>
<tr>
<td>Trade certificate/diploma</td>
<td>545 (23.87)</td>
<td>265 (24.65)</td>
<td>182 (26.73)</td>
<td>664 (19.29)</td>
</tr>
<tr>
<td>University degree</td>
<td>740 (32.41)</td>
<td>266 (24.74)</td>
<td>185 (27.17)</td>
<td>463 (13.45)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>1825 (75.63)</td>
<td>925 (81.07)</td>
<td>534 (73.25)</td>
<td>2774 (73.48)</td>
</tr>
<tr>
<td>Not partnered</td>
<td>588 (24.37)</td>
<td>216 (18.93)</td>
<td>195 (26.75)</td>
<td>1001 (26.52)</td>
</tr>
<tr>
<td><strong>Work</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>370 (15.33)</td>
<td>200 (17.53)</td>
<td>143 (19.51)</td>
<td>504 (13.37)</td>
</tr>
<tr>
<td>Part-time</td>
<td>791 (32.77)</td>
<td>354 (31.03)</td>
<td>248 (33.83)</td>
<td>1045 (27.72)</td>
</tr>
<tr>
<td>Not working</td>
<td>1253 (51.91)</td>
<td>587 (51.45)</td>
<td>342 (46.66)</td>
<td>2221 (58.91)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>1496 (61.95)</td>
<td>728 (63.80)</td>
<td>494 (67.49)</td>
<td>2401 (63.60)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>824 (34.12)</td>
<td>372 (32.60)</td>
<td>213 (29.10)</td>
<td>1053 (27.89)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>95 (3.93)</td>
<td>41 (3.59)</td>
<td>25 (3.42)</td>
<td>321 (8.50)</td>
</tr>
<tr>
<td><strong>Alcohol consumption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondrinker</td>
<td>244 (10.10)</td>
<td>123 (10.76)</td>
<td>90 (12.31)</td>
<td>797 (21.32)</td>
</tr>
<tr>
<td>Low-risk/rarely drinks</td>
<td>1997 (82.66)</td>
<td>962 (84.16)</td>
<td>600 (82.08)</td>
<td>2732 (73.09)</td>
</tr>
<tr>
<td>Risky drinker</td>
<td>175 (7.24)</td>
<td>58 (5.07)</td>
<td>41 (5.61)</td>
<td>209 (5.59)</td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>1441 (59.50)</td>
<td>619 (53.87)</td>
<td>363 (49.52)</td>
<td>1512 (39.89)</td>
</tr>
<tr>
<td>Good</td>
<td>782 (32.29)</td>
<td>415 (36.12)</td>
<td>297 (40.52)</td>
<td>1659 (43.77)</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>199 (8.22)</td>
<td>115 (10.01)</td>
<td>73 (9.96)</td>
<td>619 (16.33)</td>
</tr>
</tbody>
</table>

<sup>a</sup>There were 20 women who responded online to both surveys who were not included in Table 1 because it was not possible to know if they had used a computer, tablet, or phone in survey 7.

<sup>b</sup>Not all women responded to every item.

<sup>c</sup>There were 6 women who responded online for survey 7 and used paper for survey 8 who were not included in Table 1 because it was not possible to know if they had used a computer, tablet, or phone on survey 7.
Table 3. Comparison of measures at surveys 1 (1996), 6 (2010), 7 (2013), and 8 (2016) from women in the 1946-1951 cohort of the Australian Longitudinal Study on Women’s Health who responded to surveys 7 and 8, according to their mode of survey completion.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Online/online (n=2424)</th>
<th>Online/paper (n=1151)</th>
<th>Paper/online (n=73)</th>
<th>Paper/paper (n=3800)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at survey 1, mean</td>
<td>47.44</td>
<td>47.45</td>
<td>47.45</td>
<td>47.68</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Body mass index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey 1</td>
<td>25.40</td>
<td>25.45</td>
<td>25.51</td>
<td>25.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change from survey 6 to survey 7</td>
<td>0.09</td>
<td>0.23</td>
<td>0.23</td>
<td>0.17</td>
<td>.20</td>
</tr>
<tr>
<td>Change from survey 7 to survey 8</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.09</td>
<td>.23</td>
</tr>
<tr>
<td><strong>SF-36 subscale for physical function</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey 1</td>
<td>88.94</td>
<td>88.00</td>
<td>88.91</td>
<td>86.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change from survey 6 to survey 7</td>
<td>-1.75</td>
<td>-2.07</td>
<td>-1.07</td>
<td>-1.65</td>
<td>.61</td>
</tr>
<tr>
<td>Change from survey 7 to survey 8</td>
<td>-1.07</td>
<td>-1.97</td>
<td>-1.40</td>
<td>-2.34</td>
<td>.02</td>
</tr>
<tr>
<td><strong>SF-36 subscale for mental health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey 1</td>
<td>75.89</td>
<td>75.09</td>
<td>75.52</td>
<td>74.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change from survey 6 to survey 7</td>
<td>0.72</td>
<td>1.00</td>
<td>0.99</td>
<td>0.56</td>
<td>.77</td>
</tr>
<tr>
<td>Change from survey 7 to survey 8</td>
<td>-0.39</td>
<td>-0.68</td>
<td>-0.18</td>
<td>0.07</td>
<td>.35</td>
</tr>
</tbody>
</table>

*SF-36: 36-Item Short Form Health Survey.


<table>
<thead>
<tr>
<th>Survey 7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>1981 (46.52)</td>
</tr>
<tr>
<td>Tablet/Phone</td>
<td>833 (19.56)</td>
</tr>
<tr>
<td>Paper</td>
<td>846 (19.87)</td>
</tr>
<tr>
<td>Nonresponse</td>
<td>598 (14.04)</td>
</tr>
<tr>
<td>Total</td>
<td>4258 (100)</td>
</tr>
</tbody>
</table>

Survey 6

<table>
<thead>
<tr>
<th>Survey 6</th>
<th>Computer</th>
<th>Tablet/Phone</th>
<th>Paper</th>
<th>Nonresponse</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>1981 (46.52)</td>
<td>833 (19.56)</td>
<td>846 (19.87)</td>
<td>598 (14.04)</td>
<td>4258 (100)</td>
</tr>
<tr>
<td>Tablet/Phone</td>
<td>137 (23.74)</td>
<td>229 (39.69)</td>
<td>117 (20.28)</td>
<td>94 (16.29)</td>
<td>577 (100)</td>
</tr>
<tr>
<td>Paper</td>
<td>595 (18.81)</td>
<td>411 (12.99)</td>
<td>1408 (44.50)</td>
<td>750 (23.70)</td>
<td>3164 (100)</td>
</tr>
<tr>
<td>Nonresponse</td>
<td>203 (32.79)</td>
<td>126 (20.36)</td>
<td>290 (46.85)</td>
<td>—</td>
<td>619 (100)</td>
</tr>
<tr>
<td>Total</td>
<td>2916 (33.84)</td>
<td>1599 (18.55)</td>
<td>2661 (30.88)</td>
<td>1442 (16.73)</td>
<td>8618 (100)</td>
</tr>
</tbody>
</table>

The overall response rates (for all modes of completion) for surveys 5, 6, and 7 were 62.01% (8200/13,223), 61.63% (8010/12,997), and 56.61% (7186/12,693), respectively, of all eligible women. While break off percentages at survey 6 were low (36/4152, 0.87%) for online participants who also responded to survey 7, the percentage was higher (43/692, 6.21%) for women who did not respond at survey 7. Similarly, the percentage of women with missing responses for more than 10% of items at survey 7 was low (91/6567, 1.39%) among respondents in all four mode of completion groups who also responded to survey 8, but it was higher for those who did not respond to survey 7 (7.4% [51/692] for those who responded online at survey 6 and 3.2% [24/750] for those who responded on paper).

The women born between 1973 and 1978, who were aged 34 to 39 years when they responded to survey 6 in 2012, were more urban, much better educated, more likely to work full-time or part-time, and generally in better health (see Table 5) than the women in the 1946-1951 cohort, who were aged 62 to 67 years when they responded to their survey 7 in 2013. The younger women were more homogeneous than the older women, but differences between the four response groups followed broadly the same patterns. Most of the differences were still highly statistically significant ($P<.001$), although the differences were less pronounced for some characteristics (eg, for marital status, $P=.006$) and the differences between the groups on general health were not statistically significant ($P=.15$).

As for the older cohort, these differences between the groups were (retrospectively) evident even at the baseline survey in 1996 (see Table 6). The differences were mainly that the women in the online-only group had better physical function and mental health than women in the other three groups. While the changes over time differed between surveys 5 and 6 and surveys 6 and 7 (suggestive of a possible mode of completion effect), they were of similar magnitude in all four groups of women.
Table 5. Comparison of women in the 1973-1978 cohort of the Australian Longitudinal Study on Women’s Health who responded to survey 6 in 2012 and survey 7 in 2015 (N=6567), according to their modes of survey completion.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Online/online (n=3189&lt;sup&gt;a,b&lt;/sup&gt;)</th>
<th>Online/paper (n=963&lt;sup&gt;b&lt;/sup&gt;)</th>
<th>Paper/online (n=1007&lt;sup&gt;c,b&lt;/sup&gt;)</th>
<th>Paper/paper (n=1408&lt;sup&gt;b&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
<td>n (%)</td>
</tr>
<tr>
<td><strong>Area of residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major city</td>
<td>1917 (64.68)</td>
<td>539 (57.16)</td>
<td>543 (54.96)</td>
<td>749 (53.92)</td>
</tr>
<tr>
<td>Inner regional</td>
<td>701 (23.65)</td>
<td>261 (27.68)</td>
<td>272 (27.53)</td>
<td>397 (28.58)</td>
</tr>
<tr>
<td>Outer regional</td>
<td>289 (9.75)</td>
<td>132 (14.00)</td>
<td>147 (14.88)</td>
<td>217 (15.62)</td>
</tr>
<tr>
<td>Remote/very remote</td>
<td>57 (1.92)</td>
<td>11 (1.17)</td>
<td>26 (2.63)</td>
<td>26 (1.87)</td>
</tr>
<tr>
<td><strong>Educational qualifications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School certificate or less</td>
<td>108 (3.41)</td>
<td>44 (4.64)</td>
<td>50 (5.04)</td>
<td>127 (9.20)</td>
</tr>
<tr>
<td>Higher school certificate</td>
<td>297 (9.39)</td>
<td>110 (11.59)</td>
<td>118 (11.88)</td>
<td>200 (14.49)</td>
</tr>
<tr>
<td>Trade certificate/diploma</td>
<td>786 (24.84)</td>
<td>257 (27.08)</td>
<td>263 (26.49)</td>
<td>418 (30.29)</td>
</tr>
<tr>
<td>University degree</td>
<td>1973 (62.36)</td>
<td>538 (56.69)</td>
<td>562 (56.60)</td>
<td>1973 (62.36)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partnered</td>
<td>2493 (78.79)</td>
<td>785 (82.72)</td>
<td>808 (80.24)</td>
<td>1078 (76.95)</td>
</tr>
<tr>
<td>Not partnered</td>
<td>671 (21.21)</td>
<td>164 (17.28)</td>
<td>199 (19.76)</td>
<td>323 (23.05)</td>
</tr>
<tr>
<td><strong>Work</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>1429 (45.15)</td>
<td>368 (38.78)</td>
<td>389 (38.71)</td>
<td>493 (35.09)</td>
</tr>
<tr>
<td>Part-time</td>
<td>1189 (37.57)</td>
<td>414 (43.62)</td>
<td>432 (42.99)</td>
<td>626 (44.56)</td>
</tr>
<tr>
<td>Not working</td>
<td>547 (17.28)</td>
<td>167 (17.60)</td>
<td>184 (18.31)</td>
<td>286 (20.36)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never smoked</td>
<td>2008 (63.32)</td>
<td>601 (62.93)</td>
<td>635 (63.18)</td>
<td>855 (60.85)</td>
</tr>
<tr>
<td>Former smoker</td>
<td>875 (27.59)</td>
<td>272 (28.48)</td>
<td>265 (26.37)</td>
<td>353 (25.12)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>288 (9.08)</td>
<td>82 (8.59)</td>
<td>105 (10.45)</td>
<td>197 (14.02)</td>
</tr>
<tr>
<td><strong>Alcohol consumption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondrinker</td>
<td>330 (10.41)</td>
<td>102 (10.68)</td>
<td>115 (11.44)</td>
<td>209 (14.98)</td>
</tr>
<tr>
<td>Low-risk/rarely drinks</td>
<td>2697 (85.08)</td>
<td>804 (84.19)</td>
<td>859 (85.47)</td>
<td>1127 (80.79)</td>
</tr>
<tr>
<td>Risky drinker</td>
<td>143 (4.51)</td>
<td>49 (5.13)</td>
<td>31 (3.08)</td>
<td>59 (4.23)</td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>1979 (62.21)</td>
<td>600 (62.50)</td>
<td>593 (58.95)</td>
<td>818 (58.18)</td>
</tr>
<tr>
<td>Good</td>
<td>943 (29.64)</td>
<td>284 (29.58)</td>
<td>323 (32.11)</td>
<td>465 (33.07)</td>
</tr>
<tr>
<td>Fair/poor</td>
<td>259 (8.14)</td>
<td>76 (7.92)</td>
<td>90 (8.95)</td>
<td>123 (8.75)</td>
</tr>
</tbody>
</table>

<sup>a</sup>There were 9 women who responded online to both surveys who were not included in Table 5 because it was not possible to know if they had used a computer, tablet, or phone on survey 7.

<sup>b</sup>Not all women responded to survey.

<sup>c</sup>There was 1 woman who used paper on survey 6 and responded online on survey 7 who was not included in Table 5 because it was not possible to know if she had used a computer, tablet, or phone in survey 7.
Table 6. Comparison of measures at surveys 1 (1996), 5 (2009), 6 (2012) and 7 (2015) from women in the 1973-1978 cohort of the Australian Longitudinal Study on Women’s Health who responded to surveys 6 and 7, according to their mode of survey completion.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Online/online (n=3189)</th>
<th>Online/paper (n=963)</th>
<th>Paper/online (n=1007)</th>
<th>Paper/paper (n=1408)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at survey 1, mean</td>
<td>20.75</td>
<td>20.79</td>
<td>20.81</td>
<td>20.87</td>
<td>.08</td>
</tr>
<tr>
<td>Body mass index</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey 1</td>
<td>22.81</td>
<td>22.24</td>
<td>22.73</td>
<td>22.77</td>
<td>.003</td>
</tr>
<tr>
<td>Change from survey 5 to survey 6</td>
<td>0.36</td>
<td>0.44</td>
<td>0.42</td>
<td>0.50</td>
<td>.37</td>
</tr>
<tr>
<td>Change from survey 6 to survey 7</td>
<td>0.60</td>
<td>0.60</td>
<td>0.61</td>
<td>0.55</td>
<td>.92</td>
</tr>
<tr>
<td>SF-36 subscale for physical function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey 1</td>
<td>92.61</td>
<td>92.45</td>
<td>91.67</td>
<td>91.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Change from survey 5 to survey 6</td>
<td>0.14</td>
<td>0.25</td>
<td>-0.22</td>
<td>0.57</td>
<td>.73</td>
</tr>
<tr>
<td>Change from survey 6 to survey 7</td>
<td>-0.45</td>
<td>-0.14</td>
<td>0.58</td>
<td>-0.28</td>
<td>.35</td>
</tr>
<tr>
<td>SF-36 subscale for mental health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey 1</td>
<td>70.65</td>
<td>69.93</td>
<td>68.13</td>
<td>68.22</td>
<td>.008</td>
</tr>
<tr>
<td>Change from survey 5 to survey 6</td>
<td>0.03</td>
<td>0.14</td>
<td>0.25</td>
<td>0.53</td>
<td>.82</td>
</tr>
<tr>
<td>Change from survey 6 to survey 7</td>
<td>-1.07</td>
<td>-1.06</td>
<td>-1.70</td>
<td>-1.68</td>
<td>.50</td>
</tr>
</tbody>
</table>

*aSF-36: 36-Item Short Form Health Survey.*

Discussion

Principal Findings

Introducing the choice of online or paper completion of successive surveys in a well-established longitudinal study enabled us to examine how participants would respond over time. As expected, we found that the online option was more likely to be chosen by younger, better educated women. Surprisingly, we found that a large number of women who completed the survey online the first time this was offered preferred the paper version on the subsequent survey. In fact, for women in their 60s, the number who went from online to paper exceeded the number who went from paper to online. Overall the women in their 60s tended to prefer to continue with paper surveys, and if they chose the online version most used computers. In contrast, the younger women, in their 30s, were more likely to adopt the online version and, while most favored computers to phones or tablets, many did try these alternatives at the subsequent survey.

In this study, it is not uncommon for participants to miss one (or more) of the triennial surveys but complete subsequent surveys. We found that women who completed paper surveys were more likely than online completers to become nonrespondents at the next survey. Although there was some evidence of an effect of introducing the online option on the temporal changes in key variables, the effects were similar for women who made different choices about mode of completion. That is, there was little evidence of confounding between self-selection of mode of completion and measurement in these health-related variables. Changing the format of the paper surveys to be more like the format of the online surveys may have achieved measurement equivalence in the same survey wave but introduced discontinuity over time.

Limitations

In this paper, we report survey response behavior of women in their 30s and 60s in Australia. The results may not be generalizable to men, people in other age groups, or people with less Web access. Nevertheless, this is a large study with more than 18,000 participants who were originally randomly selected from almost all women in Australia in their age groups at baseline in 1996. Over time, national migration and study attrition have changed the representativeness of the study population, favoring more educated and Australian-born women, but the resultant bias is unlikely to affect the direction of the main results [27].

Although internet access in Australia was more than 80% when the online surveys were first introduced, it may not have been sufficiently reliable for completion of a long survey. At the end of each survey (paper or online), women are encouraged to provide additional comments and suggestions in free text format. While many women do provide comments on a variety of topics, fewer than five mentioned the mode of completion, mainly reporting they had experienced difficulties accessing the online version.

Comparison With Prior Work

Most previous studies comparing online and paper survey respondents have been cross-sectional. They have found similar results to ours: younger and more educated people are more likely to respond online [13-15]. This effect was strong and consistent in our data for women born between 1946 and 1951 but less pronounced in the younger, more homogeneous cohort. Preference for paper questionnaires and postal surveys has also been found by others [7,13,14]. What our study adds is the longitudinal aspect, showing that respondents may choose to swap between online and paper modes of completion at successive surveys. While this swapping behavior might be due
in part to the time when participants received the invitations, it also suggests that many women preferred the paper format, which may enable slower, more deliberative response.

As others have reported [12], we found that online and paper responses produced equivalent scores on key health-related variables reported at the same time. While formatting the paper survey to more closely mimic the online version may have enhanced measurement equivalence across different groups of women, it may also have biased estimates of change over time.

Conclusions
Despite the cost-saving advantages of online compared to paper surveys, we found the latter appeal to a different population of potential respondents. This difference is likely to induce bias in the distribution of responses unless weighting for respondent characteristics (relative to the target population) is employed. From a longitudinal perspective, we also found that women who completed paper surveys were less likely to respond to the subsequent survey, adding to the potential bias. In conclusion, if mixed mode options are feasible, they are highly likely to produce more representative results than if the only response option is online.
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Abstract

Background: The use of Web-based forms and data analysis can improve the collection and visualization of data in clinical research. In Italy, no register exists that collects clinical data concerning home births.

Objective: The purpose of this study was (1) to develop a Web portal to collect, through a Web-based form, data on home births in Italy and (2) to provide those interested with a graphic visualization of the analyses and data collected.

Methods: Following the World Health Organization’s guidelines, and adding questions based on scientific evidence, the case report form (CRF) on the online form was drafted by midwives of the National Association of Out-of-Hospital Birth Midwives. During an initial phase, a group of midwives (n=10) tested the CRF, leading to improvements and adding the necessary questions to achieve a CRF that would allow a more complete collection of data. After the test phase, the entire group of midwives (n=166) registered themselves on the system and began filling out birth questionnaires. In a subsequent phase, the administrators of the portal were able to view the completed forms in a graphic format through the use of interactive maps and graphs.

Results: From 2014 to 2016, 58 midwives included 599 birth questionnaires via the Web portal; of these, 443 were home-based, 76% (321/424) of which were performed at home and 24% (103/424) at a midwifery unit. Most of the births assisted (79%, 335/424) were in northern Italy, and the average ages of the mother and father were 33.6 (SD 4.7) years and 37.0 (SD 5.6) years, respectively.

Conclusions: We developed an innovative Web-based form that allows, for the first time in Italy, the collection of data on home births and births in the midwifery unit. Furthermore, the data collected are viewable online by the midwives through interactive maps and graphs that allow them to have a general and continuously updated view of the situation of out-of-hospital births performed by the National Association of Out-of-Hospital Birth Midwives. The future goal is to be able to expand this data collection to all out-of-hospital births throughout the national territory. With an increase in the number of enrolled midwives, it would be possible to use the portal as a Web-based form and also as a portal for sharing resources that would help midwives in their clinical practice.

(J Med Internet Res 2019;21(3):e10335) doi:10.2196/10335
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Introduction

From the mid-20th century, giving birth moved from the home into the hospital in most well-resourced countries. This change was related to the decreased rates of perinatal, neonatal, and maternal mortality observed in the same period. In-hospital birthing was one of the possible explanatory causes, perhaps the most important, as even living conditions, in general, began to change at that time. The rapid improvement of medical technologies and the availability of more knowledge and resources led to the over-medicalization of procedures once considered natural and physiological events, such as childbirth, which needs few obstetrical interventions when of low risk [1]. Thus, although birthing in a hospital is the cultural norm, in recent decades in a few countries, the number of out-of-hospital births is increased [2-4].

Rates of planned out-of-hospital births (ie, births intended to occur at home or at a freestanding birth unit) are low in high-income countries, although they vary widely. The highest rate is in the Netherlands; in the past, almost 30% of all babies born here were born at home, and home birth had always been an integrated part of the maternity system. Women in the Netherlands also currently have the option of giving birth in a birth center (a home-like setting); 11.4% of births occur in this setting and 16.3% at home [5,6]. In Wales, England, Scotland, Iceland, and Switzerland, out-of-hospital birth rates are 1% to 3%, whereas in other European countries rates are lower at 1% [5]. In the United States, although it recently increased, the rate is around 1.5% [7].

The Certificate of Delivery Assistance (CeDAP) is the nationwide mandatory questionnaire, completed by the midwife or physician attending the delivery, which collects information about the parents, the pregnancy, and the newborn baby. The CeDAP constitutes the richest source of health, epidemiological, and sociodemographic information concerning the birth event. This certificate is not always complete for out-of-hospital births and therefore does not contain all the information necessary to better assess the quality of births performed at home or in a midwifery unit.

To obtain more information on and to evaluate out-of-hospital births, it was necessary to provide the birth assistance certificate with additional questions; for this reason, a few years ago we began to collect paper data sheets and PDF forms. However, problems were found during collection. In fact, to be processed, the data collected had to be sent by mail to the processing site, which involved a waste of resources. In the last few years, the paper data collection questionnaires have been joined by increasingly advanced digital data collection systems: Web pages allow users to enter data collected in their studies and share it immediately with other users or simply analyze it for their own purposes (Figure 1).

The continuous development of information technology has allowed us to improve the computerized data collection questionnaires further, making them increasingly user-friendly for those entering the data collected during clinical practice.

With this information and with the help of the National Association of Out-of-Hospital Birth Midwives (called “the association” from here on), we decided to develop a portal [8] that would permit the collection of data on home births in Italy by the midwives who belong to the association.

---

Figure 1. Data flow overview.
Methods

Recruitment
The association is a national network of qualified midwives providing care and support to pregnant women and their babies before, during, and after childbirth. The association, founded in 1981, covers almost all midwives who attend out-of-hospital births. All qualified midwives who adhere to the association assist women who meet the eligibility criteria for out-of-hospital birth defined by national and international guidelines [9]. For the data acquisition, all 166 midwives who are part of the association participated. The midwives work privately, outside the national health system. They assist births at home or in private units run by midwives (a midwifery unit).

Portal Development
The portal was developed using ASP.NET WebForms, an open source Web framework for building modern Web apps and services with .Net. For data management, it used Microsoft SQL SERVER 2008 R2, a relational database management system with which all information was saved, loaded, and managed. In the database, the data from the forms were saved in JSON (JavaScript Object Notation) format.

Form Development
Case report form (CRF) variables were defined in an eXtensible Markup Language (XML), then automatically transformed into an HTML page using XSLT transformation; the HTML page contains tags and attributes managed by AngularJS, a framework JavaScript client-side compatible with both desktop and mobile browsers [10]. All data services (loading and saving) were handled via ANGULARJS and JQuery as seen in Figure 2.

The XML, which contains the CRF variables, can be changed at any time and according to need (eg, additional CRF versions, new variables, bug detection) without having to rewrite other files or change the database structure. All the architecture described is downloadable from GitLab [11].

Data Collection
Following the World Health Organization’s guidelines, and adding questions based on scientific evidence, the CRF was created by the midwives of the association. The CRF records every moment of pregnancy from the first visit to the end of each birth, including the weeks immediately following the birth (Figure 3). The main parts of the online questionnaires are described subsequently.

- Information person completing form: information regarding the midwife filling out the form. It is not necessarily the same person who followed the birth, but the general information is required.
- First part: to be completed at the beginning of the visit. Some information on the mother is collected (eg, age, diet, blood pressure).
- Last third-trimester exams: a report of the tests performed (eg, blood tests, fetal presentation).
- Second part: subsequent checks (only in the event of hospitalization). This part collects data on whether the

exclusion from home care took place before labor. If the answer is affirmative, a series of questions must be filled out regarding the outcome of the childbirth and the motivations that led to exclusion.

- Third part: essential data concerning the childbirth (eg, place, date, time).
- Fourth part: information regarding the weeks following childbirth, type of breastfeeding, and whether the child has had any problems.
- Lotus: asks if lotus birth has been carried out. Lotus birth is the practice of leaving the umbilical cord uncut so that the baby remains attached to the placenta until the cord naturally separates at the navel as a cut cord does 3 to 10 days after birth. If a lotus birth was carried out, information on type of lotus and related information is collected, including the parent’s experience.

Interactive Charts
The compilation of the questionnaires by midwives has made it possible to obtain a source of useful information not only for the group of clinicians involved in the processing of data but also for the midwives of the association. To facilitate the reading of the data, we created an area of the portal dedicated to the graphic visualization of the collected data. This area was created using Highcharts, a scalable vector graphics-based, multiplatform charting library, which makes it easy to add interactive charts [12].

On one page, for example, a map of Italy is divided into provinces, which are colored differently based on the number of questionnaires. By selecting a single province, information about the births in that area can be visualized by month and by place of birth as seen in Figure 4 the bar graph in the top right. The bottom graph shows births across Italy by month and place of birth.

Data Processing

Statistical Methods
The results presented compare women who gave birth at home to those who gave birth in a freestanding midwifery unit.

Categorical variables were summarized using proportions and associations tested using chi square or Fisher exact tests, where applicable. Continuous variables were summarized using means and standard deviations for normally distributed data, whereas skewed data were summarized using medians. A two-tailed independent \( t \) test was used to test differences of means for normally distributed continuous variables; the Mann-Whitney \( U \) test was used for skewed continuous variables.

To identify risk factors, we computed relative risks (RRs) using a multivariate log-binomial regression model, considering the significance of the confidence intervals. Statistical significance was evaluated using 95% confidence intervals and a two-tailed \( P \) value of <.05.

All data management and analyses were performed using SAS software.
Figure 2. The case report form system developed.

Figure 3. Case report form block diagram.
Results

Data were collected on 424 Italian women who delivered out-of-hospital, 321 (75.7%) of whom delivered at home and 103 (24.3%) at a freestanding midwifery unit. The majority of recruited deliveries (79.0%, 335/424) took place in northern Italy. The mean ages of the mothers and fathers were 33.6 (SD 4.7) years and mean 37.0 (SD 5.6) years, respectively (Table 1). The mothers had a higher level of education than the fathers, and the fathers worked more often (99%, 413/424) than mothers (78%, 331/424). The distributions of mothers for parity, age at first delivery, and educational level were different between mothers who delivered at home and those who delivered in a freestanding midwifery unit. In the multivariate regression model, being a primipara and having the first child at age 35 years or older was associated with a slightly higher risk of delivering in a freestanding midwifery unit compared to at home (age <35 years: RR 1.9, 95% CI 1.1-3.2; age ≥35 years: RR 2.3, 95% CI 1.1-4.8).

Of the 247 multiparas, the majority (63.2%, 156/247) had previously given birth in a hospital, and most had a normal vaginal birth (91.9%, 227/247). The majority of multiparas who delivered at home (76.1%, 188/247) had previously given birth in a hospital, whereas about half of the multiparas who delivered in a freestanding midwifery unit (51.4%, 127/247) had previously given birth at home.

A quarter of the mothers reported desire for intimacy as a reason for delivering out-of-hospital. Positive previous experience at home and a desire for a new experience were the other frequent reasons for justifying the choice of delivering at home, whereas naturalness and a trusting relationship with midwives were the main reasons for choosing to deliver in a freestanding midwifery unit.
Table 1. Characteristics of women having planned births at home or in a freestanding midwifery unit, and of their partners.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Delivery location</th>
<th>Overall (N=424)</th>
<th>Relative risk (95% CI) F(df1,df2)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At home (n=321)</td>
<td>In a freestanding midwifery unit (n=103)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Maternal characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.5 (4.6)</td>
<td>33.9 (4.9)</td>
<td>33.6 (4.7)</td>
<td>1.13 (320,102)</td>
</tr>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>9 (2.8)</td>
<td>3 (2.9)</td>
<td>12 (2.8)</td>
<td>0.98 (0.70-1.37)</td>
</tr>
<tr>
<td>25-34</td>
<td>171 (53.3)</td>
<td>52 (50.5)</td>
<td>223 (52.6)</td>
<td>Reference</td>
</tr>
<tr>
<td>≥35</td>
<td>141 (43.9)</td>
<td>48 (46.6)</td>
<td>189 (46.6)</td>
<td>0.97 (0.87-1.09)</td>
</tr>
<tr>
<td><strong>Residential area, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large city</td>
<td>117 (42.1)</td>
<td>41 (50.0)</td>
<td>158 (43.9)</td>
<td>Reference</td>
</tr>
<tr>
<td>Medium-size city</td>
<td>111 (39.9)</td>
<td>21 (25.6)</td>
<td>132 (36.7)</td>
<td>1.14 (1.01-1.28)</td>
</tr>
<tr>
<td>Small town</td>
<td>50 (18.0)</td>
<td>20 (24.4)</td>
<td>70 (19.4)</td>
<td>0.96 (0.81-1.15)</td>
</tr>
<tr>
<td>Missing</td>
<td>43</td>
<td>21</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married and/or cohabiting</td>
<td>229 (71.3)</td>
<td>74 (71.8)</td>
<td>303 (71.4)</td>
<td>Reference</td>
</tr>
<tr>
<td>Other</td>
<td>92 (28.8)</td>
<td>29 (28.2)</td>
<td>121 (28.6)</td>
<td>1.25 (1.10-1.42)</td>
</tr>
<tr>
<td><strong>Number of children, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>100 (32.9)</td>
<td>51 (54.3)</td>
<td>151 (37.9)</td>
<td>Reference</td>
</tr>
<tr>
<td>Second or more</td>
<td>204 (67.1)</td>
<td>43 (45.7)</td>
<td>247 (62.1)</td>
<td>1.25 (1.10-1.42)</td>
</tr>
<tr>
<td>Missing</td>
<td>17</td>
<td>9</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td><strong>First delivery &gt;35 years, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22 (6.9)</td>
<td>20 (19.4)</td>
<td>42 (9.9)</td>
<td>0.67 (0.50-0.90)</td>
</tr>
<tr>
<td>No</td>
<td>299 (93.1)</td>
<td>83 (80.6)</td>
<td>382 (90.1)</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Level of education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>5 (1.6)</td>
<td>3 (2.9)</td>
<td>8 (1.9)</td>
<td>Reference</td>
</tr>
<tr>
<td>Secondary</td>
<td>102 (31.9)</td>
<td>29 (28.2)</td>
<td>131 (31.0)</td>
<td>1.25 (0.72-2.15)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>214 (66.6)</td>
<td>71 (68.6)</td>
<td>285 (67.1)</td>
<td>1.20 (0.70-2.06)</td>
</tr>
<tr>
<td><strong>Occupational status before index birth, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>246 (76.6)</td>
<td>85 (82.4)</td>
<td>331 (78.0)</td>
<td>Reference</td>
</tr>
<tr>
<td>Not working</td>
<td>75 (23.4)</td>
<td>18 (17.6)</td>
<td>93 (22.0)</td>
<td>1.08 (0.96-1.22)</td>
</tr>
<tr>
<td><strong>Annual income (€), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>41 (15.1)</td>
<td>10 (10.5)</td>
<td>51 (13.9)</td>
<td>Reference</td>
</tr>
<tr>
<td>20,000-29,000</td>
<td>109 (40.1)</td>
<td>33 (34.7)</td>
<td>142 (38.7)</td>
<td>0.95 (0.81-1.12)</td>
</tr>
<tr>
<td>≥30,000</td>
<td>122 (44.9)</td>
<td>52 (54.7)</td>
<td>174 (47.4)</td>
<td>0.57 (0.74-1.03)</td>
</tr>
<tr>
<td>Missing</td>
<td>49</td>
<td>8</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td><strong>Diet, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Omnivorous</td>
<td>238 (74.1)</td>
<td>80 (77.7)</td>
<td>318 (75.0)</td>
<td>Reference</td>
</tr>
<tr>
<td>Other</td>
<td>83 (25.9)</td>
<td>23 (22.3)</td>
<td>106 (25.0)</td>
<td>1.05 (0.93-1.18)</td>
</tr>
<tr>
<td><strong>Smoker, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>10 (3.1)</td>
<td>7 (6.8)</td>
<td>17 (4.0)</td>
<td>0.77 (0.52-1.15)</td>
</tr>
<tr>
<td>No</td>
<td>311 (96.9)</td>
<td>96 (93.2)</td>
<td>407 (96.0)</td>
<td>Reference</td>
</tr>
</tbody>
</table>

**Partner characteristics**

https://www.jmir.org/2019/3/e10335/
The position most frequently used by women for delivering at home was on all fours; for delivering in a freestanding midwifery unit, it was squatting (Table 2). Delivering with two or more midwives was slightly more frequent in a freestanding midwifery unit, as was the use of a uterotonic agent (mainly oxytocin) at birth. None of the other monitored obstetric and neonatal parameters differed between the two delivery settings. No third- or fourth-degree perineal tears were observed in the studied population, and only two episiotomies were performed. Within one week of delivery, one mother and eight newborns were hospitalized, all after delivering at home, and all were discharged from the hospital after a few days.
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Delivery location</th>
<th>Overall (N=424)</th>
<th>Relative risk (95% CI)</th>
<th>Z</th>
<th>F (df1,df2)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At home (n=321)</td>
<td>In a freestanding midwifery unit (n=103)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Birth-related</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gestational age (weeks), median (IQR³)</td>
<td>40 (1)</td>
<td>40 (1)</td>
<td>40 (1)</td>
<td>0.75</td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>Birthweight (g), mean (SD)</td>
<td>3419.6 (451.4)</td>
<td>3397.1 (392.8)</td>
<td>3414.1 (437.3)</td>
<td>1.32</td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Small for gestational age, n (%)</td>
<td>Yes</td>
<td>23 (7.2)</td>
<td>14 (13.6)</td>
<td>37 (8.7)</td>
<td>0.81 (0.62-1.04)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>298 (92.8)</td>
<td>89 (86.4)</td>
<td>387 (91.3)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Position in delivering, n (%)</td>
<td>Lying down</td>
<td>46 (14.3)</td>
<td>30 (29.1)</td>
<td>76 (17.9)</td>
<td>0.94 (0.75-1.17)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Squatting</td>
<td>75 (23.4)</td>
<td>41 (39.8)</td>
<td>116 (27.4)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kneeling</td>
<td>18 (5.6)</td>
<td>1 (1.0)</td>
<td>19 (4.5)</td>
<td>1.47 (1.23-1.74)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>On all fours</td>
<td>130 (40.5)</td>
<td>16 (15.5)</td>
<td>146 (34.4)</td>
<td>1.38 (1.19-1.59)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>On the side</td>
<td>32 (10.0)</td>
<td>15 (14.6)</td>
<td>47 (11.1)</td>
<td>1.05 (0.83-1.34)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>20 (6.2)</td>
<td>0</td>
<td>20 (4.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of midwives at delivery, n (%)</td>
<td>1</td>
<td>23 (7.2)</td>
<td>1 (1.0)</td>
<td>24 (5.7)</td>
<td>1.29 (1.16-1.42)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥2</td>
<td>298 (92.8)</td>
<td>102 (99.0)</td>
<td>400 (94.3)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Cord clamping (min), mean (SD)</td>
<td>84.2 (106.7)</td>
<td>88.8 (44.8)</td>
<td>85.3 (95.4)</td>
<td>1.25</td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Uterotonic agent use, n (%)</td>
<td>Yes</td>
<td>98 (30.5)</td>
<td>45 (43.7)</td>
<td>143 (24.3)</td>
<td>1.43 (1.09-1.88)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>223 (69.5)</td>
<td>58 (56.3)</td>
<td>281 (75.7)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Lotus, n (%)</td>
<td>Yes</td>
<td>76 (23.7)</td>
<td>27 (26.2)</td>
<td>103 (24.3)</td>
<td>0.97 (0.85-1.10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>245 (76.3)</td>
<td>76 (73.8)</td>
<td>321 (75.7)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Exclusive breastfeeding at 10 days, n (%)</td>
<td>Yes</td>
<td>314 (93.7)</td>
<td>100 (97.1)</td>
<td>414 (94.6)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>7 (2.2)</td>
<td>3 (2.9)</td>
<td>10 (2.4)</td>
<td>0.92 (0.61-1.39)</td>
<td></td>
</tr>
<tr>
<td>Birth outcomes</td>
<td>Postpartum hemorrhage, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>≤500 mL</td>
<td>292 (91.0)</td>
<td>97 (94.2)</td>
<td>389 (91.7)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;500 mL</td>
<td>29 (9.0)</td>
<td>6 (5.8)</td>
<td>35 (8.3)</td>
<td>1.61 (0.65-3.98)</td>
<td></td>
</tr>
<tr>
<td>Perineal tear (degree), n (%)</td>
<td>None</td>
<td>171 (53.3)</td>
<td>57 (55.3)</td>
<td>228 (53.8)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>103 (32.1)</td>
<td>33 (32.0)</td>
<td>136 (32.1)</td>
<td>1.01 (0.89-1.74)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Second</td>
<td>45 (14.0)</td>
<td>12 (11.7)</td>
<td>57 (13.4)</td>
<td>1.05 (0.90-1.23)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Third</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fourth</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

Table 2. Birth-related characteristics and birth outcomes of women having planned births at home or in a freestanding midwifery unit.
**Discussion**

**Principal Results**

The population enrolled in this first Italian study corresponded to 47% of the expected national deliveries over the study period and for all causes of out-of-hospital births. Considering that the investigated population was selected and only low-risk, planned out-of-hospital births were the target population, the findings are representative and support the choice of out-of-hospital planned births in Italy.

Being older than 35 years and being a primipara increased the probability of the delivery occurring in a freestanding midwifery unit compared to at home. Findings are in line with previous studies performed in different European countries, as well as in the United States and Canada [13-18]. Among the reasons that influence women in planning the place of birth are cultural attitudes, religion, and peer and family views, but another determinant guiding the choice to deliver out-of-hospital is also previous birth experience [19-21]. These reasons are valid for comparable settings in countries with middle and high availability of resources. In developing countries, where out-of-hospital birth rates are high, factors such as poverty, access to hospitals, and lack of transportation determine the choice [22,23].

**Strengths and Limitations**

This study had limited power to detect small differences in variables with low incidence. As in similar countries [24], the rate of out-of-hospital births in Italy is low, so it is difficult to obtain large study groups. Therefore, the results of this study can be indicative for settings with similar services and societal structures. The strength of the study was its ability to obtain for the first time, using a rigorous data collection process, detailed information on out-of-hospital births in Italy for a large population that was based on a formal, updated, and evidence-based assistance protocol. The first national dataset was created and provided reasonable detail in terms of women’s characteristics, pregnancy monitoring, labor, birth, and neonatal outcomes of interest. These data have allowed the body of knowledge to be expanded by providing evidence on the results of comparisons performed between delivery settings.

**Conclusions**

This study made it possible, for the first time, to obtain a large amount of information about out-of-hospital births in Italy. The tools used for data collection and visualization have allowed us to optimize the acquisition and monitor the information. The future goal is to be able to expand this data collection to all out-of-hospital births in the national territory. This would also allow midwives to have a more complete and detailed view of the work they perform and help monitor and improve the clinical practice of out-of-hospital births. Moreover, with an increase in the number of enrolled midwives, it would be possible to use the portal not only as a Web-based form but also as a portal for sharing resources that would help midwives in their clinical practice. The interactive graphs and maps [25] used for visualizing and processing data can be valuable instruments for sharing results.
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Abstract

Background: With health research practices shifting toward rapid recruitment of samples through the use of online approaches, little is known about the impact of these recruitment methods on continued participation in cohort studies.

Objective: This study aimed to report on the retention of a cohort of young women who were recruited using an open recruitment strategy.

Methods: Women from the 1989-95 cohort of the Australian Longitudinal Study on Women’s Health, recruited in 2012 and 2013 were followed up annually via Web-based surveys in 2014, 2015, and 2016. Prevalence ratios for survey response were calculated using log-binomial models with generalized estimating equations including demographic, health-related, and recruitment method characteristics examined as explanatory factors.

Results: Of the 17,012 women who completed the baseline survey (Survey 1) in 2012 to 2013, approximately two-thirds completed Survey 2 (2014), and just over half completed Surveys 3 (2015) and 4 (2016). Women demonstrated transient patterns of responding with 38.21% (6501/17,012) of women completing all 4 surveys. Although retention of young women was associated with older age, higher education, higher self-rated health status, and low engagement with adverse health behaviors, the method of recruitment was a key determinant of study participation in the multivariate model. Although women were more likely to be recruited into the cohort via social media (e.g., Facebook), retention over time was higher for women recruited through traditional media and referral approaches.

Conclusions: A balance must be obtained between achieving representativeness, achieving rapid cohort recruitment, and mitigating the pitfalls of attrition based on recruitment method in the new era of cohort studies, where traditional recruitment methods are no longer exclusively viable options.

(J Med Internet Res 2019;21(3):e11286) doi:10.2196/11286
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Introduction

Participation in epidemiologic studies has been declining over the past 30 years. This has been attributed to declining volunteerism, the proliferation of market research studies, perceived irrelevance, and increased demands on participant involvement [1]. Together with the changing technological landscape and shift toward digital communication practices, this has led to innovative approaches to participant recruitment that take advantage of online recruitment through social media advertising and blog-seeding [2-4]. Although these techniques might be successful in recruiting participants to a single study [2,5], little is known about the impact of these recruitment techniques on participant retention in cohort studies.

A review of the current literature revealed consistent associations between sociodemographic and health factors and attrition. In conventional cohort studies using paper-based surveys, attrition (permanent or temporary loss to follow-up) is more likely to occur if participants are younger [6,7], less educated [8,9], have poorer health [6,7,10], or are smokers [6,11]. Retention (active participation at a survey wave) within conventional longitudinal studies among younger people has been credited to ongoing contact with participants, via such avenues as regular postcards and phone calls [12-14]. As internet-based research increases, it is important to understand what leads participants to return to a Web-based survey and what biases might be introduced by the disparities between those who return and those who do not, particularly for young people who are notoriously hard to engage in longitudinal health research [1,2]. It is also important to understand the influence of sociodemographic factors on recruitment method and the joint impact on retention. For example, we found that recruitment method differed by age [3] and, on the basis of past research, we would expect age to also influence retention [6,7].

The aim of this study was to examine factors that influence retention in a longitudinal cohort study of young women who were openly recruited through the internet and social media, as well as traditional media recruitment methods [3]. Specifically, we wished to identify the characteristics associated with retention, with a particular focus on whether retention was influenced by different recruitment methods. On the basis of past research, we hypothesized that women who were younger [6,7], had lower levels of education [8,9], had relatively poorer health [6,7,10], and who used tobacco [6,11] would be less likely to continue completing surveys compared with other women. We further hypothesized that the recruitment method may influence retention and that some of this influence may be due to age [3].

Methods

Overview of the Study Design

This study included data from the 1989-95 cohort of the Australian Longitudinal Study on Women’s Health (ALSWH), a national population-based health study of Australian women. Details regarding the recruitment strategy for this cohort are described in detail elsewhere [3]. Briefly, however, between 2012 and 2013, women born between 1989 and 1995 (aged 18 to 23 years) were recruited using an open recruitment method that relied on both social media as well as traditional recruitment strategies. Additional eligibility for study inclusion included living in Australia, possessing a Medicare (ie, Australia’s national health insurer) number (Australian and New Zealand citizens and permanent residents living in Australia are eligible for a Medicare number), and consenting to have survey data linked with administrative data (eg, records of health service use). Verification for data linkage was conducted by the Australian Department of Human Services matching participants on name, address, date of birth, and Medicare number.

Unlike the previous ALSWH cohorts who were recruited through the Medicare database, recent recruitment of young women demonstrated that this approach was no longer a viable option for the recruitment of young women for the purpose of conducting health surveys [15]. Recruitment strategies for the new cohort of women aged 18 to 23 years included paid Facebook advertising, promotion using social and other internet-based media (eg, forum posts, Gumtree advertisements, and Twitter), paid and unpaid promotion through traditional media (eg, face-to-face events, posters, print, and radio media promotion), incentives (eg, chance to win a AU $50 gift voucher or fashion promotion which entailed a chance to win an exclusive pair of Black milk tights), and peer referral. Owing to the slow rate of recruitment at the beginning, the campaign comprised 2 promotions: the first delivered by ALSWH (October 2012 to December 2013) and the second by a marketing company under the branding of Women’s Health of Australia! (October 2013 to December 2013). The slogans, branding, and incentives offered under each of the promotions are described in detail elsewhere [3].

The 17,012 women who responded to the open recruitment invitation and completed the Web-based survey were found to be broadly representative of similarly aged Australian women in terms of demographics, with some over-representation of more educated women [5]. Unlike the original 3 ALSWH cohorts who completed surveys on a 3-year rolling schedule, the newest cohort has completed yearly surveys.

To meet the aims of the study, surveys were focused on demographic, economic and social factors, health behaviors, self-reported anthropometric measures, physical and mental health, and health service use. To reduce participant burden, not all questions are asked at every survey, with a core set of items included and themed items included in every second or third survey (eg, complementary and alternative therapies are included in Survey 2 (measured in 2014), whereas the additional theme for Survey 3 (measured in 2015) was on parental socioeconomic position and adverse childhood experiences) [16].

Participants

Data for this study were obtained from the ALSWH 1989-95 cohort who completed surveys in 2012 to 2013 (Survey 1), 2014 (Survey 2), and 2015 (Survey 3).

Measures

Response status: The women were resurveyed annually via Web-based surveys in 2014, 2015, and 2016. Women were
classified as respondents to a particular survey if they provided answers to at least 5 items from that survey. The number of questions varied between 56 and 113 across the 3 follow-up surveys.

Demographic variables at Survey 1 included age and area of residence. Area of residence was based on the Accessibility/Remoteness Index of Australia Plus index of distance from the nearest urban center (major cities; inner regional; and outer regional, remote, or very remote) [17]. The highest level of education completed was classified as (1) less than 12 years of schooling, (2) Grade 12 or equivalent, (3) certificate or diploma, and (4) university. Student and employment status were each classified as not studying or not employed and part-time or full-time. The ability to manage with available income was reported as easy, not too bad, difficult some of the time, difficult all the time, or impossible. Relationship status was classified as married; living in a de facto relationship; or not married or partnered.

Health-related characteristics at Survey 1 included self-rated health, psychological distress, health behaviors, body mass index (BMI), physical activity, and experience of partner violence. Self-rated health was measured by the general health item, “In general would you say your health is:” with response options of excellent; very good; good; fair; or poor [18]. Psychological distress was measured by the Kessler Psychological Distress Scale (K10) [19], which comprises 10 items that measure recent depression and anxiety. The summed responses to these items were categorized to indicate low, moderate, high, and very high levels of psychological distress [20]. Smoking was classified into never smoker, ex-smoker, and current smoker. Alcohol consumption was based on the level of risk identified according to the 2009 guidelines [21] with episodic risk defined as drinking 5 or more standard drinks on 1 occasion and long-term risk as drinking more than 2 drinks per day on average. Using these definitions, 4 categories of alcohol consumption were used: (1) no risk; (2) low long-term risk, low episodic risk; (3) low long-term risk, high episodic risk; and (4) high long-term risk, irrespective of episodic risk. Marijuana use and other illicit drug use were categorized according to most recent use: never; recent use (in the last 12 months); past use (more than 12 months ago); and recent and past use. BMI (kg/m²) was categorized according to World Health Organization guidelines as underweight (BMI less than 18.5), healthy weight (BMI 18.5 to 24.9), overweight (BMI 25 to 29.9), and obese (BMI 30 or more) [22]. Physical activity level was based upon the frequency and duration of leisure-time activity in the last week and classified as sedentary, low, moderate, or high [23]. Partner violence was an affirmative response to the item: “Have you ever been in a violent relationship with a partner or spouse?”

Recruitment method: When women were first recruited into the 1989-95 cohort, an item in the baseline survey asked them what had led them to take part in the study. Responses were grouped into 5 broad recruitment methods: (1) Facebook, including posts on the ALSWH pages and paid advertising; (2) other online media (eg, Twitter, Tumblr, and blogs); (3) referral (eg, direct contact from ALSWH staff, referral from professional and personal networks, and existing ALSWH participants); (4) traditional media (eg, television, radio, and magazine advertising); and (5) a fashion promotion, which involved an incentive of the chance to win a pair of exclusive tights [3].

Analyses

Baseline characteristics at Survey 1, including mode of recruitment, are presented according to participants who responded to follow-up surveys (respondents) versus participants who did not (nonrespondents). Response rates across the first 3 follow-up surveys are presented in a multimedia appendix according to pattern of response, demographic, and health-related characteristics as well as recruitment method.

Prevalence ratios (PR) for survey response were calculated using a log-binomial model with generalized estimating equations to account for the correlation of repeated observations across surveys. A total of 3 models were investigated incorporating explanatory variables measured at baseline: (1) survey; (2) survey and recruitment method; and (3) survey, recruitment method, selected demographic, and health-related variables. An interaction between age and recruitment method was also investigated. Results were deemed to be statistically significant if \( P < .01 \), and analyses were conducted using SAS Software 9.4 (TS1M3) for Windows (SAS Institute Inc, Cary, NC, USA).

Results

In 2012 to 2013, 17,012 women completed Survey 1 (baseline). Surveys were conducted annually thereafter, with 66.68% (11,344/17,012) of women completing the second survey in 2014, 52.67% (8961/17,012) of women completing the third survey in 2015, and 52.94% (9007/17,012) of women completing the fourth survey in 2016. All 3 follow-up surveys were completed by 38.21% (6501/17,012) of women, whereas 19.54% (3324/17,012) of women completed 2 follow-up surveys, 18.58% (3161/17,012) of women completed 1 follow-up survey only, and 23.67% (4026/17,012) women did not respond to any of the follow-up surveys. The frequency of response patterns across 3 follow-up surveys is presented in Table 1.

Women who responded at subsequent surveys (2, 3, or 4) were more likely to be older at baseline, reported better health, and were more likely to manage on their available income at baseline, whereas women who did not respond again after Survey 1 were more likely to report smoking, drinking, or other drug use at baseline, be sedentary, or report experiencing domestic violence (see Multimedia Appendix 1). Responders were more likely to have been recruited via referral or traditional media methods, whereas nonrespondents were more likely to report being recruited through Facebook and other social media strategies.

Response rates across the first 3 follow-up surveys are presented in Multimedia Appendix 2.
Participants were 20% less likely to respond after the first follow-up survey (95% CI 0.79-0.80, see Table 2). Compared with women who were recruited via Facebook, women who were recruited via referral or traditional media were more likely to respond at subsequent surveys (PR=1.11; 95% CI 1.07-1.15 and PR=1.18; 95% CI 1.14-1.22, respectively), whereas some recruited via the fashion promotion strategy were slightly less likely to respond (PR=0.94; 95% CI 0.91-0.97). Women were less likely to respond if they had not completed Grade 12 at baseline (PR=0.80; 95% CI 0.76-0.84), had extreme difficulties managing with their available income (PR=0.95; 95% CI 0.93-0.97), were smokers (PR=0.82; 95% CI 0.79-0.85), or had very high levels of psychological distress (PR=0.96; 95% CI 0.93-0.98). There was no evidence of an interaction between age and recruitment method ($P>.01$, data not shown).
Table 2. Factors associated with survey response over 3 follow-up surveys using baseline (Survey 1) characteristics as explanatory variables (N=17,012; 187 participants were excluded due to missing data). The included explanatory factors for predicting response at follow-up surveys were model 1 (survey), model 2 (survey + recruitment method), and model 3 (survey + recruitment method + other characteristics; eg, selected demographic/health factors).

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Model 1 PR (95% CI)(^a)</th>
<th>P value</th>
<th>Model 2 PR (95% CI)</th>
<th>P value</th>
<th>Model 3 PR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 (2014)</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3 (2015)</td>
<td>0.79 (0.78-0.80)</td>
<td>&lt;.001</td>
<td>0.79, (0.78-0.80)</td>
<td>&lt;.001</td>
<td>0.80 (0.79-0.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4 (2016)</td>
<td>0.79 (0.78-0.80)</td>
<td>&lt;.001</td>
<td>0.80 (0.79-0.81)</td>
<td>&lt;.001</td>
<td>0.80 (0.79-0.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Recruitment method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Other social media</td>
<td>—</td>
<td></td>
<td>1.06 (1.01-1.11)</td>
<td>.0114</td>
<td>1.04 (0.99-1.08)</td>
<td>.10</td>
</tr>
<tr>
<td>Referral</td>
<td>—</td>
<td></td>
<td>1.14 (1.11-1.18)</td>
<td>&lt;.001</td>
<td>1.11 (1.07-1.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Traditional media</td>
<td>—</td>
<td></td>
<td>1.22 (1.18-1.26)</td>
<td>&lt;.001</td>
<td>1.18 (1.14-1.22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fashion promotion</td>
<td>—</td>
<td></td>
<td>0.97 (0.94-1.00)</td>
<td>.0321</td>
<td>0.94 (0.91-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Baseline age</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-20 years</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1.08 (1.06-1.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>21-23 years</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area of residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major cities</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Inner regional</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1.01 (0.98-1.03)</td>
<td>.59</td>
</tr>
<tr>
<td>Outer regional and remote areas</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.97 (0.93-1.01)</td>
<td>.11</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade 12 or more</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Less than Grade 12</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.80 (0.76-0.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Income management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy/not too bad/difficult sometimes</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Impossible/difficult all the time</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.95 (0.93-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not obese (BMI &lt;30)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Obese (BMI ≥ 30 or more)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.95 (0.92-0.98)</td>
<td>.0035</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker/exsmoker</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Current smoker</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.82 (0.79-0.85)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-rated health</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good/good</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Fair/poor</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.99 (0.96-1.02)</td>
<td>.61</td>
</tr>
<tr>
<td>Psychological distress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not very high (K10 score&lt;30)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Very high distress (K10 score ≥30)</td>
<td>—</td>
<td></td>
<td>—</td>
<td></td>
<td>0.96 (0.93-0.98)</td>
<td>.0016</td>
</tr>
</tbody>
</table>

\(^a\)PR (95% CI): prevalence ratio with 95% CI.

\(^b\)Not applicable.

\(^c\)BMI: body mass index.
Discussion

Principal Findings

This study aimed to provide an understanding of what factors influence longitudinal study retention rates for young people recruited through an open recruitment strategy. Importantly, similar to the ALSWH 1973-78 cohort, this new cohort of young women demonstrated generational patterns in responding, with younger women more likely to be transient in their participation over time. On the basis of previous research utilizing traditional recruitment methods [7], we also hypothesized that women who had lower levels of education were obese and those who smoked would be less likely to be retained at follow-up surveys compared with other women. Although the findings support these hypotheses, we found that the method of recruitment was associated with ongoing survey response, even after controlling for sociodemographic and health-related characteristics. This is a novel finding in the new era of online recruitment.

Comparison With Prior Work

Although relatively new as a recruitment tool in health research, social media has previously been lauded for its cost-effectiveness, increased reach of participants (including those that are hard to reach and minority populations), flexibility, and ability to provide largely representative samples [2,5,24]. Here, we were able to extend our knowledge regarding the impact of recruitment method on cohort retention. The majority of women were successfully recruited into the cohort via Facebook or other online avenues, with 65% to 69% of these women returning to complete the first follow-up survey. This is consistent with cohort retention rates using traditional random sampling recruitment strategies [25]. Particularly, retention among similarly aged women recruited into the ALSWH in 1996 demonstrated a similar pattern, with 68% of participants retained at the second survey (conducted 4 years later), with participant attrition stabilizing over time. Importantly, for the newest 1989-95 ALSWH cohort of young women, a part of the study design included shorter surveys to be conducted annually in a rolling schedule. However, this strategy did not appear to be effective in mitigating the attrition seen in the previous cohort of younger women who were administered surveys on a 3-year schedule. This study did not appear to be effective in mitigating the attrition between Surveys 1 and 2, with an overall response rate of 67% just 12 months later. The main reason for nonresponse was that they could not be contacted, which was the same reason as that found for the 1973-78 cohort [25]. It is important to note, however, that although attrition was the highest between Surveys 1 and 2, this effect had plateaued for Survey 4.

Although a smaller number of participants were recruited through traditional media and referral avenues, the retention rate for this group of women remained higher than those recruited through social media. This finding has important implications for online recruitment particularly for young women. It is posited that recruitment through Facebook and other social media provided an immediate opportunity to click directly through to the first survey, potentially reducing the time to consider the ongoing commitment for participation and also involving less contact with the research team. This is supported by Frandsen et al [26] who argued that the use of social media does not lead to better informed and potentially self-screened participants compared with traditional media. Participants recruited through traditional media and referral have to consciously decide to do the survey and then access it on the web, possibly indicating more thought about completing the first survey and a better understanding that there would be additional questionnaires to follow. In addition, traditional media and referral both provide contact with the research team, either through interviews in traditional media or personal contact through referral. As a result, researchers using social media, such as Facebook, for the purposes of recruitment into longitudinal cohort studies need to consider the amount of participant information that is collected to enable accurate tracking of participants to minimize participant attrition.

Although labor intensive, previous research has identified that implementing multiple methods of retention increased rates by 70% [27]. With reduced initial contact with participants recruited through social media, more personalized methods of follow-up (eg, mail, email, short message service, and telephone) may be even more important to reduce attrition. Therefore, when recruiting a cohort for the purposes of longitudinal research, a balance between achieving representativeness, meeting cohort targets quickly, and understanding potential rates of attrition depending on the method of recruitment is required in the planning stages. Given the fact that traditional random sampling methods are no longer cost-effective to be used exclusively [15], balancing these processes and potential outcomes is particularly important.

Furthermore, the use of incentives is beginning to be highlighted as key factors in the recruitment and retention of young people [27,28]. Importantly, a systematic review found that study retention rates among the 10 studies identified increased with higher monetary values; however, whether cash incentives were more effective than gifts was not clear. This is in contrast with recent findings regarding the use of incentives in relation to cohort recruitment. In particular, an Australian study focused on contraceptive use and pregnancy intentions among similarly aged women found that only small incentives (AU $20 gift card) were required to recruit their demographically representative cohort [2]. In addition, a UK-based cohort study that used a combination of prize draw and gift voucher incentives found that the withdrawal rate was not influenced whether an incentive was received [29]. In the ALSWH, incentives differed at each survey.

Interestingly, results for health and health behavior factors are in agreement with findings from the 4 ALSWH cohorts born between 1921 and 1926, 1946 and 1951, and 1973 and 1978 [30]. It appears to be that poor health and adverse health behaviors deter ongoing participation across generations and survey modalities. These findings reflect international literature that has demonstrated the impact of health and health behavior on participation in longitudinal health research [11,31-33]. Despite the advent of online recruitment approaches and Web-based surveying and advances in technology that support participant tracking [16], the issue of biases in retention remain.
Limitations
This study must be considered in light of its limitations. First, we examined rates of attrition among young women. Younger women, particularly in the ALSWH, have been found to be more mobile than women who are older [25]. In addition, these women were born in an age of technological advancement, particularly regarding online and social media. As a result, reasons for attrition may differ by age. It is also important to note that we had a restrictive 5-year age range for our cohort (ie, 18 to 23), which prevented us from being able to understand the nuances associated with age on recruitment strategy. This would require further examination with a broader age range. Second, there is the potential that unmeasured factors may have influenced rates of retention. Finally, although we examined associations between variables, causation cannot be implied.

In addition, the method of recruitment was determined via participant self-report with participants being only able to select 1 mode of invitation. There is the potential that participants were exposed to multiple approaches before joining the study [3] and that they selected the method that resonated the most. Future research is required to assess the number of strategies that are encountered before a commitment to study participation is made. Despite these limitations, the study is balanced by a number of strengths including being a large cohort, which is broadly representative of similarly aged Australians in the general population [3]. Such a cohort allows us to predict the subgroups of women that potentially should be targeted from the outset to remain in the study.

Conclusions
Although there is a need for more research into the factors that engage participants to commit to a cohort study and to follow through on that commitment, this study offers some insights. In particular, the mode of recruitment appears to create differing levels of commitment, perhaps reflecting the level of personal contact with the research team and time taken to consider enrolling in a study. In addition, demographic and health factors also impact on retention, suggesting that strategies to particularly re-engage those with poor health, adverse health behaviors, and from lower socioeconomic groups may be warranted. Perhaps cohort researchers would benefit from taking a leaf from qualitative methods and undertaking purposive re-engagement, along the lines of purposive sampling where a particular group is targeted for inclusion or, in this case, re-inclusion. The more representative a cohort is and the less attrition it has, the more useful its results. However, a balance must be obtained between achieving representativeness, achieving rapid cohort recruitment, and mitigating the pitfalls of attrition based on recruitment method in the new era of cohort studies, where traditional recruitment methods are no longer exclusively viable options.
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Multimedia Appendix 1
Baseline characteristics at Survey 1 for women aged 18 to 23 years in 2012 to 2013, according to whether they responded at subsequent surveys.
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Multimedia Appendix 2
Response rates of original sample (N=17,012) at follow-up surveys, according to baseline characteristics.
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Abstract

Background: Novel, technology-based methods are rapidly increasing in popularity across multiple facets of quantitative research. Qualitative research, however, has been slower to integrate technology into research methodology. One method, computer-mediated communication (CMC), has been utilized to a limited extent for focus group discussions.

Objective: This study aimed to assess feasibility of an online video conferencing system to further adapt CMC to facilitate synchronous focus group discussions among transgender women living in six cities in eastern and southern United States.

Methods: Between August 2017 and January 2018, focus group discussions with adult transgender women were conducted in English and Spanish by research teams based in Boston, MA, and Baltimore, MD. Participants were sampled from six cities: Baltimore, MD; Boston, MA; New York, NY; Washington, DC; Atlanta, GA; and Miami, FL. This was formative research to inform a technology-enhanced cohort study to assess HIV acquisition among transgender women. This analysis focused on the methodologic use of CMC focus groups conducted synchronously using online software that enabled video or phone discussion. Findings were based on qualitative observations of attendance and study team debriefing on topics of individual, social, technical, and logistical challenges encountered.

Results: A total of 41 transgender women from all six cities participated in seven online focus group discussions—five English and two Spanish. There was equal racial distribution of black/African American (14/41, 34%) and white (14/41, 34%) attendees, with 29% (12/41) identifying as Hispanic/Latina ethnicity. Overall, 29 of 70 (41%) eligible and scheduled transgender women failed to attend the focus group discussions. The most common reason for nonattendance was forgetting or having a scheduling conflict (16/29, 55%). A total of 14% (4/29) reported technical challenges associated with accessing the CMC focus group discussion. CMC focus group discussions were found to facilitate geographic diversity; allow participants to control anonymity and privacy (eg, use of pseudonyms and option to use video); ease scheduling by eliminating challenges related to travel to a data collection site; and offer flexibility to join via a variety of devices. Challenges encountered were related to overlapping conversations; variable audio quality in cases where Internet or cellular connection was poor; and distribution of incentives (eg,
cash versus gift cards). As with all focus group discussions, establishment of ground rules and employing both a skilled facilitator and a notetaker who could troubleshoot technology issues were critical to the success of CMC focus group discussions.

**Conclusions:** Synchronous CMC focus group discussions provide a secure opportunity to convene participants across geographic space with minimal time burden and without losing the standardized approach that is expected of focus group discussions. This method may provide an optimal alternative to engaging hard-to-reach participants in focus group discussions. Participants with limited technological literacy or inconsistent access to a phone and/or cellular data or service, as well as circumstances necessitating immediate cash incentives may, however, require additional support and accommodation when participating in CMC focus group discussions.

*J Med Internet Res 2019;21(3):e12569*  doi:10.2196/12569
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**Introduction**

Novel, technology-based methods are rapidly increasing in popularity across multiple facets of quantitative HIV research. For several years now, technology has been integrated into sampling and recruitment methods via the use of online advertisements on social media and dating apps, electronic and short message service (SMS) text messaging surveys for data collection, online incentive systems, and electronic gift cards. Outside of HIV research, several large cohorts, such as the National Institutes of Health’s (NIH) Precision Medicine Initiative Cohort [1] and the Black Women’s Health Study [2], recruit and follow over 50,000 to 1 million participants across the United States using predominantly technology-based methods. HIV research is keeping with these trends, enrolling large samples of participants for behavioral surveys [3-5] and intervention research [6,7]. The development of SMS text messaging and mobile phone apps has become an increasingly common method to provide and support prevention and care interventions [8,9], while gaming methods have been incorporated to keep participants, particularly youth, engaged in research activities and to promote and maintain health behaviors [10,11]. The combined benefits of improving overall study efficiency, potentially decreasing study costs associated with reducing space and staff needs for data collection, and improving convenience for participants suggest that integration of technology into research practices will continue to emerge and evolve.

Qualitative research, however, has been arguably slower to integrate technology into its research methodology. One method, computer-mediated communication (CMC), has been utilized to a limited extent for focus group discussions. CMC, or online focus groups, has been used with populations that include, but are not limited to, cancer survivors [12,13], transplant patients [14], adolescents [15], gay and bisexual men [16], and transgender men and women [17,18]. This method provides a platform in which participants may join a virtual group to respond to a series of open-ended questions that follow a typical semistructured guide.

Previously, CMC focus group discussions have used online discussion forums in an asynchronous format that allows participants to type responses to posted questions [16]. In the asynchronous format, a group of participants may respond to the questions and to prior posts by other participants, but not all participants may be participating at the same time. The limited research of this method has suggested that CMC provides multiple benefits in terms of reducing cost and barriers associated with finding an ideal time and physical space that is convenient for participants to meet. Comparisons of in-person versus CMC focus groups have found that visual anonymity and perceived distance across the Internet stimulates group discussion and disclosure, allowing for greater sharing of ideas during CMC [19]. While typed responses provide more direct responses to questions (ie, less digression from topics) and candid sharing of sensitive information in an anonymous and confidential environment [16], discomfort with typing and low literacy levels may prohibit some participants from fully describing their viewpoints or experiences. Conversely, synchronous CMC focus groups that use audio or video options allow participants to join the discussion at the same time and respond to the question, as well as to each other’s comments, in real time. Online meeting platforms, which allow participants to join securely and free of charge from a variety of online or telephone mediums, may solve some of the initial limitations of typed, asynchronous CMC qualitative research, while still providing the same benefits.

This study aimed to assess feasibility of an online conferencing system to adapt CMC methods to facilitate focus group discussions in a synchronous audio and video format among transgender women living in six cities in eastern and southern United States.

**Methods**

**Setting**

Between August 2017 and January 2018, a total of seven synchronous focus group discussions with adult transgender women were conducted by research teams in Boston, MA, and Baltimore, MD. Participants were sampled from across six cities, including Baltimore, MD; Boston, MA; New York, NY; Washington, DC; Atlanta, GA; and Miami, FL. The focus group discussions were conducted as formative research to develop and implement a technology-enhanced cohort study to assess HIV acquisition among transgender women in these cities.

Synchronous CMC focus groups were selected for use with this study population, given past observations of challenges faced by participants in terms of transportation to and from the physical location of the focus group discussions [20]. Interest in using this method was confirmed by transgender participants in the preliminary focus group discussions in the United States and United Kingdom. This research was conducted as part of the Transgender Health Impact Project (THIP), a longitudinal cohort study to assess HIV and substance use risk among transgender women in urban centers in the United States and the United Kingdom [21].

**Participants**

Participants were recruited from two clinics that serve primarily transgender people in Boston, MA, and Baltimore, MD. The THIP research team identified approximately 30 potential participants to be eligible for this focus group. Participants were eligible to participate if they were aged 18 or older, self-identified as transgender, and were living in the United States. In addition, participants were excluded if they had participated in another focus group during the past year. Recruitment and follow-up occurred via social media advertisements on Facebook, Instagram, Twitter, anduh,uh,uh...
in convening focus groups across the six study cities further supported the decision to use synchronous CMC methods.

**Recruitment, Eligibility Screening, and Enrollment**

To reach a diverse sample, participant recruitment was conducted via multiple avenues, including word-of-mouth, advertisements shared at or by local community-based organizations and clinics, and advertisements shared via social media. Candidate participants were informed that the study was to “understand more about HIV and other health concerns among transgender women across the U.S.” Participants were informed that the purpose of this study was to obtain their feedback, opinion, and suggestions on the methods that would be used in an upcoming study among transgender women.

Participants who were interested in joining a focus group contacted the study coordinator who screened participants by phone to assess eligibility. Participants were deemed eligible if they met the following criteria: aged 18 years or older; reported an identity along the trans feminine spectrum, which included reporting being both assigned male sex at birth and reporting transgender, gender nonconforming, or female gender identity; and no prior participation in the focus group discussion. We used maximum variation sampling [21] in an effort to ensure representation across geographic site, race and ethnicity, and age.

Focus group discussions were available in English or Spanish languages, and the screening and consent processes followed the individual’s preferred language. Eligible candidates consented and were then scheduled for a focus group at a time and day that was convenient to them. The verbal consent script informed participants of the purpose of the study, the reason they were invited to participate, and the risks and benefits to participants. Participants were informed that they could use their real name or a nickname or alias during the focus group discussion to protect their privacy and could opt to use a Web camera during the focus group but were informed that this could reduce their privacy.

Study staff informally assessed technological literacy during initial screening telephone calls. Study staff were therefore able to tailor instructions and troubleshooting tips based on participant comfort and preference, with the intention of including participants with varying levels of technological literacy. Participants were provided with verbal instructions via the telephone and were emailed instructions on how to join via multiple platforms. Simple instructions that were augmented by screenshots and other images described how the participant could join the focus group by cell phone, landline, mobile app, or via Web-based connection. Email and text message reminders were also sent to participants the day of the CMC focus group to remind them of their upcoming discussion. Additional effort focused on providing support to participants who appeared to have lower levels of technological literacy or lower levels of comfort with technology. For these participants, staff members often recommended calling into the focus group discussion, rather than use a computer or tablet.

Focus Group Implementation

Groups were comprised of 5-10 participants across geographic locations. Focus group discussions lasted approximately 60-90 minutes and were led by a facilitator with the support of a notetaker from the study team. The notetaker played the traditional notetaker role utilized in focus group discussions, but also provided technical support during the focus group discussion. This included making sure that participants were able to securely connect to the conference system by telephone or computer, including ensuring that speakers and microphones were enabled; troubleshooting any login challenges; reminding participants that they had the option to use their name or alias, as well as to enable or disable their video depending on their privacy preferences; and documenting names of participants to ensure that the appropriate study incentive was sent following the discussion. Focus groups were implemented using the Zoom online meeting platform (Zoom Video Communications, Inc), which is a Health Insurance Portability and Accountability Act (HIPAA)-compliant system that provides end-to-end encryption and optional audio and video recording [22]. Once connected to the group, participants could communicate individually with study staff using the private message option within the system for any additional support.

The focus group facilitator specified ground rules at the start of the discussion; reminded participants of key aspects of the consent form, including consent to record; and verified group consent to record before the audio recording began. The focus group discussion was then implemented using a semistructured guide to ask open-ended questions that targeted the primary research questions of interest. Following the conclusion of the focus group discussions, participants were sent an Amazon gift card in the amount of US $40. After encountering challenges to enrolling participants in Miami, FL, we subsequently revised our methodology to offer cash incentives.

Focus group guides were developed to gain insight from transgender women community members for the development of the subsequent cohort. The guide was developed to collect information on the feasibility, acceptability, and potential barriers of various recruitment and enrollment methods, as well as study branding and marketing.

Analysis

All focus group discussions were recorded via the Zoom software platform; audio recordings were submitted to a professional transcription company to be transcribed. Transcripts were reviewed for accuracy by staff members who were present during the focus group. Focus group transcripts were complemented by detailed notes and debriefing meetings with staff following the discussions. Trained qualitative analysts dually coded the transcripts using NVivo qualitative analysis software (QSR International) and met to discuss agreement and resolve discrepancies in coding. Spanish transcripts were coded in Spanish by Spanish-speaking staff and key quotes were translated into English.

This analysis focuses on the methodologic use of CMC focus groups conducted synchronously using online software that enables video or phone discussion for the purpose of informing
future use of this method. Findings are based on qualitative observations of attendance and study team debriefing on topics of individual, social, technical, and logistical challenges encountered by the study team or by participants.

**Ethical Review**

This study was approved by the Institutional Review Board at the Johns Hopkins School of Public Health. The collaborating partners, The Fenway Institute and Boston Children’s Hospital, ceded review to the Johns Hopkins School of Public Health as the prime recipient of the funding. The study was also supported by a community review provided by a Community Advisory Board comprised of transgender women community members from across the six participating cities.

**Results**

**Sample**

A total of 41 transgender women, of the 70 who were eligible, participated in seven online focus group discussions—five English and two Spanish—between August 2017 and January 2018. There was equal racial distribution of black/African American (14/41, 34%) and white (14/41, 34%) attendees, with 29% (12/41) identifying as Hispanic/Latina ethnicity. Participants were from all six cities, though slightly more from Baltimore and Washington, DC, participated in the discussions (9/41, 22% and 11/41, 27%, respectively) (see Table 1).

A total of 29 of 70 (41%) eligible and scheduled transgender women failed to attend the focus group discussions. Over half (16/29, 55%) were black/African American and 34% (10/29) were mixed race or other. Nonattendees were fairly distributed across the cities, with the exception that a higher proportion were from Washington, DC (see Table 1). The most common reason for nonattendance was forgetting or having a scheduling conflict (16/29, 55%). A total of 14% (4/29) reported technical challenges associated with accessing the CMC focus group discussion.

**Benefits**

We observed several benefits associated with the CMC focus group discussions. The use of an online forum facilitated geographic diversity by bringing together participants from multiple cities, which increased the racial and ethnic diversity of the sample. The geographic distance between participants, coupled with the ability to use pseudonyms, and the option to use video provided additional measures for anonymity and study privacy. We observed that a few participants, however, had prior social connections despite geographic distances, particularly through online venues and social networks. The use of CMC also eased scheduling by eliminating challenges related to participants’ travel to a data collection site. These benefits were augmented by the flexibility of the system to allow participants to join the discussion via telephone (ie, cell or landline), mobile phone or tablet (ie, through an app), or computer.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Attendees (N=41)</th>
<th>Nonattendees (N=29)</th>
<th>Total eligible participants (N=70)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>14 (34)</td>
<td>3 (10)</td>
<td>17 (24)</td>
</tr>
<tr>
<td>Black</td>
<td>14 (34)</td>
<td>16 (55)</td>
<td>30 (43)</td>
</tr>
<tr>
<td>Asian</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Hispanic/Latina</td>
<td>12 (29)</td>
<td>10 (34)</td>
<td>22 (31)</td>
</tr>
<tr>
<td>More than one race or other</td>
<td>11 (27)</td>
<td>10 (34)</td>
<td>21 (30)</td>
</tr>
<tr>
<td><strong>City, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atlanta</td>
<td>7 (17)</td>
<td>4 (14)</td>
<td>11 (16)</td>
</tr>
<tr>
<td>Baltimore</td>
<td>9 (22)</td>
<td>4 (14)</td>
<td>13 (19)</td>
</tr>
<tr>
<td>Boston</td>
<td>4 (10)</td>
<td>4 (14)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>New York City</td>
<td>5 (12)</td>
<td>3 (10)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>Miami</td>
<td>5 (12)</td>
<td>4 (14)</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Washington, DC</td>
<td>11 (27)</td>
<td>10 (34)</td>
<td>21 (30)</td>
</tr>
<tr>
<td><strong>Reasons for not attending, n (%)</strong></td>
<td>N/A</td>
<td>16 (55)</td>
<td>N/A</td>
</tr>
<tr>
<td>Forgot or scheduling conflict</td>
<td>N/A</td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Technological challenge</td>
<td>N/A</td>
<td>4 (14)</td>
<td>N/A</td>
</tr>
<tr>
<td>Unknown</td>
<td>N/A</td>
<td>9 (31)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Challenges

Several challenges were encountered during CMC focus group discussions, but they were predominantly minor in nature. These tended to include overlapping conversations and variable audio quality. Because some participants elected to keep their video turned off, it was easy for multiple participants to speak at the same time. Most participants immediately recognized when this occurred and would often take turns allowing each other to speak. CMC focus group discussions were ultimately facilitated in approximately the same way that in-person focus group discussions are facilitated and the facilitators made a point to refer back to anyone who had not been able to provide a response. Audio quality varied in cases where Internet or cellular connection was poor or when participants situated their computer or phone in a way such that the microphone was muffled. These were rare events and tended to be resolved when it was brought to the participant’s attention that they could not be heard. Ground rules were established at the beginning of the discussions to remind participants to allow each other to speak and to keep their phones or computers muted when not speaking.

Additional Considerations

Our experience with Spanish-speaking participants in Miami provided a unique challenge. Upon screening and enrollment, most candidate participants informed study staff that they did not have a phone or computer by which they could join the CMC focus groups. Ultimately, it was decided that our collaborating partners in Miami would host the focus group discussion in their office where trained research staff from Boston and Baltimore were able to connect via the video conference software. This situation proved to be the most difficult for the use of CMC focus group discussions. In prior CMC focus groups, it had been possible to view the facial expressions and body language of participants who elected to use video, and individual use of phones and computers permitted relatively clear and audible discussions. However, the setup of the camera limited the view of some participants who were sitting in the group. The setup also made it more difficult to hear participants who were sitting further away from the computer. Ultimately, the CMC focus group was able to be implemented and provided useful formative information for this population. After discussion with local staff in Miami, it was understood that many of the participants did, indeed, have cell phones, which they brought to the discussion, but simply preferred to receive cash rather than an Amazon gift card incentive.

Discussion

Principal Findings

The use of CMC focus group discussions provides an efficient and secure opportunity to convene participants across geographic space. In this case, the use of CMC focus group discussions facilitated geographic diversity, empowered participants to control their privacy during the focus group discussion, and provided flexibility in scheduling by eliminating challenges related to traveling to a data collection site. These benefits are particularly important for transgender women and other hard-to-reach populations who have multiple competing priorities and who may prefer more privacy in research participation. The benefits and challenges of CMC focus group discussions were balanced against the benefits and challenges that are associated with in-person focus group discussions (see Table 2). With consideration to unique aspects of CMC focus group discussions, we found that CMC focus group discussions are feasible to implement in overcoming challenges and barriers typically associated with in-person focus group discussions and with no apparent bearing on data or recording quality. The personal skills of facilitators and notetakers are as crucial to successful implementation of CMC focus group discussions as they are in person [23]. While the Zoom conference platform was used for these focus group discussions, any electronic platform that meets the following criteria may suffice for this purpose: allows synchronous audio and/or video communication, provides appropriate security measures, and is free of charge to participants.

In the context of this particular study, the greatest benefits of CMC focus group discussions were the flexibility in scheduling and the geographic reach offered by this method. Rarely are there situations in which busy participants can find a mutually agreeable time to participate in a focus group. CMC focus group discussions, however, reduced the burden of identifying a mutually agreeable location for participants to meet, as well as reduced time for transport to and from the location of the discussion. For transgender women, this may have the added effect of reducing travel time and costs, given expense of parking and that use of public transportation can add an additional 2-hour round trip to attend an hour-long focus group discussion in these cities. CMC focus groups also obviate security risks that are associated with traveling to unfamiliar locations and potential exposure to stigmatization and violence among this population [24]. Participants further seemed to enjoy speaking to others from different cities and these cross-city discussions provided the opportunity to assess and discuss differences across geographic locations.
Comparison With Prior Work

While this study did not directly compare the quality of CMC focus group discussions to in-person focus group discussions, we did not perceive that any less information was shared in CMC focus group discussions when compared to prior experiences with in-person focus group discussions with transgender women. A qualitative study by Woodyatt and colleagues directly compared in-person focus group discussions to typed CMC focus group discussions with gay and bisexual men [16] and provides further insight into the differences between CMC and in-person focus group discussions. They
found that the anonymous setting of the typed CMC discussions allowed those participants to discuss sensitive topics of intimate partner violence more candidly than those participating in person [16]. Woodyatt and colleagues, however, also reported observing a greater number of group conflicts during the typed CMC discussions compared to in-person focus group discussions; they attributed this to the complete anonymity of the typed CMC discussions [16].

Reflecting on these other variations of CMC focus group discussions, the use of synchronous CMC discussions with audio and video, as in our study with transgender women, creates a form of focus group discussion that falls on the spectrum between in-person and typed CMC focus group discussions. Providing an anonymous setting allows for open discussion of sensitive topics that are also observed with typed CMC discussions, but the audio and participant-controlled settings that allow participants to enable video may facilitate social connection and minimize group conflicts. While participants may disagree with one another’s perspectives, no group conflicts in terms of insults or heated disagreements were observed in this study.

Response rates in qualitative research among transgender women are highly variable, if reported at all [25], and were no different for this study. The participation rate in this study was moderate, with 41 of 70 (59%) candidate participants attending their scheduled discussion. Follow-up with candidates who had not attended their scheduled calls suggested that scheduling conflicts were the greatest source of their absence, with fewer absences reportedly due to technology issues. The capability to connect to the discussion through multiple mediums likely alleviated the technological barriers that may have been associated with a platform requiring participants to connect only through one medium (ie, phone or Internet). These capabilities also overcome limitations associated with typed CMC focus group discussions that would restrict participation to individuals with higher levels of literacy and typing abilities, as well as those with access to computers [17,19,26]. Nonetheless, participants with limited technological literacy or inconsistent access to a phone and/or cellular data or service, as well as circumstances necessitating immediate cash incentives, may require additional support and accommodation when connecting to CMC focus group discussions.

The preference of participants in Miami to convene in person for the CMC focus group discussion highlighted the importance and underestimated role of participant incentives. Institutional administrative requirements and service costs of other electronic payment methods led us to select the use of Amazon gift cards, which do not have additional service fees and are easy to track for reporting requirements. We frequently had to explain the Amazon business model and types of retail to participants across sites, in efforts to correct perceptions that Amazon is an online bookstore and to inform participants of the various ways in which purchases could be sent to an individual. The participants from Miami preferred to be paid directly in cash, however, for more immediate use or because they did not have reliable Internet connection to make purchases or stable housing to receive packages. The format and amount of participant incentives are as important as any other decision that is made in the implementation of focus group discussions, given their potential impact on selection bias. However, the use of CMC focus group discussions restricts the available options, as physical incentives cannot be provided directly to participants. For study populations that have greater, more immediate financial needs and less of an understanding of, or lower access to, electronic payment methods, identifying the appropriate incentive requires careful consideration and input from key community informants.

Limitations
This study describes the feasibility of incorporating new technology into qualitative research for the purposes of improving access, reducing logistical constraints, and convening diverse participants across geographic space. Further research is needed, however, to fully articulate the benefits of this method in terms of efficiency, participant experiences, and data quality associated with this method. Technological literacy was not assessed among participants at enrollment. Incorporating a screening tool to assess technological literacy would provide important information in terms of potential biases associated with this method. To our knowledge, brief screening tools to measure technological literacy for public health research are not currently available, but are urgently needed for this research, as well as for the rapidly expanding use of technology in research methodologies.

Conclusions
Synchronous CMC focus group discussions using a secure online conferencing system provide a new methodologic tool for qualitative research among hard-to-reach participants and those residing across geographically distant settings. These focus group discussions draw on the privacy benefits offered by typed CMC focus groups, as well as the collegiality of group dynamics offered by in-person focus group discussions. As with all focus group discussions, establishment of ground rules and employing a skilled facilitator is critical to the success of the discussion. Unique to CMC focus group discussions, we found that it is also critical to hire a notetaker who is also technologically skilled to troubleshoot and provide support to participants as they connect to the focus group discussions. Researchers who employ synchronous CMC focus group discussions with audio and video should also consider technological literacy, acceptability of noncash incentives, feasibility of distributing incentives, and imperceptibility of nonverbal communication during implementation planning. For study participants with limited time or concerns related to meeting in person, synchronous CMC focus group discussions offer a valuable option to ensure that they continue to be engaged in qualitative research.
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Abstract

Background: With increased access to technology and the internet, there are many opportunities for utilizing electronic health (eHealth), internet, or technology-delivered health services and information for the prevention and management of chronic diseases.

Objective: The aim of this paper was to explore (1) the differences in technology use, (2) Web-based health information seeking and use behaviors, (3) attitudes toward seeking health information on the Web, and (4) the level of eHealth literacy between adults aged 18 and 64 years with and without chronic disease.

Methods: A cross-sectional internet survey was conducted in March 2017 with 401 US adults. Participant responses were examined to understand associations between chronic disease status and eHealth behaviors such as internet health-seeking behaviors and Web-based behaviors related to health, tracking health indicators with a mobile app, patient portal use, and preferences for health information.

Results: About 1 in 3 (252/401, 37.2%) participants reported at least 1 chronic disease diagnosis. Seventy-five percent (301/401) of all participants reported having ever searched for health information on the Web. Participants with a chronic disease reported significantly higher instances of visiting and talking to a health care provider based on health information found on the Web (40.0% [48/120] vs 25.8% [46/178], \(\chi^2 = 6.7; P = .01\); 43.3% [52/120] vs 27.9% [50/179]; \(\chi^2 = 7.6; P = .006\)). The uses of health information found on the Web also significantly differed between participants with and without chronic diseases in affecting a decision about how to treat an illness or condition (49.2% [59/120] vs 35.0% [63/180]; \(\chi^2 = 6.7; P = .04\)), changing the way they cope with a chronic condition or manage pain (40.8% [49/120] vs 19.4% [35/180]; \(\chi^2 = 16.3; P < .001\)), and leading them to ask a doctor new questions or get a second opinion (37.5% [45/120] vs 19.6% [35/179]; \(\chi^2 = 11.8; P < .001\)). Chronic disease participants were significantly more likely to be tracking health indicators (43.9% [65/148] vs 28.3%, [71/251]; \(\chi^2 = 10.4; P = .006\)). In addition, participants with chronic disease diagnosis reported significantly higher rates of patient portal access (55.0% [82/149] vs 42.1% [106/252]; \(\chi^2 = 6.3; P = .01\)) and use (40.9% [61/149] vs 21.0% [53/252], \(\chi^2 = 18.2; P < .001\)). Finally, both groups reported similar perceived skills in using the internet for health information on the eHealth Literacy Scale (eHEALS). The majority of participants responded positively when asked about the usefulness of health information and importance of accessing health resources on the Web.

Conclusions: The high rates of reported information seeking and use of internet-based health technology among participants with chronic disease may reflect the uptake in eHealth to help manage chronic disease conditions. Health care providers and educators should continue to seek ways to interact and support patients in their management of chronic disease through eHealth platforms, including capitalizing on Web-based resources, patient portals, and mobile phone apps for disease education and monitoring.

(\textit{J Med Internet Res} 2019;21(3):e11240) doi:10.2196/11240
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Introduction

Background

Electronic health (eHealth) encompasses wearable devices that sync automatically to Web-based dashboards, eHealth records accessed through mobile apps, social media networks, where patients can share experiences 24/7. Web-based medical diagnosis search engines, videoconference meetings with health care providers miles away, and much more. eHealth is defined as “health services and information delivered or enhanced through the Internet and related technologies [1].” Today, more than ever, adults have access to all sorts of Internet-based technologies that can assist them with their health promotion and medical care.

It is now common practice for individuals to use the Internet to seek information about their health conditions [2,3]. Furthermore, 1 area, in particular, where there is great potential for eHealth is with chronic disease management. Chronic disease self-management is the ability of patients to handle living with a chronic illness, including symptoms, treatment, physical and social consequences, and lifestyle changes [4]. Components of disease self-management encompass medical, role, symptom, and lifestyle management [5,6]. There is also a growing number of Web-based and mobile phone apps tools to help individuals manage their conditions and communicate with their health care providers. There are apps that assist patients with blood pressure monitoring, checking medical records, encouraging daily exercise, and reminding patients to take their medications [7].

Health care providers and health systems can support self-management by discussing goals and progress on patients’ self-management behaviors, offering self-management education, and following up on self-management goals and behaviors [8,9]. These practices could be enhanced by technology-based support tools such as disease indicator tracking and/or Web-based offerings or apps that support patient education. In general, technologies like smartphones tend to be used by younger adults, whereas people with chronic disease tend to be older, leading to disparities in Internet-based technology use between people with and without chronic disease [3,10]. However, with growing accessibility to the Internet, Web-based patient portals, and smartphones, there is the potential to use eHealth to improve chronic disease management, cost, and outcomes, as well as reduce barriers to care because of issues of mobility and distance to health care providers.

Objectives

The purpose of this paper is to explore the differences between those with and without chronic disease(s) in their technology use, Web-based health information seeking and use behaviors, attitudes toward seeking health information on the Web, and level of eHealth literacy. We aim to answer the research questions (1) What is the difference in the prevalence of participation in Web-based health-related activities between adults with and without a chronic disease? and (2) Are there differences in level of eHealth literacy, engagement in eHealth behaviors, and health information resource preferences between these 2 groups?

Methods

Sample and Design

Data for this study were collected in March 2017 from a 1-time, cross-sectional internet survey of US adults drawn from Lightspeed Research (Lightspeed), an international, Web-based consumer survey company that recruits respondents by opt-in emails through multiple methods. Potential panelists registered with a unique email address and completed an in-depth demographic registration. Potential participants were eligible if they were adults (older than 18 years), had internet access, spoke English, and lived in the US participant locations verified by internet protocol addresses. Eligible respondents were invited via email to take the survey using a Health Insurance Portability and Accountability Act compliant version of SurveyMonkey. All participants were asked to read an informed consent form and give passive consent by clicking to begin the survey. No personally identifiable information was requested in the survey. Participants who completed the survey were given points by Lightspeed. This study was approved by the Emory University Institutional Review Board. At the end of the month-long recruitment period, 403 participants completed the survey, but only 401 were analyzed for this study as 2 individuals did not answer the question about chronic disease status.

Measures

The survey contained a total of 109 items. Participants were asked about ownership of different devices (ie, smartphones, tablets, and computers), internet access, frequency of internet use, as well as engagement of eHealth behaviors such as tracking of health indicators, use of mobile apps for health, health information-seeking behaviors, and other Web-based activities related to health. These questions were adapted from the Pew Health and Internet Surveys [11,12]. Participants were also asked about how they used health information (eg, had conversation with family, changed behavior, and made a decision about a condition).

Participant eHealth literacy was measured using the eHealth Literacy Scale (eHEALS), an 8-item self-reported measure of perceived eHealth literacy [13]. Participants rated their level of agreement with statements on their knowledge, comfort, and perceived skills at locating, evaluating, and applying eHealth information to health problems using a 5-point Likert-type scale (1=strongly disagree, 5=strongly agree, and range 8–40). Higher scores reflect greater perceived levels of eHealth literacy.

Next, the participants were asked about how useful the internet is in making decisions about their health and the importance of accessing resources on the internet; questions were adopted from the Health Information National Trends Survey [14]. Participants rated the extent to which they trust different sources of health information (ie, internet, television, and government
agency) on a scale of 1=not at all to 4=a lot. Participants also indicated they preferred to receive health information from different sources (ie, person, print, and website).

Finally, demographic information on gender, race, Hispanic origin, income and education level, employment status, chronic illness diagnosis, reading level, geographic location, and rurality of their residence in the United States were assessed. Important to this study is the chronic disease diagnosis item. This was a 2-part item, first asking, “Have you been diagnosed or treated by a professional for a chronic disease?,” and then prompting participants who responded “yes” to select all chronic diseases for which they have ever been treated or diagnosed. Due to various definitions of chronic disease [15], this study included a broad list of 14 common chronic diseases as well as an “other” option for participants to specify additional conditions. In addition, 403 participants completed the survey. Out of which, 2 participants did not respond to the chronic illness diagnosis question and were removed from the study analysis resulting in a total of 401 participants.

Data Analyses
The collected data were downloaded from SurveyMonkey and analyzed in SAS software version 9 (SAS Institute Inc). Descriptive statistics were run and used to report the chronic disease prevalence and types, demographics of the participants, levels of technology ownership and use, health monitoring, information seeking, other eHealth behaviors, and eHealth literacy and attitudes about the internet. Difference among these eHealth seeking and use variables and having chronic disease were run through independent chi-square tests and independent t tests. Independent chi-square tests were calculated to compare the frequency of the categorical variables between those with and without chronic disease. Independent t tests were used for all continuous variables.

The range, mean score, and SD were calculated for the perceived eHealth literacy level. We computed a total score for the eHEALS and calculated a Cronbach alpha to measure reliability of the total scale for the total sample and by chronic disease status groups. We examined the difference between perceived levels of eHealth literacy and chronic disease status through independent sample t tests. The level of eHealth behavior engagement was also compared between chronic disease status groups. eHealth behaviors were split into 2 groups: “informational” and “participatory.” Informational eHealth behaviors are those that include seeking information on the Web, whereas participatory behaviors are those that include some kind of active engagement from the participant (eg, to post, share, or comment on health-related issues via social media, to join or develop Web-based health communities, or maintain healthy lifestyles) [16]. Finally, we compared eHEALS scores in both groups by eHealth behaviors using independent sample t tests. The level of significance for all tests was set at \( P<.05 \).

Results

Respondent Characteristics
About 1 in 3 (149/401, 37.2%) participants reported that they had been diagnosed with at least 1 chronic disease (see Table 1). Of the 37.2% of participants who reported a chronic disease diagnosis, the most frequently reported were high blood pressure (77/149, 51.7%), high cholesterol (60/149, 40.3%), and diabetes (48/149, 32.2%). The other chronic diseases commonly reported were arthritis, depression, asthma, anxiety, heart disease, and bronchitis. Both genders were represented at 50% and participants’ ages ranged from 18 to 90 years (mean 50.7, SD 17.1). Race reflected the racial diversity of the United States with 66.8% (268/401) white, 19.2% (77/401) black, and 14.0% (56/401) other races, and 19.5% (78/399) were of Hispanic origin. About 47% (190/400) of participants had a college degree or higher, 43.8% (175/400) were employed either full-time or part-time, and 36.8% (147/399) reported household incomes over US $75,000. Many of the participants were married (202/399, 50.6%) and lived in urban (136/398, 34.2%) or suburban (199/398, 50.0%) areas, from all regions in the United States.

There were significant differences in age, employment, household income, and marital status between the groups with and without chronic disease diagnosis. The average age was significantly higher in the chronic disease group (mean 57.5, SD 15.5) compared with (mean 46.6, SD 16.6) the no chronic disease group \((t_{400}=−6.49; P<.001)\). The chronic disease group was significantly less likely to be employed and contained a larger retired population \((\chi^2=14.2; P<.001)\), with a larger proportion of the chronic disease population making an income of less than US $25,000 \((\chi^2=8.3; P=.02)\). The chronic disease group had a significantly higher percentage of married individuals \((\chi^2=6.7; P=.04)\) than the group with no chronic diseases.

Technology Ownership and Access
A large majority of participants owned laptops (288/401, 71.8%) and smartphones (288/401, 71.8%), followed by desktop computers, tablets, and digital versatile disc players (see Table 1). No chronic disease participants (190/252, 75.4%) reported owning a smartphone significantly more than chronic disease participants (98/149, 65.8%), \((\chi^2=4.3; P=.04)\). About 1 in 3 participants reported having access to a computer (398/400, 99.3%) and using the internet several times a day (205/401, 51.1%) or almost constantly (148/401, 36.9%).
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Chronic disease</th>
<th>No chronic disease</th>
<th>Total</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronic disease diagnosis, n (%)</td>
<td>149 (37.2)</td>
<td>252 (62.8)</td>
<td>401 (100)</td>
<td>a</td>
</tr>
<tr>
<td><strong>Type of chronic disease, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High blood pressure</td>
<td>77 (51.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>High cholesterol</td>
<td>60 (40.3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Diabetes</td>
<td>48 (32.2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Arthritis</td>
<td>38 (25.5)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Depression</td>
<td>27 (18.1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asthma</td>
<td>20 (13.4)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Anxiety</td>
<td>18 (12.1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Heart disease</td>
<td>13 (8.7)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bronchitis</td>
<td>12 (8.1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Other chronic disease</td>
<td>64 (43.0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>57.5 (15.5)</td>
<td>46.6 (16.6)</td>
<td>50.7 (17.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender (n=399), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Male</td>
<td>78 (52.3)</td>
<td>120 (47.6)</td>
<td>198 (49.4)</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>70 (47.0)</td>
<td>130 (51.6)</td>
<td>200 (49.9)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.2)</td>
<td>1 (0.4)</td>
<td>1 (0.2)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Race (N=401), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>White</td>
<td>102 (68.5)</td>
<td>166 (65.9)</td>
<td>268 (66.8)</td>
<td>—</td>
</tr>
<tr>
<td>Black</td>
<td>27 (18.1)</td>
<td>50 (19.8)</td>
<td>77 (19.2)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>20 (13.4)</td>
<td>36 (14.3)</td>
<td>56 (14.0)</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic origin (n=399)</td>
<td>30 (20.1)</td>
<td>48 (19.2)</td>
<td>78 (19.5)</td>
<td>.82</td>
</tr>
<tr>
<td><strong>Level of school (n=400), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>High school graduate, GED(^3), or less</td>
<td>24 (16.1)</td>
<td>49 (19.5)</td>
<td>73 (18.3)</td>
<td>—</td>
</tr>
<tr>
<td>Some college</td>
<td>58 (38.9)</td>
<td>79 (31.5)</td>
<td>137 (34.3)</td>
<td>—</td>
</tr>
<tr>
<td>College</td>
<td>42 (28.2)</td>
<td>82 (32.7)</td>
<td>124 (31.0)</td>
<td>—</td>
</tr>
<tr>
<td>Graduate</td>
<td>25 (16.8)</td>
<td>41 (16.3)</td>
<td>66 (16.5)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Employment (n=400), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed, full-time or part-time</td>
<td>52 (35.1)</td>
<td>123 (48.8)</td>
<td>175 (43.8)</td>
<td>—</td>
</tr>
<tr>
<td>Retired</td>
<td>54 (36.5)</td>
<td>50 (19.8)</td>
<td>104 (26.0)</td>
<td>—</td>
</tr>
<tr>
<td>Other</td>
<td>42 (28.4)</td>
<td>79 (31.3)</td>
<td>121 (30.3)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Household income is US $ (n=399), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Less than 24,999</td>
<td>43 (29.3)</td>
<td>45 (17.9)</td>
<td>88 (22.1)</td>
<td>—</td>
</tr>
<tr>
<td>25,000-74,999</td>
<td>50 (34.0)</td>
<td>114 (45.2)</td>
<td>164 (41.1)</td>
<td>—</td>
</tr>
<tr>
<td>75,000 or more</td>
<td>54 (36.7)</td>
<td>93 (36.9)</td>
<td>147 (36.8)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Marital status (n=399), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Married</td>
<td>82 (55.0)</td>
<td>120 (48.0)</td>
<td>202 (50.6)</td>
<td>—</td>
</tr>
<tr>
<td>Divorced or separated or widowed</td>
<td>28 (18.8)</td>
<td>34 (13.6)</td>
<td>62 (15.5)</td>
<td>—</td>
</tr>
<tr>
<td>Single</td>
<td>39 (26.2)</td>
<td>96 (38.4)</td>
<td>135 (33.8)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Urban-rural location (n=398), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Urban</td>
<td>52 (35.6)</td>
<td>84 (33.3)</td>
<td>136 (34.2)</td>
<td>—</td>
</tr>
</tbody>
</table>
### Table 1

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Chronic disease</th>
<th>No chronic disease</th>
<th>Total</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suburban</td>
<td>64 (43.8)</td>
<td>135 (53.6)</td>
<td>199 (50.0)</td>
<td>—</td>
</tr>
<tr>
<td>Rural</td>
<td>30 (20.5)</td>
<td>33 (13.1)</td>
<td>63 (15.8)</td>
<td>—</td>
</tr>
<tr>
<td>US geography (n=398), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.56</td>
</tr>
<tr>
<td>Northeast</td>
<td>29 (19.6)</td>
<td>64 (25.6)</td>
<td>93 (23.4)</td>
<td>—</td>
</tr>
<tr>
<td>South</td>
<td>36 (24.3)</td>
<td>62 (24.8)</td>
<td>98 (24.6)</td>
<td>—</td>
</tr>
<tr>
<td>Midwest</td>
<td>31 (20.9)</td>
<td>39 (15.6)</td>
<td>70 (17.6)</td>
<td>—</td>
</tr>
<tr>
<td>Southwest</td>
<td>16 (10.8)</td>
<td>27 (10.8)</td>
<td>43 (10.8)</td>
<td>—</td>
</tr>
<tr>
<td>West</td>
<td>36 (24.3)</td>
<td>58 (23.2)</td>
<td>94 (23.6)</td>
<td>—</td>
</tr>
<tr>
<td>Technology ownership (N=401), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>Laptop</td>
<td>105 (70.5)</td>
<td>183 (72.6)</td>
<td>288 (71.8)</td>
<td>.64</td>
</tr>
<tr>
<td>Smartphone</td>
<td>98 (65.8)</td>
<td>190 (75.4)</td>
<td>288 (71.8)</td>
<td>.04</td>
</tr>
<tr>
<td>Desktop computer</td>
<td>96 (64.4)</td>
<td>138 (54.8)</td>
<td>234 (58.4)</td>
<td>.06</td>
</tr>
<tr>
<td>Tablet (Kindle, iPad)</td>
<td>79 (53.0)</td>
<td>148 (58.7)</td>
<td>227 (56.6)</td>
<td>.26</td>
</tr>
<tr>
<td>Digital versatile disk or Blu ray player</td>
<td>81 (54.4)</td>
<td>139 (55.2)</td>
<td>220 (54.9)</td>
<td>.88</td>
</tr>
<tr>
<td>Game console</td>
<td>46 (30.9)</td>
<td>98 (38.9)</td>
<td>144 (35.9)</td>
<td>.11</td>
</tr>
<tr>
<td>Cell phone</td>
<td>47 (31.5)</td>
<td>57 (22.6)</td>
<td>104 (25.9)</td>
<td>.05</td>
</tr>
<tr>
<td>Internet access (n=400), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Almost constantly</td>
<td>48 (32.2)</td>
<td>100 (39.7)</td>
<td>148 (36.9)</td>
<td>—</td>
</tr>
<tr>
<td>Several times a day</td>
<td>80 (53.7)</td>
<td>125 (49.6)</td>
<td>205 (51.1)</td>
<td>—</td>
</tr>
<tr>
<td>About once a day to less often</td>
<td>21 (14.1)</td>
<td>27 (10.7)</td>
<td>48 (12.0)</td>
<td>—</td>
</tr>
<tr>
<td>Frequency of internet use (N=401), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
</tbody>
</table>

**Health Information Seeking and Technology Use for Health**

Many of the participants (301/401, 75.1%) reported having ever searched for health information on the internet and to have searched for health information on the Web in the past month (172/401, 42.9%; mean 3.1, SD 8.8). The top 4 search topics were diet/nutrition, exercises, medicines, and quick remedies. Participants with chronic diseases were significantly more likely to have searched about medicines than the no chronic disease participants (25.5% [38/149] vs 13.5% [34/252], \(t_{401}=3.06; P=.02\)).

About 34.1% of participants reported tracking any health indicator regularly (see Table 2). Chronic disease participants were significantly more likely to be tracking health indicators (43.9% [65/148] vs 28.3% [71/251], \(\chi^2=10.4; P=.006\)). Participants reported tracking health indicators by keeping track in their head (82/401, 20.4%), on paper (62/401, 15.5%), with a phone app (56/401, 14.0%), medical device (48/401, 12.0%), website (38/401, 9.5%), wearable device (36/401, 9.0%), and/or computer program (33/401, 8.2%). Of the 24.2% (97/401) of participants who reported having health focused mobile phone apps, the top apps were related to exercise (73/401, 18.2%), diet (35/401, 8.7%), and weight (25/401, 6.2%). There were no meaningful differences between chronic disease and no chronic disease groups.

Other common health activities on the internet included reading about someone else’s health experience (40.3% [60/149] chronic disease group vs 33.3% [84/252] no chronic disease group), watching a video about health (34.9% [52/149] vs 28.1% [70/252]), and surfing the Web to find others who have similar health conditions (27.5% [41/149] vs 24.2% [61/252]). Chronic disease participants reported significantly higher activity related to signing up for health email updates (29.5% [44/149] vs 19.8% [50/252]; \(\chi^2=5.3; P=.02\)) and downloading health insurance forms or applying for health insurance (25.2% [37/147] vs 14.7% [37/252], \(\chi^2=6.8; P=.009\)). Participants used the information they found on the Web in a variety of ways. Participants with chronic disease reported significantly higher instances of visiting a health care provider based on health information found on the Web (40.0% [48/120] vs 25.8% [46/178], \(\chi^2=6.7; P=.01\)) and talking with a provider about health information found on the Web (43.3% [52/120] vs 27.9% [50/179], \(\chi^2=7.6; P=.006\)) than those with no chronic diseases. The uses of health information found on the Web also significantly differed between participants with and without chronic diseases in affecting a decision about how to treat an illness or condition (49.2% [59/120] vs 35.0% [63/180], \(\chi^2=6.7;\)
changing the way they cope with a chronic condition or manage pain (40.8% [49/120] vs 19.4% [35/180], χ² = 16.3; P < .001), and leading them to ask a doctor new questions or get a second opinion (37.5% [45/120] vs 19.6% [35/179], χ² = 11.8; P < .001).

Finally, related to health system portal use, 46.9% (188/401) of participants reported having access to a patient portal or app with 28.4% (114/401) of participants who have ever used a patient portal in the last 12 months. Patients with a chronic disease diagnosis reported significantly higher rates of patient portal access (55.0% [82/149] vs 42.1% [106/252], χ² = 6.3; P = .01) and patient portal use in the last 12 months (40.9% [61/149] vs 21.0% [53/252], χ² = 18.2; P < .001). Of those with access to a patient portal, frequent uses included viewing test or lab results (73/188, 38.8%), emailing the doctor or doctor’s office (73/188, 38.8%), and setting up an appointment on the Web (59/188, 31.4%). There were no meaningful differences in patient portal activities between those with or without a chronic disease diagnosis.

Electronic Health Literacy

Generally, both groups, those with and without chronic disease, reported similar perceived skills in using the internet for health information. The total eHEALS score of the chronic disease group was significantly higher by 1.23 points (t = -1.99; P = .03, see Table 3) than that of the group with no chronic diseases. The average total score for all participants was 29.89 (SD 5.95); it was 30.66 (SD 6.10) for those with chronic disease and 29.43 (SD 5.81) for those without chronic disease. The chronic disease participants generally reported slightly higher confidence in 7 out of the 8 eHEALS items. The scale had high internal consistency with a Cronbach alpha of .936.

Overall, both groups reported neutral to positive feelings regarding the usefulness of the internet in making decisions about health (mean 3.65, SD 0.98) as well as the importance of accessing health resources on the internet (mean 3.69, SD 1.07). Participants with chronic disease significantly reported slightly higher levels of confidence that they could get advice or information about health or medical topics if needed (mean 2.26 vs mean 2.48, t = -2.23; P = .03).

Electronic Health Behavior Engagement and Electronic Health Literacy Rate Scale Scores

There were no significant differences in participant engagement in eHealth behaviors (Table 4). eHealth behaviors were split into 2 groups: “informational” and “participatory.” Informational eHealth behaviors are those that include seeking information on the Web, whereas participatory behaviors are those that include some kind of active engagement from the participant (eg, to post, share, or comment on health-related issues via social media, to join or develop Web-based health communities, or maintain healthy lifestyles) [16]. The list of eHealth behaviors by type is included in Table 5. On average, the chronic disease group reported engaging in 4.57 different eHealth behaviors (SD 3.32), whereas the no chronic disease group reported engaging in 3.97 eHealth behaviors (SD 3.22). Both groups reported higher engagement in informational eHealth behaviors compared with participatory ones. This echoes the results described in Table 2.
Table 2. Participant health information–seeking and technology use for health behaviors.

<table>
<thead>
<tr>
<th>Item</th>
<th>Chronic disease, n (%)</th>
<th>No chronic, disease n (%)</th>
<th>Total, N (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ever looked on the Web for health info (N=401)</td>
<td>120 (80.5)</td>
<td>181 (71.8)</td>
<td>301 (75.1)</td>
<td>.05</td>
</tr>
<tr>
<td>Looked on the Web for health info in the past month (N=401)</td>
<td>62 (41.6)</td>
<td>110 (43.7)</td>
<td>172 (42.9)</td>
<td>.69</td>
</tr>
<tr>
<td>Average number of times in past month looked for health information</td>
<td>4.06 (SD 12.94)</td>
<td>2.43 (SD 4.05)</td>
<td>3.08 (SD 8.79)</td>
<td>.12</td>
</tr>
<tr>
<td>Do you track a health indicator? (n=399)</td>
<td>65 (43.9)</td>
<td>71 (28.3)</td>
<td>136 (34.1)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Types of health apps used (N=401)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>25 (16.8)</td>
<td>48 (19.0)</td>
<td>73 (18.2)</td>
<td>.57</td>
</tr>
<tr>
<td>Diet, food, calorie counter</td>
<td>13 (8.7)</td>
<td>22 (8.7)</td>
<td>35 (8.7)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Weight</td>
<td>7 (4.7)</td>
<td>18 (7.1)</td>
<td>25 (6.2)</td>
<td>.33</td>
</tr>
<tr>
<td>Blood pressure</td>
<td>10 (6.7)</td>
<td>9 (3.6)</td>
<td>19 (4.7)</td>
<td>.15</td>
</tr>
<tr>
<td>WebMD or health organization</td>
<td>11 (7.4)</td>
<td>12 (4.8)</td>
<td>23 (5.7)</td>
<td>.28</td>
</tr>
<tr>
<td>Menstrual cycle</td>
<td>8 (5.4)</td>
<td>7 (2.8)</td>
<td>15 (3.7)</td>
<td>.19</td>
</tr>
<tr>
<td>Sleep</td>
<td>1 (0.7)</td>
<td>14 (5.6)</td>
<td>15 (3.7)</td>
<td>.01</td>
</tr>
<tr>
<td>Blood sugar or diabetes</td>
<td>8 (5.4)</td>
<td>5 (2.0)</td>
<td>13 (3.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Medication management</td>
<td>7 (4.7)</td>
<td>2 (0.8)</td>
<td>9 (2.2)</td>
<td>.02</td>
</tr>
<tr>
<td>Mood or feelings</td>
<td>5 (3.4)</td>
<td>2 (0.8)</td>
<td>7 (1.7)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Health topics searched in the past month (N=401)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diet or nutrition</td>
<td>39 (26.2)</td>
<td>56 (22.2)</td>
<td>95 (23.7)</td>
<td>.37</td>
</tr>
<tr>
<td>Exercise</td>
<td>19 (12.8)</td>
<td>63 (25.0)</td>
<td>82 (20.4)</td>
<td>.003</td>
</tr>
<tr>
<td>Medicines</td>
<td>38 (25.5)</td>
<td>34 (13.5)</td>
<td>72 (18.0)</td>
<td>.002</td>
</tr>
<tr>
<td>Quick remedy</td>
<td>25 (16.8)</td>
<td>26 (10.3)</td>
<td>51 (12.7)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Other health activities on the internet (N=401)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read someone else’s commentary or experience about health issues</td>
<td>60 (40.3)</td>
<td>84 (33.3)</td>
<td>144 (35.9)</td>
<td>.16</td>
</tr>
<tr>
<td>Watched a video about health</td>
<td>52 (34.9)</td>
<td>70 (28.1)</td>
<td>122 (30.7)</td>
<td>.16</td>
</tr>
<tr>
<td>Gone on the Web to find others who might have health concerns similar to you</td>
<td>41 (27.5)</td>
<td>61 (24.2)</td>
<td>102 (25.4)</td>
<td>.46</td>
</tr>
<tr>
<td>Signed up to receive email updates</td>
<td>44 (29.5)</td>
<td>50 (19.8)</td>
<td>94 (23.6)</td>
<td>.02</td>
</tr>
<tr>
<td>Download forms or applied for health insurance on the Web</td>
<td>37 (25.2)</td>
<td>37 (14.7)</td>
<td>74 (18.5)</td>
<td>.009</td>
</tr>
<tr>
<td><strong>Uses of health information (n=299)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have a conversation with friend or family member</td>
<td>46 (38.3)</td>
<td>77 (43.0)</td>
<td>123 (41.1)</td>
<td>.42</td>
</tr>
<tr>
<td>Changed behavior</td>
<td>23 (19.2)</td>
<td>41 (23.0)</td>
<td>64 (21.5)</td>
<td>.43</td>
</tr>
<tr>
<td>Made a decision about condition</td>
<td>50 (41.7)</td>
<td>68 (38.0)</td>
<td>118 (39.5)</td>
<td>.52</td>
</tr>
<tr>
<td>Item</td>
<td>Chronic disease, n (%)</td>
<td>No chronic disease n (%)</td>
<td>Total, N (%)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------------------------------------------------</td>
<td>------------------------</td>
<td>--------------------------</td>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>Visited a doctor or provider</td>
<td>48 (40.0)</td>
<td>46 (25.8)</td>
<td>94 (31.5)</td>
<td>.01</td>
</tr>
<tr>
<td>Talked with a doctor or provider</td>
<td>52 (43.3)</td>
<td>50 (27.9)</td>
<td>102 (34.1)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Did the information found on the Web... (n=301)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affect a decision about how to treat an illness or condi-</td>
<td>59 (49.2)</td>
<td>63 (35.0)</td>
<td>122 (40.5)</td>
<td>.04</td>
</tr>
<tr>
<td>tion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change your overall approach to maintaining your health</td>
<td>40 (33.3)</td>
<td>55 (30.6)</td>
<td>95 (31.6)</td>
<td>.59</td>
</tr>
<tr>
<td>or someone else's health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change the way you cope with a chronic condition or man-</td>
<td>49 (40.8)</td>
<td>35 (19.4)</td>
<td>84 (27.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>age to manage pain</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affect a decision about whether to see a doctor</td>
<td>36 (30.0)</td>
<td>46 (25.6)</td>
<td>82 (27.2)</td>
<td>.40</td>
</tr>
<tr>
<td>Lead you to ask a doctor new questions, or get a second</td>
<td>45 (37.5)</td>
<td>35 (19.6)</td>
<td>80 (26.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>opinion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctor has recommended a particular health or medical</td>
<td>23 (15.5)</td>
<td>13 (5.2)</td>
<td>36 (9.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>website to you? (n=399)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health system portal use (N=401)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of people with patient portal access (portal or</td>
<td>82 (55.0)</td>
<td>106 (42.1)</td>
<td>188 (46.9)</td>
<td>.01</td>
</tr>
<tr>
<td>app)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>People who have used the portal in the last 12 months</td>
<td>61 (40.9)</td>
<td>53 (21.0)</td>
<td>114 (28.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Uses of the patient portal for those with access (n=188)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email your doctor or office</td>
<td>28 (34.1)</td>
<td>45 (42.5)</td>
<td>73 (38.8)</td>
<td>.24</td>
</tr>
<tr>
<td>Set an appointment on the Web</td>
<td>17 (20.7)</td>
<td>42 (39.6)</td>
<td>59 (31.4)</td>
<td>.01</td>
</tr>
<tr>
<td>See tests or laboratory results</td>
<td>36 (43.9)</td>
<td>53 (50.0)</td>
<td>89 (47.3)</td>
<td>.41</td>
</tr>
</tbody>
</table>
Table 3. Participant health literacy and perceptions of internet health resources. Cronbach alpha: chronic disease=.940; no chronic disease=.933; total=.936.

<table>
<thead>
<tr>
<th>eHEALS&lt;sup&gt;a&lt;/sup&gt; item&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Chronic disease, mean (SD)</th>
<th>No chronic disease, mean (SD)</th>
<th>Total, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I know how to find helpful health resources on the internet (n=399)</td>
<td>4.08 (0.78)</td>
<td>3.74 (0.89)</td>
<td>3.87 (0.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I know how to use the internet to answer my health questions (N=401)</td>
<td>3.94 (0.84)</td>
<td>3.81 (0.82)</td>
<td>3.86 (0.83)</td>
<td>.13</td>
</tr>
<tr>
<td>I know what health resources are available on the internet (n=400)</td>
<td>3.64 (0.97)</td>
<td>3.67 (0.84)</td>
<td>3.66 (0.89)</td>
<td>.73</td>
</tr>
<tr>
<td>I know where to find helpful health resources on the internet (n=399)</td>
<td>3.93 (0.90)</td>
<td>3.78 (0.86)</td>
<td>3.83 (0.88)</td>
<td>.10</td>
</tr>
<tr>
<td>I know how to use health information I find on the internet to help me (N=401)</td>
<td>3.92 (0.92)</td>
<td>3.80 (0.88)</td>
<td>3.85 (0.90)</td>
<td>.20</td>
</tr>
<tr>
<td>I have the skills I need to evaluate the health resources I find on the internet (n=400)</td>
<td>3.82 (0.94)</td>
<td>3.69 (0.89)</td>
<td>3.74 (0.91)</td>
<td>.17</td>
</tr>
<tr>
<td>I can tell high quality from low quality health resources on the internet (n=399)</td>
<td>3.69 (0.95)</td>
<td>3.48 (0.91)</td>
<td>3.56 (0.93)</td>
<td>.03</td>
</tr>
<tr>
<td>I feel confident in using information from internet to make health decision (n=399)</td>
<td>3.61 (0.94)</td>
<td>3.52 (0.94)</td>
<td>3.55 (0.94)</td>
<td>.33</td>
</tr>
<tr>
<td>Total eHEALS score (n=393)</td>
<td>30.66 (6.10)</td>
<td>29.43 (5.81)</td>
<td>29.89 (5.95)</td>
<td>.05</td>
</tr>
<tr>
<td>Usefulness of internet to making decisions about health&lt;sup&gt;c&lt;/sup&gt; (n=400)</td>
<td>3.68 (1.01)</td>
<td>3.62 (0.95)</td>
<td>3.65 (0.98)</td>
<td>.53</td>
</tr>
<tr>
<td>Importance of accessing health resources on the internet&lt;sup&gt;d&lt;/sup&gt; (n=399)</td>
<td>3.72 (1.17)</td>
<td>3.67 (1.01)</td>
<td>3.69 (1.07)</td>
<td>.68</td>
</tr>
<tr>
<td>Overall, how confident are you that you could get advice or information about health or medical topics if you needed it?&lt;sup&gt;e&lt;/sup&gt; (N=401)</td>
<td>2.26 (1.00)</td>
<td>2.48 (0.99)</td>
<td>2.40 (1.00)</td>
<td>.03</td>
</tr>
</tbody>
</table>

<sup>a</sup>eHEALS: electronic health literacy scale.<br><sup>b</sup>1=strongly disagree to 5=strongly agree.<br><sup>c</sup>1=not useful at all to 5=very useful.<br><sup>d</sup>1=not important at all to 4=very important.<br><sup>e</sup>1=not confident at all to 5=completely confident.

Table 4. eHealth<sup>a</sup> behavior engagement.

<table>
<thead>
<tr>
<th>Type of eHealth behavior</th>
<th>eHealth behaviors participants reported engaging in</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chronic disease (n=149), mean (SD)</td>
<td>No chronic disease (n=252), mean (SD)</td>
</tr>
<tr>
<td>eHealth behaviors</td>
<td>4.57 (3.32)</td>
<td>3.97 (3.22)</td>
</tr>
<tr>
<td>Informational eHealth behaviors</td>
<td>3.0 (2.06)</td>
<td>2.7 (2.07)</td>
</tr>
<tr>
<td>Participatory eHealth behaviors</td>
<td>1.6 (1.55)</td>
<td>1.3 (1.49)</td>
</tr>
</tbody>
</table>

<sup>a</sup>eHealth: electronic health.

Higher health literacy eHEALS scores were associated with engaging in different eHealth behaviors (Table 5). In Table 5, for both the chronic disease and no chronic disease groups, average eHEALS scores were compared among participants based on their eHealth engagement behavior. For all informational eHealth behaviors for both chronic disease status groups, there were significantly higher eHEALS scores in the group that reported engaging in the behavior. With the participatory eHealth behaviors, the average eHEALS scores were also higher in those that engaged in the behavior versus those that did not (eg, tracking health indicators using a mobile app, patient portal use in last 12 months). However, the statistical significance varied. One reason for this could be the overall lower reported engagement in the participatory eHealth behaviors.
### Table 5. Comparison of eHealth<sup>a</sup> literacy scale scores by eHealth behavior engagement.

<table>
<thead>
<tr>
<th>eHealth behavior</th>
<th>Chronic disease group</th>
<th>No chronic disease group</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Those engaging in eHealth behavior</td>
<td>Those not engaging in eHealth behavior</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average eHEALS&lt;sup&gt;b&lt;/sup&gt; score n (%)</td>
<td>Average eHEALS score n (%)</td>
<td>P value</td>
</tr>
<tr>
<td>Web-based health information seeking (ever)</td>
<td>31.29 119 (80.4) 28.03 29 (19.6)</td>
<td>30.70 178 (72.7)</td>
<td>.009</td>
</tr>
<tr>
<td>Web-based health information seeking (in the last month)</td>
<td>31.97 87 (58.8) 28.79 61 (41.2)</td>
<td>31.26 139 (56.7)</td>
<td>.002</td>
</tr>
<tr>
<td>Web-based information seeking on the phone (ever)</td>
<td>32.82 45 (30.6) 29.76 102 (69.4)</td>
<td>31.31 87 (35.5)</td>
<td>.005</td>
</tr>
<tr>
<td>Signed up for health email updates or alerts</td>
<td>32.25 44 (29.9) 30.01 103 (70.1)</td>
<td>31.71 49 (20.0)</td>
<td>.04</td>
</tr>
<tr>
<td>Went on the Web to read about other’s experiences</td>
<td>31.93 60 (40.5) 29.78 88 (59.5)</td>
<td>31.33 82 (33.5)</td>
<td>.04</td>
</tr>
<tr>
<td>Went on the Web to watch health-related videos</td>
<td>32.54 52 (35.1) 29.64 96 (64.9)</td>
<td>31.84 69 (28.4)</td>
<td>.005</td>
</tr>
<tr>
<td>Went on the Web to find others with similar health issues</td>
<td>32.50 40 (27.0) 29.97 108 (73.0)</td>
<td>31.62 60 (24.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Download forms or applied for health insurance on the Web</td>
<td>32.49 37 (25.2) 30.10 110 (74.8)</td>
<td>30.92 36 (14.7)</td>
<td>.04</td>
</tr>
<tr>
<td>Web-based tracking of weight or diet indicators</td>
<td>33.41 22 (14.9) 30.17 126 (85.1)</td>
<td>30.69 48 (19.6)</td>
<td>.02</td>
</tr>
<tr>
<td>Web-based tracking of other health indicators</td>
<td>34.17 30 (20.4) 29.68 117 (79.6)</td>
<td>31.55 33 (13.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Posted on social networking</td>
<td>32.39 28 (18.9) 30.25 120 (81.1)</td>
<td>31.27 41 (16.7)</td>
<td>.09</td>
</tr>
<tr>
<td>Posted on a Web-based discussion group</td>
<td>30.94 18 (12.2) 30.56 129 (87.8)</td>
<td>31.45 20 (8.2)</td>
<td>.80</td>
</tr>
<tr>
<td>Tracking health indicators using a mobile app</td>
<td>32.29 35 (23.6) 30.15 113 (76.4)</td>
<td>31.15 60 (24.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Patient portal use in last 12 months</td>
<td>31.48 60 (40.5) 30.09 88 (59.5)</td>
<td>31.75 83 (33.9)</td>
<td>.17</td>
</tr>
</tbody>
</table>

<sup>a</sup>eHealth: electronic health.
<sup>b</sup>eHEALS: eHealth Literacy Scale.
Channels for Health Information

Finally, the top 10 sources in which participants preferred to receive health information included via the internet as the top choice (58/401, 36.2%), followed by print materials (65/401, 29.7%), health newsletters or information via email (49/401, 26.4%), in-person counseling with a patient educator (43/401, 23.4%), and direct communication with the doctor via email (33/401, 17.5%; Table 6). There were no significant differences in methods for receiving health information between the 2 groups.

Discussion

Principal Findings

Overall, this study found that adults with and without a chronic disease diagnosis are going to the internet to seek health information. Participants with chronic disease appear to be slightly more activated in their eHealth behaviors in searching for health information, tracking health indicators, and using a patient portal. A number of other studies have also reported increased eHealth behaviors for people with chronic disease; these eHealth behaviors include looking for information regarding their conditions [8,17,18], using Web-based or computer tools to help manage their conditions [19-21], and using portal platforms to increase engagement in their own personal health information as well as increase communication with their health care providers [22,23]. The differences in the study population characteristics between the 2 groups reflect the national prevalence of chronic diseases in older populations [24]. The chronic diseases commonly reported by those who have been diagnosed with at least 1 chronic disease in our sample also reflect the most prevalent chronic diseases in the United States [24]. Study participants with chronic disease tended to be older, retired, at lower income levels, and married. These characteristics could influence their eHealth behaviors. For example, older adults do not typically use as much technology compared with younger populations [25]. This study also found some examples of this technology gap (eg, less smartphone ownership); however, it was not great and did not result in huge differences in eHealth behaviors. Predictors of eHealth behaviors within this population are discussed in a previously published paper [26]. The authors found that, generally, younger age, being female, and higher eHEALS scores were significant predictors of looking on the Web for health information in the past month and having a health-related mobile app.

This study’s results indicate high access to the internet and eHealth resources. In 2010 and 2013, national survey data from the Pew Research Center found that people with chronic diseases were less likely to have internet access [8,18]. In this study, there were no differences between groups in access or frequency of internet use, probably because of the rise in ubiquitous internet access and use in recent years. In a 2018 national report by Pew, 89% of US adults reported regular access to the internet [27]. In addition, across all participants, the top most preferred way (36.2%) to receive health information was via the internet (see Table 6). Consistent with the other literature, eHealth, that is health services and information delivered or enhanced through the internet and related technologies, is currently the norm and most common way through which individuals seek health information in the United States [7,18,21,28]. Similar to the previous Pew studies, we also found that those with chronic conditions were more likely than other adults to engage in certain eHealth-related behaviors, such as tracking a health indicator or following up with a medical professional based on information they found on the Web about their condition [7,8]. However, there were no significant differences in the average number of eHealth behaviors in which participants reported engaging between those with and without a chronic disease (see Table 4). These findings demonstrate a consistency in technology-based behaviors for health among adults.

The use of eHealth resources requires eHealth literacy, “the ability to read, use computers, search for information, understand health information, and put it into context [13].” This study found moderately high rates of health literacy among all participants using the eHEALS (mean 29.89 out of a possible 40 points). The eHEALS has been tested for validity and reliability in many populations, including those with chronic disease [13,17,29]. In addition, we found that higher eHEALS average scores were associated with engagement in eHealth behaviors.
behaviors, particularly with information-seeking behaviors. Although eHealth behaviors have become commonplace, future interventions may be necessary to improve literacy and capacity to use eHealth for the community to impact its disease management and/or well-being. Stellesforn et al explored levels of health literacy among people with chronic disease using the eHEALS and found that although participants reported moderate levels of eHealth literacy, they were not as confident in the ability to distinguish the quality of the health information found on the Web. The participants in this study within both groups also reported lower confidence in high-versus low-quality Web-based health information.

Beyond seeking health information, the rise of Web-based technology has allowed for greater management of personal health information, especially through patient portals. Coughlin et al define patient portals as “Web-based, patient-centered health care information systems linked to a patient’s electronic medical record.” Patient portals have many functions including, but not limited to, the ability to communicate with health care providers, checking health records and lab results, requesting prescription refills, viewing educational materials, and scheduling appointments [30]. Since the 2009 US Health Information Technology for Economic and Clinical Health Act, health care providers and systems have dramatically increased the availability of electronic health records and access to patient portals [31]. In 2014, the Office of the National Coordinator for Health Information Technology reported that about 40% of US adults have access to their electronic health records via Web-based patient portals and around 55% of those adults have actually gone on the Web to access them [32]. In this study, approximately half (188/401, 46.9%) of the participants reported having access to a patient portal, and of those with access, 60.1% (114/188) reported using the patient portal in the last 12 months.

Since 2009, patient portals have been studied extensively to understand current access and usage trends, patient and provider attitudes toward patient portals, and the benefits of patient portals. However, as uptake increases, more research is still needed in this area, especially as it pertains to the management of chronic diseases. In the Coughlin et al review, several studies found benefits to using health care system patient portals to assist patients manage their chronic disease(s) and improve patient outcomes. Other studies focused on patients with chronic disease have reported that portals have the ability to improve access and communication with health care providers [22,23]. Not only do the patients have a direct way to message their health care provider, but having access to their own health data and knowing that their provider has their complete health history allow for patients to discuss concerns in more detail during their visits. This study’s participants with chronic disease had higher access and use of patient portals than the no chronic disease group. Participants used the patient portal mostly for viewing test or lab results (89/188, 47.3%), emailing the doctor or doctor’s office (73/188, 38.8%), and setting up an appointment on the Web (59/188, 31.4%). These results support previous findings that patient portals are a good potential avenue for intervention with this population and are enhancing the way patients interact with their providers as well as understand their own health data. This portal technology has the potential to increase the efficiency and quality of health care; however, much more research is needed to rigorously test the benefits and increase both provider and patient uptake of these systems [23]. Continued research is necessary to better understand the purpose of portal use, frequency of use, and the relationship between use and better health outcomes.

Another key eHealth behavior regarding personal health information has been the tracking and management of health indicators. With the rise of wearable and smartphone technologies, there are many more ways for people to collect and record data on their own health behaviors and outcomes. A 2012 survey conducted by the Pew Research Center’s Internet and American Life Project on mobile health behaviors found that 69% of US adults kept track of at least 1 health indicator (ie, weight, diet, exercise routine, or symptom). They also found that people living with 1 or more chronic conditions were no more likely than other US adults to track their weight, diet, or exercise routine, but are more likely to track disease-related health indicators (eg, blood pressure). Their study found that 49% of trackers say they keep track of progress “in their heads,” 34% say they track the data on paper, like in a notebook or journal, and 21% say they use some form of technology to track their health data [33]. In this study, only 34.1% (136/399) of participants reported tracking any health indicator regularly, which is lower. Chronic disease participants were significantly more likely to be tracking health indicators and participants similarly reported the same top 3 tracking methods (in their head, on paper, with some form of technology). In 2012, Pew Research Center also reported that 19% of smartphone owners have at least 1 health app on their phone [33]. Recently, with the increased prevalence of smartphone technology, we expected to see much higher rates of use of smartphone apps to track health indicators, but only 24.2% (97/401) of the study participants reported having any health-focused smartphone apps. These results may be partially because our broader sample of different age groups that may differ from other research in this area. This is a critical area of chronic disease management for patients to track important health indicators (ie, weight, A1c, blood pressure, and steps for physical activity) and share relevant data to their providers as necessary for their health management. Health apps and passive technology such as wearable devices can assist patients with these tasks [34].

Recent studies that have examined mobile app use within chronic disease populations have found that although a wide offering of chronic disease management apps is on the market, they are lacking in their functionality, clinical utility, and usability [35]. In 2018, Escoffery and colleagues came to similar conclusions after reviewing apps for epilepsy self-management. They found that although a number of apps existed, many were very limited, and there was a lack of theory and evidence-grounded health behavior techniques applied to these apps to assist with chronic disease management [36]. Other studies have found variability in app design and education and indicated the need for detailed education and self-management features [37]. In addition to this lack of quality, there is a lack of use by those who are at highest risk or poorest health status and behaviors [38]. Much further research is needed in the development, testing, and accessibility of quality mobile health
apps for people with chronic diseases focused on education, monitoring of health status, social support, and promotion of self-management.

Limitations

Limitations of this study include that the sample may not be representative of all US adults. To reduce this selection bias, we attempted to recruit a cross-section of the population across gender, racial, ethnic, and ethnic groups. In addition, as the survey was conducted via a Web-based platform, there is a bias toward individuals with access to and familiar with the internet. However, our finding is consistent with another national study with approximately 89% of US adults with regular access to the internet and their high frequency of internet use (26% reporting that they are almost constantly on the Web) [27]. Reporting bias because of self-reported data is another limitation, especially for our key variable of interest: chronic disease status. Our survey took a broader approach to defining chronic disease and simply asked participants to self-report if they have ever been diagnosed or treated for a chronic disease.

We did not medically verify disease diagnosis. In addition, the sample size is smaller than similar survey studies [10,38,39] and comparisons between chronic disease and no chronic disease groups are limited by the small numbers. Finally, the eHEALS only includes skills related to certain eHealth behaviors and does not yet include eHealth behaviors relate to mobile apps and social media.

Conclusions

This study presents current technology ownership, eHealth literacy, information seeking, eHealth behaviors, and impacts of eHealth information seeking among a sample of US adults with chronic diseases. The observed high information seeking and use of internet-based health technology among participants with chronic disease may reflect uptake in eHealth to help manage chronic disease conditions. Health care providers and educators should continue to seek ways to interact and support patients in their management of chronic disease through eHealth platforms, including Web-based resources, patient portals, and smartphone apps for disease monitoring.
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Abstract

Background: A key challenge for health systems harnessing digital tools and services is that of digital inclusion. Typically, digital inequalities are conceptualized in relation to unequal access or usage. However, these differences do not fully explain differences in health behavior as a result of health-related internet use.

Objective: Our objective was to derive a new typology of health internet users based on their antecedent motivations and enablers, to explain how individuals’ differentorientations influence their health behavior.

Methods: We used a mixed-methods design using (1) qualitative data from 43 semistructured interviews about individuals’ general and health-related internet use, and how this influenced their health perception and their help-seeking decisions, and (2) quantitative data from the Oxford Internet Surveys (OxIS), a household survey of 2150 adults in England about their internet use and other characteristics. We used the interview data to identify constructs that described motivations and enablers affecting how internet use shaped respondents’ health perception and health service use. We then used these constructs to identify variables in OxIS, which provided a quantitative measure of these constructs. We then undertook a hierarchical cluster analysis of these constructs, using the numerical variables, to derive a proposed typology of health information seekers.

Results: Both the qualitative findings and the subsequent cluster analysis suggested the existence of 6 types of individuals, categorized as learners, pragmatists, skeptics, worriers, delegators, and adigitals. Learners had a strong desire to understand health better. They used the internet to make decisions about whether they needed to see a professional and to learn about their and others’ health. Pragmatists primarily used the internet to decide whether seeing a doctor was worthwhile. Skeptics were skeptical of physicians and the medical system and valued the internet for solving health problems that doctors may not be able to deal with. Worriers found it difficult to interpret health information online, described health information seeking online as frightening, and reported a critical attitude toward online health information despite seeking it frequently. Delegators comprised nonusers and users valuing the internet as an information source, but not necessarily wanting or being able to use the internet themselves. Adigitals comprised many nonusers, but also users, who did not see the internet as a useful information tool and presented strong views on its low suitability for health care.

Conclusions: This research supports a shift in the understanding of the digital divide in health, away from only access and usage issues, toward also conceptualizing an outcomes divide, whereby different types of health behavior result from the differing orientations of internet users accessing online health information. This new typology can be used to inform digital inclusion policies in health systems.

(J Med Internet Res 2019;21(3):e11279) doi:10.2196/11279
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Introduction

Background

Health systems are under increasing pressure to save money and improve quality [1]. There are hopes that over the next decade, digital health, and specifically the internet harnessed as a health service tool, can address these aims by shaping individuals’ service use and their health perceptions. As new digital tools and new models of health service provision emerge, there are implicit assumptions that health consumers will take on new roles and responsibilities as digital citizens [2].

In this brave new world of technology-enhanced health care, where digital technology is increasingly becoming a determinant of health, a key challenge is that of digital inclusion. Even though the digital divide in terms of internet access may have been reduced with rising internet penetration, inequalities remain in the ability to make meaningful use of online resources and to obtain benefits from doing so [3,4]. Achieving health outcomes depends on enablers of internet skills [5-7], particularly in terms of making sense of information quantity and quality [8], and health literacy, in the sense of being able to translate the findings into health-promoting behaviors [9-11]. In addition, motivations differ: not everybody can and wants to assume responsibility for their health [12,13]. Differences in outcomes are also reflected in the general shift toward referring to digital inequalities rather than to a single digital divide [14,15], and to distinguishing between the access divide around the turn of the millennium, the usage divide over the last 10 years [3], and, more recently, a third-level digital divide in relation to the benefits that individuals obtain online [4,16].

Objective

Following these developments, this research drew on empirical data to propose a new typology of individuals’ orientations toward online health information. These orientations shape how individuals use the internet in the health context in the first place, but also, as we argue in this paper, they can explain individuals’ differing health behaviors that occur as a consequence [17,18] in terms of their health perceptions and health service use (with implications for health outcomes). We propose the outcomes divide as a conceptualization of digital inequalities in the context of health outcomes: that is, even accounting for differences in access and usage, there remain inequalities in the health outcomes achieved through the use of digital tools by these different types of individuals.

We derived this typology by combining findings from both qualitative and quantitative work. We did this by identifying antecedent factors in individuals’ motivations (their attitudes and desire to use health information from online sources) and enablers (their ability and interest in accessing the internet, and making sense of the information found). This is in line with various studies that found that antecedent factors must be incorporated when analyzing internet use [19,20], in particular with respect to individuals’ motivations and enablers [3].

Motivations and enablers form a complex relationship with how individuals obtain outcomes online: attitudes, awareness of technology, desire for information, job requirements, skills, and social contacts shape how individuals use technology and what they need to get out of it—and their health behaviors and subsequent outcomes in turn shape their future expectations of use [17,18].

Methods

Research Design

We undertook a mixed-methods research design using both face-to-face interviews and quantitative analysis of a survey dataset, as part of a larger study about the relationship between internet use and health outcomes. We conducted 43 face-to-face interviews about individuals’ general and health-related internet use, and how this influenced their health perception and their help-seeking decisions. We recruited many of these interviewees through their participation in the survey we used for the quantitative analysis: the Oxford Internet Surveys (OxIS; 2013 report). This is a random-sample survey conducted biannually since 2003, based on randomly sampled output areas (statistical areas of about 300 individuals formed based on sociodemographic homogeneity), and then randomly selected individuals within these. Using a traditional pen-and-paper method, OxIS collects data on online and offline activities, attitudes, and skills for 2150 internet users and nonusers in England (for details of the survey methods and questions asked, see the OxIS website [21]). The Central University Research Ethics Committee of the University of Oxford approved this study (number: OII C1A 14-003).

We recruited 31 interview participants from respondents to OxIS following a 2-stage sampling process: first, we purposively selected 14 output areas from OxIS to obtain areas with diverse urban and rural characteristics and area classifications; second, we contacted all OxIS participants in these output areas between July and November 2014, and the lead author interviewed all those who agreed to participate in this follow-up research. Using former OxIS participants as interviewees for the qualitative part allowed for comparison of the qualitative and quantitative elements for single individuals. We identified an additional 12 interviewees through approaching further interviewees in public spaces of the output area (purposive sampling) and by contacting others based on recommendations of OxIS participants to include particularly information-rich cases and improve the coverage of the population (snowball sampling). As a result, the interviewees included in the final sample covered the full sociodemographic spectrum in terms of sex (there were 25 female and 18 male participants), age (range 19-85 years), educational attainment, National Statistics Socio-economic Classification (NS-SEC; from 1-4, with 1 denoting the highest socioeconomic status), and long-term health conditions.

The interviews lasted about 50 minutes on average and followed a topic guide to ask about general internet use first, then health-related internet use and specific instances of...
health-related use, and effects and outcomes of internet use, before concluding with final reflections, next steps, and sociodemographic information. Except for 2 interviews in which the interviewees requested to talk on the phone, all interviews were conducted in person, mainly at the individuals’ homes, and partially in public cafés. Informed consent was obtained from each participant in writing (and orally for the 2 telephone interviews). For the analysis, the interviews were audio-recorded and transcribed by 1 of the authors (UD). All interviews were manually coded by 1 of the authors (UD). Emerging codes were discussed with 2 project supervisors (the coauthor and another researcher) who also read samples of the transcripts. The coding was inductive, emerging from the data, and therefore not biased toward the topics from the quantitative data, which also allowed for unexpected themes to emerge [22].

Analytic Approach

Our mixed-methods analytic approach was to identify constructs from the qualitative interviews that described motivations and enablers affecting how internet use shaped the interviewees’ health perception and health service use, and then to identify variables in OxIS that provided a quantitative measure of these constructs. While this approach has limitations in that we were restricted to variables already collected in the OxIS dataset, using previously collected OxIS data nevertheless had advantages in that the dataset was a well-constructed existing sample where we could link our qualitative findings to the quantitative data.

Having identified variables in the quantitative dataset that broadly matched our emergent qualitative constructs, we then derived a proposed typology of health information seekers using a cluster analysis of the numerical variables. We used hierarchical clustering, an algorithmic approach that groups individuals with similar observations into clusters based on the distance between their values. It is hierarchical, as it starts with the 2 values closest together and groups those, then continues in a stepwise fashion grouping the next closest, until all are grouped (ie, eventually, if the process is continued, there will be only 1 cluster). The underlying distance measure we used was Ward’s linkage with squared euclidean distances, since it provided better results than other hierarchical methods in general [23], and specifically for OxIS [24]. We evaluated the best fit of the clustering solution based on within- or between-cluster distance and entropy [25], and by comparing the dendrogram cluster output with the emergent findings from the qualitative data.

Results

Motivations and Enablers

In line with the central role of antecedent factors for understanding internet use and its outcomes, 5 main motivations for health-related internet use emerged from the qualitative interview data: convenience and speed of access at all times; preparing for appointments; “translating” health professionals’ advice through nonmedical terminology online; building up further health-related knowledge; and connecting with others to get peer advice. The qualitative findings also suggested that these enablers could be traced back to 4 interrelated prerequisites for using the internet: devices to connect to the internet; skills influencing ability to read and use online information (including both technical skills and health literacy); interest in using the internet; and appropriate opportunities for use.

Having identified these influence factors from the qualitative interview work, we mapped these onto variables that had been measured in the OxIS data, creating 8 constructs for which we had quantitative data (the mapping was not perfect, as discussed in the Limitations section below). First, constructs relating to internet usefulness—the internet being an efficient means of finding information, making life easier and helping to save time—reflect the internet’s convenience. Second, the motivation relating to interpreting and extending professional advice and building up further knowledge is encapsulated in individuals’ learning attitudes. Third, the motivations for building up further knowledge also reflects a certain level of online enjoyment: enjoying reading and understanding all about certain topics online. Fourth, people’s attitudes toward medical professionals were revealed in the motivation to check on the doctor, for which the quantitative concept of trust in medical doctors may be an acceptable reflection.

With respect to enablers, fifth, self-rated internet skills conceptualize the skills dimension. We recognize that it would additionally have been desirable to include a specific measure of health literacy (as separate from technical skills) to account for the ability to find and carefully interpret medical information online [26]; however, this was not available in the OxIS data. Sixth, for the attitudinal aspect captured in the dimensions of interest and usage opportunities, internet interest reflects an individual’s desire to access and use the internet. Seventh, technology attitude, about how individuals view the general upsides and downsides of technology, relates to the wider attitudinal aspects in relation to enablers (especially “interest in using the internet” from our qualitative work). Eighth, we included the OxIS variable for self-efficacy, capturing to what extent individuals consider themselves as actively shaping their health, because this theme surfaced in several of our interviews and also reflects the extant health behavior literature [27].

A Typology of Health Information Seekers

Having identified constructs qualitatively, and where possible identified quantitative variables from the OxIS data that measured these, our next step was to conduct the cluster analysis using OxIS. On the basis of the dendrogram shown in Figure 1, we could have justified different numbers of groups, but we chose 6 clusters not only as being supported by the cluster analysis, but also because this reflected (and supported) the qualitative findings because, over the course of the interviews, the emergent findings had indicated that individuals could be grouped into 6 different types in terms of their motivations and enablers.

The average within-cluster distance was smaller (2.5) than the between-cluster distance (4.3), with an entropy value of 1.7, so that the quality of the solution was in the range of other cluster models [25].

Based on the distribution of the constructs within each type, we named the 6 types the learners, the pragmatists, the skeptics,
the worriers, the delegators, and the adigitals (Figure 2). Despite a user-nonuser split visible in the dendrogram, these types cut across users and nonusers: 0.7% (3/422) to 4.1% (10/245) of individuals in the first 4 types were nonusers (of whom nearly all cited a lack of devices or skills as their main reason for nonuse), while 28.4% (65/229) of the delegators and 90.6% (491/542) of the adigitals did not use the internet. All groups included those with long-term health conditions (between 50/514, 9.7% and 46/229, 20.0% across the first 5 types), particularly the adigitals (262/542, 48.3%). The frequency of health information seeking also differed, with the worriers looking up health information most frequently (µ=1.8 on a 5-item Likert scale).

Figure 1. Dendrogram for hierarchical clustering of typology. Percentages are from weighted Oxford Internet Surveys data.

Figure 2. Typology of health information seekers showing cluster dimensions. All values are mean [SD]. The diagram shows the divergence from the arithmetic mean for each of the clustering dimensions. All constructs are measured on 5-item Likert scales.
Table 1. Logistic regression for types of health information seekers (N=2150; largest condition index = 4).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Types of health information seekers</th>
<th>Learner</th>
<th>Pragmatist</th>
<th>Skeptic</th>
<th>Worrier</th>
<th>Delegator</th>
<th>Adigital</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Odds ratio</td>
<td>P value</td>
<td>Odds ratio</td>
<td>P value</td>
<td>Odds ratio</td>
<td>P value</td>
</tr>
<tr>
<td>Learning attitude</td>
<td></td>
<td>1.83</td>
<td>&lt;.001</td>
<td>0.94</td>
<td>.50</td>
<td>0.55</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Online enjoyment</td>
<td></td>
<td>5.32</td>
<td>&lt;.001</td>
<td>0.45</td>
<td>&lt;.001</td>
<td>1.07</td>
<td>.58</td>
</tr>
<tr>
<td>Trust in doctors</td>
<td></td>
<td>2.76</td>
<td>&lt;.001</td>
<td>1.21</td>
<td>.009</td>
<td>0.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td></td>
<td>5.14</td>
<td>&lt;.001</td>
<td>3.02</td>
<td>&lt;.001</td>
<td>0.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Technology attitude</td>
<td></td>
<td>1.86</td>
<td>&lt;.001</td>
<td>0.54</td>
<td>&lt;.001</td>
<td>0.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet usefulness</td>
<td></td>
<td>1.80</td>
<td>&lt;.001</td>
<td>0.71</td>
<td>&lt;.001</td>
<td>0.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet skills</td>
<td></td>
<td>3.99</td>
<td>&lt;.001</td>
<td>0.60</td>
<td>&lt;.001</td>
<td>3.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Internet interest</td>
<td></td>
<td>4.14</td>
<td>&lt;.001</td>
<td>17.98</td>
<td>&lt;.001</td>
<td>14.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>1.04</td>
<td>.76</td>
<td>1.15</td>
<td>.11</td>
<td>1.18</td>
<td>.27</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>1.06</td>
<td>.52</td>
<td>1.00</td>
<td>.98</td>
<td>1.06</td>
<td>.61</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>0.88</td>
<td>.25</td>
<td>1.17</td>
<td>.06</td>
<td>1.09</td>
<td>.498</td>
</tr>
<tr>
<td>NS-SEC</td>
<td></td>
<td>1.04</td>
<td>.73</td>
<td>0.98</td>
<td>.75</td>
<td>1.10</td>
<td>.43</td>
</tr>
<tr>
<td>Long-term health condition</td>
<td>0.92</td>
<td>.49</td>
<td>0.90</td>
<td>.19</td>
<td>0.92</td>
<td>.55</td>
<td>0.93</td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td></td>
<td>0.73</td>
<td>.49</td>
<td>0.48</td>
<td>—</td>
<td>0.62</td>
<td>—</td>
</tr>
</tbody>
</table>

---

To delineate the types using the clustering dimensions and further sociodemographic characteristics, Table 1 presents a logistic regression on each type. It shows that sociodemographic features are less informative for determining individuals’ types and illustrates that individuals are not deterministically assigned a type, but rather have a higher probability of falling into one type or another based on their antecedent factors.

Finally, we returned to the qualitative interview data, both to confirm the validity of the clusters (that they were indeed reflected in the qualitative findings) and to illustrate the types by describing a representative of each one in more detail, as follows (real names have been replaced with pseudonyms).

The learners had a strong desire to understand health better. They used the internet to make decisions about whether they needed to see a professional and to learn about their and others’ health. Miriam (age 58 years, NS-SEC class 2, education level 2 of 4), who had had a minor stroke and arthritis, is an example of this group. Before and after seeing the doctor, she usually read everything she could find, in line with the generally high learning attitude of the learners (“The doctors give you the basic information that you need to know, this is what it’s called, [but] it explains a lot more on the internet.”). Consequently, she also reduced her health service use (“I still do go back to that and rather than go to the doctors and say, well this has happened…I would go on there and reread through it.”). Her high level of online enjoyment and skills was also reflected in Miriam’s enjoyment in looking up health information, also for other people’s conditions (“I do like to read up on these, so I see if there’s something I haven’t got, just see how people...deal with a situation.”). Miriam also set herself up as a lay expert for other people in her social circle (“If somebody’s brought something up that something’s happened to them, I tell them that I would give them my point of view once I’ve read up on it on the internet.”).

The pragmatists primarily used the internet to decide whether it was worth seeing a doctor. For example, Hugh (age 45 years, NS-SEC class 1, education level 4) primarily wanted to make quick decisions about health service use and the required urgency, with a low level of enjoyment (“I would use it just to kind of get a handle on whether it’s worth going to the doctor or not, not for kind of detailed self-diagnosis.”). Hugh also showed high skills and high trust in doctors combined with professional respect (“I might challenge [the doctor], but I let him...give his diagnosis first….You have to rely on the expertise of the professional first.”). Like other pragmatists, Hugh did not want to share and discuss health problems online but valued official information and online health services (“I wouldn’t be...
any more concerned about privacy or security than with internet banking.”). Like Hugh, many pragmatists showed a high understanding of the need for new approaches to health provision (“I’m all for putting less pressure on the health service through faster [and] more efficient forms of medical support...[but] in Britain people are very proud of their health service...[it’s] sacred ground.”).

In contrast, the skeptics are skeptical of physicians and the medical system and value the internet for solving health problems that doctors may not be able to deal with, as Brian (age 53 years, NS-SEC class 1, education level 3) openly showed (“The doctors are more and more useless now as time goes on...[online] there’s forums and you can cross-reference things a bit better, rather than [depend on] the opinion of one person like the GP.”), also due to the availability of user-written information. Brian thought the internet reduced his health service use overall (“Probably if I didn’t have the information via the internet, maybe I would need to go and see the doctor more often.”), although he also provided examples of increased health service use (“I have high blood pressure, and [the doctor] said that’s nothing to worry about...So I took my own blood pressure readings...went back to the doctor, and he said, okay, I’ll give you some blood pressure tablets.”). In general, the skeptics mainly saw the doctor’s role as a provider of medication.

The worriers found it difficult to interpret health information online, describing health information seeking online as frightening and reporting a critical attitude toward it despite seeking it frequently. Helen (age 43 years, NS-SEC class 1, education level 4) had epilepsy and enjoyed browsing through health topics (“It’s not necessarily about epilepsy; it’s other things. I can spend ages on it, going on things that aren’t relevant to me, but I can also really forget most information.”). However, health information made her feel afraid (“I’m afraid of what I might find. If you’re on your own and look at a website, and find something really bad, [it’s] really dangerous.”). In line with the low self-efficacy of this group, Helen did not proactively want to address epilepsy (“I haven’t brought up [my children’s potential epilepsy] with my doctors. Because I think I’m afraid to do it. And I haven’t looked on websites because it’s very personal.”). She exhibited a high level of trust in her doctors (“It’s really important that you work with your doctors and your specialist and not go on the website, because it could really make it worse.”), showed a strong normative attitude about health information online (“I only really look up official websites...I’ve always been told by people not to look up health care...because you always see the horror stories”), and said that she would value recommendations about specific websites from her doctors.

The delegators were composed of nonusers and users valuing the internet as an information source, but not necessarily wanting or being able to use the internet themselves. Kathleen (age 75 years, NS-SEC class 1, education level 0) had elaborate networks to access health information (“I can go and get it from the library...If I really do want more, I’ve got a friend in London who’s got a computer, and she would...phone me back and tell me or she’ll send it down to me.”) and valued the comfort of doing so (“I don’t know whether I really do need to have a computer, because anything like that I can find out.”). Kathleen also actively read health information in the local newspaper, showing her interest in health and feeling responsible for her well-being. While trust in doctors differed among delegators, as evidenced by the high standard deviation in this group, Kathleen placed high trust in her doctor, and—illustrating again the delegation aspect—valued that he followed up newspaper articles that she took into the consultation (“He doesn’t just do it like from what it says in the paper...but takes it home and googles it on his computer.”).

The addigitals comprised many nonusers, but also users, who did not see the internet as a useful information tool and presented strong views on its low suitability for health care. Charlotte (age 78 years, NS-SEC class 2, education level 0) was a nonuser and generally did not like to work with technology, also due to health-related reasons (“My fingers have never worked in a way that I can use a keyboard of any sort, piano, computer keyboard, I can’t separate them. So I lost patience.”). For health information, she either would ask the doctor or, above all, thought that she knew what was best for her (“In most ways you know your own body...[I follow] just my own instincts. And I found out that they never let me down, fortunately.”). While the addigitals did not show a consistent picture of trust in medical professionals, they generally expressed concerns about how people use the internet for health information (“They’ll worry themselves into goodness knows what and they do the same on the computer—as soon as she sneezes she looks it up on the computer.”).

Discussion
Principal Findings
In line with the shifting digital divide from the access divide [3,15], this research supports a further shift to conceptualizing an outcomes divide or outcomes inequalities, whereby different types of health behavior result from the differing orientations of internet users accessing online health information. In contrast to the existing literature [4], the outcomes divide we propose in this paper may only partially be traced back to sociodemographic factors, as understanding outcomes requires a more nuanced view not necessarily following the user characteristics underlying the several existing digital divide conceptualizations [28]. This is not to downplay the importance of sociodemographic factors and other structural conditions that can shape internet use. For example, previous work has shown the strong influence of socioeconomic status on internet-related attitudes and behaviors [29]. But in our findings these factors, while important at an overarching level, did not have different influences on our various categorization of types, where we were particularly interested in determining how motivations and enablers clustered into types.

This study showed the central role of antecedent factors to internet use for influencing behaviors. The qualitative data confirmed motivations [30,31] and enablers [32] found in previous research, and indicated that outcomes may be shaped by types of health information seekers formed based on these motivations and enablers. This confirms that previously existing health behaviors translate to the online realm [29,30,33], and
emphasizes attitudes and skills as mediators for internet outcomes [17]. In that sense, online health resources become part of normal health practices, help seeking, and everyday life information seeking [34-36]. This ties in with the wider argument that individuals use technologies to satisfy existing needs, with technological innovation merely creating new ways of doing so [37], as reflected in theories about the social shaping of technology [38].

The qualitative data suggested that 2 of our 6 types, the learners and the pragmatists, use the internet efficiently in health-related contexts, both to increase the appropriateness of their health service use and, in the case of the learners, to gain self-efficacy for self-care and extending professional advice. In that sense, individuals in both groups consistently gain benefits from using the internet.

Then again, outcomes do not necessarily have to be positive. For the skeptics, the suggested relationship to perceived health was negative, which may indicate that using the internet was less beneficial than the skeptics thought. In support of this, other research found that low-trust individuals tended to substitute physician services with health information online [39,40], and while those skeptical of medical care had lower health service use, they also often showed worse health behaviors and lower health perception [41,42]. For the worriers, internet use was barely associated with any changes in perceived health and health service use. While health information seeking does not necessarily lead to higher health service use and worse health perceptions, the findings indicated that this group did not necessarily realize any outcomes, partially because they stopped looking up health information as a consequence.

Finally, the effects of internet use were lowest for the delegators and the adigitals, although with higher effect sizes for the delegators. Some nonusers in the delegator group used the internet more intensely (via intermediaries) than users, building support networks with different individuals for different purposes. While both the delegators and the adigitals largely comprised nonusers, this shows how internet outcomes may not follow the lines of the user-nonuser split. This is further corroborated by the relatively similar outcomes for users and nonusers in the delegator group, which may partially be due to their preference for outsourcing health-related information seeking.

The typology introduced in this research therefore presents a tool for systematizing orientations toward health information seeking to conceptualize the outcomes divide. This is similar to other typologies in research on health and internet use [43,44], which serve to “shift study of the Internet away from an overly narrow focus on comparing users and non-users, and [focus] more research and debate on other variations among users and non-users that have equally significant implications for the future of the Internet” [24] (pg 9).

Limitations

A limitation of our approach is that, for 6 of the 31 OxIS interviewees, the quantitative and qualitative classifications did not correspond, so that we manually reclassified these based on the qualitative data. There are three reasons for this mismatch. First, in line with the process-based models of perceived health [45], individuals may transcend the type boundaries over time, which became evident in 2 interviewees’ altered views of the health system after major health incidences. Second, the typology lacks some specificity due to the absence of some items in the OxIS question set. These include the lack of a measure of health literacy, no measure of acute health incidents (only including the presence or absence of long-term health conditions), and only limited information on situational factors such as devices and use opportunities. Even though health information seeking is similar to other informational activities online [46], 2 interviewees had particular attitudes about health online that differed from their general internet views. Third, 2 interviewees showed different attitudes in the interview for no evident reason, which highlights the constructed nature of survey and interview data, and the challenges of their triangulation.

Future Research and Implications

Further research should attempt to replicate and refine the developed typology, ideally with health-related dimensions by including more specific constructs of health literacy and health-related self-efficacy [7,47,48]. Due to transitions of individuals between types over time, the typology should also be based on longitudinal measurements on the same individuals from multiple points in time, as individuals may develop and fall into different types following different events in their lives. For the broader context of internet research, it would be relevant to understand whether the established typology also describes orientations that are relevant for other internet-based outcomes. This would cross-validate the results of this research, and thereby provide theoretical support for a more general outcomes divide beyond the health context.

These type-based findings have implications for policy and practice, particularly for health systems seeking to maximize digital inclusion. A multifaceted approach is required to address the differing needs of the 6 types. Nonusers of the learner and pragmatist type in particular should be provided with access to digital resources, as most individuals of these types cited the nonavailability of devices as the main reason for nonuse. In addition, worriers may benefit from additional guidance: they highly appreciated medical professionals and suggested that doctors should recommend specific websites reflecting their preference for professional guidance and managing uncertainty [49]. They would, for example, use initiatives that provide official endorsement or certification of digital resources and health apps. This stands in contrast to the skeptics, who—independently of the internet—might benefit from building up trust in doctors and the medical system to change their health behaviors, evaluate the appropriateness of health service use, and ensure compliance with medical recommendations [40,41].

Particularly for delegators, but also for all others with a lower level of skills, the social environment is of crucial importance for internet-based outcomes. As the type name implies, obtaining value from the internet depends on being able to delegate. Here, addressing social and digital inclusion becomes a joint priority, where not everyone has to be online, but everyone should benefit from online resources. Finally, for the adigitals, it may be most
important to address motivations for internet use. This applies to users and nonusers alike: 79.8% (392/491) of nonusers of this type referred to a lack of interest as the main reason for nonuse, whereas users mainly explained why the internet was not suitable for health-related matters.

**Conclusion**

This research showed how health internet users may be conceptualized based on a typology of 6 orientations toward online health information seeking. The findings illustrate that the digital divide is increasingly more complex to delineate [50], indicate that previously existing health behaviors translate to the online realm [32], and support the shift toward an outcomes divide in terms of the benefits that individuals of differing types may obtain online [4]. This research also showed that health behaviors (and, by deduction, possibly health outcomes) are primarily shaped by antecedent factors such as motivations and enablers [3,17], rather than sociodemographic factors [4]. This research therefore makes, to our knowledge, one of the first empirical contributions to an emerging literature assessing how differences in outcomes represent the next stage of continuously shifting digital inequalities.
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Abstract

Background: Electronic health (eHealth) may improve health outcomes, but many people remain digitally excluded. Personal readiness to use the internet for health may be limited by lack of internet infrastructure, personal skills, social support, service provision, and cost. The impact of interventions to reduce these barriers is unknown. From 2011, the British Government supported the implementation of “superfast” broadband (Superfast) across the rural county of Cornwall. This provided the opportunity to assess the impact of interventions at regional, practice, and household levels.

Objective: This study aimed to assess the impact of 3 interventions on personal eHealth readiness: (1) regional-level implementation of Superfast, (2) practice-level discussions with general practitioners to encourage greater internet use in health service provision, and (3) household-level tailored booklets providing information to help improve personal skills in eHealth.

Methods: This was a cluster quasi-randomized factorial controlled trial. Implementation of Superfast was monitored, and postcodes were classified as having early or late availability. An algorithm selected 78 from 16,385 eligible postcodes to minimize the possibility of overlap between general practices and ensure a balance of urban and rural areas; 1388 households were randomly selected from the 78 postcodes and allocated to the 8 (2 × 2 × 2) study arms. A modified version of the Personal eHealth Readiness Questionnaire was used to compare scores (0 to 10) and 4 components (personal, provision, support, and economic) from baseline (August 2013) to the 18-month follow-up between the 8 arms, to assess the impact of interventions. We compared SDs of scores to assess changes in eHealth inequalities.

Results: eHealth readiness improved over 18 months from 4.36 out of 10 to 4.59 out of 10 (t²₃₅=4.18; P<.001; CI=0.13 to 0.35), resulting from increases in personal and provision components of the score (t₁₅₅=3.191; P=.002 and t₂₅₈=3.410; P=.001). However, there were no significant differences between the 3 interventions, either singly or in combination using intention-to-treat analysis. The proportion of internet users did not significantly increase (79.2%, 205/259 to 81.5%, 211/259) and mobile use was significantly greater (50.5%, 101/199 to 64.8%, 129/199). There was no change in eHealth inequality.

Conclusions: People in Cornwall became more ready to adopt eHealth services, increasing both their personal ability to use eHealth and their methods of access. The implementation of Superfast may have contributed to this; we are certain that our other 2 interventions did not. This increased eHealth readiness did not cause a larger digital divide. The study illustrates the complexity of conducting a randomized controlled trial to assess the impact of interventions at regional, practice, and household levels. Our method may be of use to others.

Trial Registration: ClinicalTrials.gov NCT00102401; https://clinicaltrials.gov/ct2/show/NCT02355808 (Archived by WebCite at http://www.webcitation.org/75oEz0E1x)

(J Med Internet Res 2019;21(3):e11386) doi:10.2196/11386
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Introduction
Setting
Cornwall, a county in south west England, is a rural area with a population density of 1.5 persons per hectare versus the average of 4.1 persons per hectare in England [1]. It has a dispersed settlement pattern of numerous towns, villages, and hamlets; 27% of the population lives in urban areas, 29% in towns and larger villages, and 44% elsewhere [2]. Access to health care, transport, employment, information and communication technology (ICT), training, community facilities, and services such as shops and schools is a problem. Cornwall’s population is older than the national average (29.7% aged older than 60 years compared with 22.3% nationally [1]). Before the Superfast Cornwall project (discussed below), internet infrastructure was poor. Maximum download speed averaged 5 to 6 Mbps in urban areas [3], and some not spot areas had no internet access. Internet reliability was poor, meaning access could often fluctuate during the day.

Superfast Cornwall Project
This program funded by the European Union, British Telecom (BT), and Cornwall Council aimed to provide superfast broadband (Superfast) infrastructure to Cornwall and the Isles of Scilly. The program ran from 2011 to 2015, during this duration, fiber optic broadband had been introduced to 95% of homes and businesses [3]. Superfast, defined as an infrastructure capable of delivering internet speeds higher than 24 Mbps [4], aimed to provide a faster and more reliable service with speeds of up to 330 Mbps. Introducing Superfast was a significant engineering task costing approximately £132 million and requiring the installation of 130,000 km of fiber optic cable [3].

Benefits of Electronic Health and Digital Divide
Systematic reviews have shown the potential positive impact of electronic health (eHealth) [5,6] in areas such as the management of long-term conditions [7-11], internet-delivered cognitive behavioral therapy [12-14], smoking cessation [15,16], and cost reductions [17-22]. Some are concerned that as we introduce more eHealth, the digital divide will increase. Although the proportion of nonusers had declined from 35% in 2003, 22% of the British population had still not used the internet in 2013 [5]. Age remained the biggest predictor of nonuse; in 2011, only 33% of those aged 65 years and older in the United Kingdom used the internet. People who stay offline have reduced opportunities [23], and this divide could increase with the implementation of Digital First across the National Health Service [24].

Barriers to Electronic Health
Differential access to information and computer technologies can be examined at the personal level [25], categorizing barriers as (1) provision (including the impact of lack of suitable infrastructure), (2) personal, (3) interpersonal, and (4) economic.

Provision Barrier
Poor internet access is a barrier to eHealth use [26-29]; in 2014, the average broadband speed in some rural areas was 5 Mbps compared with 27 Mbps in urban areas [30]. Slow-speed internet obviously compromises viewing of Web-based videos and images [31,32]. Variation is not just caused by hardware but can result from differences by geography or patient group in NHS services; for example, most renal patients in the United Kingdom have had access to their Web-based renal medical record for many years [33] but few, if any stroke patients had such access [34]. Video consultations had been used for dermatology [22,35] but not widely adopted in general practice.

Personal Barrier
Physical and psychological attributes can also be barriers, such as lack of ICT skills [36-39], distrust of internet [40] or health information it provides [41-43], and lack of motivation to access eHealth services [44,45]. Someone’s current health may increase motivation to use the internet for health information [46,47], even as it limits their ability to do so [48]. Although video use is increasing, much internet health information is text based, meaning low-literacy populations can struggle to use information effectively [26,28,49,50].

Interpersonal (Social) Barrier
Some factors limiting eHealth use may be moderated if people have social support [34]. Many nonusers have some form of indirect access to the internet via other individuals (proxy users). In the United Kingdom, in 2013, approximately 70% of nonusers reported having access to a proxy user but only 20% actually used them to access the internet [51]. Nonusers who do not have access to or choose not to use the internet may lack a strong support structure to help them overcome fears and apprehension [52]. With decreased social connection, some may also lack exposure to the internet and other technologies [53]. Furthermore, they may not perceive the usefulness in adopting internet use or have limited motivation to do so [54,55].

Economic Barrier
UK national figures indicated that lower-income households were less likely to access the internet [56]. Although homes may be technically capable of internet connection, families may not be able to afford it; someone relying on accessing the internet at their local library may be restricted by transport costs [34]. Women diagnosed with breast cancer were less likely to use the internet for health if they had a lower income, even after controlling for other predictors [57]. Lung cancer patients with higher income were more likely to seek Web-based health information about their condition [58].

Measuring Electronic Health Readiness
The degree to which people are prepared and able to use eHealth can be termed “eHealth readiness” [59]. eHealth readiness has been approached in various ways with some focusing on the readiness of a whole sector or system; Legare et al [60]...
identified 6 different assessment tools [61-66] for this approach. Others have assessed the eHealth literacy of individuals, for example, the eHealth literacy scale (eHEALS) [67]. Jones [34] took a pragmatic compromise examining eHealth readiness of individuals, but including in this their opportunities from infrastructure, economics, and social support. The Personal eHealth Readiness Questionnaire (PERQ) [68] was designed to measure the impact of interventions that aimed to improve eHealth readiness and reduce eHealth inequalities. PERQ uses a similar approach to eHEALS, adopting the use of scales as opposed to a binary measure, but included further variables to cover the full range of individuals from noninternet users to frequent internet users. PERQ has 4 subcomponents: provision, personal, support, and economic.

**Measuring Electronic Health Inequalities**

As older people have lower use of ICT, some observers assume that the digital divide will disappear with newer generations [29,69]. However, reduced ability to adopt new technology with age may continue [29]. Economic barriers may remain if ICT costs are too high for future generations of older adults. In addition to the ethical argument for addressing eHealth inequalities, such inequalities make the adoption of more cost-effective health delivery difficult if both eHealth and more traditional services must be provided [34]. We need, therefore, to develop interventions that help reduce eHealth inequalities and have a way of measuring them. The SD of the PERQ eHealth readiness score provides a measure of eHealth inequalities.

**Assessing the Impact of Superfast on Electronic Health Readiness**

Although poor internet infrastructure is recognized as a barrier to eHealth, there was no clear evidence that improving internet infrastructure alone is enough to improve uptake of eHealth services. A simple before-after comparison does not allow the attribution of likely improvement to the infrastructure change without some form of control group. However, many would argue that an infrastructure change on its own is unlikely to radically improve uptake of eHealth but that some form of education, awareness raising, behavioral and organizational change is also needed. The implementation of Superfast provided an opportunity to assess the impact of an improved internet infrastructure alongside interventions at practice and household levels.

**Assessing the Impact of a Combination of Interventions on Electronic Health Readiness**

Individuals possess different levels of eHealth readiness and, as discussed, may experience a wide range of separate and shared barriers. Barriers to the implementation of eHealth exist at multiple levels: (1) individual level, (2) clinician or service level, and (3) regional infrastructure level. It is unlikely that a single standardized intervention will be effective across these levels. Rather, it is likely that a combination of interventions, targeted at multiple levels, would prove most effective at reducing eHealth inequalities.

The Superfast project not only allowed for the impact assessment of an infrastructural change but also provided the opportunity to identify and assess the effectiveness of other interventions targeted at the personal and service levels. These interventions were designed to increase eHealth use, both singly and in combination. With limited resources, we sought to assess the impact of this infrastructure change in combination with individual- and provider-level interventions.

**Methods**

**Design**

A cluster, quasi-randomized, factorial (2 × 2 × 2) controlled trial design was used to examine the impact of 3 interventions: (1) regional-level improvement of physical infrastructure (Superfast), (2) practice-level discussions with general practitioners (GPs) to encourage greater use of the internet in health service provision, and (3) household-level tailored booklets (TBs) providing information to help improve personal skills in eHealth. Households within Cornwall were allocated to each of the 8 arms of the study, eHealth readiness and inequality were compared pre-and postintervention to measure the impact (singly and in combination) of each of the 3 interventions.

The study was approved by the Plymouth University Faculty of Health and Human Sciences Ethical Committee and obtained local research and development approval from the Royal Cornwall Shared Research Management Service. The trial was registered at the US National Institutes of Health (ClinicalTrials.gov) # NCT02355808 on April 2, 2015.

**Sampling and Randomization**

The initial sampling unit was the postcode. All 20,088 postcodes in Cornwall (excluding the Isles of Scilly for practical reasons) were included; 2958 listed as having a population of zero and postcodes without any population data were excluded. To more clearly define the presence or absence of Superfast, we excluded 745 postcodes with Superfast coverage of between 0% and 49% as these were in the process of receiving Superfast at the time of sampling. The remaining 16,385 postcodes, therefore, either had Superfast available or did not.

Providing an intervention at the primary care level via GP practices introduced the likelihood of contamination between intervention groups. GP practices often serve a large geographical area; any intervention at this level would affect several postcode clusters. This meant that random selection of postcodes, without accounting for the intervention area, would likely allocate postcodes with shared practices to separate intervention groups. The sampling method sought to reduce the likelihood of contamination by eliminating postcode clusters at the practice level.

GP practices were included based on longitude and latitude data from NHS choices [70]. GPs in Cornwall and those in Devon on the Cornish border, who were the closest GP to a Cornish postcode, were included.

We designed a method to (1) reduce potential contamination between the 8 arms of the study, (2) account for the rollout of Superfast, and (3) ensure similar allocation of urban and rural areas.
The 16,385 postcodes that met the initial inclusion criteria were allocated to 2 separate lists based on their Superfast coverage and sorted based on population (highest population at top):
• Has Superfast (S): postcodes with coverage ≥50% (n=8000)
• Did not have Superfast (NS): postcodes with coverage of 0% (n=8385).

Postcodes within these lists were randomized to intervention groups:
• No further intervention
• General practice intervention (GPI)
• Tailored booklet intervention (TBI)
• Tailored Booklet and GPI (TB+GPI).

The following process of selection and randomization (using Excel random number generation) then took place until no postcodes remained (Figure 1):

1. A randomization took place to identify which list (S, NS) would be selected first.
2. The first postcode (highest population) from the list (S, NS) was selected and was randomly allocated to either the one of 4 groups (S, S+TBI, S+GPI, S+TBI+GPI) or to the other 4 groups (NS, NS+TBI, NS+GPI, NS+TBI+GPI). There were 8 groups in total for 3 interventions (2 × 2 × 2).
3. Any postcode that shared the same geographically closest GP practice as the selected postcode was then eliminated.
4. The remaining top postcode on the second list was then selected and randomly allocated to 1 of the 4 groups.
5. This process was repeated from step 1 until no postcodes remained on either list.

Through this process, 78 from 16,385 postcodes were selected and randomly allocated to 1 of the 4 intervention groups within their level of Superfast coverage. Using Zoopla [68], a website giving estimated house values across the United Kingdom, all households within the postcode were listed and 18 randomly selected, using Excel number generation, and included within the study. In postcodes with less than 18 households, all households were included in the sample. The final sample consisted of 1388 households from 78 postcodes served by 78 different GP practices.

Sample Power
Most limitations of sample size were imposed by the infrastructure intervention (Superfast arm), which was limited to the county of Cornwall. This then limited the number of GP practices that could be allocated without contamination between the randomization arms. The number of households found in rural postcodes limited the number of households. A sample size calculation based on the desired magnitude of effect was, therefore, not conducted. Instead, a calculation was made to...
estimate the possible magnitude of effect that could be found with 80% power.

With an assumed response rate of 50%, it was estimated that the smallest effect size that could be found between the 2 arms of Superfast (“has” and “does not have”) was 0.52, assuming 80% power and 95% significance. The smallest effect size that could be found between each of the 8 arms of the study was 1.05, with 80% power and 95% significance.

**Outcome Measures**

A before versus after assessment of eHealth readiness using the PERQ [34] was conducted on households within the sample over an 18-month period. The PERQ (Multimedia Appendix 1) was modified slightly by improving the wording and layout based on recommendations in the original paper [34]. The 4 subcomponents were combined to create an overall eHealth readiness score (0 to 9). The SD of readiness scores was taken to represent eHealth inequality.

**Interventions**

**Regional: Implementation of Superfast (Had Superfast/Did Not Have Superfast)**

Before the implementation of Superfast, households were likely to have had internet connectivity ranging from none (not-spots) to maximum speeds of 5 to 6 Mbps. After implementation of Superfast, Cornwall reported that 95% (241,000) premises had Superfast, with nearly 90% able to connect at speeds of over 24 Mbps [3]. It was not possible for the study to allocate postcodes to receive or not receive Superfast. This process was dependent on the Superfast Cornwall timescale for the rollout; therefore, this arm of the study was a natural experiment. Clusters were categorized into areas with or without Superfast, based on the rollout at the time of sampling.

**Practice: General Practice Intervention**

The aim of GPI was to engage selected practices to encourage GPs (1) to adopt more eHealth services and (2) to actively promote the existing services to their patients and aid them in adopting such services. The hypothesis was that achieving these outcomes should impact patients within the area, resulting in increased eHealth readiness. With this intervention:

1. The researcher contacted (by post) selected practices in September to October 2014 to arrange meetings. This letter explained the project and sought permission to attend practice meetings to discuss their use of eHealth services. If this was not possible, the researcher tried to meet with a practice member or establish an email conversation.
2. GPs were given suggestions as to how they might expand their current use of eHealth services to use additional eHealth services or better promote their existing services, using examples of GPs in their area or nationally.
3. GPs were also asked to comment on the services they offered, perceived benefit or detriment, and ease of adoption.

Meetings were conducted for 15 min and covered 6 topics: Web-based appointment booking; Web-based repeat prescriptions, Web-based access to medical records, information prescription, phone triage, and video consultations. Meetings were tailored to consider the current services provided by the GP practice; if discussed services were currently implemented, the conversation would focus on the difficulty the GP experienced to implement and any perceived benefits or limitations of the system. We included 39 GP practices in the GPI arm.

**Household: Tailored Booklet**

Participants randomized to the booklet intervention received a tailored eHealth information booklet by post. A total of 16 A5 pages were created using information from national and local services. Some pages were included for all participants; other pages were based on responses to the PERQ. Creation of TBs used a decision tree to identify which A5 pages to include (Multimedia Appendix 2).

This booklet was addressed to the individual who completed and returned the survey. This process identified individual needs and then tailored a booklet to address those needs. For example, a noninternet user reporting that they would use the internet more for health if they could get someone to help them received a booklet showing resources such as UK Web-based centers. On the other hand, someone who reported that they lacked confidence in using the internet received information about Web-based internet training, such as Learn My Way [71].

As a cluster trial, all households in the intervention postcodes (clusters) received an eHealth information booklet; those households not randomly selected to complete the PERQ received a general rather than personalized booklet. Tailoring for these households could only use geographical data, for example, showing a person what is available in their area based on their postcode. In this case, booklets were addressed to the household as opposed to an individual.

**Data Analysis**

Data were entered into IBM SPSS version 23 for analysis. The main dependent variable (primary research question) under investigation was eHealth readiness in the form of a continuous variable, calculated from PERQ responses. Analysis was conducted using parametric tests to analyze eHealth readiness and the 4 subvariables that contributed to its calculation. On matched data, paired *t* tests were used to compare baseline with follow-up. To examine differences between groups, independent *t* tests were conducted on the change of continuous variables. Finally, a univariate general linear model was used to investigate the main effect of the 3 intervention conditions, added as fixed effects, on the change in eHealth readiness.

Some secondary analyses were conducted. The PERQ contained several categorical response questions that were relevant to the study and provided insight into eHealth behavior. For categorical data, nonparametric tests in the form of chi-squared tests for independent samples and McNemar, for paired data, were conducted. To provide further insight, in some cases, additional categorical variables were created from continuous variables to analyze proportions, for example, increased, decreased, no change.
Results

Response Rate
Of the 1388 households surveyed, 394 (28.4%) responded to the baseline PERQ (October 2013). At follow-up (March 2015), 259 households, 65.6% of original responders, replied to the PERQ (Figure 2).

Regional: Implementation of Superfast
With the Superfast Cornwall project completed, more accurate rollout data were released to the researcher. These data contained precise go live dates for all clusters (postcode) included in the study, allowing households to be categorized by the number of months Superfast had been available in their area. Households in areas where Superfast had been available for more than 24 months at follow-up were categorized as “early receivers.” Areas that had Superfast for 23 or less months at follow-up were categorized as “late receivers.”

There was no significant difference between the change in readiness (0.26 vs 0.21; P = .66) or provision scores (0.16 vs 0.23; P = .53) or between the proportion of households increasing in readiness scores between early and late receivers.

There was no difference in the perception of speed within households between baseline and follow-up (McNemar = 2.46; P = .25). However, changes in speed perception did significantly differ between Superfast arms, with 12 households (14.8%, 12/81) from “late receivers” and 5 (5.2%, 5/96) from “early receivers” reporting faster internet (χ² = 4.7, P = .03).

Practice: General Practice Intervention
Of the 38 GPs contacted to take part in the study, 8 (21%) agreed to take part, 3 (8%) refused due to busy schedules, and the majority (71%, 27/38) did not respond. The researcher attended 5 face-to-face meetings and had email correspondence with the remaining 3 GPs.

Figure 2. Consolidated Standards of Reporting Trials diagram of trial numbers for matched households showing early and late receivers of Superfast.
The GPI had no effect on household eHealth readiness, neither when considered as mean score (mean=0.18 vs mean=0.29; t_{234}=-1.01; P=.31; CI=-0.34 to 0.11) nor when considered as proportion of households increasing in readiness scores (32.5% vs 38/117 vs 34.5%, 41/119; χ² = 0.6, P=.74).

Overall, 18.7% (38/203) of respondents across all arms, had been given information to help them use the internet for their health by a nurse, doctor, or another health care professional, but there was no difference between those in the GPI arm and others (18.3%, 19/104 vs 19.2%, 19/99; χ² = 0.09, df=2; P=.87).

As many GP practices did not take part in the study, we did an as treated analysis comparing households from GPs who had agreed to the intervention with other households, but there was still no difference. We also counted the number of practices offering Web-based access to medical records. Only 6 GPs within Cornwall had started to offer Web-based access to medical records at follow-up, previously none had offered this facility; however, there was no difference between those in the GPI versus others.

**Household: Tailored Booklet Intervention**

There was no significant effect of the booklet intervention on the change of readiness scores (t_{234}=-1.06; P=.92). The proportion of households increasing in readiness scores was 33.5% (79/236) overall with no difference between those receiving (36.5%, 42/115) and not receiving the booklet intervention (37/121, 30.6%; χ² = 1.2, P=.56).

The PERQ calculates a separate skill score based on responders’ reported self-ability to complete 6 internet-related tasks. Overall, 32% (82/259) showed an increase in skills scores, but there was no difference between those who received a booklet compared with nonreceivers (33.6%, 42/125 vs 30.6%, 41/134; χ² = 1.6, P=.46).

One area of the booklet focused specifically on the eHealth services offered by local GPs’ websites to attempt to increase knowledge and use of these services. At baseline, a total of 54 (54/204, 26.5%) households reported that they “Didn’t Know” if their local GP had a website; of these, 27 had become aware of their local GP’s website and the services it offered, but there was no difference between those receiving or not receiving the booklet (51.9%, 14/27 vs 48.1%, 13/27; χ² = 0.09, df=2; P=.96; χ² = 0.09, P=.96).

Only 5 internet-using households (5.2%, 5/97) who had received the booklet acknowledged receiving “a booklet in the post regarding using the internet for health.”

**Interventions in Combination**

A univariate general linear model was used to investigate the main and combined effect of the 3 interventions (Superfast, GP, booklet), added as fixed effects, on the change in eHealth readiness. A full-factorial interaction effect was also examined between Superfast × booklet × GP for the outcome of change in readiness. The model showed no significant main effect of either Superfast (P=.677), GP (P=.237), or booklet (P=.928) on the change in readiness scores.

**Change in Internet Use**

The proportion of internet users (79.2%, 205/259) at baseline did not significantly increase, being 81.5% (211/259) at 18-month follow-up. A fifth of respondents who reported that they had not used the internet at baseline (20.4%, 11/54) reported that they had used the internet at follow-up. Only 5 internet users at baseline (2.4%, 5/205) reported not to have used the internet in the previous 3 months at follow-up.

More households at follow-up had used their smartphones or mobile devices to access the internet compared with baseline (64.8%, 129/199 vs 50.5%, 101/199; P<.001; Figure 3). A total of 34 internet users who had never used a mobile device to access the internet at baseline reported using a mobile device for internet access at follow-up. Only 6 households reporting that they had stopped using a mobile device for internet access.

**Health-Related Internet Use**

Most internet-using households had used the internet for at least one health-related activity; there was no significant difference between baseline (70.2%, 144/205) and follow-up (68.7%, 145/211; P=.29) for health-related internet use (Figure 4). However, at follow-up, internet users showed a significant increase in self-reported confidence in using the internet for health-related tasks (mean=7.39 vs mean=7.78; t_{197}=2.88; P=.004; CI=0.12 to 0.65).

No significant differences were found for the uses of the internet for health-related tasks between baseline and follow-up for internet-using households. The most common health-related activity was using a search engine to search for health topics (67% vs 66%), followed by using email for health (11% vs 12%) and discussing health topics on a forum (6% vs 6%).

Use of social media for health remained low; only 6 households (3%) at baseline and 4 at follow-up (2%) reported use.

**Self-Perceived Barriers**

Just over half (54.0%, 128/237) reported that they “have or would use the internet for health and have no real barriers to that use.” There was no change at follow-up (58.6%, 139/237). The most common reported barrier at follow-up was “No need for health information” (11.0%, 27/246) and “I have no interest in using the internet” (11.0%, 27/246). Only 3 households (1.2%, 3/246) reported that they “Would use the internet more for health if I could get a good internet connection.”
Figure 3. Where and how 211 internet-using households had accessed the internet in the last 3 months at baseline (October 2013) and follow-up (March 2015).

Figure 4. How internet-using households had used the internet for health-related activities.
Readiness and Electronic Health Inequalities

Electronic Health Readiness

Of the 236 households with complete data, half (51.3%, 121/236) showed no change in their eHealth readiness score, a third (33.5%, 79/236) showed an increase in their eHealth readiness score (maximum increase 3), and 36 (15.3%, 36/236) showed a decrease in their eHealth readiness score (maximum decrease of 3).

Overall eHealth readiness scores increased significantly from baseline to follow-up for these 236 households (mean=4.36 vs mean=4.59; t\(_{235}=4.18; P<.001; CI=0.13 to 0.35\)). The SD of readiness (eHealth inequalities) among responders remained similar (1.72 vs 1.78). Analyses of the 4 subvariables that contribute to the calculation of eHealth readiness scores indicated that both personal and provision subvariables increased over the 18 months (t\(_{235}=3.191; P=0.002\) and t\(_{235}=3.410; P=0.001\)), whereas economic (P=0.12) and support (P=0.97) subvariables showed no significant change (Table 1).

As might be expected, new internet users had higher increases in their readiness scores compared with continued users (1.56 vs 0.26; t\(_{197}=4.76; P<.001\)).

Previous users who had stopped using the internet (new nonusers) showed the biggest decreases in their readiness score, with an average reduction of 1.75. These 5 households had significantly lower readiness scores at baseline (3.00 vs 5.04; t\(_{197}=3.78; P<.001\)) than the 195 who were continuedusers.

As new adopters of the internet showed the largest increase in readiness scores, potentially these households alone may have been responsible for the sample increase in readiness scores. To investigate this, further analysis was conducted on continuedusers, excluding new internet users; this showed significant increases in readiness scores (mean=5.04 vs mean=5.30; t\(_{185}=4.57; P<.001; CI=0.15 to 0.38\)).

Discussion

Overall Impact

No one has previously examined the impact of concurrent improvements in internet infrastructure alongside person-based interventions. We assessed the impact of such interventions on personal eHealth readiness via a cluster quasi-randomized factorial controlled trial. Although eHealth readiness increased over the course of the study, this change could not be explained by the interventions, either singly or in combination. This could be because there really was no improvement or that the questionnaire approach we used was not sensitive to the change. Our single booklet posted to a house and short limited discussions with a few practices was very “low dose.” The implementation of Superfast could potentially have more impact, but it relies on uptake. As a pragmatic randomized controlled trial, our analysis was intention-to-treat; thus, low uptake in all 3 arms could swamp a possible improvement that might be seen in an as treated analysis.

The use of eHealth relies on 3 separate but supporting conditions: (1) the personal ability to use it, (2) the presence of systems to provide it, and (3) the infrastructure available to support it. For this reason, despite finding no positive impact of any of the interventions, we argue that this study demonstrated a possible method to explore the impact of infrastructure improvements alongside complementary interventions.

Changes Across Cornwall in Electronic Health Readiness and Electronic Health Inequalities

A third of our household respondents improved their eHealth readiness over 18 months of study, and overall, the mean eHealth readiness had improved without any increase in eHealth inequalities. There was no evidence that it was the already “eHealth ready” becoming further advantaged over the unconnected; people from across the whole “scale” had shown improvements.

The increased eHealth readiness reflected the increase in the proportion of internet users (79% vs 82%) in line with reported change for the United Kingdom [72]. Only 1 in 5 nonusers at baseline had started to use the internet, whereas only 5 people (<3%) had stopped using the internet at follow-up. But the overall increase in eHealth readiness was not solely due to new internet users. When new users were excluded from the analysis, the increase in readiness was still significant. This suggests that existing internet users became more ready to use the internet for health.

Despite the increase in the level of readiness to use eHealth, the types of use remained the same. Using a search engine to find health information was the most frequent activity. Although others have proposed that social media could be used more for health [73], few people in this study used it to obtain health information or contact health care professionals or organizations.

### Table 1. Summary of electronic health readiness and the 4 subvariables on matched households.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline</th>
<th>Follow-up</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>Electronic health readiness</td>
<td>4.36</td>
<td>1.72</td>
<td>4.59</td>
</tr>
<tr>
<td>Personal</td>
<td>5.49</td>
<td>2.92</td>
<td>5.77</td>
</tr>
<tr>
<td>Provision</td>
<td>4.06</td>
<td>1.70</td>
<td>4.26</td>
</tr>
<tr>
<td>Support</td>
<td>1.89</td>
<td>1.87</td>
<td>1.88</td>
</tr>
<tr>
<td>Economic</td>
<td>1.57</td>
<td>0.90</td>
<td>1.67</td>
</tr>
</tbody>
</table>

*aValues in italics have P<.01.
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Implementation of Superfast

Our intention-to-treat analysis examined the impact of Superfast regardless of whether a household adopted the service by upgrading their internet supply. On this basis, there was no improvement in readiness scores between early and late receivers of Superfast during the 18 months of study. However, at our study’s follow-up date, BT-estimated uptake of Superfast across Cornwall was still quite low (28%) despite Superfast being available for most of Cornwall. It was not possible to obtain data on which households in our sample had adopted Superfast; therefore, it was not possible to conduct an as treated analysis, that is, we cannot tell if households who adopted Superfast had higher readiness scores.

Analysis of categorical responses suggests more subtle changes. More late receivers than early receivers were happy with their internet speed at follow-up. As early receivers had become accustomed to the greater speed or bandwidth, both their internet use and expectations of broadband provision are likely to have increased.

Slow uptake of Superfast is also seen nationally; Ofcom [74] reported that by the end of 2015, only 42% of UK households had taken up offerer Superfast services. This uptake was higher than Cornwall’s uptake, but Superfast had been available in other parts of the United Kingdom for longer. A total of 38% thought cost was a concern, which is quite a high proportion of people might be therefore put off by switching to superfast. We do not know if these people remained with slower speed access rather than take up superfast because of cost.

Only 3 respondents said they would use eHealth more if they could get a good internet connection, suggesting that very few perceived their current internet speed as a barrier to eHealth use. However, at the time of this study, no Web-based health services available in Cornwall required a Superfast connection. The most common eHealth activity was using Google, and most of the Web-based health information was in simple text and picture format not requiring a high-speed connection. At the time of our data collection, very few (<5%) reported using health services requiring higher speeds, such as YouTube. Nationally, in 2016, the NHS YouTube channel had less than 26,000 subscribers. Moreover, even video streaming only required modest speed connections of around 500 Kbps [75].

Superfast rollout seemed to have had a measurable impact on people’s perception of internet speed, but this did not translate to measurable increases of eHealth readiness. On the other hand, Cornwall is now structurally more ready to adopt eHealth services such as video calling.

Tailored Household Booklet

Our study demonstrated how TBs could be produced based on questionnaire and geography. For example, for internet nonusers, it provided guides on how to get started. For internet users, it provided information on how and where they could find and use Web-based health information.

Booklets included information about Web-based services provided by recipients’ local GP.

However, this booklet delivered by post and then asked about some months later was not effective. The recollection of receiving a booklet was extremely low, with only 5 households reporting they had received a booklet. The most likely explanation is that the booklet was perceived as junk mail and never read. The booklet design may be of use for other organizations such as Healthwatch or if given directly by a GP or practice nurse, but as a low-intensity intervention delivered by hand to the house, it was ineffective.

General Practice Intervention

The GPI was ineffective. Few GPs agreed to meet the lead author, and the discussions suggested that these GPs were knowledgeable about eHealth. For example, the researcher raised the potential use of a phone triage system, championed by some GPs [76], but many GPs responded mentioning a recent article in the Lancet [77] that had shown increased workloads. The likelihood, therefore, was that the researcher was no better informed than the GPs and, thus, was unlikely to raise awareness of new digital possibilities.

On the other hand, the researcher attended larger practice meetings, it was apparent that the views and opinions of GPs differed drastically within the same surgery. In 1 meeting of note, the topic of information prescription sparked a huge debate over its usefulness. Several GPs within the practice were very positive toward information prescription, often directing patients to specific URLs with information on their condition and even printing out Web-based information for those who had limited access. Other GPs had very strong views against using information prescription, preferring that the patient spoke to them only and not use the internet. This discrepancy in GPs’ attitude has been well documented [78] and highlights the continued inequalities of service provision.

The difficulty in recruiting GPs has been demonstrated in previous research [79]. The GPI was designed to prevent this, by being short in length with minimal requirements for GP participation, although this did not seem effective. The time of year may have prevented a higher participation rate, with many GPs citing a busy flu season impacting their availability. However, it is likely that GPs will always be busy [80] and reluctant to participate, without a keen indication of potential benefits.

Addressing barriers to the implementation of eHealth technology is a complex process that requires support from health services. It is important for policy makers and hospital or practice managers to understand the specific barriers that challenge the practicing GPs and design appropriate interventions to address barriers and promote facilitating factors [81]. Some barriers such as cost associated with the adoption and maintenance of eHealth technology may require incentive [82].

Limitations

The study suffered from a low response rate; responders were disproportionately female, older, and came from areas with higher estimated house values. As the Superfast rollout was outside the control of the researchers, it was not possible to randomize. Early receivers of Superfast were likely from areas in Cornwall that had existing internet infrastructure and were less rural.
Therefore, it is possible that late receivers contained a higher proportion of isolated households. The sampling method, designed to reduce the potential of contamination between arms of the study, removed postcodes with shared GP practices following selection. As the selection of postcodes was ordered by population, a limited measure or rurality, postcodes that shared a GP practice with another more populated postcode had a much lower chance of being selected. Although this approach was vital to reduce the high risk of contamination between intervention conditions, it again meant that highly rural postcodes may have less chance of being included. It is possible, therefore, that the eHealth readiness from this sample is overoptimistic compared with Cornwall as a whole.

Further Research

This study has provided 2 measurements of eHealth readiness within Cornwall over an 18-month period. There is potential to continue this study to provide a longitudinal view of the change in eHealth readiness over the coming years. A continued longitudinal study will provide insight into the change over time and allow for the impact of the Superfast rollout to be further assessed. As discussed, the actual uptake figures of Superfast are low, estimated at 28%, but these are expected to increase over the coming years. Continued measurement may show a continued increase in eHealth readiness as the uptake rates increase. Importantly, it will also allow for the inequalities in readiness to be monitored.

With the implementation of Superfast across the county, Cornwall has the potential to be a prime location for research into eHealth. The infrastructure improvement has made it possible for Cornwall to support highly demanding eHealth services such as video consultations or live streaming of health clinics. Presently, the county does not provide such systems, but now has the structural groundwork for research in this area. There is the potential for randomized trials of such services to be organized and conducted. Small trial projects might have to be conducted at the hospital level to show feasibility. This study will help show the potential benefits of such services, which may encourage innovations to be adopted more widely, such as at the GP level. In addition, future research in the area will provide further insight into the significant barriers toward eHealth use; with the physical speed barrier removed, other personal and organizational barriers are likely to be further highlighted. This will help researchers examine how to address those barriers and design effective interventions.

Conclusions

Over the 18-month study, households in Cornwall became more eHealth ready. It is possible that the rollout of Superfast contributed to this, but we were unable to show that definitively. It is unlikely that our other 2 interventions had any effect. The study illustrates the complexity of trying to assess such interventions by a randomized trial, and our methods for a cluster quasi-randomized factorial controlled trial may be of use for others.

Acknowledgments

This study was funded with the aid of a studentship from the Superfast Cornwall project, the EU, and Plymouth University. Superfast Cornwall, with the help of BT, provided rollout data for use within this study. The authors would like to thank the initial steering group, which included Dr Ellen Helser, Professor Grant Blank, Katherine Stewart, Dr Andy Neville, and Peter Farrell. The authors would also like to thank Paul Hewson for statistical advice and Katie Edwards for her comments on the paper.

Conflicts of Interest

None declared.

Multimedia Appendix 1

The modified Personal eHealth Readiness Questionnaire used to measure eHealth Readiness, which was delivered to participants at baseline and follow-up.
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Multimedia Appendix 2

Example of the page database used to construct tailored booklets, which were delivered to all households within the tailored booklet intervention arm of the study.
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Abstract

Background: The role of cancer-related internet use on the patient-physician relationship has not been adequately explored among patients who are cancer-related internet users (CIUs) in early-phase clinical trial clinics.

Objective: We examined the association between cancer-related internet use and the patient-physician relationship and decision making among CIUs in an early drug development clinic.

Methods: Of 291 Phase I clinic patients who completed a questionnaire on internet use, 179 were CIUs. Generations were defined by the year of patient’s birth: “millennials” (after 1990) and “Generation X/Y” (1965-1990) grouped as “Millennials or Generation X/Y”; “Baby Boomers” (1946-1964); and “Greatest or Silent Generation” (1945 and earlier). Statistical analyses included the Wilcoxon matched-pairs signed-rank test and the Mann-Whitney U test.

Results: CIUs were 52% (94/179) female, 44% (78/179) were older than 60 years, and 60% (108/179) had household incomes exceeding US $60,000. The sources of information on cancer and clinical trials included physicians (171/179, 96%), the internet (159/179, 89%), and other clinical trial personnel (121/179, 68%). For the overall sample and each generation, the median values for trust in referring and Phase I clinical trial physicians among early drug development clinic CIUs were 5 on a 0-5 scale, with 5 indicating “complete trust.” CIUs’ trust in their referring (5) and phase 1 (5) physicians was higher than CIUs’ trust in Web-based cancer-related information (3; P<.001 for both). CIUs who reported visiting the National Cancer Institute (NCI) website, NCI.org, to learn about cancer reported higher levels of trust in Web-based cancer-related information than CIUs who did not use the NCI website (P=.02). Approximately half of CIUs discussed internet information with their doctor. Only 14% (23/165) of CIUs had asked their physician to recommend cancer-related websites, and 24% (35/144) of CIUs reported at least occasional conflict between their physician’s advice and Web-based information.

Conclusions: Despite the plethora of websites related to cancer and cancer clinical trials, patients in early-phase clinical trial settings trust their physicians more than Web-based information. Cancer-related organizations should provide regularly updated links to trustworthy websites with cancer and clinical trial information for patients and providers and educate providers on reliable cancer websites so that they can better direct their patients to appropriate internet content.

https://www.jmir.org/2019/3/e10348/
Introduction
Early-phase clinical trials form a critical link between preclinical testing of novel therapies and Food and Drug Administration approval of these agents [1]. Patients in early-phase oncology clinical trials tend to have advanced cancer that is refractory to standard therapies. Given the complexities of early-phase clinical trials [1] and the advanced nature of the disease being treated, patients in early drug development clinics need accurate information when they consider enrollment or continued treatment in clinical trials. Information for early-phase clinical trial patients is especially important in the light of the suggestion that some patients may join early-phase clinical trials without fully understanding all of the goals of Phase I trials (particularly goals related to the research aspects of an early-phase clinical trial, such as dose escalation and estimation of maximum tolerated dose) [2]. Also, patients may sometimes join clinical trials with unrealistic expectations of personal disease-related benefits from the trial, under a condition termed as the therapeutic misconception [2].

The internet is often used as a source of cancer-related information by patients with cancer [3], including early-phase clinical trial clinic patients [4]. The information found on the internet may be a source of empowerment for some patients, but it may also present conflicting information, leaving some patients anxious or confused [4,5]. Also, with the mainstreaming of social networking sites, patients are able to form a circle of faceless friends in chat rooms, through blogs, and in Web-based communities dedicated to people like themselves. For example, the use of internet cancer support groups has increased [6]. Thus, it has been stated that the internet has the potential to redefine patient-physician relationship due to the vast amounts of information on the internet that are accessible to patients [7,8]. Also, patients may bring internet-derived cancer- and clinical trial-related information to consultations with their oncologist [3] to supplement, confirm, or refute information provided by their physician. Alternatively, patients may seek out vast amounts of cancer- and treatment-related information to promote a trusting and therapeutic doctor-patient relationship [9] (relating to the concept of psychological autonomy). While several models (including paternalistic, informative, interpretive, and deliberative models) [10-12] have been proposed to understand or explain the doctor-patient relationship and the level of patient involvement in the treatment decision-making process, the patient-physician relationship and related aspects have not been adequately explored among patients in early drug development clinic settings who use the internet for cancer-related purposes. The purpose of this study was to examine cancer-related internet users (CIUs) in an early drug development clinic, factors related to the patient-physician relationship (eg, patients’ trust in referring and clinical trial physicians), and decision making (eg, patients’ decisions, such as selecting the treating hospital and joining a clinical trial).

This study ties in with the goals of the National Cancer Moonshot, which seeks to increase patient access to quality cancer care and increase clinical trial participation.

Methods

Procedure
Patients were recruited from the Clinical Center for Targeted Therapy (CCTT), the Phase I clinical trials clinic at The University of Texas MD Anderson Cancer Center. CCTT is one of the largest early-phase clinical trial centers in the world. CCTT patients have advanced solid tumors or lymphomas and are self-referred or referred by their primary oncologist. Phase I or CCTT patients were approached with a standardized script and requested to complete an anonymous questionnaire as they waited for their scheduled clinical appointment. Patients were asked to deposit their completed questionnaire in a locked box, rather than to return it to a person, in order to ensure the anonymity of the patient completing the survey.

Patients
Patients who had a diagnosis of advanced cancer, were able to read and understand English, and were aged ≥18 years were eligible for the study. Patients who had severe visual or cognitive impairment that would interfere with the ability to complete the questionnaire were excluded. The study was approved by the Institutional Review Board of MD Anderson, and all participants provided informed consent.

Materials
The questionnaire was developed by an investigative team with expertise in early-phase clinical trials and research questionnaire development methodology [4,13]. Questions were based on extant literature relating to internet use in patients with cancer [14-17] or developed de novo for our study, taking into account the unique nature of the phase I clinic’s patient population [4]. The questionnaire was pilot-tested among 18 patients from the early-phase clinical trials clinic, and feedback on the ease of understanding, readability, and applicability of the context to patients with advanced cancer was elicited [4]. Based on patients’ feedback during the pilot test, the survey instrument was further revised. The final survey instrument was thus tailored to the early-phase clinical trials context. The questionnaire included questions on demographics, cancer-related internet use, trust in physicians, and patient decision making related to whether they use the internet to make decisions about where to be treated and whether to join a trial. For example, trust in a referring physician was assessed using the question, “How much do you trust your referring physician?” Trust in Web-based cancer information was assessed with “How much do you trust Web-based cancer-related information?” Trust in referring and Phase I physicians and trust in Web-based cancer-related information were measured using six-point Likert-type scales where 0=none and 5=complete trust.
Statistical Analysis

SPSS v23 (IBM Corp) was used for analyses. Generational differences have been shown to be associated with certain aspects of cancer internet use patterns [18]. Thus, patients were grouped by generation based on year of birth: “Millennials” (after 1990) and “Generation X/Y” (1965-1990) combined as “Millennials or Generation X/Y”; “Baby Boomers” (1946-1964); and “Greatest or Silent Generation” (1945 and earlier). Box plots were used to graphically represent the distributions (including medians and interquartile ranges) of the variables of trust in referring and Phase I physicians and trust in Web-based cancer-related information for the overall sample and by generation. The Wilcoxon matched-pairs signed-rank test was used to compare CIUs’ trust in physicians with their trust in Web-based cancer-related information. The Mann-Whitney U test was used to compare CIUs’ trust in their referring or Phase I physician and trust in Web-based cancer-related information based on whether they used selected websites (eg, National Cancer Institute [NCI] website) to learn about cancer or clinical trials. Significance was set at an alpha level of 0.05, and all tests were two-tailed.

Results

Patient Characteristics

The questionnaire was completed by 291 patients in the phase I clinic (CCTT), of whom 179 (179/291, 62%) were CIUs; these CIUs are the focus of this manuscript. CIUs were defined as those who had indicated a response of “Yes” to the question “Do you access the internet for cancer-related purposes (for example, for cancer- or clinical trial-related information or for emotional or social support for your cancer)?” Characteristics of CIUs are included in Table 1.

Sources of Information on Cancer and Clinical Trials for Patients

Among CIUs in the Phase I clinical trials clinic, 96% (171/179) relied on physicians as a source of information on cancer and clinical trials and 89% (159/179) used the internet for cancer-related and clinical trial-related information. Other sources of information that CIUs used to learn about cancer and cancer treatment or clinical trials included other clinical trial personnel, such as nurses or physician assistants (121/179, 68%); information pamphlets from the treating hospital, the NCI, the American Cancer Society, the American Society of Clinical Oncology, or other cancer-related organizations (83/179, 46%); other patients (64/179, 36%); books (47/179, 26%) and magazines (35/179, 20%); scientific journals (33/179, 18%); and smartphone apps (8/179, 5%). Multimedia Appendix 1 shows the sources of information on cancer and cancer treatment (including clinical trials) for the overall sample of patients in the early drug development (Phase I clinic; N=291).

Internet and Patient Decision Making Related to the Selection of Treating Hospital and Clinical Trials Clinic

The major drivers of where CIUs decided to receive their cancer care were the reputation of the hospital and referring physician recommendations (Table 2). Nearly 58% (99/171) of CIUs reported that the internet had not influenced their decision to come to the treating hospital in any way; the remaining 42% (72/171) of CIUs indicated that the internet had influenced their decision to come to the treating hospital. Most CIUs indicated that the internet had not influenced their decision to visit the Phase I clinic at the treating hospital (134/165, 81%) or their decision to enroll in a Phase I clinical trial (129/160, 81%). Nearly 90% (149/168, 89%) of CIUs stated that the major determinant of their choice of clinical trial physician was based on their referring physician’s recommendation.
Table 1. Characteristics of cancer-related internet users in an early drug development clinic (N=179).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Internet users, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Generation</strong></td>
<td></td>
</tr>
<tr>
<td>Millennials or Generation X/Y</td>
<td>49 (24)</td>
</tr>
<tr>
<td>Baby Boomers</td>
<td>89 (47)</td>
</tr>
<tr>
<td>Greatest or Silent</td>
<td>41 (29)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>85 (48)</td>
</tr>
<tr>
<td>Female</td>
<td>94 (53)</td>
</tr>
<tr>
<td><strong>Race or ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Nonminority</td>
<td>152 (85)</td>
</tr>
<tr>
<td>Minority</td>
<td>27 (15)</td>
</tr>
<tr>
<td><strong>Tumor type</strong></td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>22 (12)</td>
</tr>
<tr>
<td>Colorectal</td>
<td>20 (11)</td>
</tr>
<tr>
<td>Melanoma</td>
<td>19 (11)</td>
</tr>
<tr>
<td>Head and neck</td>
<td>16 (9)</td>
</tr>
<tr>
<td>Ovarian</td>
<td>16 (9)</td>
</tr>
<tr>
<td>Breast</td>
<td>15 (8)</td>
</tr>
<tr>
<td>Sarcoma</td>
<td>10 (6)</td>
</tr>
<tr>
<td>Prostate</td>
<td>9 (5)</td>
</tr>
<tr>
<td>Endometrial</td>
<td>9 (5)</td>
</tr>
<tr>
<td>Pancreatic</td>
<td>6 (3)</td>
</tr>
<tr>
<td>Others\textsuperscript{a}</td>
<td>37 (21)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Included thyroid (n=6), lymphoma (n=3), hepatocellular (n=3), cervical (n=3), kidney (n=2), brain (n=2), and other tumor types (n=18).
Patient Discussions of Internet Information With Their Physician

Approximately half of the CIUs indicated that they had discussed or planned to discuss internet information with their doctor (Table 3). Among CIUs who answered “Yes” to the question “Have you discussed/do you plan to discuss Internet information with your doctor?”, reasons cited for discussing internet information with their physician included wanting to educate themselves (69/86, 80%), to be proactive to improve their health (65/86, 76%), to obtain their physician’s expertise (62/86, 72%), to educate their caregiver or family member (37/86, 43%), to meet an emotional need (10/86, 12%), or other reasons (to “clarify confusing information”, “discuss options”, “make sure important information is correct”, 3/86, 4%). For CIUs who answered “No” to the question “Have you discussed/do you plan to discuss internet information with your doctor?”, reasons for not doing so included trusting their physician to make the best choice for them (31/68, 46%), not feeling a need to clarify anything with their physician (22/68, 32%), believing that the information was not relevant to their situation or disease (5/68, 7%), forgetting to mention the information (5/68, 7%), not having enough time with physician (4/68, 6%), not wanting to bother the doctor (4/68, 6%), or other reasons (including “they already know”, 2/68, 3%).

Comparison of Patients’ Trust in Referring and Phase I Physicians and Their Trust in Web-based Cancer Information

In the overall sample and in each generation, median values for trust in the referring and Phase I clinical trial physicians among CIUs were 5 on a 0-5 scale, with 5 indicating “complete trust” (Figure 1). Trust in referring or Phase I physician did not differ significantly between CIUs who reported accessing the internet at least sometimes through smartphone or cell phone for cancer or clinical trial information and CIUs who reported that they never or rarely did so ($P>.05$). Also, CIUs’ trust in their referring or phase I physician did not vary by CIUs self-reported rating of their symptoms of feeling depressed or anxious, pain, tiredness or fatigue, or of their experience of difficulty moving around ($P>.05$).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=179), n (%)</th>
<th>Millennials or Generation X/Y (n=49), n (%)</th>
<th>Baby Boomers (n=89), n (%)</th>
<th>Greatest or Silent (n=41), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you discussed/do you plan to discuss Internet information with your doctor?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>87/167 (52)</td>
<td>26/46 (56)</td>
<td>49/82 (60)</td>
<td>12/59 (31)</td>
</tr>
<tr>
<td>No</td>
<td>80/167 (48)</td>
<td>20/46 (44)</td>
<td>33/82 (40)</td>
<td>27/59 (69)</td>
</tr>
<tr>
<td>How do you verify that information from the Internet is correct?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I ask my doctor</td>
<td>111/156 (71)</td>
<td>33/46 (72)</td>
<td>52/73 (71)</td>
<td>26/37 (70)</td>
</tr>
<tr>
<td>I ask the PA, APN, or other members of the clinical team</td>
<td>64/156 (41)</td>
<td>14/46 (30)</td>
<td>36/73 (49)</td>
<td>14/37 (38)</td>
</tr>
<tr>
<td>If I see it in multiple places I believe it is true</td>
<td>34/156 (22)</td>
<td>14/46 (30)</td>
<td>13/73 (18)</td>
<td>7/37 (19)</td>
</tr>
<tr>
<td>I don’t verify that things I read online are true</td>
<td>14/156 (9)</td>
<td>3/46 (7)</td>
<td>6/73 (8)</td>
<td>5/37 (14)</td>
</tr>
<tr>
<td>Other (source credibility, I check other sources for data and evidence, I visit only reliable sites, sometimes I just take a chance)</td>
<td>8/156 (5)</td>
<td>2/46 (4)</td>
<td>6/73 (8)</td>
<td>0/37 (0)</td>
</tr>
<tr>
<td>Do you trust your physician’s advice over the information found on the Internet?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>158/163 (97)</td>
<td>43/44 (98)</td>
<td>79/82 (96)</td>
<td>36/37 (97)</td>
</tr>
<tr>
<td>No</td>
<td>5/163 (3)</td>
<td>1/44 (2)</td>
<td>3/82 (4)</td>
<td>1/37 (3)</td>
</tr>
<tr>
<td>If you trust your physician’s advice more, what are the reasons for that?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Your physician has had extensive training and will make the best decisions for you</td>
<td>121/150 (81)</td>
<td>37/42 (88)</td>
<td>58/73 (80)</td>
<td>26/55 (74)</td>
</tr>
<tr>
<td>You have a good relationship with your physician</td>
<td>84/150 (56)</td>
<td>22/42 (52)</td>
<td>44/73 (60)</td>
<td>18/35 (51)</td>
</tr>
<tr>
<td>Your physician can explain information better</td>
<td>67/150 (45)</td>
<td>15/42 (36)</td>
<td>36/73 (49)</td>
<td>16/35 (46)</td>
</tr>
<tr>
<td>If you trust advice from the Internet more, what are the reasons for that?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More comprehensive</td>
<td>1/3 (33)</td>
<td>0/1 (0)</td>
<td>0/1 (0)</td>
<td>1/1 (100)</td>
</tr>
<tr>
<td>More up-to-date</td>
<td>1/3 (33)</td>
<td>0/1 (0)</td>
<td>0/1 (0)</td>
<td>1/1 (100)</td>
</tr>
<tr>
<td>Did your physician’s recommendation conflict with what you found on the Internet?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>105/144 (73)</td>
<td>30/40 (75)</td>
<td>48/69 (70)</td>
<td>27/55 (77)</td>
</tr>
<tr>
<td>Sometimes yes, sometimes no</td>
<td>35/144 (24)</td>
<td>9/40 (23)</td>
<td>18/69 (26)</td>
<td>8/35 (23)</td>
</tr>
<tr>
<td>Yes</td>
<td>4/144 (3)</td>
<td>1/40 (3)</td>
<td>3/69 (4)</td>
<td>0/35 (0)</td>
</tr>
<tr>
<td>Did you ask your physician for recommendations for cancer-related websites?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>142/165 (86)</td>
<td>41/47 (87)</td>
<td>66/81 (82)</td>
<td>35/37 (95)</td>
</tr>
<tr>
<td>Yes</td>
<td>23/165 (14)</td>
<td>6/47 (13)</td>
<td>15/81(19)</td>
<td>2/37 (5)</td>
</tr>
</tbody>
</table>
Based on the median scores of trust measured on the six-point Likert scales ranging from 0 (“no trust”) to 5 (“complete trust”) in this anonymous survey, CIUs trusted referring and Phase I physicians more than Web-based cancer-related information (5.0 vs 3.0, \( P < .001 \) for both; Figure 1). In general, CIUs’ trust in their referring or Phase I physician and CIUs’ trust in Web-based cancer-related information did not vary by the specific websites that CIUs reported using to learn about cancer or clinical trials (\( P > .05 \)). However, CIUs who reported visiting the NCI website to learn about cancer reported higher levels of trust in Web-based cancer-related information than CIUs who did not use the NCI website (median=4.0 for both, but a significant difference between groups based on the Mann-Whitney U test: Mann-Whitney U=2576; \( P = .02 \)). Also, CIUs’ trust in their referring or phase I physician did not vary by whether the internet had made them aware of information on their cancer, clinical trials, side effects of treatment, management of symptoms, prognosis for their cancer, or new or alternative treatments (\( P > .05 \)).

Nearly 97% (158/163) of CIUs indicated that they trusted their physician’s advice over the information on the internet (Table 3). Almost all CIUs (150/153, 98% of CIUs) reported that internet-derived information did not cause conflict between them and their treating physician. Also, almost all CIUs (157/158, 99%) indicated that information on the internet did not cause them to ignore their doctor’s advice. Approximately 73% (105/144) of CIUs indicated that their physician’s recommendation did not conflict with what they found on the internet, whereas 24% (35/144) reported at least occasional differences between their physician’s advice and Web-based information. Only 14% (23/165) of CIUs had asked their physician for recommendations for cancer-related websites.

**Factors Patients Use to Determine the Trustworthiness of Websites**

CIUs indicated that their means for determining the trustworthiness of websites providing medical information related to their disease were the reputation of the website (90/152, 59%), recommendation of physician (77/152, 51%), and credentials of website authors (69/152, 45%). When asked about factors that they valued most on cancer-related websites, Phase I clinic CIUs cited trustworthiness (96/157, 61%), ease of understanding (86/157, 55%), ease of navigation (69/157, 44%), and physician recommendation (59/157, 38%). When asked “Compared to websites with advertisements, how much would you trust websites without advertisements?”, 50% (80/160) of CIUs indicated “about the same”, 39% (66/160) indicated “more”, and 9% (14/160) indicated “less”.

**Discussion**

**Principal Findings**

To our knowledge, this is the first analysis of the impact of cancer-related internet use on the patient-physician relationship among patients with advanced cancer in an early drug development clinic. A very high percentage of early-phase CIU patients used the internet for information. We found that, despite the prevalence of the internet, social media, and smartphone
Despite the ubiquity of the internet, CIUs in the early drug development clinic still relied on physicians for information about clinical trials and cancer. Early drug development clinic patients also reported a high level of trust in their referring and Phase I clinical trial physicians. This is congruent with findings in cancer survivors [19] the general population of adults [8,20], patients with breast cancer [21], and patients with early-stage papillary thyroid cancer [22], suggesting that patients have a deep level of trust in their physicians and that physicians are the preferred and most trusted source of health information.

The finding that 42% (72/171) of CIUs used the internet, in part, to select the institution in which they would investigate or pursue cancer care options suggests the potential of internet use and cancer center marketing in influencing health care utilization. By contrast, few patients (23/165, 14%) sought physician recommendations for cancer-related websites. We may be missing an opportunity to educate patients by recommending additional informative websites with clinical trial information, especially in an era of ever-shorter clinic visits. This is also reflected in our finding that physician recommendation was a common reason for trusting a website—if physicians did recommend specific websites, the recommendation(s) would likely influence patient behavior.

Although most patients reported that their physician’s recommendation did not conflict with the information they found on the internet, nearly 1 in 4 patients reported at least occasional conflict. This is particularly important given that the quality of internet-based oncology and clinical trial information may vary greatly [23,24]. As some internet sources may be based on hearsay and may not be well-resourced, it might be helpful to encourage physicians or members of the clinical team to discuss what the patient has seen on the internet and help clarify any discrepancies. It may also be helpful for providers to point patients to trustworthy cancer-related websites. Cancer-related organizations, such as the American Society for Clinical Oncology, the American Association for Cancer Research, and governmental institutes such as the NCI, should consider augmenting regularly updated links to recommended websites with trustworthy cancer and clinical trial information and educating physicians so that they can better guide their patients.

Strengths and Limitations

This study offered several insights into the impact of cancer-related internet use on the doctor-patient relationship among early drug development clinic patients. Its strengths are that the questionnaire incorporated input from both oncologists and patients in the early drug development clinic setting and that it was pilot-tested among early drug development clinic patients. Limitations include that data on the number of patients who were approached and the number of patients who declined to participate were not collected, and therefore, the response rate cannot be calculated. A possible limitation is that this is a single-center study and that our Phase I clinical trials unit is well-recognized for its early-phase trials. Thus, our study population may be quite unique in that patients may come to MD Anderson’s Phase I unit because of the availability of clinical trials. Whether similar results would be observed in other institutions conducting early-phase trials should be investigated in future studies.

Conclusion

In conclusion, the results suggest that despite the large number of websites related to cancer and cancer clinical trials, patients in early-phase clinical trial settings still trust their physicians for cancer or clinical trial information over information found on the internet. Cancer-related organizations should consider augmenting regularly updated links to trustworthy, verified websites with cancer and clinical trial information and should educate physicians so that they can better direct their patients to appropriate internet content.
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Abstract

Background: There is growing evidence that many patients and caregivers innovate by developing new solutions to cope with their health disorders. Given the easy access to vast internet resources and peers globally, it is increasingly important to understand what may influence user innovation and its adoption in health for improving individual well-being and ensuring their safety, in particular, how interactions with peers and physicians or search behavior, along with sociodemographics, may influence the decision to develop a solution or adopt one developed by a peer.

Objective: The aim of this paper was to study the development and peer-to-peer adoption of user innovations in health care and identify individual-level factors associated with these processes.

Methods: Data were collected via computer-assisted phone survey from a large, random, and representative sample of adult residents in Portugal (N=6204). User innovation questions were added to 1 wave of an ongoing observational, longitudinal, population-based epidemiological study. By asking about individual innovation activity, the sample was split into 3 groups: (1) the developers of health-related solutions for own use (developers), (2) the adopters of solutions developed by other patients or caregivers (peer-to-peer adopters), and (3) the rest of the population. Within the last group, intention to adopt was measured and used as a proxy of future behavior. Regression analysis is used to test the associations.

Results: In the population considered in this paper, an estimated 1.3% (75/6008) reported having developed a solution for own use and 3.3% reported to have adopted a solution developed by peers. The 3 groups (developers, adopters, and remaining population) have distinctive characteristics. Gender plays an important role in the solution development, as women are less likely to develop one (odds ratio [OR] 0.4, 95% CI 0.20-0.81; P<.05). Education is positively associated with the development activity (OR 1.13, 95% CI 1.03-1.24; P<.05) but also with the intentions to adopt a peer-developed solution. Search for health-related information is positively associated with the development, adoption, and the intentions to adopt a solution. Interactions with peers over the internet are rare, but in-person interactions are frequent and have a positive association with the dependent variables in all 3 groups. The results also suggest that trust in doctors represents an important dimension that shapes the attitudes of the population toward peer-developed solutions.

Conclusions: This paper demonstrates the importance of the peer community, doctor-patient relationship, citizen’s search for information on innovation, and individual attitudes toward peer-to-peer adoption in health care. It stresses the need for a reliable...
Web-based health-related information and the necessity to deeper understand complex relationships between the need to improve health and fulfill the need and the perception of the health care system.

(J Med Internet Res 2019;21(3):e11726) doi:10.2196/11726
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### Introduction

**Background**

User innovators are the ones who have developed a new good or service or modified an existing good or service for own use; they differ from producer innovators for whom profit is the dominant motivation to innovate [1]. Innovation scholars have demonstrated the existence of this empirical phenomenon in numerous industries, including health care [2]. Survey evidence from measurement studies of user innovation at a national level estimated that up to 0.5% of citizens in the United States, Japan, Finland, and the United Kingdom modify or create new products and services for personal health care–related use [3,4].

The largest group of user innovators in health care are **patient innovators**, patients or their nonprofessional caregivers (eg, parents and family members), who modify or develop a treatment, a technical aid product, or a medical device to cope with a health condition [5]. Besides developing, they may also share or adopt solutions developed by other peers, they organize themselves in communities, and either individually and or jointly solve problems, and even do limited trials with solutions they develop [6-9]. A study conducted in a population of rare disease patients and their nonprofessional caregivers showed that the frequency of user innovation might be higher among those afflicted with rare diseases than in the general population. The authors reported that 36% of interviewed survey respondents had developed a solution that was new to them, and 8% of the interviewed survey respondents had developed solutions that may be novel to the medical practice [6].

When the value of patient-developed solutions is considered, there is evidence of patients reporting significant improvements in the quality of life after using their self-developed solutions [6]. Furthermore, the study by Oliveira and Canhão [10] identified successful cases of novel patient-developed solutions that made a significant impact on medical practice. Health benefits and social value of innovations can only be achieved when innovations diffuse—when they are adopted and used by other people. In national-level surveys, the fraction of diffused user innovations observed varied from 5% to 17%, with the most common diffusion pathway being peer-to-peer exchange [3,4,11]. In the rare disease study, 32% of solutions reported by the patients and caregivers were shared with others—almost double the highest diffusion incidence observed in the general population—but only 5% shared the information with their doctor [6]. The existing evidence strongly suggests that the innovation and diffusion activity by patient innovators is significant but mostly hidden from the traditional health care system. The adoption side of the peer-to-peer innovations in health has received little or no attention from academia.

### Rational and Aim

Innovation and adoption activity by patients and caregivers in health care may be strongly influenced by health care–related and sociotechnological contextual factors. However, no prior work systematically explored such relationships. For example, we know that people invest significant efforts to search for health-related information (online and offline) [12] and may have well-developed strategies for evaluating the credibility of the information [13]. However, we do not know the relationship of such a search with the innovation or peer-to-peer adoption activity. Other sociotechnical and health care contextual factors of interest may also include characteristics of the peer networks among patients [14,15], doctor-patient relationships [15-17], personal responsibility for health, or the trust in the availability of scientific breakthroughs for their health disorder. This work is, to the best of our knowledge, the first to systematically explore the relationships between these contextual factors and health-related peer-to-peer innovation and adoption activity among citizens.

### Methods

**Research Design**

The data used in this paper are survey responses from a random and representative sample of adult residents in Portugal (N=6204), collected via computer-assisted phone survey conducted by NOVA Medical School. Professional interviewers were additionally trained by a psychologist to communicate the innovation questions, and 2 of the authors trained them to fill in the survey responses in a computer program during the conversation.

The innovation section of the survey, which is the focus of this paper, was integrated into a larger project, the second wave of a longitudinal, prospective, observational, population-based study named Epidemiology of Chronic Diseases (EpiDoC) (Figure 1) [18]. The first wave, entitled EpiDoC 1 Epidemiology of Rheumatic Diseases Study (EpiReumaPt), was rigorously designed to gather a representative random sample of residents in Portugal. In this phase, data were collected by face-to-face interviews of 10,661 individuals in the period from 2011 to 2013 [19]. Inclusion criteria were as follows: (1) Portuguese speaking individuals, (2) aged 18 years or older, (3) noninstitutionalized (excluding hospital or nursing homes, military barracks, and prisons), (4) for whom cognitive and physical impairments did not prevent completion of the survey, and (5) who were living in a private household in the country.

Participants were selected through a process of multistage random sampling. The sample was stratified according to the Portuguese statistic regions in the 2001 Census and the size of
the population (<2000; 2000-9999; 10,000-19,999; 20,000-99,999; and ≥100,000 inhabitants). The number of participants of each stratum was proportional to the actual distribution of the population. In Madeira and the Azores, the sample size was increased (oversampling) to allow separate analyses in these regions. Candidate households were selected through a random route process; sampling points were randomly selected on the maps of each locality, where the interviewer began a systematic step count (defined for each locality according to its size), granting each household and everyone an equal probability of being chosen [19].

Most of the EpiDoc wave participants (10,153) also agreed to integrate into a prospective cohort and be contacted in the next round of surveying (EpiDoc 2)—the cohort of rheumatic diseases (CoReumaPt) wave (2013-2015). The Portuguese National Commission for Data Protection and the NOVA Medical School Ethics Committee have approved both EpiReumaPt and CoReumaPt [19]. The participants provided informed consent to participate in all phases of the study, and the study was conducted in accordance with the Declaration of Helsinki. Professional interviewers conducted all the interviews. In EpiDoc 2 (CoReumaPt), the follow-up phase, 7591 (out of 10,153) individuals completed a computer-assisted telephone survey. Of these, 6204 individuals were asked for and answered the innovation activity part of the survey. The questions about innovation activity were introduced 2 months after the launch of the follow-up study, which explains the difference in the number of respondents for this paper.

To guarantee the representativeness of the sample in relation to the Portuguese population (Mainland and Madeira and Azores islands), extrapolation weights were computed and used in statistical analysis. The weights were obtained by calibrating the extrapolation weights originally designed for the EpiDoc 1 (EpiReumaPt) sample. Participants and nonparticipants of the EpiDoc 2 (CoReumaPt) study were compared regarding their sociodemographic, socioeconomic, and health status characteristics. Weights were then adjusted based on this comparison and the stratification by statistical regions in Portugal, sex, and age groups [18].

**Figure 1.** Flowchart of the population-based study named Epidemiology of Chronic Diseases (EpiDoc). The first wave (2011-2013) is entitled EpiDoc 1 - Epidemiology of rheumatic diseases study (EpiReumaPt). The second wave (2013-2015) is entitled EpiDoc 2 - Cohort of rheumatic diseases (CoReumaPt).
The demographic and health-related questions that split the sample into 3 groups: (1) the developers of solutions to cope with their health disorders, (2) adopters of health-related solutions developed by other patients or caregivers, and (3) the remaining population.

The question asked if an individual had developed a health-related solution or adopted a health-related solution developed by other patients. In the case of an affirmative response, the survey continued with sections that focused on the details about solution development or adoption, dividing the population into the developer or adopter groups. The third group, those who neither innovated nor adopted a solution, were asked whether they have ideas about potential solutions for health-related problems they so far encountered. Those who neither developed nor adopted a patient-developed solution were also asked about their intentions to adopt a patient-developed solution. For all the respondents, the survey asked whether they have ideas about potential solutions for health-related problems they so far encountered. Those who neither innovated nor adopted a solution were also asked about the drivers of the attitude toward peer-developed solutions in a general population, the ability to help them or someone close to them to cope with their health disorders. To ease the interpretation, we provided mental cues of what the potential solutions may be. The cues suggested to the respondents were medical aid instrument, medical dispositive, behavioral strategy (eg, a diet or an exercise plan), tools for everyday life at home or work, solutions related to one’s appearance, medication or a combination of drugs, and natural products.

The question about creative activity is formulated to ask about newly developed or modified solutions and about the adoption of a patient-developed solution for personal use or for someone close to the respondent. From the survey responses on this question, 2 dependent (binary) variables were created, a solution development variable (developer) and a solution adoption variable (adopter). Furthermore, the origin of the advice for the respondent was medical aid instrument, medical dispositive, behavioral strategy (eg, a diet or an exercise plan), tools for everyday life at home or work, solutions related to one’s appearance, medication or a combination of drugs, and natural products.

A large share of the population is likely to be neither solution developers nor adopters of peer-developed solutions, as not everyone has a need for a solution to cope with health-related issues. For this group, and to study the drivers of the attitude toward peer-developed solutions in a general population, the theory of planned behavior [20] is used. According to the theory, intentions are a relatively good proxy of future behaviors [20].

The behavioral intentions to adopt a patient-developed solution or adopted a health-related solution newly developed or modified solutions and about the adoption of a patient-developed solution for personal use or for someone close to the respondent. From the survey responses on this question, 2 dependent (binary) variables were created, a solution development variable (developer) and a solution adoption variable (adopter). Furthermore, the origin of the advice for the respondent was medical aid instrument, medical dispositive, behavioral strategy (eg, a diet or an exercise plan), tools for everyday life at home or work, solutions related to one’s appearance, medication or a combination of drugs, and natural products.

The question about creative activity is formulated to ask about newly developed or modified solutions and about the adoption of a patient-developed solution for personal use or for someone close to the respondent. From the survey responses on this question, 2 dependent (binary) variables were created, a solution development variable (developer) and a solution adoption variable (adopter). Furthermore, the origin of the advice for the respondent was medical aid instrument, medical dispositive, behavioral strategy (eg, a diet or an exercise plan), tools for everyday life at home or work, solutions related to one’s appearance, medication or a combination of drugs, and natural products.

The behavioral intentions to adopt a patient-developed solution in this paper are measured using a 2-item scale (Table 1). Note that because of the survey complexity, the groups are exclusive.
which means that the developers were neither asked if they had also adopted nor about their intentions to adopt a solution. Furthermore, the adopters were not asked about their intentions to adopt a solution.

Health Care Contextual Factors

Considering the earlier stated goal of this paper, learning about individual creative activity in the health care context, a set of questions was added to the survey. To learn about individual search efforts, the survey measured the depth of search for health information and health-related solutions as the average weekly time spent searching. As social interactions among patients may influence adoption or intentions to adopt a patient-developed solution, the interviewees were asked about the frequency of their interactions with individuals who are afflicted with the same health disorder or who share interests in the disorder; 5-point Likert scales were used to represent different levels of frequency of interactions.

To measure the perceptions of the scientific frontier, trust in medical doctors, and the attitude toward personal health management, where possible, existing scales were used (reported in Table 1).

The medical part of the survey, pertinent to the epidemiological study, included standard measurement instruments that assessed health and quality of life. In this paper, the EuroQoL-5D (EQ-5D) score [24] was used, as it is a validated, reliable, and short standard health state instrument that suits the context well. As we had 2 measures of EQ-5D score, 1 from EpiReumaPt (2011-2013) and the other from CoReumaPt (2013-2015), a variable that represents the difference between the 2 EQ-5D scores has been generated. Note that this variable is used only in the context of future activities and is included only in the model that predicts the intentions to adopt a solution. To assess who is afflicted with a health disorder, a binary variable is generated from self-reported data, indicating which individual has a clinically diagnosed chronic noncommunicable disease.

The list included the following groups of diseases/health disorders: diabetes, pulmonary disease, cardiac disease, gastrointestinal disease, neurologic disease, mental disease, neoplastic disease, thyroid and parathyroid disease, and rheumatic disease. A person is considered ill if there was a report of having at least one disorder from the list (Multimedia Appendix 1).

Statistical Analysis

Given that measurement instruments were used, the survey was pretested on 106 randomly selected interviewees. In this step, exploratory factor analysis is conducted to test whether theoretically constructed 4 factors could be identified and if there is a sufficient level of internal consistency.

Descriptive statistics are reported for the full sample (N=6204) after applying probability weights to obtain the population estimates [19,25]. Statistical software, StataCorp. 2017. Stata Statistical Software: Release 15. College Station, TX: StataCorp LLC, was used to conduct multivariate regression on survey data with the probability weights. The objective of the analysis is to explore the existence of statistically significant associations between the outcomes and independent variables. A total of 3 sets of analysis are conducted for the 3 groups. For the first 2 groups, developers and adopters, logistic regression is used to study the group differences. For the third group, the ones who neither developed nor adopted a peer-developed solution, the sample was divided in 2 subpopulations: (1) patients with at least one chronic noncommunicable disease and (2) healthy population. For both subsamples, ordinary least square models were used to explore the associations of the independent variables with the intentions to adopt. In all models, the threshold of statistical significance is set to $P<.05$.

The scales for self-responsibility for health, trust in doctors, and perceptions of medical science frontiers are included as standardized values, and the interpretation of the coefficients should be in terms of the SDs from the population mean.

Results

Sociodemographic Characteristics, Health Status, and Peer Interactions

The results of exploratory factor analysis on the initial sample of 106 individuals suggest that the items load well on the 4 factors, and all the factors have high internal consistency (alpha≥.7) [22]. In Table 1, factor loadings are reported for the entire sample.

Descriptive statistics are reported in Table 2 for the 3 groups (developers, adopters, and remaining population). In total, 6008 responses were included after removing responses of the individuals who could not answer the creative activity–related question. For categorical variables, the absolute count is provided, together with population estimates percentages in the brackets. For continuous variables, means and SDs are population estimates.

The results show that 1.3% of the population reported being developers and 3.3% peer-to-peer adopters. The respondents have on average 9 years of formal education (SD 4 years), and 49% reported being diagnosed with at least one noncommunicable chronic disease.

There are notable differences among the 3 groups along several dimensions. Within the developers’ group, males represent the majority (66%). Furthermore, unemployment or temporal disability/retirement among the developers (54%) is higher than that among adopters (39%) or the remaining population (35%). The developers have, on average, 1 more year of education than the adopters. For all 3 groups, interacting with peers (patients/caregivers) via the internet is rare, and the remaining population (neither developers nor adopters) are more active in that regard, with 2% more active people than that in the other 2 groups. Majority of the developers and adopters have frequent in-person interactions. 65% and 53%, respectively. The adopters have a higher number of comorbidities, 2.1 compared with 1.9 for developers and 1.5 for the rest of the population, on average. Although all 3 groups have left-skewed self-responsibility for health (4.9 out of 5), developers are more active than others, as 64% exercise regularly compared with around 40% in the other 2 groups. All 3 groups have high trust in doctors, with a marginally higher value for the remaining population, 4.5 compared with 4.3 out of 5. Perception of medical science
frontier is also left-skewed, with average values of 3.5 for the adopters and 3.8 for the other 2 groups.

Absolute values of correlations between independent variables (correlation matrix available upon request) were below .35, with 4 exceptions. These exceptions were (1) age and education \((r=-.6)\), (2) age and having at least one chronic disease \((r=.41)\), (3) having at least one chronic disease and the quality of life score \((r=-.38)\), and (4) quality of life score and education \((r=.38)\). However, at these values, the correlation listed above are not considered problematic regarding multicollinearity.

**Table 2.** Descriptive statistics for the 3 groups (Innovator, Adopter, Remaining Population).

<table>
<thead>
<tr>
<th>Population characteristics</th>
<th>Innovator (n=75)</th>
<th>Adopter (n=210)</th>
<th>Remaining population (n=5723)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (female), n (%)</td>
<td>40 (34.0)</td>
<td>172 (58.4)</td>
<td>3146 (47.6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.62 (14.40)</td>
<td>49.53 (17.09)</td>
<td>46.41 (17.85)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>9.36 (3.28)</td>
<td>8.33 (3.93)</td>
<td>8.92 (3.81)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed full-time, part-time, or domestic worker</td>
<td>38 (45.8)</td>
<td>116 (60.9)</td>
<td>3193 (65.2)</td>
</tr>
<tr>
<td>Temporarily work disabled/retired</td>
<td>24 (22.4)</td>
<td>70 (30)</td>
<td>1834 (24.9)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>8 (31.7)</td>
<td>23 (9.1)</td>
<td>479 (9.9)</td>
</tr>
<tr>
<td>Portuguese Nomenclature of Territorial Units for Statistics, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norte</td>
<td>17 (33.1)</td>
<td>65 (32.5)</td>
<td>1883 (37.8)</td>
</tr>
<tr>
<td>Centro</td>
<td>23 (36.4)</td>
<td>49 (25.4)</td>
<td>1210 (23.7)</td>
</tr>
<tr>
<td>Lisboa</td>
<td>15 (17.2)</td>
<td>46 (28.2)</td>
<td>1135 (24.3)</td>
</tr>
<tr>
<td>Alentejo</td>
<td>5 (8.2)</td>
<td>12 (7.4)</td>
<td>264 (6.3)</td>
</tr>
<tr>
<td>Algarve</td>
<td>1 (2.2)</td>
<td>4 (3)</td>
<td>170 (3.6)</td>
</tr>
<tr>
<td>Azores</td>
<td>7 (1.4)</td>
<td>17 (1.5)</td>
<td>521 (2.0)</td>
</tr>
<tr>
<td>Madeira</td>
<td>7 (1.6)</td>
<td>17 (2)</td>
<td>540 (2.3)</td>
</tr>
<tr>
<td>Physical exercise at least once per week, n (%)</td>
<td>37 (63.9)</td>
<td>85 (40.0)</td>
<td>2390 (44.6)</td>
</tr>
<tr>
<td>Quality of life, EQ-5D(^a) score—CoReumaPt(^b), mean (SD)</td>
<td>0.71 (0.23)</td>
<td>0.73 (0.27)</td>
<td>0.80 (0.26)</td>
</tr>
<tr>
<td>EQ-5D score difference CoReumaPt(^b)-EpiReumaPt(^c), mean (SD)</td>
<td>-0.05 (0.26)</td>
<td>-0.09 (0.27)</td>
<td>-0.05 (0.24)</td>
</tr>
<tr>
<td>Number of chronic diseases, mean (SD)</td>
<td>1.81 (1.64)</td>
<td>2.07 (2.55)</td>
<td>1.51 (1.71)</td>
</tr>
<tr>
<td>Frequency of interaction with other patients or caregivers (face-to-face), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>30 (36.2)</td>
<td>88 (48.8)</td>
<td>3181 (58.3)</td>
</tr>
<tr>
<td>Less than once a week</td>
<td>12 (10.1)</td>
<td>61 (26.9)</td>
<td>1298 (22.3)</td>
</tr>
<tr>
<td>At least once a week</td>
<td>33 (35.7)</td>
<td>60 (24.3)</td>
<td>1207 (19.4)</td>
</tr>
<tr>
<td>Interaction with other patients or caregivers (internet), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>69 (92)</td>
<td>248 (92)</td>
<td>5450 (96.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>6 (8)</td>
<td>16 (8)</td>
<td>179 (3.9)</td>
</tr>
<tr>
<td>Depth of search: search time on health (hours per week), mean (SD)</td>
<td>1.97 (4.2)</td>
<td>1.09 (2.08)</td>
<td>0.47 (1.64)</td>
</tr>
<tr>
<td>Self-responsibility for health, mean (SD)</td>
<td>4.82 (0.28)</td>
<td>4.90 (0.30)</td>
<td>4.86 (0.41)</td>
</tr>
<tr>
<td>Trust in doctors scale, mean (SD)</td>
<td>4.31 (0.73)</td>
<td>4.35 (0.86)</td>
<td>4.47 (0.79)</td>
</tr>
<tr>
<td>Intentions to adopt, mean (SD)</td>
<td>(^d)</td>
<td>—</td>
<td>2.63 (0.3)</td>
</tr>
<tr>
<td>Perceptions of medical science frontier, mean (SD)</td>
<td>3.81 (0.85)</td>
<td>3.53 (1.12)</td>
<td>3.85 (0.94)</td>
</tr>
</tbody>
</table>

\(^a\)EQ-5D: EuroQoL-5D.

\(^b\)CoReumaPt: Cohort of rheumatic diseases (EpiDoC 2).

\(^c\)EpiReumaPt: Epidemiology of rheumatic diseases study (EpiDoC 1).

\(^d\)Not applicable.
Results of the Multivariable Analysis

Results of the multivariable analysis are shown in Table 3. A total of 3 dependent variables (developer, adopter, and intentions to adopt) correspond to the 3 groups of interest.

Developer

Considering the solution development for own use (model 1), the results show that women are less likely to develop a solution for own use (OR 0.40, 95% CI 0.20-0.81; P<.05). Education is positively associated with the development activity (OR 1.13, 95% CI 1.03-1.24; P<.05), and the developers are more likely to be unemployed than employed (OR 6.45, 95% CI 2.40-17.29; P<.01). Considering health care contextual factors, the developers are more likely to have face-to-face interactions with other patients or caregivers (once a month or more) than no interaction (OR 4.92, 95% CI 2.20-10.99; P<.01). Furthermore, they are more likely to have at least one chronic, noncommunicable disease (OR 2.85, 95% CI 1.30-6.27; P<.01) and to search for health information more intensely than the rest of the population (OR 1.15, 95% CI 1.04-1.26).

Adopter

The population of adopters is significantly different from the population of developers. Adoption (model 2) is weakly positively associated with female gender (OR 1.54, 95% CI 0.94-2.52; P<.10) and online interactions with other patients or caregivers (OR 2.12, 95% CI 0.95-4.74; P<.1). Adaptors are, like developers, more likely to invest time to search for health information than the remaining population (OR 1.11, 95% CI 1.03-1.20; P<.01).

Remaining Population—Intentions to Adopt

In models 3 and 4, the dependent variable is the intention to adopt a solution developed by a patient or a nonprofessional caregiver. Intentions, according to the theory of planned behavior, are a proxy for actual behavior. In this paper, they are interpreted as attitudes toward peer-developed solutions.

The results for the subsample of individuals with at least one chronic noncommunicable disease (model 3) suggest a distinct combination of statistically significant associations. Intentions to adopt are negatively associated with age (beta=−0.01; 95% CI −0.02 to −0.01; P<.01) and positively associated with education (beta=0.02; 95% CI 0.00-0.03; P<.05). Like developers and adopters, in the remaining population, those with a chronic disease with higher intentions to adopt are more likely to invest their time to search for health-related information (beta=0.07; 95% CI 0.02-0.13; P<.05) and more likely to have frequent in-person interactions with other patients/caregivers. Unlike the other 2 groups, developers and adopters, doctor-patient relationship plays an important role; the lower the trust in doctor, the higher is the intention to adopt a peer-developed solution (beta=−0.08; 95% CI −0.14 to −0.02; P<.01).

Within the remaining population, the subsample of individuals without a chronic disease is very similar to the subsample of those with a chronic disease. Distinctive characteristic of the former subgroup is a negative association between retirement/temporary work disability and the intentions to adopt a peer-developed solution (beta=−0.23; 95% CI −0.41 to −0.04; P<.05; model 4).
of the reported solutions, as it could not be established, the reported estimates in this paper are regarding solution developers and not user innovators. In other words, the comparison is not applicable. Regarding the population estimates of the adopters, this is the first time for such an estimate to be taken.

A series of results are aligned with the extant academic literature in user innovation. Regression results suggest that solution developers are more often men and educated individuals, in user innovation. Regression results suggest that solution developers are more often men and educated individuals, confirming the findings from the study of user innovations by consumers in the United Kingdom [4]. As there was no restriction on the novelty

Table 3. Multivariable analysis with population estimates.

<table>
<thead>
<tr>
<th>Population characteristics</th>
<th>Developer (versus all the others); Model 1, odds ratio (95% CI)</th>
<th>Adopter (versus all the others); Model 2, odds ratio (95% CI)</th>
<th>Intentions to adopt (remaining population with a chronic disease); Model 3, beta estimates (95% CI)</th>
<th>Intentions to adopt (remaining population without a chronic disease); Model 4, beta estimates (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender: female versus male</td>
<td>0.40^a (0.20 to 0.81)</td>
<td>1.54^b (0.94 to 2.52)</td>
<td>.12^a (−0.23 to −0.00)</td>
<td>0.01 (−0.10 to 0.12)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.99 (0.96 to 1.02)</td>
<td>1.00 (0.99 to 1.02)</td>
<td>−0.01^b (−0.02 to −0.01)</td>
<td>0.01^b (−0.01 to −0.00)</td>
</tr>
<tr>
<td>Education (in years)</td>
<td>1.13^a (1.03 to 1.24)</td>
<td>0.95 (0.87 to 1.03)</td>
<td>0.02^a (0.00 to 0.03)</td>
<td>0.02^a (0.01 to 0.04)</td>
</tr>
<tr>
<td>Employment: temporarily work disabled/retired versus employed (full- or part-time)</td>
<td>1.41 (0.53 to 3.79)</td>
<td>0.95 (0.53 to 1.72)</td>
<td>−0.02 (−0.16 to 0.13)</td>
<td>−0.23^a (−0.41 to −0.04)</td>
</tr>
<tr>
<td>Employment: unemployed versus employed (full- or part-time)</td>
<td>6.45^c (2.40 to 17.29)</td>
<td>1.02 (0.55 to 1.90)</td>
<td>.04 (−0.13 to 0.21)</td>
<td>−0.14 (−0.34 to 0.06)</td>
</tr>
<tr>
<td>Marital status (married or union versus single or widow or divorced)</td>
<td>2.46^b (0.98 to 6.14)</td>
<td>1.20 (0.66 to 2.19)</td>
<td>−0.00 (−0.13 to 0.12)</td>
<td>−0.02 (−0.14 to 0.09)</td>
</tr>
<tr>
<td>Regular physical exercise</td>
<td>1.87^a (1.03 to 3.40)</td>
<td>0.85 (0.52 to 1.38)</td>
<td>.08 (−0.06 to 0.21)</td>
<td>0.03 (−0.08 to 0.14)</td>
</tr>
<tr>
<td>Health state, EQ-5D score—CoReumaPt</td>
<td>0.63 (0.25 to 1.62)</td>
<td>1.09 (0.30 to 4.03)</td>
<td>−0.02 (−0.26 to 0.23)</td>
<td>−0.23 (−0.61 to 0.15)</td>
</tr>
<tr>
<td>Score Difference EQ-5D score: CoReumaPt−EpiReumaPt</td>
<td>—</td>
<td>—</td>
<td>−0.09 (−0.31 to 0.14)</td>
<td>−0.03 (−0.37 to 0.32)</td>
</tr>
<tr>
<td>Face-to-face Interaction with other patients/caregivers: less than once a month versus no interactions</td>
<td>0.68 (0.27 to 1.71)</td>
<td>1.24 (0.74 to 2.08)</td>
<td>.27^c (0.13 to 0.40)</td>
<td>—</td>
</tr>
<tr>
<td>F2F Interaction with other patients/caregivers: once a month or more versus no interactions</td>
<td>4.92^c (2.20 to 10.99)</td>
<td>1.21 (0.72 to 2.02)</td>
<td>.27^c (0.13 to 0.42)</td>
<td>—</td>
</tr>
<tr>
<td>Online interactions with other patients</td>
<td>0.62 (0.12 to 3.14)</td>
<td>2.12^b (0.95 to 4.74)</td>
<td>−0.09 (−0.38 to 0.19)</td>
<td>—</td>
</tr>
<tr>
<td>Health information search depth (hours per week)</td>
<td>1.15^c (1.04 to 1.26)</td>
<td>1.11^c (1.03 to 1.20)</td>
<td>.07^a (0.02 to 0.13)</td>
<td>−0.00 (−0.04 to 0.04)</td>
</tr>
<tr>
<td>Personal responsibility for health (standardized)</td>
<td>1.06 (0.73 to 1.56)</td>
<td>1.14 (0.90 to 1.44)</td>
<td>−0.04^b (−0.09 to 0.00)</td>
<td>0.04 (−0.04 to 0.11)</td>
</tr>
<tr>
<td>Trust in physician (standardized)</td>
<td>0.92 (0.72 to 1.18)</td>
<td>0.94 (0.80 to 1.09)</td>
<td>−0.08^c (−0.14 to −0.02)</td>
<td>−0.14^d (−0.19 to −0.09)</td>
</tr>
<tr>
<td>Perceptions of medical science frontier (standardized)</td>
<td>0.99 (0.71 to 1.37)</td>
<td>0.81 (0.63 to 1.05)</td>
<td>−0.01 (−0.07 to 0.04)</td>
<td>−0.02 (−0.08 to 0.04)</td>
</tr>
<tr>
<td>With at least one disease versus no disease</td>
<td>2.85^c (1.30 to 6.27)</td>
<td>1.02 (0.60 to 1.73)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

^aP<0.05.
^bP<0.10.
^cP<0.01.
EQ-5D: EuroQoL-5D.
CoReumaPt - Cohort of rheumatic diseases (EpiDoC 2).
EpiReumaPt – Epidemiology of rheumatic diseases study (EpiDoC 1).
Not applicable.

Discussion

Principal Findings

The analysis suggests that solution development and adoption of peer-developed solutions are relatively infrequent but significant phenomena and that the 3 groups have distinctive characteristics. Population estimates of the share of solution developers, 1.3%, is over 2 times higher than the estimate of the share of health care–related innovation by citizens in the United Kingdom [4]. As there was no restriction on the novelty of the reported solutions, as it could not be established, the reported estimates in this paper are regarding solution developers and not user innovators. In other words, the comparison is not applicable. Regarding the population estimates of the adopters, this is the first time for such an estimate to be taken.

A series of results are aligned with the extant academic literature in user innovation. Regression results suggest that solution developers are more often men and educated individuals, confirming the findings from the study of user innovations by consumers in the United Kingdom [4]. Furthermore, our paper...
showed that active interactions with peers are positively associated with solution development, which corroborates the findings of Hienenthal and Lettl [26] who studied the influence of peer communities on user innovation. From a public policy perspective, if the goal is to stimulate solution development by patients and caregivers in health care, a meaningful investment could be in the development of communities of peers. An example of a successful investment is the Enabling the Future community where patients, caregivers, and community members come together to develop open-source models of 3-dimensional-printed hands [7]. Albeit, integrating knowledge and experience of users to improve health care is complex, and the effects often fail short of the expectations [27]. Although intuition may suggest internet as a great platform for communities, the results of this paper suggest that most of the respondents, developers, adopters, and even ill people from the remaining population who have higher intentions to adopt a peer-developed solution prefer in-person interactions among peers over contacts through the internet.

Our study showed that developers are more likely to be unemployed than employed. A plausible explanation may be that they have more time to reflect upon needs and solutions or that unemployment is associated to a higher likelihood of suffering from health disorders and to having financial difficulties [23], which implies the higher need to solve problems.

Group-mean comparison suggests that the average time spent searching for health-related information by the developers (2 hours/week) is almost twice the time spent by the adopters (1.1 hours/week) and 4 times higher than that for the rest of the population (0.5 hours/week). This result emphasizes the importance of the provision of curated and accurate information, especially when, following an advice of a peer without consulting a health professional may be quite dangerous. For example, applying a plant extract without understanding side effects or permitted dosages may provoke serious health issues.

Considering adoption of solutions developed by patients or caregivers, the regression results do not suggest any stark characteristic of the group of adopters. However, the application of the intentions to adopt, a concept from the theory of planned behavior, reveals an important association. The attitude of those who did not engage in neither developing a solution nor adopting one may be influenced by the doctor-patient relationship. In light of the safety concerns regarding the diffusion of (self-made) health solutions in informal communities of patients and caregivers, doctors are a vital element of the health care system that helps patients to establish safety and efficacy of the available solutions. A negative association between the intentions to adopt and age possibly reflects the generational change in the perception of the role of the conventional health care system. In particular, older individuals may be used to the paternalistic doctor-patient relationship, and they may put a higher value on the official source of health-related solutions. Education is positively associated with the intentions to adopt a solution, which is also potentially linked to the paradigm shift in health care from paternalistic to more egalitarian relationships between patients and health professionals.

Limitations, Strengths, and Further Research
In this paper, data have been collected from a prospective cohort; as we worked with cross-sectional data, only associations may be claimed. Recollection and interpretation bias may be present in the data. Although some people may have developed or adopted a patient-developed solution without being aware of it, the focus of this work was to explore the characteristics of those who are aware and have had chosen to develop or adopt a peer-developed solution. Hence, these biases are likely not to influence the results significantly.

A set of preemptive steps were taken before administering the survey to control for item-related (common method) bias, as suggested by Podsakoff et al [28]. These measures include ease of cognitive load on the individuals and the design of the questions and their order to avoid the item-related bias.

The advantage of the study is the size of the sample and the sampling design. As this study is conducted in 1 country, it casts doubt whether the results are generalizable to other cultural and health care policy settings.

Conclusions
This paper is the first-of-type exploratory analysis of creative activities in the general population that focuses on health care and takes into consideration health care contextual factors. It demonstrates distinctive characteristics of: (1) the patients and caregivers who are developers of solutions, (2) the adopters of peer-developed solutions, and (3) the attitudes of the remaining population. Two actionable takeaways from the study are the importance of supplying reliable health-related information to patients who are searching and of the investment in good doctor-patient relationships.

Treating patients as equals is becoming the new mantra in organized health care systems [29], and we need to consider carefully what it means regarding their creative work, knowledge contribution, and organization and delivery of medical care. Only when we understand and support the creative contributions of the patients, we will have a system that truly integrates them.
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Abstract

Background: New models of scalable population-based data collection that integrate digital and mobile health (mHealth) data are necessary.

Objective: The aim of this study was to describe a cardiovascular digital and mHealth electronic cohort (e-cohort) embedded in a traditional longitudinal cohort study, the Framingham Heart Study (FHS).

Methods: We invited eligible and consenting FHS Generation 3 and Omni participants to download the electronic Framingham Heart Study (eFHS) app onto their mobile phones and co-deployed a digital blood pressure (BP) cuff. Thereafter, participants were also offered a smartwatch (Apple Watch). Participants are invited to complete surveys through the eFHS app, to perform weekly BP measurements, and to wear the smartwatch daily.

Results: Up to July 2017, we enrolled 790 eFHS participants, representing 76% (790/1044) of potentially eligible FHS participants. eFHS participants were, on average, 53±8 years of age and 57% were women. A total of 85% (675/790) of eFHS participants completed all of the baseline survey and 59% (470/790) completed the 3-month survey. A total of 42% (241/573) and 76% (306/405) of eFHS participants adhered to weekly digital BP and heart rate (HR) uploads, respectively, over 12 weeks.

Conclusions: We have designed an e-cohort focused on identifying novel cardiovascular disease risk factors using a new smartphone app, a digital BP cuff, and a smartwatch. Despite minimal training and support, preliminary findings over a 3-month follow-up period show that uptake is high and adherence to periodic app-based surveys, weekly digital BP assessments, and smartwatch HR measures is acceptable.

(J Med Internet Res 2019;21(3):e12143) doi:10.2196/12143
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KEYWORDS
smartphone; tele-medicine; blood pressure monitoring; ambulatory; cohort studies

Introduction

Background
Despite its great contributions to our understanding of cardiovascular disease (CVD) and its risk factors, traditional cohort epidemiology can be costly and time consuming [1-3], and it has been recently criticized for a lack of integration of "real world health information, such as activity level, heart rate (HR), or home blood pressure (BP) [4]. Recommendations for launching digital epidemiology have been put forth by a working group from the National Heart, Lung, and Blood Institute on Epidemiology and Population Science with the need for evaluation of scalability and reliability of digital and mobile health (mHealth) data [5]. The rapid evolution of commercial mHealth technologies presents a transformational opportunity for CVD phenotyping outside of the clinical and Research Center settings [6-8]. Nevertheless, to date, electronic cohorts (e-cohorts) have largely enrolled middle-aged and younger volunteers with a low prevalence of CVD and its risk factors [9]. With the National Institutes of Health’s All of Us Program, plans to engage substantial numbers of participants electronically are evolving [10], but, to date, a few ongoing studies have successfully enrolled participants in mHealth research [9,11]. Furthermore, little is known about how mHealth and digital CVD phenotypes, such as activity level, relate to other CVD risk factors and outcomes in middle-aged and older adults [12].

Objectives
In this paper, we describe the design of the electronic Framingham Heart Study (eFHS). The broad objective of the eFHS is to add new mobile and digital phenotypes into the rich Framingham Heart Study (FHS) and leverage its deep CVD risk factor phenotyping, longitudinal follow-up, and established relationships with its participants. We plan to compare novel measures obtained from commonly used commercial mHealth and digital devices with other gold standard CVD phenotypes obtained in the FHS Research Center as well as CVD outcomes. We have developed a custom smartphone app, the eFHS app, (see Figure 1), that is capable of messaging participants, administering surveys to collect health history and behavior updates, and pulling data from co-deployed wearables, including a digital BP cuff and smartwatch. The research center staff are deploying the eFHS app and devices and training participants on system components in the context of their scheduled and ongoing FHS Research Center examinations. In addition to describing our approach and methodology, we report the characteristics of the eFHS participants, rates of adherence to the eFHS survey, and digital BP and smartwatch research protocols over the 3 months since deployment.

Figure 1. Screenshots of the electronic Framingham Heart Study app loading screen, questionnaire, and interface with digital health device (blood pressure monitor).
Methods

Study Cohort

The eFHS is enrolling participants from the Framingham Heart Study (FHS) Third Generation Cohort (Gen 3, total n=4095), multiethnic Omni Group 2 Cohort (Omni 2, total n=410), and New Offspring Spouse Cohort (NOS, n=103) enrolled from 2002 to 2005, who are examined every 6 to 8 years, with details previously reported [13]. eFHS is leveraging the in-person NOS Examination 3 in the Omni 2 in the FHS Gen 3 that began in April 2016 in the FHS Research Center [14]. eFHS began enrollment on June 20, 2016, with the smartphone app and a digital BP cuff for weekly home BP monitoring. A smartwatch for daily activity and HR monitoring was added on November 17, 2016. The eligible participants were invited to participate in eFHS as 1 component of the routine research center examination, and they were allowed to decline the use of both digital devices. To be eligible for eFHS, English speaking participants were required to own an iPhone with a compatible iOS (version 9 or higher), reside in the United States, and be willing to provide permissions for notifications and data sharing with the Research Center. All participants provided informed consent to participate in the eFHS, both as part of the overall consent for Examination 3 and an electronic consent within the eFHS app itself (2-level consent, the consent forms are available on the FHS website [15,16]. The eFHS protocol was reviewed and approved by the FHS Executive Committee and the Institutional Review Board at the Boston University Medical Center.

As of June 2018, enrollment in eFHS is still ongoing, it will continue until all FHS participants attend Examination 3. From June 2016 to July 31, 2017, we have enrolled 790 participants in eFHS. There were 1737 FHS participants examined at the Research Center. Of these, 1044 FHS participants (60%) owned a compatible iPhone and were considered eligible for enrollment in the eFHS (Figure 2). Of those who were ineligible, 359 (21%) were Android operating system (OS) smartphone owners and 25 (1%) used an iPhone running an iOS version too old to be compatible with the eFHS app. In addition, 105 eligible FHS participants (10%) declined participation in eFHS and 149 who initially agreed did not complete the setup of the app. Of the enrolled participants, 689 (64%) downloaded the app and paired the devices in the Research Center with study staff on the day of their scheduled study examination. A total of 21 eFHS participants out of the 790 (2%) returned after their examination for a dedicated eFHS training session and device setup in the Research Center, and the remainder were provided with study devices and instructions by study staff and they set up remotely.

Figure 2. Flow diagram depicting the enrollment of participants in electronic Framingham Heart Study and reasons for nonenrollment.
Study Smartphone Application

We developed a custom smartphone app (Figure 1, Multimedia Appendix 1) by using Apple’s ResearchKit with the assistance of an industry partner (CareEvolution). The app was designed to electronically distribute and collect survey data and communicate with participants outside of the FHS Research Center. The app can be downloaded from the App Store. The study staff assist participants to download the eFHS app, either via written instruction or via direct assistance in the Research Center. The first-time the participants download the app, they are prompted to log in and register as an eFHS participant. They are then asked to provide an electronic informed consent and provide notification permissions. Health surveys are administered through the app at baseline and then at 3-month intervals (Multimedia Appendix 2). The eFHS app also prompts health access permissions that enable pairing with mobile and digital health devices, including the smartwatch and BP cuff distributed to participants. All participants receive a welcome to the eFHS message, reminders when surveys are due, notification of new activities, and reminder messages to comply with study protocols, including weekly home BP measurements and daily smartwatch use, as appropriate.

Once participants download the eFHS app, they are prompted to complete surveys that include digital versions of several standardized assessments performed in the Research Center. There are 9 baseline surveys (Multimedia Appendix 2) that request demographic information, as well as information about level of physical activity (FHS physical activity index), health-related behaviors (ie, alcohol consumption, smoking), medication use, mood (Center for Epidemiologic Studies Depression Scale, CES-D) [17], CVD risk factors, and baseline CVD and other health conditions. Additional abbreviated surveys are being distributed at 3, 6, 9, and 12 months after enrollment. At 3 months, 1 survey is deployed to assess the level of self-reported physical activity. Additional information, including a health history update, mood and function assessments (CES-D), health survey, and a repeat assessment of physical activity and mobility are planned for the 6-month digital surveys (Multimedia Appendix 2).

Study Digital Devices

In addition to the eFHS app, eFHS participants are offered 2 digital devices as part of the eFHS: (1) the Nokia-Withings digital BP cuff model BP-801 (beginning June 2016, Figure 1) and (2) the Apple Watch Generation 0 (beginning November 2016). The Nokia-Withings BP device was selected because it is Food and Drug Administration–approved for home BP monitoring, has been validated (accuracy ±3 mmHg) [18], and has been used in other digital device studies [9]. The Apple Watch was selected because of its compatibility with the Apple iOS, because it is one of the most commonly used wrist activity monitors capable of both activity and HR monitoring and because it has been shown to be the most accurate commercial wrist-worn HR and a highly accurate step monitor [19].

All eFHS participants are instructed on the proper use of the digital BP cuff as well as proper home BP monitoring techniques [20]. Participants are asked to take their digital BP once per week on the same day at about the same time, if possible. Participants are provided with written BP guidelines for use to contact their health care provider if readings are elevated. In 2016, during the study period, Withings was purchased by Nokia. A new smartphone app (Nokia Health Mate) was required to sync the digital BP cuff with the eFHS app. The research staff contacted participants and helped them download the new app to ensure continued adherence with study protocols. Additional BP recordings obtained by participants are also collected and transmitted to the Research Center.

All eFHS participants are instructed on the proper use of the Apple Watch. When possible, the research staff synchronize the participant’s smartphone with the eFHS app and Apple Watch in the research center. When this is not possible, the participant synchronizes the device at home. Beginning in 2017, the Apple Watch Generation 0 required an update be installed on it before it could be paired with any iPhone. Initially, participants were asked to take the smartwatch home after this change occurred because of time constraints and were provided with written instructions. The study staff then obtained dedicated study iPhones to download this Apple Watch upgrade onto all study smartwatches before they were deployed. As part of the eFHS research protocol, participants are asked to wear the smartwatch daily and are sent home with instructions on proper smartwatch use and charging.

Study Reminders

Participants receive scripted reminders (Multimedia Appendix 3) through the app at critical points. For example, when joining the eFHS, a notification message is sent as follows: “Welcome to the Electronic Framingham Heart Study. During the next two weeks, please complete your initial surveys available on the surveys tab below.” Participants also receive messages when new surveys become available, “There are new surveys available to complete. Please open the eFHS app and complete them.” Reminder notifications are sent when surveys come due, for example, “Reminder: You have surveys to complete” or “You have surveys due today. Please open the eFHS app and complete them.” For participants who had some incomplete surveys and then completed all surveys the following message is sent, “Thank you for completing all your surveys. Your contribution is a vital part of our ongoing research efforts! Emily and the FHS team.”

Data Management

All data acquired as part of the eFHS are stored on the participant’s mobile device until the participant has a stable data connection. Then, study data are passively pushed to a secure cloud server in the United States in a Health Insurance Portability and Accountability Act compliant fashion (Figure 3). Adherence to study protocols is monitored by the study team. Data labeled with the participant’s eFHS ID are batched and transmitted to the FHS Research Center servers. FHS statisticians perform quality control activities and further prepare data for analyses.
Figure 3. Electronic Framingham Heart Study (eFHS) components (eFHS smartphone app, digital blood pressure cuff, and smartwatch) and data infrastructure. BP: blood pressure; eFHS: electronic Framingham Heart Study.

Study Analyses

Primary eFHS outcome variables include the following: survey, BP, wearable device, and overall adherence over 12 months. In prespecified analyses, we will identify predictors of successful eFHS protocol adherence to inform future mHealth research. We also plan to explore relations among validated measures of cardiovascular health obtained in the FHS Research Center during examination 3, including measures of vascular stiffness and exercise capacity from formal cardiopulmonary exercise testing, with home BP, and average daily HR and steps, respectively.

For the present descriptive analysis, we described the characteristics of all eFHS participants enrolled as of July 31, 2017 and compared them with exam 3 participants who did not participate (either ineligible or declined). Baseline characteristics of all eFHS and other exam 3 participants are presented as means ± standard deviation for continuous variables and as numbers and percentages for nominal variables.

We examined completion rates of the baseline and 3-month surveys and use of digital devices at baseline and 3 months. We restricted our analysis of survey completion to eligible participants (baseline, n=790) and 3-month surveys (n=790). We report the proportion with successfully uploaded survey data (some survey completed, entire survey completed, and no survey completion) for the digital baseline survey (comprising 9 questionnaires, Multimedia Appendix 2) and survey completion at 3 months (comprising 1 questionnaire, Multimedia Appendix 2). Similarly, we examined adherence to weekly home BP monitoring only among participants who consented to take the Nokia Withings BP cuff (n=573) as part of the eFHS. Similarly, we assessed smartwatch use only among participants who took an Apple Watch and consented to wear it daily as part of the eFHS (n=405). We examined the weekly proportion of participants with at least one BP and HR recording, respectively.

Results

Characteristics of Electronic Framingham Heart Study Participants

Between June 2016 and July 2017, we enrolled 790 participants in eFHS. Due primarily to a lack of compatible smartphone, 947 additional FHS participants were not enrolled (Figure 2). eFHS participants were similar to FHS participants who were ineligible (ie, incompatible smartphone) or declined to participate in the eFHS with respect to their race. However, eFHS participants were slightly younger, more likely to be female, attained a higher level of education, more likely to report being in excellent health, and were less likely to be affected by CVD or its risk factors than those who were ineligible or did not participate (Multimedia Appendix 4).
App and Device Deployment and Adherence

As shown in Multimedia Appendix 5, out of the 790 (85%) eFHS participants completed all the baseline surveys and an additional 38 out of the 790 participants (5%) completed some of the baseline surveys. A total of 470 out of the 790 (59%) eligible participants completed the 3-month survey. The average time to complete all of the baseline and 3-month digital surveys was modest (18 min for the baseline surveys and 2 min for the 3-month survey). Relating to the staggered rollout of study devices and delayed smartwatch availability, a greater number of eFHS participants received a digital BP cuff (n=573) than those who received a study Apple Watch (n=405). We did not collect data on the reasons why some participants opted to take 1, both, or no smart devices, because of logistical constraints. However, based on the communications with the FHS Research Center staff, we believe that choices were partly influenced by the perceived time burden imposed by home BP or wearable device use.

Some digital BP or HR data were obtained from 79% (n=626) of the 790 eFHS participants who elected to take at least one study device. Just under half (44%) of the participants (n=156/353, received the BP cuff, smartwatch and app) transmitted both BP and HR recordings during the 12th study week. Adherence to the use of the study smartwatch (Figure 4, as defined for study purposes as uploading at least one HR value during the week, was appreciably (about 30% higher) and

Figure 4. Proportion of eFHS participants uploading at least A) one digital BP weekly or B) one heart rate weekly over the 12 weeks following enrollment.
consistently higher over the 3 months following enrollment than the adherence to the use of the digital BP cuff (Figure 4), as defined as uploading at least one BP value during the week. We observed slightly higher rates of adherence to BP monitoring but no significant difference with respect to rates of adherence to HR monitoring among eFHS participants with a previous history of hypertension or cardiovascular disease as compared with those free from hypertension or CVD in our sample (Multimedia Appendix 6).

Discussion

Study Background and Design

The eFHS is a novel e-cohort embedded in the ongoing prospective FHS of middle-aged Gen 3 and Omni-group 2 cohort participants attending an in-person study examination. We have described the methodology for recruitment of the eFHS cohort, the characteristics of this cohort after 1 year of enrollment, as well as survey completion and adherence to a digital BP cuff and a smartwatch (for once weekly home BP and HR measurement, respectively) over 3 months of follow-up.

Our decision to target the FHS Gen 3 and Omni 2 cohorts for participation in the creation of an e-cohort was substantially informed by 2 previous studies. First, a digital connectedness survey was conducted in 2014 to quantify internet access and device use among FHS participants, including computers, internet, smartphones, wireless devices, and apps [14]. We received information from 6503 FHS participants: a total of 87% (n=5678) of our participants had internet access and 60% (n=3907) used smartphones. We observed that 69% (n=2689) of smartphone users owned iOS (Apple) compatible devices, 22% (n=855) had Androids, and most smartphone users were FHS Gen 3 participants [14]. Second, in 2016, we conducted a randomized controlled trial (NCT02531763) among FHS families using a smartphone app (Moves or Fitbit) and a wrist-based activity monitor (Fitbit) in the B ehavioral E conomics F ramingham I ncentive T rial, B E FIT, study [21]. FHS participants randomly assigned to the intervention arm entered a 12-week game to achieve physical activity step goals. Among the 200 trial participants, 97% completed the study. The BE FIT study enabled us to (1) gain experience deploying a smartphone app and wearable devices, (2) engage FHS participants in mHealth activities (89% of the intervention arm and 83% of the control arm agreed or strongly agreed to the statement “I enjoyed participating”), and (3) determine that participants were highly likely to adhere to device use over at least 3 months.

The enrollment and retention rates in epidemiology studies have declined over the last 2 decades [22,23]. Furthermore, the financial and logistical burdens associated with traditional cohort-based epidemiology are substantial [24]. Finally, cohort participants spend just 4 hours in the research center every 6 to 8 years or a few hours per year with their designed health care provider, but they spend 5000 waking hours each year making decisions that can profoundly affect health (eg, to stop smoking, to engage in regular physical activity, and to take prescribed medications to treat BP) [25]. Real-world data obtained from participants over extended periods can potentially enhance cardiovascular risk factor identification and prediction of incident CVD [10]. To that end, development of electronic epidemiological cohorts, or e-cohorts, whereby information is collected electronically by leveraging Web-based platforms, smart devices, or smartphone-compatible applications, offer potentially sustainable alternatives in this era of digitization [9,26-29].

In contrast to several other e-cohorts that primarily use Web-based platforms for enrollment and interaction [9,26-29], we elected to develop a novel app for survey administration and deploy it for use in the context of a scheduled study exam conducted at the FHS research center. Electronic surveys administered using Web-based platforms are fast to administer and easier to code than smartphone apps [30,31]. In a recent analysis conducted by the Pew Research Center, general response rates for study participants using smartphone app-based surveys were lower than the Web-based surveys (any survey completed by 76% vs 94%, in app vs Web-based group, respectively; all surveys completed by 12% vs 17%, in app vs Web-based group, respectively) [32]. However, smartphone app-based surveys offer several advantages, including ease of administration, integration of data from other smart devices, and collection of real-time responses that may occur outside the home or office and thereby suffer from less recall bias than Web-based surveys [32].

Study Enrollment

Just under half (n=790, 48%) of the 1737 FHS participants enrolled in the eFHS, a rate lower than has been observed in other e-cohorts (ie, Health eHeart, 78% of registered participants completed the consent, 86% of consented completed at least one survey, 37% of consented participants completed all surveys) [9]. Nevertheless, only 105 participants (10%) of the 1044 FHS participants with a compatible smartphone declined eFHS participation and the vast majority of FHS Gen 3 and Omni 2 participants who were eligible agreed to enroll, with ownership of an Android OS smartphone being the major reason for not being enrolled (Figure 2). To address this problem, we have recently developed an eFHS app for the Android OS and are now actively enrolling these participants into the eFHS. Furthermore, once enrolled and consented, survey completion rates are higher than some de novo e-cohorts [33]. We hypothesize that embedding enrollment in the Research Center of an ongoing cohort was instrumental in promoting initial enrollment and facilitating high rates of survey completion through in-person training.

Study Adherence

Among the 790 eFHS participants, we observed that the high rates of completion for our eFHS app-administered baseline survey (90%; 713 participants completed at least some of the baseline survey) and 3-month survey were 59% (n=470), with little reinforcement. The high completion rate is notable in light of the feature that participants needed to keep the eFHS app open to receive any eFHS notifications, including a reminder to complete the surveys. The high rates of survey completion likely resulted from app download in the research center for most participants as well as through optimization of our app survey methodology to avoid respondent fatigue. We optimized...
the digital surveys through the use of progress indicators, by limiting the number of answer options and allowing participants to complete the questionnaire across multiple sittings and by restricting the number of questions per survey to 10 to 20 [34]. Compared with other contemporary e-cohorts with ongoing data collection, our rates of survey completion were higher than that in previous studies, including eCARDIA (52% survey completion) [29] and the Health eHeart Study (37% completed all surveys and 29% of myHeart participants completed all surveys) [9]. Our findings suggest that linking e-cohort enrollment to a traditional research center study visit offers distinct advantages with regard to higher rates of adherence to digital health survey completion. We are developing interactive messaging functionalities as part of an eFHS dashboard in an effort to boost survey completion and promote long-term adherence to survey completion.

Digital Device Deployment and Adherence
The majority, 573 (73%), of the 790 eFHS participants agreed to use a digital BP cuff weekly and over half, 405 out of the 790 participants (51%), agreed to wear a smartwatch daily. The difference in device acceptance is related to the delayed start for the smartwatch. Once the smartwatch deployment began, acceptance of the 2 devices was similar. Adherence to device use was initially high, likely secondary to the significant technical support provided to eFHS participants, particularly those who had their digital devices set up and synchronized with the eFHS app in the FHS research center. However, digital BP use waned significantly over the 3 months following enrollment, with fewer than half of participants uploading a BP value in the 12th study week. Digital BP adherence rates in our study were slightly lower than those seen in another recent study, in which the rate of adherence to twice-monthly home BP monitoring (iVitality) was 64% over a 6-month period [35]. We required participants to upload a BP more frequently and our eFHS sample of 790 participants had a relatively low prevalence of diagnosed hypertension (24%, n=186), which may have contributed to the lower rate of study protocol adherence as compared with this smaller e-cohort study involving participants enrolled via the Web. This hypothesis appears to be supported by the slightly higher rate of adherence among participants with a history of hypertension in our cohort (Multimedia Appendix 5). However, our findings should be interpreted with caution in light of the limited number of participants with a history of CVD in our sample.

The rates of smartwatch use were significantly higher than the rates of digital BP use throughout the first 12 weeks of the study despite the release of an iOS update during this period that interfered with uploading HR values from some Apple Watches. Differences in rates of adherence to the digital BP cuff and smartwatch are likely attributable to the passive nature of data acquisition from the smartwatch and the value to participants from having a functional watch [36].

Study Challenges
Our team encountered several technical challenges as the eFHS progressed. Participants forced closed the eFHS app unknowingly, preventing transmission of BP and HR data. We updated our in-person training and written materials to advise participants to keep the eFHS app open. The BP cuff manufacturer Withings changed to Nokia and we encountered a brief period of difficulty downloading and configuring the BP app with the device. A new version of the Nokia Health Mate app was released, and that resolved the problem we encountered. Finally, there was an iOS update to the Apple Watch that significantly added to the time to pair the watch and iPhone in the Research Center with staff support, leading many participants to opt to take the device and instructions home to set up independently. The Research Center staff have obtained dedicated study iPhones to update the watches before the in-person examinations to speed the synchronization.

Differences between Electronic Framingham Heart Study and Framingham Heart Study Participants
In a manner consistent with other digital or e-cohorts, as compared with other Gen 3 and Omni 2 FHS participants who were ineligible or declined participation, eFHS participants were younger, more likely to be women, and had more favorable socioeconomic determinants of health and better self-reported overall health status and lower prevalence of cardiovascular risk factors [9,11,26-28]. Our findings mirror Pew data on iOS device ownership and have implications for recruitment of participants for the National Institutes of Health’s AlloyUS initiative, as methods to address sampling biases might be needed to obtain representative data from e-cohorts that are applicable to the overall US population [10]. We are attempting to create a more generalizable e-cohort by developing enhancements to our app, and we will reexamine differences among eFHS versus other FHS participants who are ineligible or decline participation after we complete the enrollment of participants with Android OS–based devices.

Future Directions
The FHS represents a useful setting to define adherence to novel mobile methods for cardiovascular phenotyping using mobile and digital devices among older adults at risk for CVD. Once device deployment and follow-up are complete, we plan to analyze long-term rates of survey, BP, and wearable device adherence over 12 months. In subsamples of eFHS participants, we intend to study the effectiveness of various mHealth supportive interventions, such as personalized short message service text messaging, on protocol adherence. Finally, we plan to leverage the richness of the FHS through in-person examination completed by all study participants on the day of their enrollment. We will analyze relations among validated measures of cardiovascular health, particularly markers of vascular stiffness and exercise capacity, home BP, as well as HR and activity. The overarching goal of the eFHS will be to inform clinical practice and research of how mHealth and digital health measures relate to cardiovascular health and CVD risk.

Study Strengths and Limitations
Our study findings should be considered in the context of their strengths and limitations. We are developing an eFHS cohort from the Gen 3 and Omni 2 (multiethnic) participants who are presenting to the research center for an in-person scheduled examination. In so doing, we have enhanced our ability to enroll and train participants on app and device use, as well as to
correlate findings from digital devices with the data collected during the in-person examinations. Furthermore, we were able to attain high rates of digital survey completion using a novel smartphone app and acceptable rates of home device use over 3 months, all with limited post enrollment technical support and minimal use of push notifications or reminders. However, our study has certain limitations. First, the eFHS cohort largely comprises middle-aged, white participants—mean age 53 (8) years—and, enrollment rates, survey completion rates, and digital device home use adherence rates observed in our study might not be generalizable to the samples with older cohort participants or cohorts involving a larger proportion of individuals of other racial/ethnic backgrounds. Second, the app was designed for use with the iPhone, the CareEvolution team has extended the app for Android users who are currently being enrolled in the study. Third, we restricted our outcomes to survey completion and adherence to mobile devices at 3-month intervals for our current analyses. We plan to examine long-term adherence rates at 6 and 12 months as the study proceeds.

Conclusions
In this paper, we present our ongoing work to develop a new e-cohort derived from the FHS participants, as well as characteristics of the study population. We report acceptable rates of initial enrollment, high rates of home digital survey completion using a novel eFHS smartphone app, high rates of home HR monitoring using a smartwatch, and modest rates of adherence to weekly BP measurement using a digital BP cuff. Our work and initial findings provide data and show that it is feasible to embed an e-cohort within an ongoing traditional epidemiology study and that middle-aged participants are capable of completing home-based digital surveys and cardiovascular phenotyping using digital devices in the short term. Our initial experience is promising, and we look forward to linking new digital cardiovascular phenotypic data, including daily activity, sedentary time, average HR, and home BP collected in eFHS to validated cardiovascular risk factors and incident cardiovascular outcomes collected in the FHS.
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Abstract

Background: The police attend numerous domestic violence events each year, recording details of these events as both structured (coded) data and unstructured free-text narratives. Abuse types (including physical, psychological, emotional, and financial) conducted by persons of interest (POIs) along with any injuries sustained by victims are typically recorded in long descriptive narratives.

Objective: We aimed to determine if an automated text mining method could identify abuse types and any injuries sustained by domestic violence victims in narratives contained in a large police dataset from the New South Wales Police Force.

Methods: We used a training set of 200 recorded domestic violence events to design a knowledge-driven approach based on syntactical patterns in the text and then applied this approach to a large set of police reports.

Results: Testing our approach on an evaluation set of 100 domestic violence events provided precision values of 90.2% and 85.0% for abuse type and victim injuries, respectively. In a set of 492,393 domestic violence reports, we found 71.32% (351,178) of events with mentions of the abuse type(s) and more than one-third (177,117 events; 35.97%) contained victim injuries. “Emotional/verbal abuse” (33.46%; 117,488) was the most common abuse type, followed by “punching” (86,322 events; 24.58%) and “property damage” (22.27%; 78,203 events). “Bruising” was the most common form of injury sustained (51,455 events; 29.03%), with “cut/abrasion” (28.93%; 51,284 events) and “red marks/signs” (23.71%; 42,038 events) ranking second and third, respectively.

Conclusions: The results suggest that text mining can automatically extract information from police-recorded domestic violence events that can support further public health research into domestic violence, such as examining the relationship of abuse types with victim injuries and of gender and abuse types with risk escalation for victims of domestic violence. Potential also exists for this extracted information to be linked to information on the mental health status.

(J Med Internet Res 2019;21(3):e13067) doi:10.2196/13067

KEYWORDS
domestic violence; injuries; abuse types; text mining; rule-based approach; police narratives
Introduction

Background
Domestic violence is a global social and public health phenomenon with important health consequences that affect thousands of lives each year [1-3]. It can be defined as “any incident of threatening behavior, violence (or psychological, physical, sexual, financial, emotional) abuse between adults who are or have been an intimate partner or family member, regardless of gender or sexuality” [4-6]. However, domestic violence can also occur in other relationship structures such as between a caregiver and a dependent person, including a child, or those living together in a household but not in an intimate relationship [4, 5]. A multicountry violence study conducted by the World Health Organization estimates a prevalence of 15%-71% in physical and sexual partner violence toward women [1, 3]. In Australia, in 2018, one of six women and one of 16 men experienced physical or sexual violence by a current or previous partner [7]. Domestic violence has various forms—from physical to emotional and verbal abuse. The type of abuse received and perpetrated may vary by gender, with each type bearing short- and long-term (physical and mental) health consequences for the victims [8-11]. Domestic violence bears a significant economic cost: Within Australia alone, the cost of violence against women was around Aus $22.2 billion in 2015-2016 [2, 3, 12].

The New South Wales Police Force (NSWPF) recorded 123,330 domestic violence–related events in 2017 in WebCOPS (Web Computerised Operational Policing System), a Web-based interface for the COPS, which enables the police to capture and analyze crime information on an organization-wide basis [13]. WebCOPS contains detailed information about domestic violence events as both structured fields (date of birth, Aboriginal status, whether weapons were used, etc) and free unstructured text called “event narratives.” An event can contain more than one text narrative describing, in detail, alleged incident(s) that occurred between the person of interest (POI) and the victim, information regarding the circumstances of the event, and any action(s) taken by the police. Narratives are frequently written without a specific structure, featuring various misspellings, typographical and grammatical errors, and (sometimes informal) acronyms and abbreviations that can have different meanings depending on the context [13].

Domestic violence event narratives contain a wealth of important information regarding injuries and abuse types, which is not found in the medical records unless medical attention is sought, although even attainment of medical attention may not be flagged as related to domestic violence. However, the volume of the recorded data along with the associated long unstructured narratives makes it difficult to identify potentially meaningful information through traditional ethnographic/qualitative research methods involving eyeballing the records. One research paper recently commented that “…there is no systematic way to extract information from these [police] narratives other than by manual review” [14].

Prior Work
There is a need for methods that can automatically extract information of interest from large volumes of data in a short time. Text mining has been used for more than 30 years to harvest information from unstructured text in many fields, particularly in biomedicine [15-20]. Recent efforts have sought to text mine crime-related information from online media publications [21-23], with limited attempts to process police reports [13, 24-28]. Previous work extracted data on the names, narcotic drugs, and weapons with varying degrees of success (F1-score ranging from 46% to 81%) through named entity extraction [24, 25] and police report classification of events as domestic violence or nondomestic violence related, using an unsupervised clustering technique that correctly classified 44% of the reports set aside for manual inspection [26]. Other efforts included recognition of crime-related information (such as drugs, weapons, and facial features) from witness narratives through dictionaries and rules, with F1-scores ranging from 82% to 93% [27, 28]. Recently, Karystianis et al applied a rule-based approach combined with manually crafted dictionaries to extract mentions of mental illnesses for POIs and victims from police text narratives of recorded domestic violence events with an average F1-score of 84% [13].

Aim
In this paper, we investigate whether the application of a text mining method can automatically extract abuse types (conducted by POIs) and sustained victim injuries from a large-scale corpus of 492,393 domestic violence events.

Methods

Data
We used a corpus of 492,393 domestic violence events provided to the researchers by the NSWPF, occurring from January 2005 to December 2016 [13]. The domestic violence events were flagged in WebCOPS as “domestic violence related,” the description of violence was coded as “domestic,” and the relationship between the victim and the POI included any of the following: “spouse/partner” (including ex-spouse/ex-partner), “boyfriend/girlfriend” (including ex-boyfriend/ex-girlfriend), “parent/guardian” (including step/foster), “child” (including step/foster), “sibling,” “other member of family” (including kin), or “carer.” These events covered the following categories: various types of assaults; breaches of Apprehended Violence Orders; homicides; malicious damage to property; and offense against another person such as intimidation, kidnapping, abduction, and harassment. These data included only events with recorded physical assaults and any cases with stalking, sexual assault, and young POIs were not included.

Permission to access the narratives was granted by the NSWPF following ethics approval from the University of New South Wales Human Research Ethics Committee (Ref: HC16558). Due to the inclusion of sensitive and personal information (eg, name, surname, and address) in the narratives, all processing was undertaken at the NSWPF headquarters. Only de-identified,
extracted outputs were allowed to be taken offsite for further analysis.

We used a total of 300 narratives for training, development (used to enhance the performance of the rules), and evaluation purposes (100 each). These sets are described in more detail in our previous work [13]. A hypothetical de-identified narrative is shown in Figure 1.

Categorizing Abuse Types
We categorized specific abuse types (ie, details of the abuse behavior) using several sources into nine categories [12,29,30] with 44 abuse types (Table 1). Although the provided data did not include domestic violence events involving sexual assault and stalking, there were still cases wherein these types of abuse were described in an event. Several nonspecific forms of violence (eg, “bashing,” “smack,” “assaulted,” and “clipping”) were categorized as “assault (unspecified).” A more detailed explanation of the abuse types is provided in Multimedia Appendix 1. A total of 17 common injury types were examined, including scratching, grazing, red mark/sign, tear off (nail), bruising, cut/abrasion, swelling, lump, other, fracture, black eye, broken tooth, burn mark, stab wound, bite mark, soreness, and bleeding.

Figure 1. A hypothetical example of a domestic violence event narrative as recorded by the New South Wales Police Force. Blue-highlighted terms indicate the annotated victim injuries, and yellow-highlighted terms indicate the abuse types.

```
-- Event XXXXXXXX -- Created: XXXXXXXXXXXXXXXXXXXXXX -- Narrative 1 of 3 --
The victim named XXX and the defendant, XXX have been living together in XXX, XXX with the victims two children, age XXX and XXX. They have been involved romantically for three years. Due to his frequent drug abuse, the defendant has psychotic episodes in which he physically abuses the victim.

In XXX, around morning, the defendant asked the victim to make breakfast. After the victim went to the kitchen to start preparing breakfast, the defendant snapped and flipped over the dining table screaming “I told you to make breakfast!” The victims daughter started crying and the defendant yelled “make that brat quiet, or I will!”. The victim asked the defendant if he has taken his medication to which he replied that he did. Just when the victim was going upstairs to put laundry, the defendant stood in front of her and slapped her with his left hand across her face. He then began to kick the victim before placing his hands around the victims throat and starting choking her.

The victim screamed “what the hell is wrong with you?” The defendant then started crying and saying that he was sorry and he did not mean anything. At this point, the victim called her mother and left the house with her two children going immediately at the police station in XXX. The police observed a large bruise on the right side of the victims face and red marks around her throat.

INJURIES: Victim has a bruise on her face and red marks in the throat area.

EVIDENCE AND EFFECTS OF ALCOHOL & DRUGS: Nil

MENTAL HEALTH & OTHER ISSUES: The defendant suffers from paranoid schizophrenia and is an alcoholic.

FIREARMS / DANGEROUS WEAPONS: kitchen knife

FEARS HELD BY THE VICTIM: Victim fears that the accused will continue to physically and emotionally abuse her and is afraid that he will hurt her children.

ACTIONS TAKEN BY THE POLICE: Victim statement recorded. The defendant was arrested and charged.
```

### Table 1. Categories of abuse along with abuse types.

<table>
<thead>
<tr>
<th>Abuse category</th>
<th>Abuse type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical assault</td>
<td>Assault (unspecified), biting, blocking, choking, ordered dog attack, dragging, elbowing, attempting to set fire to premises, gagging, grabbing, hair pulling, head locking, kicking, kneeling, physical restraining, pulling, punching, pushing, scratching, shaking, slapping, spitting, stabbing, victim being thrown around, limb twisting, attempt to harm a victim with an object or weapon, and hitting the victim with an object or weapon</td>
</tr>
<tr>
<td>Threat</td>
<td>Intimidation (via body language) or stating explicit threat(s) to physically harm, sexually assault, and self-harm if the victim does not comply</td>
</tr>
<tr>
<td>Sexual assault</td>
<td>Sexual assault (eg, rape)</td>
</tr>
<tr>
<td>Emotional/verbal abuse</td>
<td>Self-harming when the victim does not comply, yelling profanities, and other emotional/verbal abuse</td>
</tr>
<tr>
<td>Stalking</td>
<td>Stalking, harassment, and forced entry</td>
</tr>
<tr>
<td>Financial abuse</td>
<td>Financial control (eg, no access to credit card)</td>
</tr>
<tr>
<td>Social abuse</td>
<td>Social restriction and prevent/limit child access</td>
</tr>
<tr>
<td>Unclassified</td>
<td>Apprehended Domestic Violence Order breach, chasing, lunging, other, and possession of personal effects (eg, phone and car keys)</td>
</tr>
<tr>
<td>Property damage</td>
<td>Property damage (ranging from breaking an item to causing damage to a house or vehicle)</td>
</tr>
</tbody>
</table>

### Rule-Based System Development

#### Overview

Our method involved the design and implementation of rule-based language expression patterns combined with dictionary terms for the recognition of abuse types and victim injuries at the narrative level. It consisted of the following steps (Figure 2): (1) creation of relevant dictionaries to recognize mentions of abuse types and victim injuries, (2) design and implementation of rules to capture abuse types and victim injuries mentions in context, and (3) aggregation of multiple mentions in each narrative to reach domestic violence event–level annotation.

#### Dictionaries

We recognized mentions of task-specific semantic groups through the development of 22 custom-made dictionaries (Table 2). The dictionaries were manually crafted by inspecting the training and the development sets for terms and expressions that describe abuse types (conducted by POIs) and victim injuries, by the first author (GK) and checked by two other authors (AA and PS) to ensure consistency. We used systematic variation (such as plural, past, and present tenses) and also included common misspellings (eg, “stuck” instead of “struck,” “harassment,” and “assalting”) frequently present in the narratives. Although the majority of the terms are noun phrases, for the “threat” dictionary, we included verbal threats made by POIs and manually expanded variations by changing a noun (eg, “your kids are going to have no father” to “your kids are going to have no mother”) and the surface expressions (“your dead” to “you’re dead” or “you are dead”).

![Figure 2](http://www.jmir.org/2019/3/e13067/)
Table 2. The manually crafted dictionaries and their respective size (number of terms included) used to identify abuse types and victim injuries.

<table>
<thead>
<tr>
<th>Dictionary name</th>
<th>Size</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anatomy</td>
<td>108</td>
<td>Anatomical parts of the human body in which a victim has been injured by the POI&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Chest, leg, head, neck</td>
</tr>
<tr>
<td>Assault</td>
<td>18</td>
<td>Verbs that indicate a nonspecific physical attack</td>
<td>Attacked, clipped, smacking, bashing</td>
</tr>
<tr>
<td>Attempt</td>
<td>6</td>
<td>Verbs that suggested a physical effort by the POI to harm the victim</td>
<td>Attempted, aimed, trying, tried</td>
</tr>
<tr>
<td>Be</td>
<td>4</td>
<td>Conjugations of the verb “be” in the present and past tense</td>
<td>Is, was, were, are</td>
</tr>
<tr>
<td>Confiscate</td>
<td>8</td>
<td>Verbs describing a confiscating act by an offender towards a victim</td>
<td>Confiscated, grabbed, snatched, grabbing</td>
</tr>
<tr>
<td>Damage</td>
<td>22</td>
<td>Verbs indicating an act of property damage by the POI</td>
<td>Cracked, burned, shuttering, ripping</td>
</tr>
<tr>
<td>Degree</td>
<td>14</td>
<td>Adjectives describing the victim’s wound</td>
<td>Superficial, extensive, minor, major</td>
</tr>
<tr>
<td>Description</td>
<td>59</td>
<td>Terms (mostly adjectives) describing various attributes of an object such as color or type of made material</td>
<td>Yellow, wooden, serving, frying</td>
</tr>
<tr>
<td>Family</td>
<td>31</td>
<td>Various nouns indicating the relationship between individuals</td>
<td>Boyfriend, mother, father, cousin</td>
</tr>
<tr>
<td>First person threats</td>
<td>123</td>
<td>Threats made by the POI towards a victim</td>
<td>“I will kill you,” “I am going to bury you,” “I will hunt you down and kill you,” “someone is going to kill you”</td>
</tr>
<tr>
<td>Force</td>
<td>8</td>
<td>Verbs describing an offender physically restrain a victim</td>
<td>Forcing, pinned, pinning, kept</td>
</tr>
<tr>
<td>Location</td>
<td>15</td>
<td>House locations that a DV&lt;sup&gt;b&lt;/sup&gt; event occurred at</td>
<td>Toilet, loungeroom, wall, hallway</td>
</tr>
<tr>
<td>Number</td>
<td>10</td>
<td>Numbers in words suggesting the number of criminal counts charged at an offender</td>
<td>One, two, four, six</td>
</tr>
<tr>
<td>Object</td>
<td>174</td>
<td>Various objects that were broken or used in a DV event</td>
<td>Table leg, cup, rear door, window</td>
</tr>
<tr>
<td>POI</td>
<td>18</td>
<td>Terms that describe an offender in a DV event</td>
<td>Defendant, person of interest (offender), offender accused</td>
</tr>
<tr>
<td>Premises</td>
<td>6</td>
<td>Terms describing a residence</td>
<td>Unit, terrace, flat, premises</td>
</tr>
<tr>
<td>Preposition</td>
<td>44</td>
<td>Various prepositions suggesting the presence of a victim’s injury in an anatomical part</td>
<td>Under left, lower, upper, front</td>
</tr>
<tr>
<td>Start</td>
<td>7</td>
<td>Verbs suggesting the initiation or continuation of an action by the offender</td>
<td>Begun, commenced, continuing, started</td>
</tr>
<tr>
<td>Trauma</td>
<td>14</td>
<td>Terms indicating a wound caused by a weapon/object used by the offender towards a victim</td>
<td>Wound, cut, trauma, fracture</td>
</tr>
<tr>
<td>Victim</td>
<td>19</td>
<td>Terms describing a victim in a DV event</td>
<td>Victim, vic, pinop (short for person in need for protection), pn (short for pinop),</td>
</tr>
<tr>
<td>Weapon</td>
<td>155</td>
<td>Objects used to cause harm or threaten to cause harm to a victim by an offender</td>
<td>Army knife, torch, book, shotgun</td>
</tr>
</tbody>
</table>

<sup>a</sup>POI: person of interest.
<sup>b</sup>DV: domestic violence.

**Rules**

We based our rules on syntactical patterns identified in the training and development sets, indicating the presence of an abuse type or victim injury. This work follows the same methodology that we previously developed [13]. The syntactical patterns included frozen syntactical expressions as anchors for certain elements built through specific verbs, noun phrases, and prepositions (e.g., “commenced to choke”) and semantic placeholders identifiable through the application of the manually crafted dictionaries (all possible synonyms describing a victim, such as “victim,” “vic,” and “pinop”). We specifically utilized concept enumeration, since it frequently appeared in the training and development sets (eg, “Injuries: Swollen hand, soreness and scratch under left eye [mentions of victim’s injuries]”).

General Architecture for Text Engineering (GATE) [31], a text mining framework for annotating and categorizing text, enabling...
information recognition, was used to create and apply our rules. The observed syntactical patterns were converted into rules via Java Annotations Pattern Engine, GATE’s pattern-matching language. A total of 64 rules were created (Multimedia Appendix 2).

**Elimination of Multiple Mentions**

More than one syntactical pattern may be matched in an event narrative and may refer to one or more mentions of abuse types of victim injuries (that can be duplicates). This led to the extraction of highly variable mentions of abuse types and victim injuries (eg, “punch,” “punched,” and “punching” are variations of the same abuse type [“punching”]; “bruised,” “bruises,” and “purple marks” are variations of the same injury [“bruising”]). Each mention is therefore mapped to its “canonical” representative, and only one mention for each abuse type or injury is kept and used to “tag” the domestic violence narrative. For example, if, in a domestic violence event report, we have extracted three mentions of the abuse type “punching” and two mentions of the abuse type “kicking,” we only annotate two abuse types—“punching” and “kicking”—at the domestic violence event level.

**Results**

**Evaluation**

The text mining system was evaluated on a set of 100 previously unseen, randomly chosen domestic violence event reports. The set was manually inspected and annotated by the first and second authors (GK and AA) who identified the type(s) of abuse and victim injuries. The inter-annotator agreement calculated as the absolute agreement rate [32] was 91%, suggesting reliable annotations. Performance of the methodology was evaluated at the narrative level (after eliminating any multiple characteristic mentions). We calculated the precision (the number of true positives against the number of true positives and false positives), recall (the number of true positives against the number of true positives and false negatives), and F1-score (the harmonic mean between precision and recall) at the domestic violence event level using standard definitions [33]. We defined true positive as the detection of a correct mention in an event; false positive as the extraction of any unrelated mention that has not been annotated manually; false negative as the correct mention that was not detected by our method; and true negative as the case where our method did not identify any mentions when none were annotated.

The results are shown in Table 3. Injuries and abuse types returned F1-scores above 85%, suggesting reliable and consistent results with small but expected drops from the training (5.5% and 9.6%, respectively) and development sets (3.9% and 6.7%, respectively). In particular, the precision was 90.2% for abuse types and 85.0% for the victim injuries, with a small decrease from the development set (2.6% and 5.2%, respectively). In a similar fashion, recall was 89.6% and 86.3% for the abuse types and victim injuries, respectively, with a drop of 5.2% and 8.0%, respectively, when compared to the values of the development set. However, the evaluation set had a significantly smaller number of victim injury mentions (n=66) from the development set (n=88) and the training set (n=83); therefore, its recall value should be considered with caution.

**Large-Scale Corpus Analysis**

Given the relatively accurate results of the method in identifying abuse types and victims’ injuries, we applied the method to the corpus of 492,393 domestic violence events. Over 71.32% of events (351,178) had an identified abuse type as mentioned in the report, whereas more than one-third of those events (177,607; 36.07%) contained a victim injury (Table 4).

Of the 44 abuse types, “emotional/verbal abuse” (117,488; 33.46%) was the most common, followed by “punching” (86,322; 24.58%) and “property damage” (78,203; 22.27%). A total of 35.45% (124,498 events) of domestic violence events contained only one identified abuse type, whereas 33.83% (118,819 events) of domestic violence events included three to five different abuse types (Table 5).

The most frequent injury type was “bruising” (51,455; 29.03%), followed by “cut/abrasion” (51,284; 28.93%) and “red marks/signs” (42,038; 23.71%) (Table 6). A total of 105,493 domestic violence events (59.56%) had only one form of injury, and 24.48% (43,373) of domestic violence events had two forms of injury (Table 7).

<table>
<thead>
<tr>
<th>Set and characteristic</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-score (%)</th>
<th>True positive (%)</th>
<th>False positive (%)</th>
<th>False negative (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evaluation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abuse type</td>
<td>90.2</td>
<td>89.6</td>
<td>89.8</td>
<td>259</td>
<td>28</td>
<td>30</td>
</tr>
<tr>
<td>Injury</td>
<td>85.0</td>
<td>86.3</td>
<td>85.6</td>
<td>57</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td><strong>Development</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abuse type</td>
<td>92.8</td>
<td>94.8</td>
<td>93.7</td>
<td>310</td>
<td>24</td>
<td>17</td>
</tr>
<tr>
<td>Injury</td>
<td>90.2</td>
<td>94.3</td>
<td>92.3</td>
<td>83</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td><strong>Training</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abuse type</td>
<td>93.9</td>
<td>96.3</td>
<td>95.3</td>
<td>293</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>Injury</td>
<td>93.1</td>
<td>97.5</td>
<td>95.2</td>
<td>81</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 4. Number of domestic violence events containing various abuse types (n=351,178).

<table>
<thead>
<tr>
<th>Abuse type</th>
<th>Events, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assault (unspecified)</td>
<td>171,323 (48.79)</td>
</tr>
<tr>
<td>Emotional/verbal abuse</td>
<td>117,488 (33.46)</td>
</tr>
<tr>
<td>Punching</td>
<td>86,322 (24.58)</td>
</tr>
<tr>
<td>Property damage</td>
<td>78,203 (22.27)</td>
</tr>
<tr>
<td>Intimidation</td>
<td>75,662 (21.55)</td>
</tr>
<tr>
<td>Grabbing</td>
<td>66,728 (19.00)</td>
</tr>
<tr>
<td>Pushing</td>
<td>62,794 (17.88)</td>
</tr>
<tr>
<td>Scratching</td>
<td>20,493 (5.84)</td>
</tr>
<tr>
<td>Physical restraining</td>
<td>20,014 (5.70)</td>
</tr>
<tr>
<td>Kicking</td>
<td>19,435 (5.53)</td>
</tr>
<tr>
<td>Slapping</td>
<td>17,474 (4.98)</td>
</tr>
<tr>
<td>ADVO(^a) breach</td>
<td>16,903 (4.81)</td>
</tr>
<tr>
<td>Attempting to hit with an object or weapon</td>
<td>13,592 (3.87)</td>
</tr>
<tr>
<td>Hair pulling/dragging by hair</td>
<td>13,048 (3.72)</td>
</tr>
<tr>
<td>Choking</td>
<td>11,325 (3.22)</td>
</tr>
<tr>
<td>Spitting</td>
<td>9,341 (2.66)</td>
</tr>
<tr>
<td>Hitting with an object or weapon</td>
<td>8,387 (2.39)</td>
</tr>
<tr>
<td>Other</td>
<td>7,135 (2.03)</td>
</tr>
<tr>
<td>Pulling</td>
<td>6,373 (1.81)</td>
</tr>
<tr>
<td>Victim being thrown around</td>
<td>5,255 (1.50)</td>
</tr>
<tr>
<td>Lunging</td>
<td>4,685 (1.33)</td>
</tr>
<tr>
<td>Possession of personal effects</td>
<td>3,265 (0.93)</td>
</tr>
<tr>
<td>Blocking</td>
<td>3,163 (0.90)</td>
</tr>
<tr>
<td>Harassment</td>
<td>3,100 (0.88)</td>
</tr>
<tr>
<td>Stalking</td>
<td>2,940 (0.84)</td>
</tr>
<tr>
<td>Self-harming</td>
<td>2,597 (0.74)</td>
</tr>
<tr>
<td>Biting</td>
<td>2,285 (0.65)</td>
</tr>
<tr>
<td>Dragging</td>
<td>2,216 (0.63)</td>
</tr>
<tr>
<td>Shaking</td>
<td>2,098 (0.60)</td>
</tr>
<tr>
<td>Stabbing</td>
<td>1,903 (0.54)</td>
</tr>
<tr>
<td>Forced entry</td>
<td>1,779 (0.51)</td>
</tr>
<tr>
<td>Headlocking</td>
<td>1,482 (0.42)</td>
</tr>
<tr>
<td>Chasing</td>
<td>1,324 (0.38)</td>
</tr>
<tr>
<td>Kneeling</td>
<td>1,321 (0.38)</td>
</tr>
<tr>
<td>Gagging</td>
<td>1,161 (0.33)</td>
</tr>
<tr>
<td>Elbowing</td>
<td>225 (0.06)</td>
</tr>
<tr>
<td>Limb twisting</td>
<td>173 (0.05)</td>
</tr>
<tr>
<td>Headbutting</td>
<td>148 (0.04)</td>
</tr>
<tr>
<td>Sexual assault</td>
<td>125 (0.04)</td>
</tr>
<tr>
<td>Prevent child access</td>
<td>91 (0.03)</td>
</tr>
<tr>
<td>Social restriction</td>
<td>40 (0.01)</td>
</tr>
<tr>
<td>Financial control</td>
<td>29 (0.01)</td>
</tr>
<tr>
<td>Abuse type</td>
<td>Events, n (%)</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Attempting to set fire to premises</td>
<td>28 (0.01)</td>
</tr>
<tr>
<td>Ordered dog attack</td>
<td>1 (0.00)</td>
</tr>
</tbody>
</table>

*aADVO: Apprehended Domestic Violence Order.*

Table 5. Domestic violence events according to the number of abuse types (n=351,178).

<table>
<thead>
<tr>
<th>Number of abuse type(s)</th>
<th>Events, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>124,498 (35.45)</td>
</tr>
<tr>
<td>2</td>
<td>89,342 (25.44)</td>
</tr>
<tr>
<td>3-5</td>
<td>118,819 (33.83)</td>
</tr>
<tr>
<td>6-9</td>
<td>17,951 (5.11)</td>
</tr>
<tr>
<td>&gt;10</td>
<td>568 (0.16)</td>
</tr>
<tr>
<td>Total</td>
<td>351,178 (100.0)</td>
</tr>
</tbody>
</table>

Table 6. Number of events containing various injury types (n=177,607).

<table>
<thead>
<tr>
<th>Injury type</th>
<th>Events, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bruising</td>
<td>51,455 (29.03)</td>
</tr>
<tr>
<td>Cut/abrasion</td>
<td>51,284 (28.93)</td>
</tr>
<tr>
<td>Red mark(s)</td>
<td>42,038 (23.71)</td>
</tr>
<tr>
<td>Swelling</td>
<td>32,581 (18.38)</td>
</tr>
<tr>
<td>Soreness</td>
<td>26,729 (15.08)</td>
</tr>
<tr>
<td>Other</td>
<td>19,778 (11.16)</td>
</tr>
<tr>
<td>Bleeding</td>
<td>19,154 (10.81)</td>
</tr>
<tr>
<td>Fracture(s)</td>
<td>17,531 (9.89)</td>
</tr>
<tr>
<td>Lump</td>
<td>9482 (5.35)</td>
</tr>
<tr>
<td>Grazing</td>
<td>7305 (4.12)</td>
</tr>
<tr>
<td>Black eye(s)</td>
<td>2994 (1.69)</td>
</tr>
<tr>
<td>Scratching</td>
<td>2399 (1.35)</td>
</tr>
<tr>
<td>Bite mark(s)</td>
<td>2350 (1.33)</td>
</tr>
<tr>
<td>Stab wound(s)</td>
<td>2346 (1.32)</td>
</tr>
<tr>
<td>Burn mark(s)</td>
<td>1382 (0.78)</td>
</tr>
<tr>
<td>Broken tooth</td>
<td>620 (0.35)</td>
</tr>
<tr>
<td>Tear off nail(s)</td>
<td>7 (0.00)</td>
</tr>
</tbody>
</table>

Table 7. Domestic violence events according to the number of victim injury types (n=177,607).

<table>
<thead>
<tr>
<th>Number of injury types</th>
<th>Events, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>105,493 (59.56)</td>
</tr>
<tr>
<td>2</td>
<td>43,373 (24.49)</td>
</tr>
<tr>
<td>3-4</td>
<td>25,678 (14.49)</td>
</tr>
<tr>
<td>5-6</td>
<td>2484 (1.40)</td>
</tr>
<tr>
<td>≥7</td>
<td>89 (0.05)</td>
</tr>
<tr>
<td>Total</td>
<td>177,117 (100.0)</td>
</tr>
</tbody>
</table>
Discussion

Principal Results

To the best of our knowledge, this analysis represents the first attempt to capture domestic violence–related abuse and victim injuries using a large, population-level corpus of domestic violence events recorded by the police. The identification of abuse types conducted by POIs and various injuries sustained by victims in domestic violence disputes are not recorded in the structured information of the WebCOPS database fields. We therefore focused on the narrative part, where the application of our knowledge-driven approach has identified rich information and has the potential to be used for better understanding domestic violence and the development of related prevention interventions, surveillance, and reporting.

Our findings derived from text mining present a more detailed picture of the types of injuries and abuse occurring in domestic violence events. The most common abuse type in our dataset was nonphysical and involved “emotional/verbal abuse,” which is consistent with the recent findings showing that nonphysical abuse types are more prevalent than physical ones [34] and that victims of domestic violence abuse are more likely to sustain certain types of injuries such as cuts and fractures than others [34,35]. Domestic violence can also take myriad physical forms, ranging from victim intimidation to cases where serious and grievous bodily harm is caused by a specific type of abuse (eg, “punching,” “stabbing,” and “choking”), which have both short- and long-term physical and mental health consequences [9-11].

Through the recognition of various abuse types and related victim injuries, potential exists to develop prevention and intervention guidelines by linking this information to diagnostic data held by health services, so that surveillance and monitoring of the victims can be performed. There is also a possibility to track any potential timelines in which the victim was abused. Moreover, the text mining method can be updated on an ongoing basis to monitor trends and inform risk stratification algorithms, which can drive domestic violence–prevention strategies targeting specific groups.

With the inclusion of domestic violence in the WHO’s Sustainable Development Goals, the need for accurate reporting in this area will be necessary [36]. Text mining the police’s domestic violence event narratives is possibly a source of obtaining very nuanced information on this topic including the cause of the event, the potential role of mental illness and substance (ab)use in the event, the types of abuse perpetrated, injuries sustained, weapons used, and information on relationship status. This invaluable information can then be used to target prevention strategies for use by those providing prevention services to particular groups and to identify warning signs for health care providers. A recent report indicated that in Australia, from 2012-2013 to 2013-2014, one woman was killed each week and one man was killed each month as a result of violence from a current or previous partner [7]. Subsequent analyses of this rich information will aim to examine these issues and identify early warning signs of abuse and domestic violence events, which may improve assistance in preventing homicides in domestic violence settings.

Error Analysis

Although the level of accuracy was acceptable for large-scale analysis to identify trends in domestic violence events, there were still some errors in both abuse types and victim injuries at the level of individual narrative reports. By inspecting the evaluation set, we observed that the system erroneously extracted few instances (five cases) of several POI injuries as victim injuries, since the rules were triggered for the POIs (eg, “minor grazing to the right shoulder [false positive for injury] of the POI”). In other instances (4 cases), victim injuries were incorrectly identified when they actually referred to property damage through ambiguous word and syntactical pattern combinations that indicated an injury (eg, “INJURIES/MEDICAL TREATMENT/DAMAGE TO PROPERTY: Broken table leg [false positive for victim injury]”). In 12 domestic violence events, when a victim fought back against a POI, any actions by the victim in self-defence were erroneously extracted as an abuse type (eg, “witness stepped in and grabbed [false positive for abuse type] the POI and pinned him to the ground [false positive for abuse type] until he calmed down” and “...has admitted she physically pushed him [false positive for abuse type] back after he pushed [true positive for abuse type] into her”). There were few occasions where an abuse type was recognized but had no domestic violence context (eg, “The Accused was closed inside the caged area, where he began kicking [false positive for abuse type] at the door and yelling at the police officers...”), while others had not occurred but were likely to happen in the future (eg, “The victim believes if she stayed at the residence she would definitely have been bashed [false positive for abuse type] by the accused and possibly stabbed [false positive for abuse type]”).

Although we engineered the rules based on generic syntactical patterns that stated victim injuries and abuse types, these rules ignored a limited number of injury mentions, since they were not explicitly stated to have been sustained by the victim (eg, “redness [false negative for injury] and grazes [false negative for injury] sighted on back, dried blood [false negative for injury] on lips”). Some examples (eight cases) were more implicit and required additional inference using some related terms (eg, “the POI placed his hand in the middle of the victim’s sternum and applied force [false negative for injury] causing her pain and shortness of breath”). Cases like these were the majority of false negatives for abuse types, suggesting that abuse types such as "grabbing" and "punching" can have quite a few lexical variations in the narratives, which indicate richness of the contexts.

Additionally, injury or abuse type mentions (six cases) that were accompanied by the victim’s surname were excluded from our rule design, since there was no way to determine from the narrative who was the victim or POI without using the structured part of the record (eg, “xxx had a bleeding nose [false negative for injury]” and “xxx yelled verbal abuse [false negative for abuse type] at her”).

Limitations

Our text mining system could have missed cases due to more specialized or explicit mentions of abuse types occurring in
domestic violence events, since we based our extraction rules on the information contained in only 200 narratives. Despite incorporation of all types of abuse, there are still likely to be cases in which we probably did not identify explicit types. The relatively smaller number of injury mentions in the evaluation set (when compared to one of the abuse types) could explain the lower performance for the injuries. Nonetheless, we designed our rules based on common syntactical patterns that would attribute abuse types/injury mentions toward POIs and victims, respectively, in order to avoid the generation of false negatives; hence, our recall was higher than the precision in all three datasets. Nevertheless, this approach was able to identify the victim’s actions as types of POI’s abuse as well as POI’s injuries as those of the victim in some instances. This suggests that more specific engineered rules could address this issue. Similarly, although we included the basic and most common forms of injuries, there would be instances containing other causes of injuries or particular abuse types leading to specific injuries that probably have been excluded from our approach. Additionally, the implementation of spell-checking algorithms could assist in the identification of any misspelled abuse types or injuries and potentially elevate performance.

Our analysis of the results from the large corpus of domestic violence events is limited to the abuse types and victim’s injuries. We plan to use this information in combination with administrative data collections on mental illness to further examine the nexus between mental illness and domestic violence and explore the relationship of abuse types with gender and victim injuries. It is pertinent to inquire whether domestic violence victims with mental illness are more vulnerable than those without mental illness in this large-scale dataset spanning 10 years, to identify new intel. Further analysis of the results combined with demographic variables can show interesting aspects of the data in the area of the domestic violence, from prevalence and incidence rates in specific cohorts to risk factors for the occurrence (or recurrence) of domestic violence events. The combination of victim injuries from clinical data resulting from health service contacts could assist in the early identification of victim abuse and the implementation of intervention strategies. Modelling will be used to investigate whether POI characteristics can predict severity of abuse and similarly, whether certain victim phenotypes are prone to particular types of abuse.

Conclusions
We demonstrated that a knowledge-driven approach can be used for the automated extraction of abuse types and victim injuries involved in domestic violence events. The performance was encouraging, with 90.2% and 85.0% precision for abuse types and injuries, respectively, further implicating that text mining can be used to extract meaningful information from these unstructured data on a large scale. The identified information has enabled us to confirm the magnitude of abuse that victims endure during domestic violence. The results can be used to support further public health research that aims to assess the profiling of POIs involved in domestic violence events and to alter existing intervention policies for victims of abuse.
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Abstract

Background: Uncontrolled hypertension is a significant health problem in the United States, even though multiple drugs exist to effectively treat this chronic disease.

Objective: As part of a larger project developing data visualizations to support shared decision making about hypertension treatment, we conducted a series of studies to understand how perceptions of hypertension control were impacted by data variations inherent in the visualization of blood pressure (BP) data.

Methods: In 3 Web studies, participants (internet sample of patients with hypertension) reviewed a series of vignettes depicting patients with hypertension; each vignette included a graph of a patient’s BP. We examined how data visualizations that varied by BP mean and SD (Study 1), the pattern of change over time (Study 2), and the presence of extreme values (Study 3) affected patients’ judgments about hypertension control and the need for a medication change.

Results: Participants’ judgments about hypertension control were significantly influenced by BP mean and SD (Study 1), data trends (whether BP was increasing or decreasing over time—Study 2), and the presence of extreme values (ie, outliers—Study 3).

Conclusions: Patients’ judgment about hypertension control is influenced both by factors that are important predictors of hypertension-related health outcomes (eg, BP mean) and factors that are not (eg, variability and outliers). This study highlights the importance of developing data visualizations that direct attention toward clinically meaningful information.

(J Med Internet Res 2019;21(3):e11366) doi:10.2196/11366
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Introduction

Uncontrolled hypertension is a significant health problem; there are 75 million adults in the United States alone with diagnosed hypertension [1-3]. Hypertension control is an important goal in primary care because uncontrolled hypertension is a major risk factor for morbidity and mortality and contributes to heart disease, stroke, and chronic kidney disease [2]. Multiple drugs
exist that effectively treat hypertension, yet hypertension remains uncontrolled in 46% of patients. Several national and regional health initiatives (eg, Healthy People 2020, Million Hearts Initiative, and Community Preventive Task Force) have focused on improving hypertension monitoring and management. However, despite these efforts, data from the National Health and Nutrition Examination Survey in 2011-2014 showed no marked change in the percentage of adults with controlled hypertension [4].

In their hypertension clinical action model, Kerr et al [5] identified 4 factors that predict uncontrolled hypertension—clinical uncertainty, competing demands/prioritization, medication-related factors (eg, side effects), and organizational factors (eg, lack of support to follow and reassess patients). However, the primary reason for failing to intensify medication in a clinic visit was uncertainty about the “true” blood pressure (BP) value. When multiple BP readings were recorded, there was often a discrepancy between the values with some readings falling inside the goal range and others falling outside, leading physicians and patients to question whether the action was warranted. BP measurements that occur both within and above the goal range can be especially perplexing to patients, leading to difficulty in making decisions about BP control [6-8].

To improve hypertension control in the primary care setting, our research team has developed a data visualization tool designed to support shared decision making about hypertension treatment. Our tool is a visual display of the patients’ BP data over the last 2 years that will be embedded in the electronic health record (EHR) and will be jointly viewed by patients and clinicians during a primary care office visit. This tool aims to (1) reduce clinical uncertainty about BP data and hypertension control; and (2) increase patients’ willingness to intensify their medication or comply with standing treatment plans, with the downstream benefit of improving hypertension control.

The data visualization tool was developed through a rapid prototyping process in which candidate visualizations were iteratively refined on the basis of regular feedback from patient and physician focus groups [9]. During the prototyping process, we concurrently conducted a series of vignette-based Web studies to inform the development of the data visualization tool. Previous research on the presentation of Web-based risk communications, including interactive graphics describing the risk of side effects for thyroid cancer treatments and EHR patient portal displays of laboratory blood test values, demonstrates the value of testing the effect of data visualization interventions on gist knowledge, perceptions of risk, and judgments about health status [10-13]. To date, no research has examined how data visualizations of BP designed for use in the EHR impact patients’ perceptions of risk and hypertension control. This paper aims to report the results of 3 studies that examined how data visualizations that varied in BP mean and SD (Study 1), pattern of change over time (Study 2), and the presence of extreme values (Study 3) impact patients’ judgments about hypertension control and the need for medication change.

Methods

Study Designs

Three demographically diverse internet samples of patients with hypertension reviewed several brief vignettes describing fictitious patients with hypertension through Web survey; each vignette included a graph of the patients’ BP data. All 3 studies used a within-subjects design, where all participants reviewed all vignettes, presented in random order, and provided judgments about the degree of hypertension control for every patient/vignette. The Web surveys are described below, and the results are reported in accordance with the Checklist for Reporting Results of Internet E-Surveys (ie, CHERRIES checklist) [14]. The Institutional Review Board at the University of Missouri approved all studies. The 3 studies had very similar methodologies; therefore, we will describe their methods and results together. All samples were recruited by Qualtrics, a survey company that maintains an opt-in demographically diverse internet panel that participates; details about participant recruitment are provided below.

Each vignette described a patient who was being treated for hypertension and included a graph of the patient’s BP data over the past 2 years. Figure 1 presents an example of the data visualization tool. In Study 1, 9 vignettes systematically varied in the mean systolic BP (SBP; 130, 145, and 160 mm HG) and BP SD (5, 15, and 25) depicted in the graph; the slope was held constant (Multimedia Appendix 1). The mean SBP was chosen to represent clinical cases that included examples of controlled, uncontrolled, and borderline hypertension according to the 2014 Evidence-Based Guideline for the Management of High Blood Pressure in Adults from the panel members appointed to the Eighth Joint National Committee [15]. The SDs were chosen to represent small, moderate, and large mean variability according to published SBP values [16].

In Study 2, 6 vignettes differed in the SBP mean (130, 145, and 160 mm HG) and pattern of change over time (ie, trend or slope of the data; increasing or decreasing), while holding the SD constant (15 mm HG; Multimedia Appendix 2). In Study 3, we used 10 vignettes that differed in their mean SBP (130 and 145 mm HG), presence of outliers (no outliers, 1 outlier, or 2 outliers), and positioning of those outliers (above or below the mean; Multimedia Appendix 3).
Outcomes

Primary outcomes were (1) perceived BP control; (2) need for medication change; (3) subjective risk of heart attack; and (4) subjective risk of stroke for each vignette. Perceived BP control and need for medication change were assessed using agree-disagree Likert scales, while the subjective likelihood of heart attack and stroke were measured using unlikely-likely Likert scales. In addition, we asked participants to estimate the proportion of SBP values out of range for each vignette: “What percentage of the patient’s systolic blood pressure values (ie, top number) would you estimate to be out of the goal range?”

After evaluating all vignettes, participants completed the Subjective Numeracy Scale (SNS) [17] and a Single-Item Literacy Screener for health literacy (SILS) [18]. In addition, participants provided demographic information (age, gender, race/ethnicity, education, and income) and responded to 2 additional items about how often they monitor and graph their own BP; no identifying information was collected or stored.

Web Survey

All data were collected by open Web surveys developed using Qualtrics survey development software [19]. Informed consent, task instructions, practice task, vignettes, and study outcomes were all presented through a Web survey. The research team generated vignettes, BP displays, and outcomes for the studies. Of note, no adaptive items were used in the Web surveys. Responses to primary outcomes described above were recorded through slider bar. Responses to the SNS, SILS, and demographic items were all recorded using radio buttons on the Web survey, except age, which was recorded as free text. Responses to all items were required. Furthermore, back buttons on the browsers were disabled during the survey so participants could not go back and review previous webpages or change their responses on previous pages.

In all 3 Web surveys, participants completed one practice vignette that included directions for the practice task and 5 practice items; this section of the Web surveys utilized 3 webpages. Each vignette and its corresponding 5 questionnaire items (hypertension control, need for a medication change, 10-year heart attack risk, 10-year stroke risk, and percentage of SBP values out of goal range) added 2 additional pages to each Web survey (per vignette). The SILS and SNS scales added 9 items, and the demographic variables added 7 items to each Web study. Furthermore, we provided a free textbox at the end of the study for participants to share any additional feedback on the data visualizations presented in the Web studies.

In Study 1, the Web survey included 9 vignettes; therefore, participants completed 68 total items across 27 total webpages. In Study 2, the Web survey included 6 vignettes; participants completed 53 total items across 21 total webpages. In Study 3, the Web survey included 10 vignettes; participants completed 73 total items across 29 total webpages. The presentation order of the vignettes and their associated outcome measures was randomized within subjects. In addition, the team pilot-tested each Web survey themselves for functionality and usability before the surveys were deployed.

Participant Recruitment

Qualtrics identified participants with hypertension through a single self-reported measure: “Has your doctor ever diagnosed you with hypertension, also known as high blood pressure?”; similar self-report items have been used to identify patients with hypertension.
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hypertension in other epidemiological studies [20,21]. Informed consent was received from all participants after they were apprised about the purpose of the survey and the maximum completion time for the survey (30 minutes); participants were also provided with the name and contact information for the Project Director. Data for all 3 studies were collected between May 2016 and July 2016.

We used Internet Protocol addresses and Qualtrics identification numbers to determine unique site visitors. The survey completion rate was 86% (51/59) for Study 1, 79% (50/63) for Study 2, and 66% (55/83) for Study 3. All completed questionnaires were used in the analyses.

Power and Statistical Analyses

We planned to recruit 50 patients with hypertension for each of the 3 Web studies. The sample size was determined a priori using G-Power [22,23] with the following data characteristics: 80% power to detect a significant effect ($f=0.25$) at an alpha of .05, with a minimum correlation of .50 between repeated measures. All outcomes were treated as continuous variables. We examined the effects of data variations on primary and secondary outcomes by conducting a series of multivariate analysis of variance tests for repeated measures. Predictors included the level of the mean SBP (all studies), SBP SD (Study 1), presence and direction of slope (Study 2), and the number and direction of outliers (Study 3). All tests were conducted in SPSS version 24 and R version 3.5 and were considered statistically significant when $P<.05$.

Results

Participants

Across the 3 experiments, a total of 156 patients with hypertension participated in this research. Participants were majority female (102/156, 65.4%) and white (116/156, 74.4%), with a mean age of 47.30 (range 19-79) years; Table 1 summarizes additional participants’ characteristics. In accordance with the sex and gender reporting guidelines [24], we present the data for all 3 studies disaggregated by gender in Multimedia Appendix 4.

In contrast, when the patient had BP that was objectively well controlled (mean 130 mm HG), BP was considered reasonably well controlled with little need for a medication change, and there was a much lower perceived risk of heart attack and stroke. In contrast, when variability in BP data was high (SD 25 mm HG), the perception of BP control was similar to those patients who had much higher mean (160 mm HG) BP values. This is noteworthy because evidence suggests that BP mean, much more than variability, is predictive of outcomes that matter to patients [25] (ie, heart attack and stroke). The effects of home BP variability on cardiovascular events and mortality are based on post-hoc analyses of 2 studies that looked at multiple indices of home BP variability [26]. The SD of BP is highly dependent on the mean BP, and it is unclear if indices of BP variability independent of the mean BP incrementally predict cardiovascular mortality or total mortality beyond mean SBP [27-29]. In addition, BP variability has unclear diagnostic significance as varying methods or indices have been used to quantify the BP variability in all studies with no current standard or optimal indices available to quantify the BP variability.

Patients in Study 1 were also asked to recall the percentage of SBP values that were “out of range” (ie, exceeded 140 mm HG) in the graph. The recall was largely inaccurate but varied significantly by the SBP mean and SD ($F_{4,200}=8.73; P<.001$; generalized $\eta^2=0.04$; Figure 2). With low variability (SD 5), participants overestimated the percent of SBP values out of range when hypertension was controlled (mean 130) and underestimated the percent of SBP values out of range when hypertension was borderline (mean 145) or uncontrolled (mean 160). The estimates of SBP values out of range were more accurate when there was moderate to high variability in the BP data. Figure 2 shows a jellyfish plot of error in SBP recall. Dots above the dotted line represent participant overestimation, and dots below represent underestimation. For each vignette, we show the following: (1) the mean (large black dot) and 95% CI (black line) in the center; (2) a dot plot of all data points on the left; and (3) a kernel-density plot of the distribution of answers on the right.

Study 1—Variations in SBP Mean and Variability

In Study 1, we observed a significant interaction between the SBP mean and SBP SD on perceived BP control ($F_{4,200}=16.94; P<.001$; generalized $\eta^2=0.08$), need for medication change ($F_{4,200}=16.19; P<.001$; generalized $\eta^2=0.08$), heart attack risk ($F_{4,200}=8.88; P<.001$; generalized $\eta^2=0.04$), and stroke risk ($F_{4,200}=11.70; P<.001$; generalized $\eta^2=0.05$; see Tables 2 and 3). When the mean SBP was high (160 mm HG), variability in the BP data did not impact the perception of BP control. Across all 3 SDs, participants reported that hypertension was not well controlled, patients should change their medication, and patients had an elevated risk of heart attack and stroke.
Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study 1, (n=51)</th>
<th>Study 2, (n=50)</th>
<th>Study 3, (n=53)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, male, n (%)</td>
<td>19 (36)</td>
<td>17 (34)</td>
<td>18 (33)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>47.0 (13.1)</td>
<td>44.7 (13.6)</td>
<td>50.2 (14.5)</td>
</tr>
<tr>
<td>Race or ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White or Caucasian</td>
<td>44 (86)</td>
<td>34 (68)</td>
<td>38 (69)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>3 (6)</td>
<td>10 (20)</td>
<td>9 (16)</td>
</tr>
<tr>
<td>Asian or Pacific Islander</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>0</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Hispanic or Latino/a</td>
<td>2 (4)</td>
<td>3 (6)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>1 (2)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Single-Item Literacy Screener for health literacy, mean (SD)</td>
<td>2.0 (1.0)</td>
<td>1.8 (0.8)</td>
<td>2.0 (0.9)</td>
</tr>
<tr>
<td>Subjective Numeracy Scale, mean (SD)</td>
<td>4.3 (0.9)</td>
<td>4.3 (1.1)</td>
<td>4.3 (1.0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some high school</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>10 (20)</td>
<td>14 (28)</td>
<td>13 (24)</td>
</tr>
<tr>
<td>Some college</td>
<td>16 (32)</td>
<td>12 (24)</td>
<td>16 (29)</td>
</tr>
<tr>
<td>Vocational training</td>
<td>4 (8)</td>
<td>7 (14)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>4 (8)</td>
<td>6 (12)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>9 (18)</td>
<td>5 (10)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>0</td>
<td>3 (6)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Professional degree</td>
<td>5 (10)</td>
<td>1 (2)</td>
<td>0</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Income (US $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10k</td>
<td>5 (10)</td>
<td>1 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>10-19k</td>
<td>4 (8)</td>
<td>7 (14)</td>
<td>6 (11)</td>
</tr>
<tr>
<td>20-29k</td>
<td>7 (13)</td>
<td>7 (14)</td>
<td>13 (24)</td>
</tr>
<tr>
<td>30-39k</td>
<td>5 (10)</td>
<td>7 (14)</td>
<td>10 (18)</td>
</tr>
<tr>
<td>40-49k</td>
<td>9 (17)</td>
<td>4 (8)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>50-59k</td>
<td>4 (8)</td>
<td>9 (18)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>60-69k</td>
<td>4 (8)</td>
<td>5 (10)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>70-79k</td>
<td>3 (6)</td>
<td>0</td>
<td>3 (5)</td>
</tr>
<tr>
<td>80-89k</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>90-99k</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td>0</td>
</tr>
<tr>
<td>100-149k</td>
<td>6 (12)</td>
<td>5 (10)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>&gt;149k</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>2 (4)</td>
</tr>
<tr>
<td><strong>How often do you monitor your BP at home?, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>11 (22)</td>
<td>7 (14)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>Annually</td>
<td>4 (8)</td>
<td>4 (8)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Monthly</td>
<td>13 (25)</td>
<td>19 (38)</td>
<td>14 (25)</td>
</tr>
<tr>
<td>Weekly</td>
<td>9 (18)</td>
<td>12 (24)</td>
<td>21 (38)</td>
</tr>
<tr>
<td>Daily</td>
<td>14 (27)</td>
<td>8 (16)</td>
<td>8 (15)</td>
</tr>
</tbody>
</table>
Study 3—Outliers

Another way of examining the effect of variability in judgments about BP control is to consider the presence of extreme values (ie, outliers) independent of the overall measurement variance. In Study 3, we compared judgments about uniform data patterns (ie, no discernable outliers) with those with either 1 or 2 outliers. In addition, we systematically varied whether those outliers were above or below the mean BP of the depicted time period. The presence and number of outliers significantly affected judgments of hypertension control ($F_{4,216}=17.98; P<.001$; generalized $\eta^2=0.14$), need for medication change ($F_{4,216}=13.38; P<.001$; generalized $\eta^2=0.11$), and perceived risk of heart attack ($F_{4,216}=12.85; P<.001$; generalized $\eta^2=0.10$), and stroke ($F_{4,216}=13.81; P<.001$; generalized $\eta^2=0.11$; Tables 6 and 7).

When any extreme values were present, participants judged the patient to have hypertension that was significantly less well controlled, to be in greater need of medication change, and to be at greater 10-year risk for a heart attack or stroke than when the data had a more uniform distribution. Furthermore, 2 outliers (whether above or below the mean) were considered significantly more concerning than a single outlier.

Finally, recall for the percent of SBP values out of range was also significantly impacted by the presence and magnitude of

---

**Table 2. Results of Study 1—blood pressure control.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study 1, (n=51)</th>
<th>Study 2, (n=50)</th>
<th>Study 3, (n=53)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often do you graph your home BP measurements?, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>29 (57)</td>
<td>32 (64)</td>
<td>33 (60)</td>
</tr>
<tr>
<td>Annually</td>
<td>4 (8)</td>
<td>3 (6)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Monthly</td>
<td>6 (12)</td>
<td>6 (12)</td>
<td>9 (16)</td>
</tr>
<tr>
<td>Weekly</td>
<td>6 (12)</td>
<td>7 (14)</td>
<td>7 (13)</td>
</tr>
<tr>
<td>Daily</td>
<td>6 (12)</td>
<td>2 (4)</td>
<td>3 (5)</td>
</tr>
</tbody>
</table>

**Study—Data Trends**

In Study 2, we observed that patient ratings of hypertension control, need for medication changes, and 10-year risk of heart attack and stroke were significantly affected by trends visible in the BP data (see Tables 4 and 5). Participants judged a positive data trend (depicting SBP values increasing over time) to be significantly less well controlled ($F_{1,49}=107.53; P<.001$; generalized $\eta^2=0.45$), in greater need of medication change ($F_{1,49}=129.07; P<.001$; generalized $\eta^2=0.51$), and at greater 10-year risk for a heart attack ($F_{1,49}=112.79; P<.001$; generalized $\eta^2=0.47$) and stroke ($F_{1,49}=111.52; P<.001$; generalized $\eta^2=0.47$) than a negative data trend (depicting SBP values decreasing over time) with the same SBP mean. Consistent with Study 1, participants’ recall of the percentage of SBP measurements out of range was largely inaccurate (Figure 3). Although the graphs depicting an increasing and decreasing trend had the same number of out-of-range measurements, participants recalled seeing a greater percentage of out-of-range values when the SBP was increasing over time than when the slope was decreasing ($F_{1,49}=33.04; P<.001$; generalized $\eta^2=0.16$).
extreme values ($F_{4,216}=5.54; P<.001$; generalized $\eta^2=0.04$; Figure 4). When hypertension was controlled (mean 130), participants overestimated the percent of SBP values out of range with a uniform distribution and outlier(s) above the mean but more accurately recalled the percent of SBP values out of range when the outlier(s) were below the mean. In contrast, with borderline hypertension control (mean 145), recall for percent of SBP values out of range was fairly accurate with a uniform distribution and when there was only one outlier above the mean. However, participants consistently underestimated the percent of SBP values out of range when there was a single outlier below the mean or 2 outliers in either direction.

Table 3. Results of Study 1—risk perception and recall.

<table>
<thead>
<tr>
<th>Perceived likelihood of the following events (1 “Extremely Unlikely”—10 “Extremely Likely”)</th>
<th>SD 5, mean (95% CI)</th>
<th>SD 15, mean (95% CI)</th>
<th>SD 25, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heart attack in the next 10 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130</td>
<td>3.82 (3.26-4.39)</td>
<td>4.29 (3.67-4.92)</td>
<td>6.33 (5.73-6.94)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>5.59 (4.90-6.27)</td>
<td>7.22 (6.57-7.86)</td>
<td>7.61 (7.09-8.13)</td>
</tr>
<tr>
<td>Mean BP=160</td>
<td>7.67 (7.05-8.28)</td>
<td>7.98 (7.32-8.64)</td>
<td>8.12 (7.65-8.59)</td>
</tr>
<tr>
<td><strong>Stroke in the next 10 years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130</td>
<td>3.76 (3.17-4.36)</td>
<td>4.45 (3.77-5.13)</td>
<td>6.63 (5.95-7.30)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>5.76 (5.08-6.45)</td>
<td>7.43 (6.84-8.03)</td>
<td>8.00 (7.45-8.62)</td>
</tr>
<tr>
<td>Mean BP=160</td>
<td>8.04 (7.45-8.62)</td>
<td>8.14 (7.49-8.78)</td>
<td>8.35 (7.91-8.80)</td>
</tr>
<tr>
<td><strong>% of systolic blood pressure points out of range (0%-100%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130 (Actual)</td>
<td>0</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Mean BP=130 (Recalled)</td>
<td>26.84 (17.98-35.71)</td>
<td>38.53 (30.83-46.23)</td>
<td>51.06 (44.01-58.10)</td>
</tr>
<tr>
<td>Mean BP=145 (Actual)</td>
<td>90</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Mean BP=145 (Recalled)</td>
<td>61.84 (53.10-70.59)</td>
<td>64.08 (57.12-71.04)</td>
<td>67.63 (61.69-73.57)</td>
</tr>
<tr>
<td>Mean BP=160 (Actual)</td>
<td>100</td>
<td>90</td>
<td>70</td>
</tr>
<tr>
<td>Mean BP=160 (Recalled)</td>
<td>79.78 (72.17-87.39)</td>
<td>77.42 (69.45-85.42)</td>
<td>71.63 (65.24-78.02)</td>
</tr>
</tbody>
</table>

aBP: blood pressure.
bAll BPs provided in mm HG.

Figure 2. Error in the systolic blood pressure recall—Study 1, mean (large black dot) 95% CI.
### Table 4. Results of Study 2—blood pressure control.

<table>
<thead>
<tr>
<th>Level of agreement with the following statements (0 “Strongly Disagree”-100 “Strongly Agree”)</th>
<th>Increasing, mean (95% CI)</th>
<th>Decreasing, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>This patient’s blood pressure is well controlled</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP$^{a,b}$=130</td>
<td>30.88 (21.93-39.83)</td>
<td>85.72 (79.2-92.24)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>20.40 (13.06-27.74)</td>
<td>73.80 (66.18-81.42)</td>
</tr>
<tr>
<td>Mean BP=160</td>
<td>11.26 (4.90-1762)</td>
<td>49.86 (40.45-59.27)</td>
</tr>
<tr>
<td><strong>This patient needs to change their medication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130</td>
<td>82.26 (75.85-88.67)</td>
<td>21.70 (13.47-29.93)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>85.78 (79.37-92.19)</td>
<td>27.32 (19.41-35.23)</td>
</tr>
<tr>
<td>Mean BP=160</td>
<td>90.80 (84.15-97.45)</td>
<td>45.50 (35.72-55.28)</td>
</tr>
</tbody>
</table>

$^a$BP: blood pressure.

$^b$All BPs provided in mm HG.

### Table 5. Results of Study 2—risk perception and recall.

<table>
<thead>
<tr>
<th>Perceived likelihood of the following events (1 “Extremely Unlikely”-10 “Extremely Likely”)</th>
<th>Increasing, mean (95% CI)</th>
<th>Decreasing, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heart attack in the next 10 years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP$^{a,b}$=130</td>
<td>7.18 (6.58-7.78)</td>
<td>3.02 (2.42-3.62)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>7.96 (7.39-8.53)</td>
<td>3.66 (3.01-4.31)</td>
</tr>
<tr>
<td>Mean BP=160</td>
<td>9.00 (8.56-9.44)</td>
<td>5.60 (4.89-6.31)</td>
</tr>
<tr>
<td><strong>Stroke in the next 10 years</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130</td>
<td>7.18 (6.55-7.81)</td>
<td>2.96 (2.34-3.58)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>7.98 (7.38-8.58)</td>
<td>3.60 (2.98-4.22)</td>
</tr>
<tr>
<td>Mean BP=160</td>
<td>9.08 (8.60-9.56)</td>
<td>5.56 (4.80-6.32)</td>
</tr>
<tr>
<td><strong>% of systolic blood pressure points out of range (0%-100%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130 (Actual)&gt;</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Mean BP=130 (Estimate)</td>
<td>56.48 (49.30-63.66)</td>
<td>29.4 (21.45-37.35)</td>
</tr>
<tr>
<td>Mean BP=145 (Actual)</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Mean BP=145 (Estimate)</td>
<td>63.86 (56.89-70.83)</td>
<td>44.82 (37.15-52.49)</td>
</tr>
<tr>
<td>Mean BP=160 (Actual)</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Mean BP=160 (Estimate)</td>
<td>84.66 (78.94-90.38)</td>
<td>61.78 (52.23-71.33)</td>
</tr>
</tbody>
</table>

$^a$BP: blood pressure.

$^b$All BPs provided in mm HG.
Figure 3. Error in the systolic blood pressure recall—Study 2, mean (large black dot) 95% CI.

Table 6. Results of Study 3—blood pressure control.

<table>
<thead>
<tr>
<th>Level of agreement with the following statements</th>
<th>Uniform, mean (95% CI)</th>
<th>1 Up, mean (95% CI)</th>
<th>1 Down, mean (95% CI)</th>
<th>2 Up, mean (95% CI)</th>
<th>2 Down, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This patient’s blood pressure is well controlled</td>
<td>Mean BP(^{a,b}) = 130</td>
<td>89.22 (84.12-94.32)</td>
<td>68.91 (61.41-76.41)</td>
<td>67.71 (59.49-75.93)</td>
<td>53.07 (44.47-61.68)</td>
</tr>
<tr>
<td>This patient needs to change their medication</td>
<td>Mean BP = 130</td>
<td>20.87 (12.67-29.07)</td>
<td>33.18 (24.89-41.48)</td>
<td>32.47 (24.61-40.33)</td>
<td>49.87 (40.89-58.85)</td>
</tr>
<tr>
<td>Mean BP = 145</td>
<td>70.93 (62.51-79.35)</td>
<td>65.04 (56.26-73.81)</td>
<td>76.93 (69.52-84.34)</td>
<td>73.25 (65.42-81.09)</td>
<td>84.51 (77.91-91.11)</td>
</tr>
</tbody>
</table>

\(^a\)BP: blood pressure.
\(^b\)All BPs provided in mm HG.
Table 7. Results of Study 3—risk perception and recall.

<table>
<thead>
<tr>
<th>Perceived likelihood of the following events</th>
<th>Uniform, mean (95% CI)</th>
<th>1 Up, mean (95% CI)</th>
<th>1 Down, mean (95% CI)</th>
<th>2 Up, mean (95% CI)</th>
<th>2 Down, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart attack in the next 10 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP&lt;sup&gt;a&lt;/sup&gt;=130</td>
<td>2.65 (2.12-3.19)</td>
<td>4.02 (3.32-4.72)</td>
<td>3.87 (3.28-4.46)</td>
<td>5.29 (4.57-6.01)</td>
<td>4.85 (4.22-5.49)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>6.42 (5.75-7.08)</td>
<td>6.24 (5.63-6.84)</td>
<td>7.07 (6.48-7.66)</td>
<td>6.82 (6.10-7.54)</td>
<td>7.69 (7.11-8.27)</td>
</tr>
<tr>
<td>Stroke in the next 10 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130</td>
<td>2.58 (2.08-3.08)</td>
<td>4.14 (3.40-4.88)</td>
<td>3.90 (3.24-4.56)</td>
<td>5.46 (4.69-6.23)</td>
<td>4.76 (4.06-5.46)</td>
</tr>
<tr>
<td>Mean BP=145</td>
<td>6.55 (5.87-7.22)</td>
<td>6.42 (5.83-7.01)</td>
<td>7.35 (6.73-7.97)</td>
<td>6.95 (6.22-7.67)</td>
<td>7.98 (7.39-8.57)</td>
</tr>
<tr>
<td>% of systolic blood pressure points out of range (0%-100%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean BP=130 (Actual)</td>
<td>0</td>
<td>10</td>
<td>30</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Mean BP=130 (Estimate)</td>
<td>19.58 (11.44-27.72)</td>
<td>28.80 (20.61-36.99)</td>
<td>29.27 (21.89-36.65)</td>
<td>39.47 (31.96-46.98)</td>
<td>41.58 (33.79-49.38)</td>
</tr>
<tr>
<td>Mean BP=145 (Actual)</td>
<td>60</td>
<td>60</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Mean BP=145 (Estimate)</td>
<td>59.33 (51.92-66.74)</td>
<td>54.09 (46.88-61.31)</td>
<td>61.78 (54.28-69.29)</td>
<td>53.18 (45.69-60.67)</td>
<td>65.91 (58.41-73.41)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BP: blood pressure.

<sup>b</sup>All BPs provided in mm HG.

Figure 4. Error in the systolic blood pressure recall—Study 3, mean (large black dot) 95% CI.

Discussion

Principal Findings

To inform the development of a physician-patient shared data visualization tool for BP values, we conducted 3 vignette-based Web studies to understand better how patients interpret the variability in visualizations of BP data. In all studies, we observed that patients with hypertension consistently judged variations in BP data as meaningful indicators of hypertension control. In Study 1, increased variability in SBP data was associated with increasingly negative judgments about hypertension control, even when the mean SBP remained constant and within goal range. In Study 2, we demonstrated that the pattern of change in SBP values over time also significantly influenced judgments about hypertension control. While graphs depicting an increase in the SBP over time were appropriately judged to be of greater concern than graphs showing a decrease in the SBP over time, recall for the number of out-of-range BP values was inaccurate. When the SBP values increased over time, patients remembered more out-of-range values than when the slope decreased, even though the number of out-of-range values did not differ in our study. Finally, the presence of outliers (Study 3) also significantly impacted patients’ judgments about hypertension control, the need for a medication change, and the risks associated with uncontrolled hypertension. Observing even 1 or 2 outliers in BP data leads...
patients to inappropriately determine that hypertension is not well controlled.

The use of data visualization in electronic medical records has the potential to transform clinical encounters. While the technology to develop these tools is available, little is known about how these data displays will influence patients’ judgments about hypertension control and subsequent decisions regarding treatment. These 3 studies have demonstrated that judgments about hypertension control are strongly and inappropriately influenced by the presence of outliers and variability in the data. Outliers and variability mask mean BP values and the presence of data trends—important predictors of BP-related health outcomes (eg, heart attack or stroke) [25]. These findings are important for the development of interventions to promote shared decision making in primary care, which must direct attention to clinically meaningful information, that is, mean BP and trends rather than variability in BP or outliers [25]. It should be stressed that these conclusions about the potential benefits of visualization techniques that minimize the impact of outliers and variability would apply only to measurements obtained from well-calibrated BP measurement devices. These recommendations should not be applied to devices where variability is derived from inaccurate measurement.

Limitations
There are several limitations to these studies that potentially constrain their generalizability. One limitation is the use of internet patient samples. When patients are making decisions about treatment for hypertension, they are typically made in conjunction with their physician during a clinic visit. In addition, while our sample of patients is more demographically diverse than typical internet samples, it is not representative of the population of patients with hypertension. Furthermore, we focused only on patients in these studies; therefore, future work should examine the effect of data visualization on physicians’ judgments about hypertension control, as well as the effect on shared patient-physician decisions. It is possible that physicians will perform similarly to patients because we are examining judgments that stem from common perceptual and cognitive processes [30,31]. On the other hand, physicians may have greater knowledge about the relative importance of the BP mean and variability than patients, which could alter their judgments.

Conclusions
Health information technologies provide an opportunity for patients to become more engaged in decision making about hypertension control. We are endeavoring to design a data visualization tool for BP that can be jointly used by physicians and patients in this decision-making process. This tool aims to make the limited time shared in the exam room more efficient and effective. Defining how data elements, such as trends, variability, and outliers, support or detract from an understanding of the data will aid in the design of data visualizations that highlight meaningful characteristics of the data; this may, in turn, result in shared decisions that are better informed. Areas for future study include understanding how these parameters influence physician judgments about hypertension control and how information acquisition from data visualizations is affected by numeracy, health literacy, and graph literacy of patients and physicians.

Acknowledgments
This project was supported by the Agency for Healthcare Research and Quality (grant number R01HS023328). The content is solely the responsibility of the authors and does not necessarily represent the official views of the Agency for Healthcare Research and Quality.

The data from this manuscript were previously presented at the 2016 and 2017 Annual Meetings of the Society for Medical Decision Making.

The authors would like to thank Joey Burant (@jbburant) and John Burn-Murdock (@jburnmurdock) for inspiring the “jellyfish” plots used in this manuscript. Joey posted R code via Twitter that was helpful in the construction of these plots, and John coined the plot name.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Study 1 Materials.

[PDF File (Adobe PDF File), 805KB - jmir_v21i3e11366_app1.pdf]

Multimedia Appendix 2
Study 2 Materials.

[PDF File (Adobe PDF File), 516KB - jmir_v21i3e11366_app2.pdf]
Multimedia Appendix 3
Study 3 Materials.

[PDF File (Adobe PDF File), 888KB - jmir_v21i3e11366_app3.pdf]

Multimedia Appendix 4
Data for Studies 1-3 disaggregated by gender.

[PDF File (Adobe PDF File), 136KB - jmir_v21i3e11366_app4.pdf]

References

Abbreviations

BP: blood pressure
EHR: electronic health record
SILS: Single-Item Literacy Screener for health literacy
SBP: systolic blood pressure
SNS: Subjective Numeracy Scale

©Victoria Anne Shaffer, Pete Wegier, KD Valentine, Jeffery L. Belden, Shannon M Canfield, Sonal J Patil, Mihail Popescu, Linsey M Steege, Akshay Jain, Richelle J Koopman. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 26.03.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete

https://www.jmir.org/2019/3/e11366/ J Med Internet Res 2019 | vol. 21 | iss. 3 | e11366 | p.311 (page number not for citation purposes)
bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

The Role of Frontline Leaders in Building Health Professional Support for a New Patient Portal: Survey Study

Sari Kujala1, PhD; Iiris Hörhammer2, DSc; Tarja Heponiemi3, PhD; Kim Josefsson3, PhD

1Department of Computer Science, Aalto University, Espoo, Finland
2Department of Industrial Engineering and Management, Aalto University, Espoo, Finland
3National Institute for Health and Welfare, Helsinki, Finland

Corresponding Author:
Sari Kujala, PhD
Department of Computer Science
Aalto University
PO Box 15400
Espoo, Finland
Phone: 358 503862768
Email: sari.kujala@aalto.fi

Abstract

Background: Effective leadership and change management are thought to contribute to the successful implementation of health information technology innovations. However, limited attention has been paid to the role of frontline leaders in building health professional support for new technical innovations.

Objective: First, we examined whether frontline leaders’ positive expectations of a patient portal and perceptions of its implementation were associated with their support for the portal. Second, we explored whether leaders’ positive perceptions influenced the same unit’s health professional support for the portal.

Methods: Data were collected through an online survey of 2067 health professionals and 401 frontline leaders working in 44 units from 14 health organizations in Finland. The participating organizations run a joint self-care and digital value services project developing a new patient portal for self-management. The survey was conducted before the piloting and implementation of the patient portal.

Results: The frontline leaders’ perception of vision clarity had the strongest association with their own support for the portal ($\beta=.40, P<.001$). Results also showed an association between leaders’ view of organizational readiness and their support ($\beta=.15, P=.04$). The leaders’ positive perceptions of the quality of informing about the patient portal was associated with both leaders’ own ($\beta=.16, P=.02$) and subordinate health professionals’ support for the portal ($\beta=.08, P<.001$). Furthermore, professional participation in the planning of the portal was positively associated with their support ($\beta=.57, P<.001$).

Conclusions: Findings suggest that assuring good informing, communicating a clear vision to frontline leaders, and acknowledging organizational readiness for change can increase health professional support for electronic health (eHealth) services in the pre-implementation phase. Results highlight the role of frontline leaders in engaging professionals in the planning and implementation of eHealth services and in building health professionals’ positive attitudes toward the implementation of eHealth services.

(J Med Internet Res 2019;21(3):e11413) doi:10.2196/11413
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Introduction

Effective leadership and change management are seen as particularly important to the successful implementation of health information technology innovations [1-5]. The leaders’ role in implementation projects can involve mitigating possible risks [6], but leaders can also move proactively to ensure the success of the implementation. For example, Ingebrigtsen et al [7] identified seven categories of leadership behaviors associated with successful outcomes: (1) communicating clear visions and
goals, (2) leadership support, (3) establishing a governance structure and coordinating teamwork, (4) arranging training, (5) identifying and appointing champions, (6) addressing work process change, and (7) follow-up. Also, ensuring the ongoing involvement of key stakeholders as well as releasing extra time and reducing workload during the initial implementation are often identified as tasks for leaders [2].

Successful implementation does not only depend on the strategic level of management, but the operational and frontline levels also have their own roles and tasks [7,8]. Implementations often happen in complex organizations, and changes in these environments require a clear vision at all levels [7]. The high-level strategies and objectives need to be integrated with the underlying processes that operationalize the objectives [9]. After all, health care professionals and the attitudes they present are key to preventing resistance and ensuring the active use of new innovations [10,11].

In theory, effective leadership should lead to organizational readiness for change during the pre-implementation stage [12]: those involved are individually and collectively primed, motivated, and technically capable of executing the change [13]. In particular, leaders and change agents need to communicate the benefits of the change. For example, Paré et al [12] found that nurses’ perceptions of vision clarity (why a change is needed) and change appropriateness (that the proposed change is the correct one) had a significant positive influence on organizational readiness in two cross-sectional surveys.

The pre-implementation phase is critical, as the successes and risks tend to accumulate over time [14,15]. Based on their systematic literature review, Ingebrigtsen et al [7] suggest that good communication should spread to all organizational leadership levels before implementation. However, they identified that there is a lack of evidence regarding the role of clinical leaders within different organizational levels and implementation phases.

In this paper, we focus on clinical leaders who are responsible for leadership within an organization that delivers care as defined by Ingebrigtsen et al [7]. In particular, we are interested in frontline leaders such as physicians and nurses working and supervising health professionals in frontline units (eg, wards or care units). These leaders seem to play a critical role in conveying information and motivating health professionals in the early phases of implementation. Although leadership support has been identified as important, it is not known how leaders influence the attitudes of health professionals.

This study aimed to examine whether the health care leaders’ positive expectations of a patient portal and perceptions of its implementation are associated with their own and the subordinate professional support for the portal in the pre-implementation phase. Specifically, leader support for the portal and their perceptions of the portal benefits, the readiness and implementation practices of their units, and the quality of informing about the portal were studied.

Methods
A survey study was conducted to capture health professional and leader expectations about a national patient portal for self-management that was developed by a self-care and digital value services (omahoito ja digitalaiset arvopalvelut, or ODA) project. The data were collected before piloting and implementing the patient portal.

Study Setting
At the time of the study in spring 2017, the role of information and communication technology (ICT) was widening in Finnish public health care. The objective of the national eHealth (electronic health) and eSocial strategy 2020 is to support the active role of citizens in promoting their own well-being by improving information management and implementing self-management and online services [16]. The aim of the strategy is to support the prevention of health problems, self-assessment of the need for services, and independent coping.

To build online services for citizens, the government has funded an ODA project. The ODA project is run as a joint one comprising 14 municipalities and hospital districts in Finland—including the largest cities of Helsinki, Espoo, Tampere, Turku, and Oulu—totaling 1,766,334 inhabitants in 2014 (32.3% of the Finnish population). The ultimate aim of the ODA project is to provide a national patient portal for self-management and self-service in 2018. In addition to the technical development, particular emphasis has been placed on changing the operational processes by using a participatory approach.

The three main services of the patient portal are patient self-assessment with online well-being coaching programs, a symptom checker for patients to support care navigation and provide information on medical conditions, and a personalized shared care plan tethered to the electronic health records. Using the portal would provide health professionals with additional structured information from patient self-assessment and well-being coaching, symptom checker, and shared care plan. At the time of this study, it was unclear how health professional workflow would be affected. However, the aim was to handle routine tasks automatically, provide patients self-managements tools, and provide more time to personal care.

The ODA project has trained groups of 10 health professionals representing each city and health care region in 2016 and 2017 in a lean process development approach. These groups have planned the operational processes to be supported by the technical solutions in individual services. At the time of the study, none of the organizations had yet started to pilot the services. The first pilot projects started in June 2017, and the whole patient portal entity was planned to start in autumn 2018.

Questionnaire
There were two versions of the questionnaire, one for professionals and one for their supervisors and leaders. Both surveys collected data on respondent support for the patient portal, background information, respondent’s health organization (city or hospital district), work unit (hospital, health center, etc) and other variables such as efficiency improvements, benefits
for patients, the organization’s implementation practices, and the quality of informing. From the professional questionnaire, only the data on their background information and support for a patient portal were included in this study.

The focus of this study was on the leader questionnaire (see Multimedia Appendix 1). The questionnaire was targeted to official supervisors and leaders. Informal leaders such as clinical champions were not included. Five previously validated Information Systems Expectations and Experiences survey items were applied for measuring support for a patient portal [17-19]. An essential part of leader support for a patient portal is that they also support change in work processes. The 5-item organizational readiness and 3-item vision clarity scales [12] were also applied.

In addition, leaders were asked to rate whether they agreed with the positive influences that the new patient portal was planned to have. There were 4 statements about the expected efficiency improvements and 6 statements about the expected benefits for patients. In addition, we asked leaders to evaluate personnel readiness (ie, how willing and able the personnel are to adopt the new portal) using 5 items. They were also asked about the organization’s implementation practices by rating whether they agreed that 9 good implementation practices would take place in the future implementation of the new patient portal. The 9 good implementation practices were identified from the literature [2,6,14,20-23] (see Multimedia Appendix 1). Thus, the content validity of these survey items was established through a literature review [24].

The quality of informing including communicating the goals of the portal was ascertained with 3 questions, and another 3 questions focused on participation in the design of the services. All items were measured on a 5-point Likert-type scale from strongly disagree (1) to strongly agree (5) and included option 6 (I don’t know), which in the statistical analyses was handled as a missing value. User participation was a categorical variable formulated based on 3 questions, showing whether a respondent had participated in the planning of the services of the patient portal.

Before the data were gathered, the content of the questionnaire was reviewed by a group of 3 researchers in the field and the ODA management team. In addition, as recommended [25-27], we tested the reliability of the questionnaire with 4 leaders who completed the questionnaire and talked aloud at the same time about how they understood the questions. Based on the iterative pilot testing, the questionnaire was revised by clarifying wording and slightly modifying some items.

Data Collection

The data were gathered in the spring of 2017 by using a Web-based questionnaire tool. The project managers of each of the 14 organizations participating in the ODA project sent survey invitations and reminders via email to all health professionals. Based on estimations of the project managers, respondents represented 6.1% of health professionals working in the organizations. As the project managers did not know the number of leaders or how many of the professionals received the survey information, we were not able to calculate the exact response rate. The first page of the questionnaire included a screenshot of one ODA page to illustrate the professional view of the patient portal. To encourage participation, 10 pairs of movie tickets were raffled off among the respondents. The study protocol was reviewed and approved by the Ethical Review Board of Aalto University.

Analysis

Because the data did not allow linking health professionals with their respective leaders, leader variables were averaged over their organizational unit and assigned to the unit’s professionals. Two small health organizations with units including fewer than two leaders were excluded from the analysis. Units were defined by health organization (city or hospital district) and work unit (hospital, health center, etc). To restrict the analysis to leaders who supervise professionals working with patients, administrative units were excluded from the analyses. The minimum number of professionals in the included units was four.

Descriptive statistics and reliability analyses were performed and mean sum scores were computed for all study variables (see Multimedia Appendix 2). Cronbach alpha scores were all well above .84 (for the leader questioner) and .80 (for the professional questionnaire), indicating good internal consistency [28]. A multicollinearity analysis of the study variables was performed. The variance inflation factors for independent variables in the leader support regression were all below 2.8 and for independent variables in the professional support regression below 5.6, indicating that multicollinearity was not a concern in this study [29].

Associations of leader support with other leader variables were tested with multiple linear regression that included leader support for the patient portal as a dependent variable (DV) and leader age, gender, vision clarity, expected efficiency improvements, expected benefits for patients, personnel readiness, organizational readiness, quality of informing, implementation practices, and participation in the planning of the new patient portal as independent variables (IV).

In the analysis of associations between leader variables and a professional’s support for services, multilevel linear regression was used. This enabled us to control for the natural clustering of employees in organizational units (ie, the dependency between observations of professionals from the same unit). Individual-level professional support was used as the DV; unit-level leader variables and individual-level participation in the planning of the patient portal were used as IVs; and the age of professionals was used as a control variable. Robust estimators for standard errors were used. We first tested the associations of the leader predictors separately using univariate regression. Second, to test the relative contribution of each of the IVs to the total variance of DV explained, we used multiple regression analysis. Predictors that were significant in univariate regression were included in the multiple regression analysis. Backward elimination was used to assess the independence of the predictors. All statistical analyses were performed using Stata version 15.0 (StataCorp LLC).
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Results

Respondents
Responses from 44 organizational units (eg, primary care in Helsinki) were included in the analysis. All together, 401 leader and 2067 health professional respondents working in these organizational units responded to the questionnaire. The respondents represented 12 health organizations and 6 work units (primary care health center, hospital, psychiatric outpatient clinic, elementary school health care, emergency care, dental care, and other).

Tables 1 and 2 show the background information of the respondents. The majority of leaders (324/401, 80.8%) and professionals (776/2067, 85.92%) were women, and the mean ages of the leaders and professionals were 51.6 and 45.1 years, respectively. The leader respondents were nurses, physicians, counselors, and others whose titles did not reveal profession. A greater proportion of leaders (63/401, 15.7%) than professionals (78/2067, 3.77%) had participated in the planning of the patient portal services.

Table 1. Leader background information (n=401).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>64 (16.0)</td>
</tr>
<tr>
<td>Female</td>
<td>324 (80.8)</td>
</tr>
<tr>
<td>Not reported</td>
<td>13 (3.2)</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>51.6 (7.9)</td>
</tr>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Nurse leader</td>
<td>177 (44.1)</td>
</tr>
<tr>
<td>Physician leader</td>
<td>94 (23.4)</td>
</tr>
<tr>
<td>Counseling leader</td>
<td>74 (18.5)</td>
</tr>
<tr>
<td>Other</td>
<td>56 (14.0)</td>
</tr>
<tr>
<td><strong>Participated in the planning, n (%)</strong></td>
<td>63 (15.7)</td>
</tr>
<tr>
<td><strong>Years of work experience in similar tasks, mean (SD)</strong></td>
<td>10.2 (8.5)</td>
</tr>
</tbody>
</table>

Table 2. Professional background information (n=2067).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>228 (11.0)</td>
</tr>
<tr>
<td>Female</td>
<td>1776 (85.9)</td>
</tr>
<tr>
<td>Not reported</td>
<td>63 (3.1)</td>
</tr>
<tr>
<td><strong>Age in years, mean (SD)</strong></td>
<td>45.1 (11.1)</td>
</tr>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital nurse</td>
<td>651 (31.5)</td>
</tr>
<tr>
<td>Practical nurse</td>
<td>405 (19.6)</td>
</tr>
<tr>
<td>Doctor/dentist</td>
<td>189 (9.1)</td>
</tr>
<tr>
<td>Public health nurse</td>
<td>167 (8.1)</td>
</tr>
<tr>
<td>Physio and other therapists</td>
<td>124 (6.0)</td>
</tr>
<tr>
<td>Dental nurse</td>
<td>47 (2.3)</td>
</tr>
<tr>
<td>Social worker</td>
<td>42 (2.0)</td>
</tr>
<tr>
<td>Midwife</td>
<td>28 (1.4)</td>
</tr>
<tr>
<td>Administrator</td>
<td>27 (1.3)</td>
</tr>
<tr>
<td>Other</td>
<td>387 (18.7)</td>
</tr>
<tr>
<td><strong>Participated in the planning, n (%)</strong></td>
<td>78 (3.7)</td>
</tr>
<tr>
<td><strong>Years of work experience in the field, mean (SD)</strong></td>
<td>16.2 (10.8)</td>
</tr>
</tbody>
</table>
Factors Associated With Leader Support for a New Patient Portal

Multimedia Appendix 2 presents the mean and standard deviation of the study variables. Table 3 presents the results of the multiple linear regression analysis, examining the associations of independent leader variables with the leader support for the patient portal. All IVs except for gender and age were significantly associated with leader support in the univariate analyses ($P<.001$; Multimedia Appendix 3), and therefore they were all included as independent predictors in the multiple regression. Age was included as a control variable as previous studies have suggested associations of age [30] and gender [31] with the use of eHealth technologies.

Results show that the leaders’ clear vision of the future patient portal was moderately associated with their support for the portal ($\beta=.40, P<.001$). Moreover, good quality of information ($\beta=.16, P=.02$) and perceived organizational readiness ($\beta=.15, P=.04$) were modestly positively associated with leader support for the patient portal. In the multiple regression model, expected efficiency improvements, benefits for patients, personnel readiness, and implementation practices did not have a significant independent association with leader support. Overall, the model explained 43% of the variance in leader support for the portal.

 Associations of Unit-Level Leader Factors With Professional Support for the Patient Portal

To test how the perceptions of the leaders were associated with professional support for the patient portal in the pre-implementation phase, we used multilevel modeling. First, in the null model, we tested the effect of clustering on professional support. As indicated in Table 4, the intraclass correlation was 0, indicating that variation in professional support occurred at the individual level rather than at the unit level. Model A includes all potential predictors of professional support that were significant ($P<.001$) in the univariate analyses (Multimedia Appendix 4).

In Model A, only the individual-level variables professional participation in the planning of the services ($\beta=.57, P<.001$) and professional age ($\beta=.06, P=.04$) showed statistically significant association with professional support. To further test which independent variables could best explain professional support, we used backward elimination. Model B shows that the individual-level variable professional participation in the planning ($\beta=.57, P<.001$), unit-level leader view of informing ($\beta=.08, P<.001$), and individual-level professional age ($\beta=-.06, P=.05$) alone explain 17% of the variation in professional support with rather modest magnitudes of association. The analysis therefore suggests that there is an association between leader perception of the quality of informing provided and disseminated about the new patient portal and professional support for the portal. The quality of informing variable included aspects of how well the leaders received information and how well the leaders informed their own subordinates. Thus, the results suggest that if the leaders had received information about the portal, they also informed their subordinates. In addition, professionals’ own participation in the planning of the services is associated with their support.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$\beta$</th>
<th>Standard error</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vision clarity</td>
<td>.40</td>
<td>.06</td>
<td>$&lt;.001$</td>
</tr>
<tr>
<td>Efficiency improvements</td>
<td>.04</td>
<td>.07</td>
<td>.58</td>
</tr>
<tr>
<td>Benefits for patients</td>
<td>.03</td>
<td>.07</td>
<td>.65</td>
</tr>
<tr>
<td>Personnel readiness</td>
<td>.01</td>
<td>.07</td>
<td>.90</td>
</tr>
<tr>
<td>Organizational readiness</td>
<td>.15</td>
<td>.07</td>
<td>.04</td>
</tr>
<tr>
<td>Quality of informing</td>
<td>.16</td>
<td>.07</td>
<td>.02</td>
</tr>
<tr>
<td>Implementation practices</td>
<td>-.08</td>
<td>.07</td>
<td>.25</td>
</tr>
<tr>
<td>Participation in the planning</td>
<td>.07</td>
<td>.13</td>
<td>.63</td>
</tr>
<tr>
<td>(category reference: no participation)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.05</td>
<td>.04</td>
<td>.30</td>
</tr>
</tbody>
</table>

Table 3. Multiple linear regression analysis for leader support showing the associations of independent leader variables; $R^2=.43$. 
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Table 4. Multilevel model of the association of unit-level leader views with professional support (N=1532; 44 units). Continuous variables were used as continuous standardized variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Null model</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept, regression coefficient (robust standard error)</td>
<td>−0.00 (.03)</td>
<td>−0.03 (.02)</td>
<td>−0.02 (.03)</td>
</tr>
</tbody>
</table>

**Unit-level leader variables, regression coefficient (robust standard error)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Null model</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support for services</td>
<td>—</td>
<td>0.01 (.04)</td>
<td>—</td>
</tr>
<tr>
<td>Vision clarity</td>
<td>—</td>
<td>−0.04 (.04)</td>
<td>—</td>
</tr>
<tr>
<td>Expected efficiency improvements</td>
<td>—</td>
<td>0.00 (.04)</td>
<td>—</td>
</tr>
<tr>
<td>Expected benefits for patients</td>
<td>—</td>
<td>0.05 (.06)</td>
<td>—</td>
</tr>
<tr>
<td>Personnel readiness</td>
<td>—</td>
<td>0.01 (.05)</td>
<td>—</td>
</tr>
<tr>
<td>Organizational readiness</td>
<td>—</td>
<td>0.04 (.03)</td>
<td>—</td>
</tr>
<tr>
<td>Quality of informing</td>
<td>—</td>
<td>0.11 (.06)</td>
<td>0.08 (.02)</td>
</tr>
<tr>
<td>Implementation practices</td>
<td>—</td>
<td>−0.08 (.05)</td>
<td>—</td>
</tr>
</tbody>
</table>

**Individual-level variable, regression coefficient (robust standard error)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Null model</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional’s age</td>
<td>—</td>
<td>−0.06 (.03)</td>
<td>−0.06 (.03)</td>
</tr>
<tr>
<td>Professional’s participation (category reference: no participation)</td>
<td>—</td>
<td>0.57 (.10)</td>
<td>0.57 (.10)</td>
</tr>
</tbody>
</table>

$R^2$ = 0.00 0.24 0.17

Rho (intraclass correlation) = 0.00 0.00 0.00

$^aP<.05.$  
$^bP<.001.$

**Discussion**

**Principal Findings and Comparison With Prior Work**

Effective leadership has been identified as important in the successful implementation of health information technology innovations [1-5]. This survey study aimed at clarifying the role of frontline leaders especially in motivating health professionals in the pre-implementation phase of a patient portal. Frontline leaders’ own support for the new patient portal had strongest association with their perception of vision clarity, information shared in the organization about the portal, and organizational readiness. These factors explained close to half of the variation in leader support, which suggests that special attention should be paid to communicating the vision clearly among the leaders, supporting the communication concerning the new eHealth services in all employee groups, and choosing the timing of implementation wisely to support the organizational readiness. Frontline leaders’ positive perception of quality of information about the patient portal in the organization was also associated with professional participation in its planning, which further accentuates the significance of good communication. The multilevel analysis further showed that professionals’ own participation in the planning of the patient portal had positive association with their support for the patient portal. This finding implies that engaging professionals early on in the development can have a notable effect on implementation success.

Overall, the quality of informing was evaluated to be rather low. In the early pre-implementation phase, the health organizations had not yet efficiently informed the personnel that a new patient portal will be implemented. However, informing is important especially in the initiation phase because potential users need to be aware of new services in order to adopt them [20]. Moreover, reaching hundreds or thousands of health professionals takes time. Realistic positive expectations are also known to support later adoption of new services [32].

The findings suggest that good communication and being well informed are particularly important in building frontline leader support for a new eHealth service in the pre-implementation phase. If top management communicates a clear vision and sufficiently conveys information about the new service, frontline leaders are able to inform their subordinate health professionals. During this early implementation phase, the provision of sufficient information about the future patient portal and professional participation in its planning were also positively associated with the health professional support. Thus, frontline leaders have a critical role in engaging health professionals in planning and supporting their positive attitudes, which will in turn ensure active use of the new services [10].

Other study variables were positively associated with leader support in the univariate regression analysis. Most of the study variables were related to implementation practices associated with successful health IT adoption by earlier research [7]. As some of the implementation practices were not yet topical in the pre-implementation phase, the leaders seemed to form expectations based on their previous experiences in their organization. Thus, results suggest that the way technical innovations had previously been implemented influences support for a new service. In addition to implementation practices, change appropriateness regarding how the new portal influences...
work processes and customers was positively associated with leader support as expected based on earlier research [12].

Ingebrigtsen et al [7] suggest that leaders at all levels of the organization support successful IT adoption. For example, all leadership levels should communicate a clear vision and the goals of the new system. Our research results suggest that frontline leaders are more prepared to support the new patient portal and communicate a clear vision to their subordinates if they have received information about the vision from the upper levels. As the strategic level is not in direct contact with health professionals, it is the frontline level that has a critical role in communicating the vision and providing leadership support. On the other hand, the frontline needs information and resources from the upper levels to be effective.

In summary, the results support earlier research findings. The contribution of our study is that it clarifies the role of the frontline leaders in the early phases of implementing a new patient portal. Our results highlight the importance of vision clarity and conveying information to the frontline leaders so they can create support among health professionals for a new patient portal. In large and complex organizations, frontline leaders have a critical role in communicating and spreading the vision for the health professionals, engaging them in planning and supporting positive attitudes among the professionals.

Limitations

In this study, we focused on the pre-implementation phase and a specific application, the patient portal for self-management. Due to the cross-sectional study design, it is not possible to infer causality relationships between variables. Future longitudinal studies should clarify the role of frontline leaders’ pre-implementation perceptions in the later phases of implementation. The importance of top management support has been highlighted in earlier research [5] but was not directly studied here.

Furthermore, the variable quality of informing was not one-dimensional as it embedded aspects on how well the leaders received information and how well the leaders informed their own subordinates. The Cronbach alpha of the measure was very high (.92) supporting the assumption that the frontline leaders cannot inform their subordinates if they have not received the information from the organization.

We were not able to link leaders specifically with their subordinate health professionals. Instead, we averaged leader variables over the unit they worked in. However, the statistically significant association found between leader and professional variables in our study can be considered strong, since only averaged values of leader variables over a work unit could be used in the analysis. It is possible that associations would have been stronger and weaker associations could have been found if individual leaders could have been linked to their respective subordinates.
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Abstract

Background: Inpatient portals (IPPs) have the potential to increase patient engagement and satisfaction with their health care. An IPP provides a hospitalized patient with similar functions to those found in outpatient portals, including the ability to view vital signs, laboratory results, and medication information; schedule appointments; and communicate with their providers. However, IPPs may offer additional functions such as meal planning, real-time messaging with the inpatient care team, daily schedules, and access to educational materials relevant to their specific condition. In practice, IPPs have been developed as websites and tablet apps, with hospitals providing the required technology as a component of care during the patient’s stay.

Objective: This study aimed to describe how inpatients are using IPPs at the first academic medical center to implement a system-wide IPP and document the challenges and choices associated with this analytic process.

Methods: We analyzed the audit log files of IPP users hospitalized between January 2014 and January 2016. Data regarding the date/time and duration of interactions with each of the MyChart Bedside modules (eg, view lab results or medications and patient schedule) and activities (eg, messaging the provider and viewing educational videos) were captured as part of the system audit logs. The development of a construct to describe the length of time associated with a single coherent use of the tool—which we call a session—provides a foundational unit of analysis. We defined frequency as the number of sessions a patient has during a given provision day. We defined comprehensiveness in terms of the percentage of functions that an individual uses during a given provision day.

Results: The analytic process presented data challenges such as length of stay and tablet-provisioning factors. This study presents data visualizations to illustrate a series of data-cleaning issues. In the presence of these robust approaches to data cleaning, we present the baseline usage patterns associated with our patient panel. In addition to frequency and comprehensiveness, we present considerations of median data to mitigate the effect of outliers.

Conclusions: Although other studies have published usage data associated with IPPs, most have not explicated the challenges and choices associated with the analytic approach deployed within each study. Our intent in this study was to be somewhat exhaustive in this area, in part, because replicability requires common metrics. Our hope is that future researchers in this area will avail themselves of these perspectives to engage in critical assessment moving forward.

(J Med Internet Res 2019;21(3):e10957) doi:10.2196/10957
Introduction

Background

The use of ambulatory patient portals has substantially expanded since 2011, coincident with requirements for patient engagement placed on health care facilities as a component of meaningful use. Ambulatory patient portals allow patients to view their medical information, schedule appointments, manage their medications, and communicate with their doctors [1]. Research on ambulatory portals has found that patients want to adopt the use of these tools at a rate faster than that in which health care facilities have promulgated the technology [2]. Patient portals can foster increased patient engagement, and frequent users of outpatient health applications, portals, and personal health records show improvement in both risk factors for chronic diseases [3-7] and health outcomes [8,9]. As patient engagement technology shows positive results, some health care facilities have begun to explore other technologies that may improve the patient’s experience with the hope of impacting both clinical outcomes and satisfaction with care—inpatient portals (IPPs) are an example of such a technology.

Interest in IPPs stems from the benefits found in the use of outpatient portals as opposed to a response to regulation. Given the primary driver of health care costs at the national level is hospital-based care, facilities that can use technology to improve quality at a lower cost to the populations they serve—2 components of The Triple Aim [10]—are able to maintain a sustainable competitive advantage over their competition and, presumably, capture a greater component of the markets that they serve. An IPP provides a hospitalized patient with similar functions to those found in outpatient portals, including the ability to view vital signs, laboratory results, and medication information; schedule appointments; and communicate with their providers. However, IPPs may offer additional functions such as meal planning, real-time messaging with the inpatient care team, daily schedules, and access to educational materials relevant to their specific conditions [11,12]. In practice, IPPs have been developed as websites and tablet applications, with hospitals providing the required technology as a component of care during the patient’s stay.

Although studies that have explored the effect of IPPs in specific contexts go back to 2011 [13-15], adoption of large-scale commercial IPPs has generally been slow. One of the first such implementations occurred in 2013 at the Ohio State University (OSU) Wexner Medical Center with Epic Systems’ MyChart Bedside (MCB) product. As the first academic medical center to implement a system-wide IPP, OSU sought to use its unique position to document its journey and provide guidance on IPP adoption [1,11,12]. However, only recently has enough usage data been available upon which to explore outcomes through a big data approach—specifically through the analysis of audit log files.

Audit log files are server-side records of actions taken by a user. Every button pushed on a website or mobile app creates a record on the host computer, which can be used as the basis of an analysis. Log file analysis can be used to assess both when technology was accessed and what features of a program were used [16,17]. These log files are routinely assessed for operational purposes to help developers of websites and apps understand the behaviors of users to further improve these programs [18]. Log file analysis in the context of outpatient portals has been used to track the number of people using health applications in the patient portals; however, many of these studies measure only log-ins to the portal and not use of individual functions [6,8,19,20]. There has been limited research measuring the rate of use of one or two specific features of a tool, such as secure provider messaging or medication refill requests [21-23]. Log file analysis in the more recent IPP literature also shares similar constraints, where studies typically use crude measures to quantify IPP usage. These range from survey responses about use [24] to counts of overall use [25] or focus on the use of a few individual functions [26]. These kinds of studies report the total patients who used IPP and the total frequency of use across individual IPP functions; they typically do not report the limitations of using such measures.

The concept of use of a portal is multifaceted. For example, a researcher may define use in terms of the frequency with which a patient logs into the portal, or they may define use in terms of comprehensiveness, a function of the number of features a patient uses. Furthermore, although some may desire to measure use in a particular way, doing so may be hindered because of the manner in which the data are collected. As a result, the use of log files is not a straightforward task, and different definitions can be constructed to describe different elements of engagement. As a nascent area for research, there is limited scholarship and guidance on how one might approach the analysis of these data and explicate the challenges of analyzing log files.

Objectives

This study sought to address 2 aims. Primarily, it provides a documentation of our approach to processing IPP log files using data from our IPP implementation in January 2014 through the subsequent 2 years ending and in January 2016. This time frame represents a period with relatively stable use and lower distortions caused by implementation issues. Although other studies have published usage data, these previous studies did not describe the challenges and choices associated with the analytic approach deployed within each study. Therefore, our primary goal was to address and explicate methodological issues one might find in a similar analysis of log files in an institutional local data setting. Furthermore, to foster a standardized approach to this research, we included our analytic files as appendices that can be used to analyze Epic patient portal log files. Our intent was also to provide guidance for future reviewers related to ensuring that studies adhere to the highest quality of data analysis.

The secondary aim of our study was to provide descriptive results from our institution’s data on IPP usage to present the implications of our methodological approach and the
assumptions around the decisions we chose. Our results also provided a glimpse into the usage of the IPP and its functionality in the context of care and presented initial insights into how patients use this tool. The interpretation of our data could help identify patterns that others may validate in their own patient populations, based on the implementation experience with our IPP. Altogether, this study sought to encourage research rigor and replicability with an eye toward informing practice based on the first large-scale implementation in place. We addressed the primary aim of our study in the Methods section, and the secondary aim has been presented in the Results section with the help of descriptive statistics.

**Methods**

**Data Source and Data Model**

IPP use information is extracted from a limited dataset composed of retrospective data on MCB use in the form of audit log files from the OSU Information Warehouse, secured under an Institutional Review Board approval. The data for this study were gathered between January 2014 and January 2016. Data regarding the date/time and duration of interactions with each of the MCB modules (eg, view lab results or medications and patient schedule) and activities (eg, messaging the provider and viewing educational videos) are captured as part of the system audit logs. All events are recorded as a triad of data that includes the following:

1. A medical record number (MRN).
3. A timestamp including the date and time (MDY HMS) when the activity took place (WPR 520: UA-INSTANT).

To safeguard the privacy of the patient, the MRN was replaced by a study identifier by an honest broker in accordance with institutional policy for research-related requests forming a limited data set. The activity code represents the action taken by the patient (eg, a log-in, a log-out, accessing education materials, or sending a secure message). The parentheticals provide the variable name in the Epic data model for ease of identification. Other data sets that we merged with our audit log files are admission, discharge, and transfer (ADT) data; patient summary; and hospital charge data.

Our data model was primarily guided by 2 key objectives that determine the dimensionality of our final data set: (1) level of analysis of IPP use and (2) measure of IPP use. The level of analysis of IPP use indicates the rows of the data set, and the measure of IPP use represents the columns of our dataset (see Figure 1). From a conceptual standpoint, the level of analysis can be viewed as (1) session: a continuous period of portal use from the moment a patient logs into the IPP to the moment they logout; (2) admission: a period of continuous use during a clinical encounter, from admission to discharge from a unit; and (3) patient: all IPP use for a given patient across all inpatient encounters within the medical center. Similarly, the measure of IPP use can be viewed as (1) frequency: the count of use or the count of a particular action over a level of analysis; (2) comprehensiveness: a count of the number of unique actions or the number of unique activities over a level of analysis; and (3) duration: the amount of time spent using the portal over a level of analysis. Other important concepts that need to be considered for our data model are presented in Table 1.

Figure 1. Data aggregation model.
Data Processing

The approach we deployed to process our data to structure it to fit our data model objectives described in the previous section involved 6 overarching modules. For each of these modules, we explicated their goals and the critical assumptions around the data processing below.

Module 1

Process raw ADT dataset (refer to Stata Module 1 in Multimedia Appendix 1): The goal of this module was to establish the start and end date of each specific inpatient clinical encounter during which a patient received continuous medical care. To achieve this, we first inspected the ADT patterns for a patient at a facility within OSU using the ADT data set. For the data to fit our definition of a clinical encounter or admission, we performed 2 transformations of the raw ADT data:

I. Combine overlapping encounters: Patients may have more than one recorded ADT event in the raw data within a time period. For example, a patient may be admitted for an inpatient stay, admitted to another hospital within the system for a procedure, and then return to the original room. The result is multiple admissions but a single discharge. We treated these as a single admission.

II. Combine adjacent encounters: Patients may have encounters that occur within a short time frame of each other. This is generally attributable to patients moving between different OSU facilities. Without a way to differentiate true discharges from transfers between facilities, we merged all encounters that occurred within 4 hours of each other (which covers approximately 80% of all transfers at our institution) to form a single admission event.

Module 2

Process raw hospital charges dataset (refer to Stata Module 2 in Multimedia Appendix 2): The goal of this module was to obtain information about patients’ clinical diagnoses. As MCB is an IPP, initial processing of the hospital charges’ data requires that data be restricted to only inpatient encounters (i.e., excluding any instances of outpatient or emergency visits). As a single hospital charge may cover multiple encounters, we created a new variable: hospital account id, which links specific charges to an admission period. An artifact of creating this variable is the presence of duplicate hospital account ids with different admission and discharge times in the raw source data. As we used the raw ADT data to define admission times, we retained only one of the duplicate observations of hospital account id in the hospital charges files to obtain information about patients’ clinical diagnoses and validated that this information was indeed the same across the duplicate observations.

Module 3

Process raw Audit Log dataset (refer to Stata Module 3 in Multimedia Appendix 3): The goal of this module was to apply existing category labels for the MCB function to users’ actions. A review of raw audit log data found that the log files include activity codes, which are generated by the computational environment that represents administrative actions not initiated by the patient (e.g., pushed data to ensure that the tablet does not display stale data). A review of system documentation, conversations with the implementation team, discussion with the vendor (Epic), and subsequent data visualizations were used to assist in the identification of data in the activity code associated with the idiosyncratic choices of the institution in its implementation, and those actions were removed from the analysis. We removed 2 user actions: (1) Get Menu Items and (2) Get Provider, as the former was a navigational action and the latter appeared as multiple separate actions, one for each Care Team member a patient has, whenever the Get Care Team action was performed. We also removed Get Wallpaper Data actions, which represented a page refresh action and occurred every 5 min (discussed in greater detail in Module 5).

Our approach resulted in 9 MCB functions (see Table 2). Analysis of the raw data also found that the logout and login variables are not reliable indicators of a contiguous MCB use period. Hence, we did not use these variables for our classification of users’ actions. Table 3 provides the description and use case examples for each of the 9 functions identified by our study team.
Table 2. Active and inactive MyChart Bedside users’ actions.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Users’ action</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access educational materials</td>
<td>Get 1 patient-prescribed education title</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Update education status</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get patient-prescribed education titles</td>
<td>Not active</td>
</tr>
<tr>
<td>Access personal notes</td>
<td>Create patient note</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Delete patient media</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Delete patient note</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Update patient note</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get patient notes</td>
<td>Not active</td>
</tr>
<tr>
<td>Administrative</td>
<td>Identify user with lock</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Make Bedside link</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Send MyChart email</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Accept terms and conditions</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Handshake</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Load terms and conditions</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Set lock for user</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Update photo for user</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Login/logout</td>
<td>Not active</td>
</tr>
<tr>
<td>Check secure messages</td>
<td>Get messages</td>
<td>Active</td>
</tr>
<tr>
<td>Happening soon</td>
<td>Create user-created event</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Delete user-created event</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get appointment event detail</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get medication administration details</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get surgery event detail</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Load schedule</td>
<td>Active</td>
</tr>
<tr>
<td>I would like</td>
<td>Delete patient request</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Save patient request</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get patient requests</td>
<td>Not active</td>
</tr>
<tr>
<td>MyChart Ambulatory</td>
<td>Create MyChart account</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Load MyChart info</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Validate MyChart login</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Validate MyChart password</td>
<td>Not active</td>
</tr>
<tr>
<td>Review current care team</td>
<td>Get Care Team</td>
<td>Active</td>
</tr>
<tr>
<td>Review vitals and lab results</td>
<td>Get lab result comments</td>
<td>Active</td>
</tr>
<tr>
<td></td>
<td>Get health metrics</td>
<td>Not active</td>
</tr>
<tr>
<td></td>
<td>Switch bedside admission</td>
<td>Not active</td>
</tr>
<tr>
<td>Send a secure message</td>
<td>Save message</td>
<td>Active</td>
</tr>
</tbody>
</table>
Table 3. MyChart Bedside functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
<th>Use case example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happening soon</td>
<td>Review scheduled upcoming tests or procedures</td>
<td>The patient wants to see what time they can expect the respiratory therapist to come for their breathing treatment.</td>
</tr>
<tr>
<td>I would like</td>
<td>Request one of a number of ancillary services</td>
<td>The patient wants to see a representative from Pastoral Care.</td>
</tr>
<tr>
<td>MyChart Ambulatory tasks</td>
<td>Access the ambulatory patient portal through the MCB a conduit</td>
<td>The patient wants to create an outpatient MyChart account or change the password on an existing MyChart account.</td>
</tr>
<tr>
<td>Review vitals and lab results</td>
<td>Review vital signs including blood pressure, heart rate, and temperature</td>
<td>The patient wants to see the results of their morning blood tests.</td>
</tr>
<tr>
<td>Send a secure message</td>
<td>Send a secure message to the care team</td>
<td>The patient wants to ask a question about their treatment.</td>
</tr>
<tr>
<td>Check secure messages</td>
<td>Check whether a secure message has been received</td>
<td>The patient wants to see whether a member of the care team has responded to their earlier question.</td>
</tr>
<tr>
<td>Access personal notes</td>
<td>Record and review personal notes (audio and written)</td>
<td>The patient has a question for their doctor that they want to remember to ask during rounds.</td>
</tr>
<tr>
<td>Review current care team</td>
<td>Review active members of the care team</td>
<td>The patient wants to find out the name of the nurse that just came in, but was too shy to ask.</td>
</tr>
<tr>
<td>Access educational materials</td>
<td>Access training materials through a link to an external health information content provider</td>
<td>The patient was assigned educational material by the care team. The care team will engage in teach-back once the patient is done or will ensure the content is discussed no later than 24 hours after assignment.</td>
</tr>
</tbody>
</table>

aMCB: MyChart Bedside.

Textbox 1. MyChart Bedside external actions.

External actions:
- Dining on demand
- Welcome video
- Getting started
- MyChart Bedside (MCB) patients’ rights and responsibilities
- MCB patients’ tutorial

In addition to the features available directly through MCB, the hospital also provides external tools, such as the ability to order food, through the portal. These external actions are identified in the log as Media/Web content, which the software uses for any remote internet call. The extended info variable (WPR 550) provides a unique code that identifies each of these external actions. Observations with these actions were replaced with specific MCB active tasks (seeTextbox 1).

In some cases, multiple login events appeared sequentially, with no other actions recorded. It was determined that these did not provide any meaningful information, and all but one of these sequential logins was dropped. There were also instances where the same actions occurred multiple times with the same time stamp. We retained only one observation in such a case, although it was difficult to delineate 2 close observations in time as they may truly be unique or artifacts of system idiosyncrasies.

Module 4

Merge ADT, Audit Log, and Hospital Charges data sets (refer to Stata Module 4 in Multimedia Appendix 4): The goal of this module was to first link the data from the processed ADT and audit log data sets and then to link the new dataset with the Hospital Charges data set. As there was no unique identifier across the ADT and audit log data sets, we linked our data sets by matching all the records using the patient’s MRN and keeping only the audit log observations that fell within a clinical encounter period. This process did yield some log observations that fell outside of a clinical encounter, and we dropped these observations in our linked data set. The dropped observations fell into 2 general categories, those that were (1) very close to encounter periods and (2) far from encounter periods. The former may be the result of potential inconsistencies in our session variables, and the latter phenomenon is harder to diagnose as use may appear days or even years after being removed from any patient encounter. These observations were removed from the data. Finally, we used the hospital account id from the ADT and Hospital Charges data sets to link the hospital charges file to our merged data set.

Module 5

Generate levels of analysis (refer to Stata Module 5 in Multimedia Appendix 5): The goal of this module was to create variables to flag different temporal dimensions within which
IPP use could be measured. Our first step was to create a variable that flags the beginning of each session. We defined a session to be a continuous period of portal use without 15 min of inactivity. It should be noted that our institution logs individuals out of the system after 10 min of inactivity; however, a review of the data showed the logout system was not always effective. As a result, we chose 15 min as a conservative estimate to represent sufficient inactive time to justify the end of a session. Using our definition of a patient admission, established in Module 1, we also created a variable to flag unique patient admissions. We were also able to identify unique patients who used the IPP by their MRN.

With respect to IPP sessions, we encountered additional idiosyncrasies in the data that required processing. As previously noted, the Get Wallpaper Data action resulted in page refreshes at intervals of 5 min. Figure 2 illustrates this phenomenon with session data, and Figure 3 illustrates the same data after we omit this action.

**Module 6**

Generate measures of use (refer to Stata Module 6 in Multimedia Appendix 5): The goal of this module was to create variables to measure IPP use from several different dimensions. As we attempted to develop our use measures, we first encountered challenges with patients using MCB who had extremely short or long lengths of stay (LOSs). Figure 4 resents the LOS associated with MCB users. The data approximate a log normal distribution; however, a small number of provisioned patients were long-term admissions to the hospital. Given the disproportionate effect of outliers on descriptive statistics, we sought to identify a point in the distribution where we no longer felt that we had sufficient data to make robust approximations. In the OSU case, we did not include individuals who were hospitalized longer than 30 days as the number of patients at that point fell below our *a priori* group size of 30 (indicating that at least 30 people had that total LOS). As we collected more data over time, we expected to push this boundary into longer LOSs.

Additionally, as illustrated in Figure 4, we identified another artifact in the audit log data. In cases where an individual logs in to review their current status on the home screen, the result is a *zero-time session*, one in which no additional functions are activated. If the goal is to create a metric for the duration of time the patient uses the tools, then that measure of duration would be systematically biased. As a result, the development of a metric of *duration*, defined as the *time spent in a particular session*, was determined to be unable to be constructed using audit log files from MCB. Hence, we focused on the creation of IPP use measures of frequency and comprehensiveness measures.

Furthermore, provisioning of the tablet with MCB occurs subsequent to admission and, as a result, the LOS and the number of provision days may not be equivalent. This was an important consideration because the use of LOS as a comparative construct creates systematic bias in the result. Consider a hypothetical patient who presented in the emergency room, was deemed nonresponsive, and was then admitted to the hospital. It may be that the patient becomes coherent on day 3 and provisioned with the IPP on day 5, based on established protocols. This difference between day first provisioned and LOS was visualized to assess the practice pattern associated with the provisioning process.

Each tile in Figure 5 represents the intersection of a patient’s LOS on the x-axis with the day they were provisioned a tablet during that admission on the y-axis. In the context of this graph, LOS is constructed such that if a patient is admitted and discharged on the same day, their LOS would be equal to zero and is not based on an hourly calculation of days. The number in each tile represents the total number of patients at a given intersection of LOS and day of provisioning. For example, 719 patients had an LOS of 3 and were provisioned a tablet on the second day (day of provisioning=1 in Figure 5). The color gradient represents the percentage of patients provisioned on a given day within each LOS. It should be noted that if individuals were always provisioned on the day they were admitted, the graph would be the line of red tiles at the day of provisioning zero. What we see in fact is that there is significant variability in the time from admission to tablet provision. It may take several days for a patient to get their tablet and, as such, LOS as the basis of analysis may suffer from distortions associated with provisioning practice.

The research team also identified a number of exogenous factors that impacted the use of the IPP. For example, tablets are assigned to the patient while in a unit and, as a result, the patient could experience a discontinuity in access attributable to a change in unit, as was commonly the case when a patient was moved between units after a procedure (eg, prepartum to postpartum). Figure 5 focuses on the first 10 days because over 90% of all patients are provisioned for 10 days or less. As a result, the presentation of data in tables using the first 10 provision days represents a relatively robust approximation of usage for the majority of patients.

As a result of our processing, although duration, frequency, and comprehensiveness could offer a holistic view of IPP usage, only the latter 2 of those measures are robust. We have presented the preliminary results of this application of our methods in the next section using the frequency and comprehensiveness measures of IPP use.
**Figure 2.** Session length (n=139,181).

**Figure 3.** Session length (n=82,117).
Figure 4. Length of stay (n=6575).

Figure 5. Day of provisioning by length of stay (n=5418).
Results

Overview

We applied our methodology for processing and merging the data sets described in the Methods section to MCB use data at OSU for the time periods between January 2014 and January 2016. Table 4 provides context for our study sample in relation to the patients seen by the OSU general patient population. Our sample of MCB users consisted of patients who were generally younger, more likely to be female, and had similar Charlson Comorbidity Index scores (range 0 to 19) to the OSU general population. They also had a slightly lower count of diagnoses than the general population.

The results below enumerate the implications of our decisions in the previous section, provide a glimpse into the usage of the IPP and its functionality in the context of care, and present initial insights into how patients use these tools. We offered the interpretation of our data so as to identify patterns that others may validate in their own patient populations, based on the implementation experience with our IPP. The results we presented below are based on the first 10 tablet provision days within an admission.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Study sample (n=5305)</th>
<th>Ohio State University general population (N=69,761)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>45.06 (16.91)</td>
<td>53.64 (18.01)</td>
</tr>
<tr>
<td>Female (%)</td>
<td>75</td>
<td>55</td>
</tr>
<tr>
<td>Charlson Comorbidity Index, mean (SD)</td>
<td>3.06 (3.55)</td>
<td>2.77 (3.12)</td>
</tr>
<tr>
<td>Diagnoses, mean (SD)</td>
<td>13.05 (8.98)</td>
<td>15.49 (9.40)</td>
</tr>
</tbody>
</table>

Table 5 presents descriptive statistics on the frequency of IPP use across the various MCB functions based on our 3 levels of analysis: (1) session, (2) admission, and (3) patient. With respect to session, our results indicated that the median number of active tasks across sessions for all MCB functions was zero. This suggests that the majority of sessions contained only administrative/navigational tasks. We found that the top quartile for Happening Soon and View Care Team had 2 or more active tasks. Within a session, we found that the Send a Secure Message function was rarely used, albeit the Check Secure Messages function was used relatively more. The View Care Team function was the most popular function used. As previously noted in the Data Processing section, variables such as View Care Team may be inflated because of how the observations were recorded. For the admission and patient levels of analysis, the View Care Team and Happening Soon functions appear to be used more than the other MCB functions. These 2 functions also had a high level of spread based on their interquartile ranges. Like the session level, the Send a Secure Message was the least used function. Across the statistics, it is important to recognize that the admission and patient levels of analysis contain a high level of variability because of, for example, different numbers of admissions for a patient.

Table 5. Frequency of MyChart Bedside functions.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Sessions (n=59,802)</th>
<th>Admissions (n=6105)</th>
<th>Patients (n=4979)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>IQRa</td>
<td>Median</td>
</tr>
<tr>
<td>Happening soon</td>
<td>0</td>
<td>2 (0-170)</td>
<td>6</td>
</tr>
<tr>
<td>I would like</td>
<td>0</td>
<td>0 (0-11)</td>
<td>0</td>
</tr>
<tr>
<td>MyChart Ambulatory tasks</td>
<td>0</td>
<td>0 (0-23)</td>
<td>0</td>
</tr>
<tr>
<td>View vitals and lab results</td>
<td>0</td>
<td>0 (0-60)</td>
<td>1</td>
</tr>
<tr>
<td>Check secure messages</td>
<td>0</td>
<td>0 (0-187)</td>
<td>1</td>
</tr>
<tr>
<td>Send a secure message</td>
<td>0</td>
<td>0 (0-4)</td>
<td>0</td>
</tr>
<tr>
<td>Access personal notes</td>
<td>0</td>
<td>0 (0-11)</td>
<td>0</td>
</tr>
<tr>
<td>View care team</td>
<td>0</td>
<td>2 (0-191)</td>
<td>6</td>
</tr>
<tr>
<td>Access educational materials</td>
<td>0</td>
<td>0 (0-44)</td>
<td>1</td>
</tr>
</tbody>
</table>

aIQR: interquartile range.
With respect to the first aim, we provided 6 modules that may validate in their own patient populations. The patterns in these results did not vary significantly from analysis using the frequency measure in the sense that the most common activities were administrative/navigational tasks. The admission and patient levels of analysis both reflect a similar pattern, where there is an even distribution between 2 and 8 functions. At 8 functions, we also found that the Check Secure Messages function was the least commonly used task. It should be noted that, across all levels, the proportion of data for using all 9 functions was very low.

We generated similar statistics for the frequency and comprehensive measures using the first 30 days within an admission (see supplementary tables in Multimedia Appendix 6). The patterns in these results did not vary significantly from the use measures presented using the first 10 tablet provision days.

Comprehensiveness

Table 6 presents the descriptive statistics on the count of unique IPP actions performed by patients based on our 3 levels of analysis. As the session level, the results concur with our analysis using the frequency measure in the sense that the most common activities were administrative/navigational tasks. The admission and patient levels of analysis both reflect a similar pattern, where there is an even distribution between 2 and 8 functions. At 8 functions, we also found that the Check Secure Messages function was the least commonly used task. It should be noted that, across all levels, the proportion of data for using all 9 functions was very low.

We generated similar statistics for the frequency and comprehensive measures using the first 30 days within an admission (see supplementary tables in Multimedia Appendix 6). The patterns in these results did not vary significantly from the use measures presented using the first 10 tablet provision days.

Discussion

Summary

IPPs offer patients access to unique features not required in outpatient portals. Although significant research has been done to study outpatient portals, the nascent nature of IPPs lends them to exploration. As we noted in the Introduction section, the purpose of this study was twofold. The goal with our first aim was to address and explicate methodological issues that one might find in a similar analysis of audit log files from an institutional local data setting. Our intent was to provide guidance for future reviewers related to ensuring that studies adhere to the highest quality of data analysis. The second aim of our study was to offer a sense of the implications of our methodological approach. We supplemented these discussions with the Stata code (available as appendices in the Multimedia Appendix 1) used within each module so that researchers can apply them to their own data. In addition, below we have highlighted 4 key lessons that we learned related to this aim. These lessons should guide and inform future research using audit log files with the intention of helping researchers overcome many of the complex, tedious, and resource-intensive tasks involved with parsing through and combining this type of data [27]. Our hope is also that future researchers in this area will avail themselves of our perspectives to engage in critical assessment moving forward.

Lessons Learned

First, as the precision of recording of IPP user activity in the audit log files is imperfect, significant experience and familiarity are needed with the data to trace the flow of user activity [27-29]. To address this major challenge, we recognized, very early in the process, the need for a data model with prime directives that would enable us to reframe or restructure the data for the purposes of our study. This was especially important for our study given that the original intent of the data collection was not for research purposes but rather for our institution’s operational needs. We found that explicating the levels of analysis and the measures of use were 2 useful objectives around which our data needed to be redefined. The need for strong assumptions around the data model (eg, constraining our analysis to 10 or fewer IPP provision days) was also necessary.

Second, we found that using different levels of analysis involved information that contained both unique and common aspects. Assessing IPP use from the session to the patient level provided a view of IPP utilization that ranged from a granular to a more aggregate perspective. Notably, our data indicated that IPP use at the admission level was strongly correlated with the relatively longer-term view of use at the patient level. This phenomenon needs to be further explored to confirm that this pattern exists beyond our institutions’ data.

Third, and as other researchers have noted [30-33], we found that the choice of a specific IPP measure of use is complex and involves tradeoffs. The use of frequency provided us a count of the unique actions within a level of analysis, albeit the number

<table>
<thead>
<tr>
<th>Number of functions</th>
<th>Sessions (n=59,802), frequency (%)</th>
<th>Admissions (n=6105), frequency (%)</th>
<th>Patients (n=4979), frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>26,257 (43.91)</td>
<td>494 (8.09)</td>
<td>324 (6.51)</td>
</tr>
<tr>
<td>1</td>
<td>8,259 (13.81)</td>
<td>278 (4.55)</td>
<td>211 (4.24)</td>
</tr>
<tr>
<td>2</td>
<td>11,450 (19.15)</td>
<td>568 (9.30)</td>
<td>425 (8.54)</td>
</tr>
<tr>
<td>3</td>
<td>6041 (10.10)</td>
<td>651 (10.66)</td>
<td>519 (10.42)</td>
</tr>
<tr>
<td>4</td>
<td>3697 (6.18)</td>
<td>905 (14.82)</td>
<td>704 (14.14)</td>
</tr>
<tr>
<td>5</td>
<td>1766 (2.95)</td>
<td>813 (13.32)</td>
<td>633 (12.71)</td>
</tr>
<tr>
<td>6</td>
<td>945 (1.58)</td>
<td>588 (9.63)</td>
<td>485 (9.74)</td>
</tr>
<tr>
<td>7</td>
<td>852 (1.42)</td>
<td>663 (10.86)</td>
<td>576 (11.57)</td>
</tr>
<tr>
<td>8</td>
<td>533 (0.89)</td>
<td>1033 (16.92)</td>
<td>975 (19.58)</td>
</tr>
<tr>
<td>9</td>
<td>2 (0.00)</td>
<td>112 (1.83)</td>
<td>127 (2.55)</td>
</tr>
</tbody>
</table>

Table 6. The number of distinct MyChart Bedside functions used.
was sensitive to patients’ LOSs (as noted by the extreme maximum points in our descriptive statistics for this measure). Although the comprehensiveness measure reflected whether patients used all the active IPP functions, this measure does not demonstrate users’ intensity of use of specific functions.

Finally, we recognized the utility of higher-level categorizations of the over 30 IPP user actions. By making these data parsimonious, we were able to effectively analyze and generate statistics about the data that may have been more tedious and complicated by the many types of user actions. We, nonetheless, recommend that future research explore other approaches to studying users’ actions to be able to generate robust findings about IPP use. These approaches may include techniques such as clustering, Gaussian mixture models, and multidimensional scaling.

With respect to the second aim, we offered an interpretation of our data based on the implementation experience with our IPP to identify patterns that others may validate in their own implementations and within their own patient populations. The analysis primarily demonstrates how the decisions we made around our data model’s assumptions and the methodological steps we undertook influenced the presentation of the output for our results; this subsequently could determine the narrative used by researchers and practitioners to communicate the patterns of IPP user actions found in their data.

As organizations move forward with their implementation of these tools, the need for benchmarks is critical to understand the relative success or challenges of a specific implementation. We also noted that use of the technology is a long-tailed phenomenon impacted by the presence of different types of users. For instance, 1 user, who was provisioned for less than three days, viewed members of the care team 111 times. In practice, wide differences in use may stem from a number of reasons, including comfort with technology as well as a patient’s disease state. Future research should attempt to identify the factors that contribute to distinguishing superusers (highly proficient users), hyperusers (high-frequency users), and intermittent users. In this instance, on provision day 1, 1 hyperuser had 41 separate sessions. To this end, we presented data in our results with both the interquartile ranges and the minimum and maximum to allow researchers to see the need for a classification schema moving forward.

Limitations

Key limitations should be noted with respect to our experience working with IPP audit log file data. Although we presented our methodology as a general approach to parsing and analyzing log file data, there are idiosyncrasies to such data that may exist specifically to an institution or the source of the data. It is impossible to consider all of these contingencies, but researchers should be mindful of the ones we have listed—along with the possibility of others—when using our approach.

Another limitation involves potential confounders that can influence the results presented. For example, using whiteboards as a means to communicate care team member information, changes to the care team members during a patient encounter, the times/days a patient uses the IPP, and the facility/unit within which the IPP is used may all influence the patterns identified in our data. However, this type of analysis is beyond the scope of our preliminary analysis and lends itself to future explorations that need to capture all of these and other possible contingencies in IPP use.

Finally, we submit that there may be other decisions that may be relevant or undiscovered with respect to how log file data need to be parsed or analyzed; these may have been potentially overlooked or they may be functions of the time and experience we have had with our data. Our hope is that we have motivated a conversation to advance future research to uncover these important aspects of the data that can help further improve the methodology used to manage these data.

Conclusions

This study represented the first volley into the IPP space by studying the experience of a health care system that has fully integrated the technology into its care processes. As we explore these data moving forward, we expect to offer some of the first glimpses into how such systems will be used in the context of care. Models for behavior change, such as the Health Belief Model [34], propose that systems such as IPPs may support patient engagement through education provided via the portal, increasing patients’ knowledge about their condition as well as helping them assess the benefits of and barriers to taking action. However, our results would suggest that the longer the patient is in the hospital, the less likely they are to use the IPP to gain a greater understanding of their condition. Furthermore, although patients and providers can use the IPP to exchange information and educational messages can be tailored to patients’ needs, it would seem that these phenomena are not yet happening in practice.

Patient portals offered in the inpatient setting present patients with targeted education and tools for managing health at a time when their perception of the threat from not managing their health is likely to be high, and therefore they would be more likely to engage with the technology [35]. Information and technology alone, however, are insufficient to fully engage patients in their care—patients also need motivation to engage [36–40]. A common element of health behavior change theories is the need for a trigger to action [34,41]. This is supported in studies of individual behavior change across a variety of health behaviors [42–46]. For many patients, hospitalization is often caused by an exacerbation of 1 or more conditions. We assert that hospitalization can serve as the necessary trigger that engages these patients in managing their care [34,41]. In other areas, times of acute crisis have been linked to a greater perception of risk and increased focus on health behaviors [42,43,45,47]. Therefore, hospitalization may create a window of higher motivation to engage, to initiate behavior change, and to foster interest in tools such as IPPs for managing health.

The use of IPPs may come to redefine how patients experience care in the hospital setting, and the use of this new technology may represent a paradigm-shifting change in the way care is delivered. Although the hospital experience is often about moving a patient out of crisis, it also represents an opportunity to influence a patient’s assessment of the benefits and barriers to taking action (seriousness and risk) as well as their confidence...
about being able to accomplish the necessary behavioral change required to achieve the desired consequence (self-efficacy). Patient portals in this setting may provide a means to increase patient self-efficacy during a particularly receptive time that can be continued after they transition to the outpatient environment.
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Abstract

Background: Offering hospitalized patients’ enrollment into a health system’s patient portal may improve patient experience and engagement throughout the care continuum, especially across care transitions, but this process is less studied than portal engagement in the ambulatory setting. Patient portal disparities exist and may lead to differences in access or outcomes. As such, it is important to study upstream factors in a typical hospital workflow that could lead to those disparities in safety-net settings.

Objective: The objective of this study was to evaluate sociodemographic characteristics associated with interest in a health care system’s portal among hospitalized patients and reasons for no interest.

Methods: Nurses assessed interest in a Web-based patient portal, expressed by the patient as “yes” or “no,” as part of the admission nursing assessment among patients at an academic urban safety-net hospital and recorded responses in the electronic health record (EHR), including reasons for no interest. We extracted patient responses from the EHR.

Results: Among 23,994 hospitalizations over a 2-year period, 35.90% (8614/23,994) reported an interest in a Web-based portal. Reasons for no interest included the following: not interested/other reason 41.68% (6410/15,380), no ability to use/access computers/internet 29.59% (4551/15,380), doesn’t speak English 11.15% (1715/15,380), physically or mentally unable 8.70% (1338/15,380), does not want to say 8.70% (1338/15,380), security concerns 0.03% (4/15,380), and not useful 0.16% (24/15,380).

Among the 16,507 unique patients included in this sample, portal interest was lower in older, African American, non-English speaking, and homeless patient populations.

Conclusions: In a safety-net system, patient interest at the time of hospitalization in a Web-based enterprise portal—a required step before enrollment—is low with significant disparities by sociodemographic characteristics. To avoid worsening the digital divide, new strategies are needed and should be embedded within routine workflows to engage vulnerable safety-net patients in the use of Web-based health technologies.

(J Med Internet Res 2019;21(3):e11421) doi:10.2196/11421
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Introduction

Background
Patient portals are websites that offer access to personal health information on the Web, such as test results, medical histories, immunization histories, and secure messaging with providers. Health care systems—leveraging federal incentives for meaningful use of electronic health records (EHRs)—are promoting patient portals to improve quality and safety, engagement, and care coordination with a goal of improved patient outcomes. Although the evidence is mixed about the benefits to health outcomes [1], portals have been associated with improvement in patients’ diabetes medication adherence [2], understanding of medical conditions [3], and retention in a health care system [4].

Demographic factors such as age and education affect patient interest and use of patient portals [5]. Ambulatory and inpatient research suggests racial and ethnic disparities in portal use [6,7]. However, early research shows that diverse patients from safety-net health care settings have high interest in portal features such as electronic communication with providers [8], suggesting an opportunity for intervention.

Safety-net health care systems, systems that care for vulnerable, uninsured, or predominantly Medicaid patient populations, may face additional challenges engaging patients in their portals. For patients in safety-net settings, health care systems must be able to assess interest in enrollment, including frequently explaining to patients what a portal is and how portals may be useful for their care across the care continuum. Although portals have traditionally been studied across ambulatory settings [6], enrollment in a health care organization’s portal during a hospital admission represents an opportunity to engage high-risk patients in their health. By providing patients information about their hospital course and recommendations for treatment and follow-up care, a health care system portal may help improve a patient’s postdischarge self-care, transitions to ambulatory care, and ultimately improve health outcomes.

Objectives
No study has systematically assessed interest in a health network’s portal within a typical hospital workflow among hospitalized urban safety-net patients. This study examined the interest in an enterprise-wide Web-based portal reported by hospitalized patients, how interest varied by sociodemographic characteristics, and the barriers among those declining portal interest.

Methods
Overview
This cross-sectional study evaluated hospitalized patients’ interest in enrolling in a health care system’s portal at an urban academic safety-net hospital. The patient portal offered information about the hospitalization (hospital after-visit summary with discharge instructions, summary of hospital course, and test results), as well as ambulatory patient portal content (primary and specialty care after-visit summaries, medications, allergies, problem lists, test results, and secure messaging with primary care providers). Eligible patients included adults (aged 18 years and over) admitted to acute medical, surgical, or gynecologic obstetric units over a 2-year period (September 2015-September 2017). This sample excludes patients under 18 years of age, admitted to skilled nursing or psychiatric units or reporting existing portal accounts.

Patient Assessment
Nursing leadership provided universal education to bedside nurses about the content and value of the patient portal and how to assess interest using an EHR-built admission assessment question stem (Are you interested in learning more about or signing up for our free, secure website to view your health record online? The website gives you access to your lab results, medication lists, discharge instructions, and other information from your stay). Nurses could record patient interest as yes or no, followed by a structured drop-down menu based on existing literature about portal barriers [9,10]: no ability to use/access computers/internet, doesn’t speak English, physically or mentally unable, not interested/other reason, doesn’t want to say, or nurses could write over a free-text reason. By incorporating this assessment into routine clinical operations, nursing leadership standardized the verbiage of the assessment, but nurses could individualize any clarifying questions or follow-up counseling about the portal. Nurses did not offer specific technology or portal demonstrations.

The data for this analysis were abstracted from the EHR nursing assessments as well as the EHR sociodemographic section (age, gender, race/ethnicity, language, insurance type, and homelessness).

Analysis
The primary outcome was the proportion of patients with portal interest recorded as yes during at least one admission. As some patients may change their responses in subsequent admissions, we also calculated the proportion of portal interest expressed at the hospitalization level and calculated the proportion of reasons for No interest during each hospitalization, coding free-text reasons into the existing or separate categories.

We then used logistic regression with measured sociodemographic covariates to calculate the unadjusted and adjusted odds of portal interest during at least one admission. Statistical analysis was performed using Stata version 15.1 (StataCorp). The University of California San Francisco Institutional Review Board approved this study.

Results

Demographics
Among 16,507 unique patients, the average age was 53 years (SD 19.17): 42.16% (6960/16,507) were women, 26.43% (4362/16,507) white, 28.02% (4625/16,507) Hispanic, 18.56% (3063/16,507) African American, 19.06% (3147/16,507) Asian, 7.93% (1309/16,507) other. Furthermore, 49.35% (8146/16,507) preferred a non-English language—10.67% (1761/16,507) Spanish and 5.40% (892/16,507) Chinese, 80.50% (13,288/16,507) had Medicaid or Medicare, and 14.17%...
reported homelessness. There was an average of 1.4 admissions per patient in this cohort during the period studied (see Table 1).

**Reasons for Lack of Portal Interest**

When analyzed across 23,995 admissions, patients reported interest in the portal during 35.90% (8614/23,994) of admissions. The most commonly documented reasons for no were the following: not interested 41.68% (6410/15,380), no ability to use/access computers/internet 29.59% (4551/15,380), doesn’t speak English 11.15% (1715/15,380), physically or mentally unable 8.70% (1338/15,380), does not want to say 8.70% (1338/15,380), security concerns 0.03% (4/15,380), not useful 0.16% (24/15,380).

**Table 1.** Demographic characteristics of adults asked about portal interest during admissions to an urban academic safety-net hospital between September 2015 and September 2017.

<table>
<thead>
<tr>
<th>Patient Characteristics (N=16,507)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.06 (19.17)</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>6960 (42.16)</td>
</tr>
</tbody>
</table>

**Self-reported race/ethnicity, n (%)**

- White 4362 (26.43)
- Hispanic 4625 (28.02)
- African American/black 3063 (18.56)
- Asian 3147 (19.06)
- Native Hawaiian/Pacific Islander 222 (1.34)
- American Indian/Alaskan Native 120 (0.73)
- Other/mixed 967 (5.86)

**Primary language, n (%)**

- English 8361 (50.65)
- Spanish 1761 (10.67)
- Cantonese, Mandarin, or Toishanese 892 (5.40)
- Other Asian languages, n (%) 208 (1.26)
- Other, n (%) 5285 (32.02)

**Insurance, n (%)**

- Medicaid or county health plan for uninsured\(^a\) 8278 (50.15)
- Medicare 5010 (30.35)
- Commercial insurance 1300 (7.88)
- Other insurance 1919 (11.63)

**Homeless status**

- Yes\(^b\), n (%) 2339 (14.17)
- No, n (%) 12478 (75.59)
- Unknown, n (%) 1690 (10.24)

Admissions, mean (range) 1.4 (1-33)

\(^a\)These health care access programs (administered by the county Medicaid managed care organization) provide medical services for uninsured county residents (aged 18-64 years) or adults who provide county-supported in-home support services.

\(^b\)Patients reported yes during at least one admission.
Interest by Sociodemographic Characteristic

However, 44% of unique patients reported interest in the patient portal during at least one admission. Figure 1 shows unadjusted proportions of interest in the portal during at least one admission, stratified across sociodemographic characteristics. In unadjusted analyses (Table 2), the odds of expressing interest in the Web-based portal were significantly lower for patients in the 50 to 65 years age group (adjusted odds ratio [AOR] 0.82, 95% CI 0.74-0.90 vs 18-29 age group), the greater than 65 years of age group (AOR 0.47, 95% CI 0.42-0.52 vs 18-29 age group), Asians (AOR 0.76, 95% CI 0.69-0.84 vs white), Spanish-speaking (AOR 0.78, 95% CI 0.70-0.86 vs English), Chinese-speaking (AOR 0.46, 95% CI 0.39-0.53 vs English), patients on Medicare (AOR 0.60, 95% CI 0.56-0.65 vs Medicaid), and patients reporting homelessness (AOR 0.77 95% CI 0.70-0.84 vs not homeless).

In adjusted models (Table 2), older age (AOR 0.85, 95% CI 0.77-0.95 for >50 and AOR 0.50, 95% CI 0.44-0.57 for >65 vs 18-29), African American race (AOR 0.87, 95% CI 0.79-0.96 vs white), Spanish or Chinese languages (AOR 0.69, 95% CI 0.61-0.78 and AOR 0.54, 95% CI 0.46-0.65 vs English), and homelessness (AOR 0.60, 95% CI 0.54-0.66 vs housed) were significantly associated with no portal interest during any hospitalization.
Table 2. Odds of expressing interest in a patient portal among patients at an urban academic safety-net hospital (n=16,507 unique patients).

<table>
<thead>
<tr>
<th>Sociodemographic characteristic</th>
<th>Unadjusted odds ratio</th>
<th>(P) value</th>
<th>Adjusted odds ratio(^a)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>—(^b)</td>
<td>Ref(^c)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>Female</td>
<td>1.01</td>
<td>0.85</td>
<td>1.04</td>
<td>0.25</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>Ref</td>
<td>—(^b)</td>
<td>Ref(^c)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>30-39</td>
<td>0.99</td>
<td>0.91</td>
<td>1.01</td>
<td>0.9</td>
</tr>
<tr>
<td>40-49</td>
<td>1.04</td>
<td>0.49</td>
<td>1.09</td>
<td>0.15</td>
</tr>
<tr>
<td>50-65</td>
<td>0.82</td>
<td>&lt;.001</td>
<td>0.85</td>
<td>0.003</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0.47</td>
<td>&lt;.001</td>
<td>0.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>Ref</td>
<td>—(^b)</td>
<td>Ref(^c)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.98</td>
<td>0.65</td>
<td>0.93</td>
<td>0.15</td>
</tr>
<tr>
<td>African American</td>
<td>0.95</td>
<td>0.24</td>
<td>0.87</td>
<td>0.01</td>
</tr>
<tr>
<td>Asian</td>
<td>0.76</td>
<td>&lt;.001</td>
<td>0.91</td>
<td>0.1</td>
</tr>
<tr>
<td>Native Hawaiian/Pacific Islander</td>
<td>1.31</td>
<td>0.05</td>
<td>1.09</td>
<td>0.52</td>
</tr>
<tr>
<td>American Indian/Alaskan Native</td>
<td>1.01</td>
<td>0.95</td>
<td>0.94</td>
<td>0.74</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>0.96</td>
<td>0.92</td>
<td>0.24</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>Ref</td>
<td>—(^b)</td>
<td>Ref(^c)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>Spanish</td>
<td>0.78</td>
<td>&lt;.001</td>
<td>0.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cantonese, Mandarin, or Toishanese</td>
<td>0.46</td>
<td>&lt;.001</td>
<td>0.54</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other Asian</td>
<td>0.77</td>
<td>0.07</td>
<td>0.9</td>
<td>0.47</td>
</tr>
<tr>
<td>Other</td>
<td>0.78</td>
<td>&lt;.001</td>
<td>0.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>Ref</td>
<td>—(^b)</td>
<td>Ref(^c)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>Medicare</td>
<td>0.6</td>
<td>&lt;.001</td>
<td>0.91</td>
<td>0.07</td>
</tr>
<tr>
<td>Commercial insurance</td>
<td>1.03</td>
<td>0.64</td>
<td>0.94</td>
<td>0.34</td>
</tr>
<tr>
<td>Other insurance</td>
<td>0.94</td>
<td>0.2</td>
<td>0.98</td>
<td>0.71</td>
</tr>
<tr>
<td>Homeless status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not homeless</td>
<td>Ref</td>
<td>—(^b)</td>
<td>Ref(^c)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>Homeless</td>
<td>0.77</td>
<td>&lt;.001</td>
<td>0.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unknown homeless status</td>
<td>0.91</td>
<td>0.07</td>
<td>0.85</td>
<td>0.003</td>
</tr>
</tbody>
</table>

\(^{a}\)Logistic regression adjusted for all the variable listed in the table.

\(^{b}\)Not applicable.

\(^{c}\)Ref: reference value.

**Discussion**

**Conclusions**

Fewer than half of the patients admitted to a safety-net hospital were documented by nurses as interested in the patient portal during at least one of their admissions to a safety-net hospital, with significantly lower odds of portal interest among older, nonwhite, non-English-speaking, and homeless patients. This is the first attempt at universally quantifying how many hospitalized patients are interested in a health care system’s portal and highlighting the prevalence of patient barriers to portal engagement within a safety-net setting.

A notable finding from this analysis was that the proportion of hospitalizations during which patients expressed portal interest (31%) was lower than the proportion of patients expressing portal interest during at least one hospitalization (44%), a finding...
that remained true across sociodemographic categories. This finding suggests that offering the patient portal to a patient who has previously declined may be useful for subsequent engagement. Organizational, technical, or workflow protocols that fail to offer portal enrollment to patients who previously declined may exacerbate disparities. In safety-net systems, the simple intervention of standardizing offers with every hospitalization may be an important tool for engaging patients in these technologies.

Most hospitals—particularly safety-net hospitals with limited resources—may rely on their existing staff to engage patients in their portal. This paper reveals what may naturally happen in a typical workflow where engagement happens universally as a required part of admission. A strength of this study is that the nursing staff were essential partners and allies for portal promotion given their role in providing direct clinical care; this study was driven strongly by nursing leadership. As portal interest screening was incorporated as a required component of the initial admission nursing assessment, this study allowed us to capture sufficient data to understand demographic characteristics associated with portal use.

**Limitations**

Nonetheless, there are limitations to nurses alone as the only source of assessing patient interest, with potential bias in interpreting patients’ reasons for no interest. In addition, the time of admission may not be the best time during the course of a patient’s hospitalization to make this type of assessment depending on the acuity of a patient’s condition. Although this study did not assess portal enrollment or use, the results highlight potential disparities in a necessary and required upstream process.

**Future Directions**

Although Web-based portals have historically been associated with ambulatory care services, interest and research on their use for hospitalized patients are rising. Acute care portals that provide patients with health care information and communication with their teams during hospitalization have been studied for usability [11,12], implementation [13,14], and association with readmission rates [15]. Incorporating acute care portal functionality into a health care system portal may increase interest among hospitalized patients in using a platform that crosses a system’s health care settings, and further research on acute care portal design and implementation is needed. However, our findings suggest that the period of hospitalization also offers an opportunity to engage patients in a health care system portal that lacks acute care functionality. Indeed, after discharge, patients and their loved ones may have greater energy and capacity for understanding the hospital course and discharge instructions; access to this information may facilitate their ability to communicate important information to their ambulatory care providers.

This study is the first to begin to understand issues around portal use among inpatients, specifically in a safety-net setting. Research suggests that vulnerable populations need significant support to register and use a portal website [16,17]. Safety-net hospitals may have significant workflow challenges with providing portal education and support tailored to patients’ language, literacy, vision/hearing, and other needs. These findings triggered local quality improvement initiatives that could be replicated elsewhere: portal and internet education coordinated by the hospital library, in-person and phone technical support for patients, a Web-based curriculum to teach skills in accessing and navigating the portal, and promotional materials about designating a caregiver proxy in our 5 key languages. Future research and policies to incentivize health information technology should incorporate strategies for tailoring patient portal usability and implementation for diverse populations to avoid worsening the digital divide.
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Abstract

Background: Continuing education has an important role in supporting the competence of health care professionals. Although Web-based education is a growing business in various health sectors, few studies have been conducted in psychiatric settings to show its suitability in demanding work environments.

Objective: We aimed to describe the impact of a Web-based educational course to increase self-efficacy, self-esteem, and team climate of health care professionals. Possible advantages and disadvantages of the Web-based course are also described.

Methods: The study used nonrandomized, pre-post intervention design in 1 psychiatric hospital (3 wards). Health care professionals (n=33) were recruited. Self-efficacy, self-esteem, and team climate were measured at 3 assessment points (baseline, 8 weeks, and 6 months). Possible advantages and disadvantages were gathered with open-ended questions at the end of the course.

Results: Our results of this nonrandomized, pre-post intervention study showed that health care professionals (n=33) had higher self-efficacy after the course, and the difference was statistically significant (mean 30.16, SD 3.31 vs mean 31.77, SD 3.35; \( P = .02 \)). On the other hand, no differences were found in the self-esteem or team climate of the health care professionals before and after the course. Health care professionals found the Web-based course useful in supporting their work and relationships with patients. The tight schedule of the Web-based course and challenges in recruiting patients to use the patient education program with health care professionals were found to be the disadvantages.

Conclusions: Web-based education might be a useful tool to improve the self-efficacy of health care professionals even in demanding work environments such as psychiatric hospitals. However, more studies with robust and sufficiently powered data are still needed.

(J Med Internet Res 2019;21(3):e11198) doi:10.2196/11198
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Introduction

Background
Mental health settings are demanding work environments for health care professionals [1, 2]. Mental health care professionals in particular face challenging and ethically burdening situations in psychiatric hospitals [3, 4]. To deal with these demanding situations, health care professionals need to work effectively [5] and be confident in their professional role [6]. Maintaining competence is an ethical responsibility of health care professionals [7, 8], and the capacity to use information technology has been included as a core capacity in health care [9].

Continuing education is an important part of employability and personal development [10], and the costs of continuing education are remarkable in Europe [11]. The previous studies have found that education has an important role in health care professionals’ feelings of competence [12, 13]. Other studies have also reported an association between education and work-related self-efficacy [12, 14, 15], general self-efficacy [16], self-esteem [17, 18], knowledge level, skills [19], and personal development [20]. Furthermore, high competence [12, 21] and personal development [16, 22] have been found to have a positive impact on health care professionals’ self-efficacy. For example, Proudfoot et al [23] found in their study that having less nonclinical staff was associated with better team climate. On the contrary, low self-esteem seems to be an explanatory variable when it comes to burnout among health care professionals [24].

Web-based learning has become a rapidly growing educational method [25]. Besides catering to different learning styles [26], it offers flexible [27] and effective education for health care professionals [28-31]. Web-based education requires the capacity to use a computer [32] and a positive attitude toward computers [33]. The impact of Web-based learning methods is still less often assessed in mental health care settings than it is in other health care settings [29]. Web-based learning has been used in practice, for example, to implement suicide prevention guidelines [34], to decrease the number of patient aggressive events and physical restrictions used in psychiatric hospitals [35], and to support health care professionals’ engagement in personality difficulties [36]. On the other hand, the use of computers in supporting the knowledge level of health care professionals, changes in attitudes, and work habits has been doubted, not only regarding education but in mental health services altogether [37-39]. It has been questioned, for example, whether real learning requires face-to-face contact [30]. At the same time, a wide range of Web-based interventions have been developed for persons with special mental health needs [40-43]. A lack of computer skills [44, 45], a lack of confidence in computer use [46], or the wide range of diverse Web-based mental health interventions [47] might increase concerns of the benefit of Web-based e-learning methods in continuing education.

Objectives
Earlier studies have shown that higher education [16, 48], theory-based training [49], and communication skills training [50] have positive impacts on the self-efficacy of health care professionals. In addition, Web-based education has been found to have a positive effect on health care professionals’ knowledge, attitudes, and practices [51]. However, there is still the need to evaluate the impacts of Web-based education [29]. Therefore, the purpose of this study was to describe the impact of a Web-based educational course on the self-efficacy, self-esteem, and team climate of health care professionals. Possible advantages and disadvantages of the Web-based course are also described. In this quasi-experimental study, we hypothesize that the Web-based course can be a beneficial and usable learning method to support health care professionals’ self-efficacy and self-esteem and support a positive team climate among health care professionals. In addition, the health care professionals’ perception of advantages and disadvantages of the course are described.

Methods

Design
A nonrandomized, pre-post intervention design was used. This design is suitable for our purpose as it is used to evaluate the benefits of specific interventions as preintervention and postintervention measurements with nonrandomly selected control groups [52]. A qualitative approach was also used to describe the health care professionals’ feedback on the Web-based course [53].

Setting
The study was conducted on 3 closed psychiatric inpatient wards (a total of 41 beds) at 1 psychiatric hospital in southern Finland. The wards treated adult patients with serious mental disorders such as schizophrenia, which is the most common diagnosis for patients treated in Finnish psychiatric hospitals [54]. Moreover, 2 wards were rehabilitation wards and 1 was an acute ward.

Participants
Participants were health care professionals from the 3 wards working in multi-professional teams (altogether 46 health care professionals: 40 nurses, 3 psychologists, 1 occupational therapist, and 2 not known), which is essential in ensuring good patient care [55]. Nurses make up the largest professional group in current psychiatric health services in Finland. In 2014, there were altogether 258,567 people working in municipal health and social care including 46,446 nurses and 89,800 practical nurses or people working in similar occupations [56].

Inclusion criteria for health care professionals were that they worked in the selected wards, participated in the Web-based course targeted for the health care professionals, were Finnish-speaking, and were willing and able to participate in the study. Temporary workers in the ward were excluded.

Recruitment and the Follow-Up
An information meeting was held at the hospital concerning the Web-based course and the study, and the course was offered to all health care professionals (N=46) from the 3 study wards. All health care professionals were recruited to participate in the study after the meeting.
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Table 1. The schedule of recruitment, intervention, and assessments.

<table>
<thead>
<tr>
<th>Study period</th>
<th>Schedule of the study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recruitment (March 2015)</td>
<td>Baseline (April 2015)</td>
</tr>
<tr>
<td>Eligibility screen</td>
<td>X^a</td>
</tr>
<tr>
<td>Informed consent</td>
<td>N/A^b</td>
</tr>
<tr>
<td>Web-based course</td>
<td>N/A</td>
</tr>
<tr>
<td>Background information</td>
<td>X</td>
</tr>
<tr>
<td>Self-esteem measurement</td>
<td>N/A</td>
</tr>
<tr>
<td>Self-efficacy measurement</td>
<td>N/A</td>
</tr>
<tr>
<td>Team climate measurement</td>
<td>N/A</td>
</tr>
<tr>
<td>Feedback of Web-based course</td>
<td>N/A</td>
</tr>
<tr>
<td>Post intervention</td>
<td>Month 1</td>
</tr>
<tr>
<td></td>
<td>Month 2</td>
</tr>
<tr>
<td></td>
<td>8 weeks</td>
</tr>
<tr>
<td></td>
<td>Closeout (6 months)</td>
</tr>
</tbody>
</table>

^a: applicable.  
^b: N/A: not applicable.

Baseline data were collected in April 2015, and follow-ups were conducted after 8 weeks and 6 months using an online questionnaire. A link to the online questionnaire was sent to the health care professionals before the 3 measurement points. One researcher (VP) monitored data collection and sent reminder messages to the health care professionals. The timeline of participation is presented in Table 1 (modified based on the study by Chan et al [57]).

**Intervention**

Previous studies have shown that health care professionals have difficulties in supporting patients in computer use, especially in using Web-based patient education [39,58]. We assumed that if nurses were more familiar with online websites and Web-based education, it might encourage nurses to support patients’ use of computers [59]. Therefore, a Web-based course about patient education was organized for health care professionals to enhance their capacity to support patients in Web-based education.

The Web-based course comprised 4 modules: (1) patient education—methods, effectiveness, and ways to put it into practice, (2) initializing of information technology in mental health care, (3) patient education in practice, and (4) practical training in patient education with a Web-based program. As an example of patient education, we used the website MentalNet, whose quality has been approved by the Health On the Net Code of Conduct to certify that it is a trustworthy and reliable medical website [60]. The MentalNet website has been developed for professionals, patients with psychosis (International Statistical Classification of Diseases and Related Health Problems, tenth revision, codes F20-F29 [61]), and their family members. It includes information about mental illness, treatment, well-being, patients’ rights, daily life, links to other websites, a discussion forum, and a question and answer column [62]. More detailed information about the course is provided in Table 2 (modified based on Template for Intervention Description and Replication [63]).

**Outcomes**

In this study, self-reported instruments were chosen to be used because we were interested in getting the health care professionals’ own perspective [67]. Self-reported instruments are useful when measuring respondents’ personal opinions and beliefs and delivering questionnaires electronically without interpersonal contact [68].

**Primary Outcome**

Self-efficacy was measured with the General Self-Efficacy Scale (GSE). This instrument is designed to measure general self-efficacy as a person’s capacity to trust his or her own ability to survive in new or difficult situations in life rather than situation-specific self-efficacy [69]. The instrument includes 10 questions (4-point Likert scale). The sum score of the answers ranges from 10 to 40; a lower score represents poorer coping on a daily basis. The instrument is widely used in studies concerning health care professionals [16,70,71]. Psychometric properties of the GSE have been examined in 25 countries; the Cronbach alpha has varied from .75 to .91 [72]. In this study, the Cronbach alpha was .82.

**Secondary Outcomes**

**Self-Esteem**

Self-esteem was measured using the Rosenberg Self-Esteem Scale (SES) [73]. The instrument is designed to measure global self-esteem. SES is widely used in educational [18] and other types of studies concerning health care professionals [24,74-76]. It includes 10 items with a 4-point Likert scale. The sum score of the answers ranges from 10 to 40. Having a higher score indicates a higher level of self-esteem. In a review by Schmitt and Allik [77], the data of the SES from 53 countries were compared. Internal consistency was found to be good (Cronbach alpha .80, range .45 to .90). In these data, the Cronbach alpha was .86.
Table 2. Description of the intervention.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Description of the intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name: patient education in mental health work</td>
<td>Educational intervention for health care professionals in psychiatric hospitals to deliver patient education</td>
</tr>
<tr>
<td>Rationale and theory [64-66]</td>
<td>Health care professionals’ education provides competence and skills for professionals to deliver patient education. Patient education is an important component of care of people with severe mental health disorders. It enables patients to cope more effectively with the illness, which has a positive effect on their well-being. Educational intervention focuses on professional knowledge transfer and health care professionals’ behavioral changes. It provides reasoning for patient education and Web-based services, knowledge of the effectiveness of patient education, and methods to deliver it.</td>
</tr>
<tr>
<td>Materials</td>
<td>Information about evidence-based research, a written information package, and MentalNet website usable with user account and password (also accessible via an URL link)</td>
</tr>
<tr>
<td>Procedures</td>
<td>Individual and group studying and exercises based on health care professionals’ own time schedules; individual and interactive exercises, including a reflective diary and discussions on the forums; and delivery of 5 practical patient education exercise sessions with a patient using the MentalNet website in which patients had their own user account and password</td>
</tr>
<tr>
<td>Providers</td>
<td>Trained teachers, tutors, and researchers with a background in mental health provided feedback to the health care professionals after the completed exercises and answered any emerging questions. A course coordinator answered emerging questions and informed about the phases of the course</td>
</tr>
<tr>
<td>How</td>
<td>PowerPoint presentations, reading material, and a manual on how to proceed with patient education in clinical practice</td>
</tr>
<tr>
<td>Where</td>
<td>On the Moodle learning portal hosted by the University of Turku, usable with personal user accounts and passwords</td>
</tr>
<tr>
<td>When and how much</td>
<td>The course consisted of 5 phases (3 European Credit Transfer and Accumulation System credits, 72 hours), and the length of the course was 2 months</td>
</tr>
<tr>
<td>Tailoring and modifications</td>
<td>The course was held over a 9-month period due to vacations and health care professionals working in 3 shifts in the hospital</td>
</tr>
</tbody>
</table>

**Team Climate**

Team climate was measured with the Team Climate Inventory (TCI) [78] Finnish version [79]. The TCI is based on West’s theory of innovation [80], and it includes 4 subscales with a varying number of items. The 4 subscales are (1) participative safety (12 items), (2) support for innovation (8 items), (3) vision (10 items), and (4) task orientation (8 items). The first 2 subscales are evaluated with a 5-point Likert scale and the next 2 subscales with a 7-point scale. The TCI has been found to be a reliable measurement. In a previous study involving health care professionals in Finnish mental health care, the Cronbach alpha of the Finnish version of the TCI was as follows: (1) participative safety: .88, (2) support for innovation: .87, (3) vision: .95, and (4) task orientation: .91 [81]. In this study’s data, the Cronbach alpha values were as follows: (1) participative safety: .91, (2) support for innovation: .89, (3) vision: .95, and (4) task orientation: .92.

**Advantages and Disadvantages of the Web-Based Course for Health Care Professionals**

Health care professionals’ perceptions about advantages and disadvantages of the Web-based course were collected via a questionnaire in the course platform by using the following open questions: (1) how does the Web-based course support the professional skills of mental health care professionals? and (2) what were the advantages and disadvantages of the course?

**Background Information**

Information about the health care professionals’ gender, age, level of work experience, and information about their internet use, purposes, skills, and attitudes were collected. Health care professionals’ internet use was described using an adapted measure by Choi and DiNitto [82]: “Have you ever used the internet?” (1) ”No, I have never used it” (never user), (2) ”I have used it before but not currently” (previous user), and (3) ”Yes, I am a current user” (current user). Furthermore, the purpose of the health care professionals’ internet use was explored. Health care professionals were asked to select what kind of activities they conducted on the internet. Options included research health-related information; research information about other topics or issues of interest; send/receive email; buy products online; conduct banking online and/or pay bills; read news, papers, magazines, and books online; play games online; watch videos (including YouTube); use social networking or dating sites (eg, Facebook and Match.com); and other (they were asked to specify) [82]. Activities in which a health care worker would “communicate with health professionals about health-related issues” or “communicate with other users about health-related issues” were added to the original list [83]. Internet/computer skills were evaluated in an item with a 5-point Likert scale: “Your computer/internet-skills are”: (1) very good to 5=very poor, whereas attitudes against the computer/internet were examined using an item with another 5-point Likert scale (1=very positive to 5=very negative).
Sampling and Recruitment of the Participants

Consecutive sampling was used to recruit all the health care professionals who worked in these 3 wards and who participated in the Web-based e-course targeted for the health care professionals. This sampling method was suitable for our quasi-experimental study, as we aimed to recruit all possible study participants accessible at the time of data collection [53].

Data Analysis

Numerical variables are summarized with a median, mean, and SD, whereas categorical variables are reported with counts and percentages. The total sums for scores were calculated. Self-efficacy, self-esteem, and factors of team climate were all analyzed with hierarchical linear mixed models for repeated measures for all 3 time points (baseline, 8 weeks, and 6 months). The model was adjusted for age, gender, and work experience. A compound symmetry covariance structure was used for repeated measures. All statistical tests were performed as two-sided with the statistical significance level set at .05. The analyses were performed using the SAS System, version 9.4 for Windows (SAS Institute Inc, Cary, NC, US).

Cohen d was assessed at baseline and 6 months to determine the effect size of the intervention on measured outcomes. An effect size of 0.2 is considered small, 0.5 is medium, and 0.8 is a great effect size [84]. An online calculator was used for the analyses [85].

A qualitative analysis was conducted by 2 authors (AL and MA). Writings of health care professionals were collected from the Moodle learning portal. Similarities in the answers were searched for based on the study questions and were classified into categories [86]. The texts answering the question asking how the Web-based course supports professional skills were combined with the answers about advantages of the course because the answers were very similar.

Ethics

Ethical permission for the research was obtained from the ethics committee of the Hospital District of Southwest Finland (ETMK:40/1801/2015). Permission for data collection was obtained from the research permission committee of the city (2015-002638).

After providing oral and written information about the study, an information letter and informed consent forms were sent via email to the health care professionals of the wards. The health care professionals were asked to print 2 copies and sign them, after having approximately 2 weeks to decide if they wanted to participate in the study or not. Of them, 1 researcher (AL) collected 1 signed consent form from each health care professional when visiting the wards and left the duplicate with the health care professional. Participation was voluntary, and withdrawal was allowed at any time without needing to give a reason. The data were handled by a research group. It used anonymous ID codes [87].

Results

Participant Flow

Out of 46 possible Web-based course participants, 13 (28%) health care professionals decided to participate only in the Web-based course and 33 (72%) participated both in the study and online course. Out of them, 15 (45%) participated in the first follow-up and 27 (82%) in the second follow-up. A description of the flow diagram of the participants is presented in Figure 1.
Description of Participants
The study sample consisted of 33 health care professionals, 24 of them were females and 9 were males. Their mean age was 41 years (range 25-61), and their mean working experience in mental health care was 14 years (range 2-40). All health care professionals used the internet (33/33, 100%). Over half (21/33, 64%) estimated that they have very good or good computer skills and two-thirds (27/33, 82%) had very positive or positive attitudes toward the internet. Health care professionals chose all options for internet use that were related to them. They used the internet for banking, emailing, searching for health care knowledge, and reading news or books (Table 3). In addition, 4 health care professionals also used the internet for music streaming, searching for information on public transportation, discussion purposes, or for work.

The Impact of the Web-Based Course on Health Care Professionals’ Self-Efficacy, Self-Esteem, and Team Climate
The impact of the Web-based course on health care professionals’ self-efficacy, self-esteem, and team climate was measured at 3 time points. The analysis showed that health care professionals’ self-efficacy scores increased between baseline (mean 30.16, SD 3.31) and 8 weeks (mean 31.53, SD 2.82), and even further at 6 months (mean 31.77, SD 3.35). The difference between baseline and 6 months measurements was statistically significant ($P=.02$) with an effect size of 0.48 (Cohen $d$). On the contrary, no statistical differences were found in health care professionals’self-esteem during the 6-month study period. In addition, no significant changes were found in health care professionals’ team climates or its subscales (participative safety: $P=.82$, support for innovation: $P=.81$, vision: $P=.48$, and task orientation: $P=.85$; see Table 4).
Table 3. Internet skills, attitudes toward the internet, and internet use of health care professionals.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computer/internet skills</strong></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Good</td>
<td>14 (42)</td>
</tr>
<tr>
<td>Neither good nor bad</td>
<td>9 (27)</td>
</tr>
<tr>
<td>Fairly poor</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Poor</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Attitudes toward computers/internet</strong></td>
<td></td>
</tr>
<tr>
<td>Very positive</td>
<td>13 (39)</td>
</tr>
<tr>
<td>Positive</td>
<td>14 (42)</td>
</tr>
<tr>
<td>Neither positive nor negative</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Negative</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Very negative</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Purpose of internet use</strong></td>
<td></td>
</tr>
<tr>
<td>For banking online and/or to pay bills</td>
<td>33 (100)</td>
</tr>
<tr>
<td>Send/receive email</td>
<td>32 (97)</td>
</tr>
<tr>
<td>Research health-related information</td>
<td>30 (91)</td>
</tr>
<tr>
<td>Read news, papers, magazines, and books online</td>
<td>30 (91)</td>
</tr>
<tr>
<td>Research information about other topics of interest</td>
<td>28 (85)</td>
</tr>
<tr>
<td>Buy products online</td>
<td>24 (73)</td>
</tr>
<tr>
<td>Watch videos</td>
<td>22 (67)</td>
</tr>
<tr>
<td>Use social networking or dating sites</td>
<td>19 (58)</td>
</tr>
<tr>
<td>Play games online</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Communicate with health professionals about health-related issues</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Communicate with other users about health-related issues</td>
<td>3 (7)</td>
</tr>
</tbody>
</table>

Table 4. Hierarchical linear mixed models of self-efficacy, self-esteem, and factors of team climate at baseline, 8 weeks, and 6 months.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Time point</th>
<th>Baseline</th>
<th>8 weeks</th>
<th>6 months</th>
<th>F (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td></td>
<td>32</td>
<td>30.16 (3.31)</td>
<td>15</td>
<td>31.53 (2.83)</td>
<td>26</td>
<td>31.77 (3.35)</td>
</tr>
<tr>
<td>Self-esteem</td>
<td></td>
<td>33</td>
<td>34.00 (4.62)</td>
<td>15</td>
<td>33.80 (4.93)</td>
<td>26</td>
<td>35.54 (4.01)</td>
</tr>
<tr>
<td>Team climate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participative safety</td>
<td></td>
<td>33</td>
<td>3.99 (0.57)</td>
<td>15</td>
<td>3.97 (0.46)</td>
<td>27</td>
<td>3.96 (0.46)</td>
</tr>
<tr>
<td>Support for innovation</td>
<td></td>
<td>32</td>
<td>3.50 (0.59)</td>
<td>15</td>
<td>3.47 (0.66)</td>
<td>27</td>
<td>3.57 (0.57)</td>
</tr>
<tr>
<td>Vision</td>
<td></td>
<td>33</td>
<td>5.41 (0.90)</td>
<td>15</td>
<td>5.10 (0.68)</td>
<td>26</td>
<td>5.38 (0.89)</td>
</tr>
<tr>
<td>Task orientation</td>
<td></td>
<td>33</td>
<td>5.06 (0.95)</td>
<td>15</td>
<td>4.87 (0.72)</td>
<td>26</td>
<td>4.96 (0.91)</td>
</tr>
</tbody>
</table>

*aStatistically significant difference analyzed with hierarchical linear mixed models for repeated measures.

The demographic characteristics of nonparticipating and participating health care professionals in the first follow-up were similar. The mean age of the nonparticipating health care professionals was 41 years (range 30-61), and participating health care professionals had a mean age of 38 years (range 25-60). The mean number of working years was 15 (range 2-38) for nonparticipating health care professionals and 14 years (range 2-40) for participating health care professionals. Out of
the 18 nonparticipating health care professionals, 4 (22%) were men, and out of the 15 participating health care professionals, 5 (33%) were men.

Advantages and Disadvantages of the Web-Based Course

Advantages of the Web-Based Course

On the basis of the health care professionals’ descriptions, the advantages of the course were divided into 5 categories: (1) a modern method for patient education, (2) support for health care professionals’ competence, (3) support for discussions between a health care professional and a patient, (4) support for relations between a health care professional and a patient, and (5) support for structural nursing. The advantages and examples of phrases from health care professionals are presented in Table 5.

First, in general, the use of computers was described as a novel way to administer patient care in ward settings. Health care professionals found that the Web-based resources were a modern approach to carrying out patient education, and the website was a new tool they could use for it:

- MentalNet opens a new and modern way to realize patient education.
- The staff have gained one new way for implementing psychoeducation.
- The staff have received a new tool for themselves.

Second, health care professionals described that the Web-based course supported their competence level. They were able to find current information, recall old information, and also learn something new when they used the website together with patients. The course also supported professional skills when health care professionals were able to learn how to use a computer in patient care:

- The latest versatile information needed in caring for a patient with psychosis can be found on the website.
- While going through MentalNet patient education, I got new information about the latest recommendations myself.
- The staff have benefited from the repetition of the psychoeducation content.
- Nurses also learn to utilize information technology

Third, the Web-based course supported discussions between health care professionals and patients. Health care professionals considered the themes of the website to be starting points for discussions. The themes were also seen as a checklist when all important topics were discussed through them. Health care professionals described how using the website in discussions helped them to bring up different topics. Patient education meetings were found to be natural moments to also bring up those topics that were otherwise difficult to discuss with the patients:

- The program would be a good foundation for psychoeducation. The topics are categorized, so you can address them according to the patient’s interests.
- Themes are collected as a clear checklist, and it is always possible to go back to something that a patient is wondering about.
- There are topics that would have not necessarily been worked through with a patient otherwise (e.g. sexuality, patient’s rights).
- Patient education sessions included many natural situations and moments to bring up things in different themes.

Fourth, patient education helped to create, support, and strengthen relationships between patients and health care professionals. Health care professionals described that using the website together with the patient helped them to have good contact with the patients and create relationships with the patients. After using the website, it was also easier to recognize the patients’ needs and understand their symptoms:

- The use of MentalNet may make it easier to create a good patient-nurse relationship.
- There has been an opportunity to obtain good contact with the patient.
- MentalNet provides a foundation for staff to better understand patients’ symptoms, and it makes patients’ situations easier to identify with.

Fifth, the course was found to support structural nursing and the planning aspect of patient education. Health care professionals found that using the website made patient education more systematic. It also strengthened the quality of the patient education when all patients got the same information regardless of which ward or health care professional provided it:

- The adoption of patient education has brought more planning.
- In addition, it gives staff an opportunity to deal with aspects concerning patients’ health and wellbeing in an even more systematic manner.
- All patients get similar information regardless of the ward or nurse, which strengthens the quality of the care.
### Table 5. Advantages of the Web-based course.

<table>
<thead>
<tr>
<th>Categories and subcategories</th>
<th>Phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A modern method for patient education</strong></td>
<td>“The staff have gained one new way for implementing psychoeducation.”; “MentalNet opens a new and modern way to realize patient education.”; and “MentalNet is a good new method that can be used to provide and maintain patient education to patients of the ward.”</td>
</tr>
<tr>
<td>New tool to realize patient education</td>
<td>“MentalNet has provided a new instrument for implementing patient education to patients treated in the ward.”; “The staff have gained a new tool for implementing psychoeducation.”; and “The staff have received a new tool for themselves.”</td>
</tr>
<tr>
<td><strong>Support for health care professionals’ competence</strong></td>
<td>“The site provides current information to staff in the same manner as it does to patients.”; “The latest versatile information needed in caring for a patient with psychosis can be found on the website.”; and “Information is collected into themes, which can be easily accessed with a link.”</td>
</tr>
<tr>
<td>Current information for health care professionals</td>
<td>“The theme may even expose nurses to new information also.”; “MentalNet also provides the staff with a lot of well-researched and up-to-date information on mental health issues, which will help to maintain good professional skills.”; and “While going through MentalNet patient education, I got new information about the latest recommendations myself.”</td>
</tr>
<tr>
<td>Develop and maintain health care professionals’ knowledge</td>
<td>“The content resembles things that have already been learned.”; “The staff have benefited from the repetition of the psychoeducation content.”; and “By using MentalNet, it is also possible to recall up to date and trustworthy information, and to possibly gain some new information.”</td>
</tr>
<tr>
<td>Repetition of knowledge for health care professionals</td>
<td>“Nurses also learn to utilize information technology” and “It has given us experience in how computers can be used in patient care.”</td>
</tr>
<tr>
<td><strong>Support for discussions between a health care professional and a patient</strong></td>
<td>“MentalNet can be used as a foundation for discussion between nurses and patients.”; “The program would be a good foundation for psychoeducation. The topics are categorized, so you can address them according to the patient’s interests.”; and “I believe that MentalNet can be a useful tool for patient education and as a basis for discussions between nurses and patients.”</td>
</tr>
<tr>
<td>Base for discussions with a patient</td>
<td>“Themes are collected as a clear checklist, and it is always possible to go back to something that a patient is wondering about.”; “Providing psychoeducational information has become easier; all the details do not have to be memorized by heart and the information is structured in MentalNet.”; and “Themes regarding psychosis are clearly grouped together, and they serve as a good checklist for the professional.”</td>
</tr>
<tr>
<td>Checklist for discussions with the patient</td>
<td>“Patient education sessions included many natural situations and moments to bring up things in different themes.”; and “During the patient education, discussing the most difficult things were easier and more natural for the patient.”</td>
</tr>
<tr>
<td>Helps to bring various themes into discussions</td>
<td>“There are topics that would have not necessarily been worked through with a patient otherwise (eg, sexuality and patient’s rights).”; “I personally feel that, with the program, it was easier to bring up things with the patient.”; and “It encourages the discussion of health and wellbeing-related topics with the patient: For example, the importance of sleep, nutrition and exercise to wellbeing are not usually covered in patient education as thoroughly as it is in medical treatment and psychosis. Also, it makes it easier to bring up topics and patient system dimensions that are not needed at the moment.”</td>
</tr>
<tr>
<td><strong>Support for relations between a health care professional and a patient</strong></td>
<td>“The use of MentalNet may make it easier to create a good patient-nurse relationship.”; “It has helped to create a good nurse-patient relationship.”; and “For example, creating a new framework for being connected with the patient/patients.”</td>
</tr>
</tbody>
</table>
Disadvantages of the Web-Based Course

Disadvantages of the course consisted of 3 categories: (1) factors concerning schedule and working time, (2) factors concerning patients, and (3) factors concerning equipment and environment. Disadvantages and examples of phrases from health care professionals are presented in Table 6.

First, health care professionals described disadvantages concerning schedules and working times. Tight schedules and the hurried implementation of the course were found to be challenging and caused stress. Completing the course and scheduling the patient education meetings were challenging because of shift work and vacation days during the course:

The busy timetable for implementing the course was challenging and caused stress to at least some of the personnel.

Scheduling patient education meetings was challenging because of shift work.

The schedule has been tight, and it was during a period when some of the employees still had winter holidays and some were about to start their summer holidays. This has created some challenges in the implementation.

Second, health care professionals described disadvantages concerning patients. Health care professionals had difficulties finding willing and suitable patients to participate in patient education. Some of the patients also had a lack of computer skills, which complicated the patient education:

There was pressure to hold education meetings and to find willing patients with the cognitive skills to understand the content.

Also, however, using a computer is often difficult for patients. Therefore, we sometimes have needed to start with how to use the computer.

Third, factors concerning the equipment and the environment were considered to be a disadvantage, as health care professionals described the fact that there were only a few computers that could be used for Web-based patient education. Moreover, when health care professionals needed to book a room for himself/herself and a patient, other health care professionals and patients could not use the room during that time:

There are only a few computers available for patient education.

When one nurse stays an hour in a patient education meeting and a group room is occupied for that hour, others have to adapt their work and schedule around the meeting accordingly.
Table 6. Disadvantages and examples of phrases from health care professionals.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Subcategories</th>
<th>Phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors concerning schedules and working times</td>
<td>Tight schedule of the course</td>
<td>“The busy timetable for the implementation of the course was challenging and caused stress to at least some of the personnel.”; “The schedule of the course was pretty tight, which created challenges in the implementation.”; and “The schedule of this course has added negative pressure to the work.”</td>
</tr>
<tr>
<td></td>
<td>Challenges concerning working times and the course</td>
<td>“Scheduling patient education meetings was challenging because of shift work.”; “It was challenging to fit schedules to one’s own working time.”; and “The schedule has been tight, and it was during a period when some of the employees still had winter holidays and some were about to start their summer holidays. This has created some challenges in the implementation.”</td>
</tr>
<tr>
<td>Factors concerning patients</td>
<td>Patients’ unwillingness to participate in patient education</td>
<td>“There was pressure to hold education meetings and to find willing patients with the cognitive skills to understand the content.”; “Some were stressed by patients’ low interest in taking part in the MentalNet patient education.”; and “The drawback for some staff has been patients who are not willing to take part in education/research.”</td>
</tr>
<tr>
<td>Factors concerning equipment and environment</td>
<td>Room booked during the patient education</td>
<td>“Also, however, using a computer is often difficult for patients. Therefore, we sometimes have needed to start with how to use the computer.”</td>
</tr>
<tr>
<td></td>
<td>Too few computers available</td>
<td>“There are only a few computers available for patient education.”</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The aim of our small-scale study was to find out how a Web-based course impacts health care professionals’ self-efficacy, self-esteem, and team climate. The results show that health care professionals who participated in the Web-based course focusing on patient education had an increased sense of self-efficacy at baseline and after the course, and again after 6 months. These findings support earlier studies that found that the self-efficacy of health care professionals could be supported by education. Other studies have shown that health care professionals who start their career with a higher educational level seem to have higher self-efficacy than health care professionals with lower education [16,48]. Similar to our intervention, some studies have shown that continuing education for health care professionals with theory-based training [49] and communication training [50] increases health care professionals’ self-efficacy.

In contrast to previous findings, we did not find any significant difference between health care professionals’ self-esteem at different time points. On the basis of a study by Van Eckert et al [18], nurses with an academic education have higher self-esteem than nurses without an academic education. Therefore, it is possible that this kind of short course might not be powerful enough to support self-esteem. Furthermore, no changes were found between health care professionals’ sense of team climate during the course of follow-up. We assumed that team climate would be stronger after the course because being in close cooperation and reflecting on learning experiences together might positively affect team climate [88], and teamwork can increase a sense of belonging [89]. Having a sense of a good team climate is important for nurses’ well-being [90], and this might, in turn, affect patients’ satisfaction levels with care [23]. It is still unclear whether a good team climate can be developed by using technological solutions. Although team climate for health care professionals is an important goal in health services, Web-based learning might not be the prioritized method for this task. However, expectations toward the adoption of technology in health care are positive [9].

In our study, the health care professionals found the Web-based course to be diversely useful. According to their feedback, the Web-based course supported the structure of patient education. Health care professionals were able to utilize the content of the MentalNet website as a checklist in conversations with the patients. They also found the website helpful in supporting their professional skills and the structure of nursing activities. Some health care professionals thought that MentalNet supported their relationships with patients because it provided evidence-based knowledge that could be used during challenging discussion topics, such as sexuality. This feedback is useful information for improving relationships between health care professionals and patients on a larger scale—something that has been found to be crucial for treatment adherence, for example [91]. Patient education is an essential part of care for patients with schizophrenia [92]. Therefore, it is important to increase health care professionals’ skills in delivering patient education.

On the other hand, health care professionals found some disadvantages of the patient education course. The disadvantages were mainly related to the scheduling problems of the course when most of the health care professionals worked in shifts and some of them were on vacation. In the future, it would be important to pay even more attention to planning the course to minimize these kinds of disadvantages.

Currently, continuing education is a vital part of the European Commission’s lifelong learning policy [10], and the costs of continuing vocational education are significant in European Union countries [11]. In addition, Finnish health and social services put a strong emphasis on continuing education. For example, in 2015, 69% of employees in social and health care
(N=202,413) participated in continuing education with total costs of 48 million euros [93]. The costs of continuing education are based on, for example, travel costs and payment for substitutes for employees while they are studying. If at least some of the costs could be saved, by removing travel costs through Web-based education, for example, the savings could be millions per year for employers. In the future, Web-based courses will become increasingly important as younger health care professionals, who are accustomed to using computers and other information technology as a part of their daily activities, enter into the workforce.

Limitations
The results of this study should be considered in the context of its limitations and strengths. First, the number of health care professionals was small, and measurements were done with a pre-post design without a control group, which limits the generalizability of the results. The original plan was to have a control group of other health care professionals from similar wards, but the number of health care professionals in the control group would have been very low; therefore, we decided to use data from the intervention group only. However, a quasi-experimental study design without a control group has been found to be a suitable method for medical informatics studies. Moreover, the design, with its pretest and multiple posttests, increases the validity of the method [52]. Second, dropout rates were high throughout the study, especially for the first follow-up measurement (17/33, 52%). This first follow-up measurement was conducted 8 weeks after baseline when the course was supposed to be completed. However, health care professionals had difficulties in recruiting patients to use MentalNet with them for the course. Therefore, after 8 weeks, the length of the course was delayed, which might have had an impact on measurements. However, the demographic characteristics of nonparticipating and participating health care professionals in the first follow-ups were similar. Therefore, although the dropouts in follow-ups can be assumed to be random, we can also assume that missing values were completely random and the assumptions for linear mixed models for repeated measures analyses were met.

Third, self-reported measurements were used to assess the impact of the course. More objective measurements could offer a more valid perspective on the impact of the course. For example, only the health care professionals were asked about the advantages and disadvantages of the Web-based course. The perspective of other stakeholders, such as patients [34], could widen the understanding of the real impact of the course in clinical practice [94]. In addition, we may ask whether our outcome measures were specific enough to measure the impact of the Web-based course for health care professionals. More studies are needed in this area.

Despite the study design used and the small sample size, we might still assume that health care professionals’ Web-based training has a positive impact on health care professionals’ self-efficacy. This finding is significant for health care leaders when evaluating the importance of education in the professional performance of health care workers [12,13], especially when considering Web-based education or other learning methods involving technological devices.

Conclusions
Our study provides essential information on how a Web-based course can be useful to health care professionals as continuing education. The results of this study show that self-efficacy of health care professionals can be supported by Web-based continuing education. In addition, this kind of study, where the study task is for health care professionals to use a Web-based program with their patients, can improve the relationships between health care professionals and patients. The results of this study can be utilized when planning a Web-based course and trying to avoid difficulties with scheduling the course and recruiting the patients, as we experienced here. When offering a course in which health care professionals need to work with patients with schizophrenia, there should be enough time to recruit patients. In addition, shift work and vacations can cause challenges in maintaining the course. Therefore, an adequate amount of consideration should be spent on scheduling the course.
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Abstract

Background: By adaptation of the face-to-face physiotherapist-training program previously used in the Self-management of Osteoarthritis and Low back pain through Activity and Skills (SOLAS) feasibility trial, an asynchronous, interactive, Web-based, e-learning training program (E-SOLAS) underpinned by behavior and learning theories was developed.

Objective: This study investigated the effect of the E-SOLAS training program on relevant outcomes of effective training and implementation.

Methods: Thirteen physiotherapists from across Ireland were trained via E-SOLAS by using mixed methods, and seven physiotherapists progressed to implementation of the 6-week group-based SOLAS intervention. The effectiveness of E-SOLAS was evaluated using the Kirkpatrick model at the levels of reaction (physiotherapist engagement and satisfaction with E-SOLAS training methods and content), learning (pre- to posttraining changes in physiotherapists’ confidence and knowledge in delivering SOLAS content and self-determination theory-based communication strategies, administered via a SurveyMonkey questionnaire), and behavior (fidelity to delivery of SOLAS content using physiotherapist-completed weekly checklists). During implementation, five physiotherapists audio recorded delivery of one class, and the communication between physiotherapists and clients was assessed using the Health Care Climate Questionnaire (HCCQ), the Controlling Coach Behaviour Scale (CCBS), and an intervention-specific measure (ISM; 7-point Likert scale). A range of implementation outcomes were evaluated during training and delivery (ie, acceptability, appropriateness, feasibility, fidelity, and sustainability of E-SOLAS) using a posttraining feedback questionnaire and individual semistructured telephone interviews.

Results: With regard to their reaction, physiotherapists (n=13) were very satisfied with E-SOLAS posttraining (median 5.0; interquartile range 1.0; min-max 4.0-5.0) and completed training within 3-4 weeks. With regard to learning, there were significant increases in physiotherapists’ confidence and knowledge in delivery of all SOLAS intervention components (P<.05). Physiotherapists’ confidence in 7 of 10 self-determination theory-based communication strategies increased (P<.05), whereas
physiotherapists’ knowledge of self-determination theory-based strategies remained high posttraining (P > .05). In terms of behavior, physiotherapists delivered SOLAS in a needs supportive manner (HCCQ: median 5.2, interquartile range 1.3, min-max 3.7-5.8; CCBS: median 6.6, interquartile range 1.0, min-max 5.6-7.0; ISM: median 4.5, interquartile range 1.2, min-max 2.8-4.8). Fidelity scores were high for SOLAS content delivery (total %mean fidelity score 93.5%; SD 4.9%). The posttraining questionnaire and postdelivery qualitative interviews showed that physiotherapists found E-SOLAS acceptable, appropriate, feasible, and sustainable within primary care services to support the implementation of the SOLAS intervention.

Conclusions: This study provides preliminary evidence of the effectiveness, acceptability, and feasibility of an e-learning program to train physiotherapists to deliver a group-based self-management complex intervention in primary care settings, which is equivalent to face-to-face training outcomes and would support inclusion of physiotherapists in a definitive trial of SOLAS.

KEYWORDS
technology-enhanced learning; evaluation; e-learning; digital implementation; osteoarthritis; low-back pain

Introduction

International clinical guidelines for osteoarthritis and low-back pain endorse self-management, exercise, and physical activity as key components of health care interventions [1–4], but the evidence for their effectiveness is weak and of low quality [5–7]. The Self-management of Osteoarthritis and Low back pain through Activity and Skills (SOLAS) intervention is an evidence-supported group treatment approach developed through intervention mapping [8], which is a logical six-step process for the development and evaluation of theory-driven and evidence-based interventions that takes into account stakeholder needs and the practicalities of implementation [9]. SOLAS was evaluated for its acceptability and preliminary efficacy in comparison with individual physiotherapy in a feasibility trial (trial registration: ISRCTN49875385) set in Dublin, Ireland, between September 2014 and June 2016 [10]. Intervention physiotherapists who participated in the trial were trained using brief interactive lectures, videos, role play, and practical skills to deliver the SOLAS intervention using communication skills underpinned by self-determination theory. This theory proposes that people have basic psychological needs for autonomy, competence, and relatedness, which if met, for example, by the needs supportive communication style of a health care practitioner (HCP), will increase an individual’s autonomous motivation and engagement in health behaviors such as self-management [11]. The Medical Research Council guidelines recommend that complex behavior-change programs train their intervention deliverers to ensure implementation with high fidelity [12]. Hence, the Kirkpatrick model was used to evaluate training at the levels of Reaction, Learning, and Behavior [13], which showed that physiotherapists were satisfied with face-to-face training and their confidence in the self-determination theory-based communication strategies. Knowledge of the intervention content significantly increased, and the physiotherapists delivered SOLAS in a needs supportive manner with high fidelity to the intervention content [14,15]. Upscaling to a definitive national trial would render the face-to-face training impractical for physiotherapists due to significant time, travel, and costs constraints [16]. Therefore, we subsequently developed an asynchronous, interactive, Web-based, e-learning training program for SOLAS (E-SOLAS) to prepare physiotherapists to deliver the SOLAS intervention. If successful, the program would reduce the time needed to move to a definitive trial. Furthermore, E-SOLAS has the potential to increase the competencies of physiotherapists with regard to self-management behavior-change skills in line with the shared strategic priority of Ireland’s public health service and higher education institutions to train and prepare future health care graduates with the skills necessary to support lifestyle behavior change in their patients [17,18], making the intervention more accessible to physiotherapists for long-term sustainability.

Despite the increased availability of e-learning training for HCPs internationally, there is limited formal evaluation of such training programs. Current evidence, which predominantly involves undergraduate HCP students [19,20], suggests that e-learning shows similar effectiveness to traditional methods for knowledge acquisition [21] and user satisfaction [22], but further research regarding the effectiveness of e-learning on HCP behavior change and the translation of learning to clinical practice has been advocated [23]. Hence, we evaluated E-SOLAS in the same way as our face-to-face training. In addition, a range of World Health Organization–recommended implementation outcomes were included for evaluation, including the acceptability, appropriateness, feasibility, fidelity, and sustainability of E-SOLAS, in a range of primary care physiotherapist settings across Ireland [24,25] in order to understand the contextual elements of e-learning [16].

The study objectives were to evaluate the effect of the E-SOLAS training program on physiotherapists’ reaction, learning, and delivery of the SOLAS intervention as intended and to assess the acceptability, appropriateness, feasibility, fidelity, and sustainability of E-SOLAS to aid the implementation of the SOLAS intervention in primary care settings.

Methods

Study Design and Research Ethics

This was a single-group, pre-post study. Ethical approval was granted by the UCD Human Subject (Sciences) Ethics Committee in two phases: in Phase 1, for the E-SOLAS training program (September 30, 2016; LS-E-16-121-Hurley) and in Phase 2, for implementation of the SOLAS intervention (December 21, 2016; LS-16-97-Hurley). The study was also
approved for Phase 1 (November 17, 2016) and Phase 2 (January 17, 2017) by the Health Service Executive Primary Care Research Committee.

**Participants and Procedure**

Physiotherapy managers from 10 primary care areas across Ireland who had not participated in the SOLAS feasibility trial were sent a study information leaflet for screening based on their service facilities and staffing capabilities. Seven physiotherapy managers fulfilled the criteria for inclusion, provided letters of support, and nominated two staff members to undertake E-SOLAS training. Nominated physiotherapist staff were sent the study information leaflet and consent form. Consenting participants were required to possess a device that could connect to the internet and were given password-protected access to the social learning platform Curatr [26] that hosted the E-SOLAS training program. Participants were encouraged to complete the training over a 4-week period by working at their own pace and at times that were convenient for them. During training, they had access to ongoing technical support from the research team and were requested to keep a log of the time spent on each aspect of training.

At the end of the training period, participants were invited to set up and deliver the SOLAS intervention according to the treatment protocol [10] in each of their primary care areas. Physiotherapists had ongoing access to E-SOLAS during implementation and were provided with any additional intervention materials required to deliver the intervention by the research team (ie, intervention PowerPoint [Microsoft Corp, Redmond, WA] slide deck on a universal serial bus, pedometers, and relaxation CDs for each client). Following completion of the 6-week delivery phase, each physiotherapist was invited to participate in an individual semistructured telephone interview to explore their views of E-SOLAS as a tool to support implementation of the intervention.

**E-SOLAS Training Program**

E-SOLAS is a Web-based e-learning training program designed to train physiotherapists to deliver a group-based education and exercise intervention for patients with osteoarthritis and chronic low-back pain. The content is based on the face-to-face training program developed for the SOLAS feasibility trial [10,15]. The E-SOLAS program is hosted on Curatr [26], an online social learning platform that creates a collaborative learning environment and uses gamification principles. The development process for the E-SOLAS program is outlined in Multimedia Appendix 1 [27-31].

**E-SOLAS Program Structure and Content**

The E-SOLAS program contained six hierarchical linear levels, whereby the user was required to finish each level before progressing to the next level (Multimedia Appendix 2, Figure 1).

Briefly, the program begins in Level 1 with an overview of the training program and the SOLAS intervention. Level 2 describes the education content for each week of the SOLAS intervention (eg, the key learning points and the materials required; Figure 2). At Level 3, the self-determination theory-based communication strategies that physiotherapists use as part of the intervention are introduced (Figure 3), and in Level 4, they are given the opportunity to role play these strategies. Level 5 highlights the exercises and their mode of delivery, and finally, Level 6 concludes the program by highlighting the next steps for intervention delivery.

Figure 1. E-SOLAS home page screenshot. E-SOLAS: E-learning training program for Self-management of Osteoarthritis and Low back pain through Activity and Skills.
Figure 2. E-SOLAS program content screenshot. E-SOLAS: E-learning training program for Self-management of Osteoarthritis and Low back pain through Activity and Skills.

Figure 3. E-SOLAS theory screenshot. E-SOLAS: E-learning training program for Self-management of Osteoarthritis and Low back pain through Activity and Skills.
Throughout each level, there are lectures with voice-overs, video examples of good and poor practice (Figure 4), videos from the research team, and a peer role model explaining certain elements of the intervention; short “in level” activities and self-reflection opportunities; and end-of-level “gate” assessments with varying levels and modes of feedback depending on the activity.

**Outcome Measures**

The effectiveness of the E-SOLAS training program was assessed using the Kirkpatrick model of evaluation at the levels of reaction, learning, and behavior [13]. Furthermore, a range of implementation outcomes were evaluated during the training and intervention-delivery phases. The measurement tools used to assess learning and implementation outcomes are described in detail in Multimedia Appendix 3 and briefly outlined below.

**Training Outcomes**

**Reaction**

To measure physiotherapists’ reaction to E-SOLAS, a researcher-devised feedback measure was developed by adapting the face-to-face training feedback measure [15] and incorporating factors related to the evaluation of technology enhanced learning [25]. It was administered following posttraining assessment via SurveyMonkey and included items related to participant satisfaction, engagement, accessibility, and quality of E-SOLAS as well as several implementation outcomes as detailed below (Multimedia Appendix 4). Physiotherapists’ engagement with E-SOLAS was further evaluated using Curatr analytics [26] and a self-reported activity log completed by each physiotherapist during training.

**Learning**

Learning was assessed by evaluating physiotherapists’ perceptions of self-reported knowledge and confidence pre- and posttraining (Multimedia Appendix 5) and their use of skills during training by using a range of measures.

**Behavior**

Physiotherapists’ behavior was assessed during delivery of the SOLAS intervention to evaluate fidelity to the intervention content and self-determination theory-based communication strategies using previously validated checklists [14] and audio recordings [15]. In line with fidelity guidelines [32], each audio recording was coded by one blinded expert rater (AK) to assess physiotherapists’ communication style [33], and three audio recordings were coded by a second expert rater (JM). The Health Care Climate Questionnaire (HCCQ) [34] was the primary measure to assess provider delivery of the self-determination theory-based communication style, with an adapted version of the Controlling Coach Behaviour Scale (CCBS) [35] and an intervention-specific SOLAS scale used as secondary measures [15].

**Implementation Outcomes**

Implementation outcomes were measured through specific items on the feedback measure related to the acceptability, appropriateness, feasibility, and sustainability of E-SOLAS (Multimedia Appendix 4) and an individual semistructured telephone interview of the physiotherapists conducted by an experienced qualitative researcher (SG) within 2 weeks of completing group class delivery. A topic guide was developed for the participant interviews with specific questions and probes related to their views of E-SOLAS as a model of training in order to support physiotherapists in delivering the SOLAS.
intervention in primary care settings. All interviews were audio recorded.

Data Analysis
Data from all outcome measures were analyzed using Excel (version 14.2.3, Microsoft Corp) and a statistical software package (SPSS Statistics, version 20, IBM Corp, Armonk, NY) following checks for errors in data entry.

Training Outcomes

Reaction
In order to assess physiotherapists’ views of their satisfaction, accessibility, and quality of the E-SOLAS program and their engagement with the e-learning training, descriptive statistics were used to analyze quantitative data, and thematic analysis was used to analyze free-text answers.

Learning

Analytical Methods
Descriptive statistics were used to calculate scores pre- and posttraining for overall confidence in delivering SOLAS content, the specific SOLAS intervention components, and the use of self-determination theory-based communication strategy. Differences between pre- and posttraining were calculated using the Wilcoxon signed-rank tests and adjusted for multiplicity using Bonferroni corrections (0.05/n tests).

Knowledge
Descriptive statistics were used to calculate the level of SOLAS intervention knowledge, and pre- and posttraining differences were calculated using the Wilcoxon signed-rank tests. Following discussion between raters, there was excellent agreement (100%) in the coding of physiotherapists’ narrative case studies. The number of self-determination theory-based communication strategies used by each physiotherapist and the percentage of physiotherapists who used each strategy was calculated, with differences in the rate of use of all strategies and each strategy pre- and posttraining determined using McNemar tests. All results were adjusted for multiplicity using Bonferroni corrections.

Skills
Each role-play audio recording was rated for the use of self-determination theory-based communications strategies on a 7-point Likert scale ranging from “1 - not at all well” to “7 - very well,” with values at or above the mid-point of the Likert scale (4/7) defined as demonstrating skills that could be considered acceptable in terms of competence [15].

Behavior
The mean fidelity levels to SOLAS intervention content and fidelity levels according to physiotherapist, site, session, and session category were obtained by calculating total actual scores as a percentage of the total possible score using checklists. Fidelity of duration was established by calculating the difference between the actual and the intended session durations using a one-sample Wilcoxon test. Levels of fidelity were interpreted as previously reported in the literature [36]. A review of the raters’ scores for the audio recordings of physiotherapists’ delivery of SOLAS session 4 demonstrated excellent agreement (90%). To establish physiotherapists’ competence in the self-determination theory-based communication style, a median result for each of the three outcome measures was calculated separately. For the SOLAS scale, a median score per construct subsection (eg, autonomy), subcomponent strategy (eg, positive feedback), and class component (eg, education) was also calculated.

Implementation Outcomes
Descriptive statistics were used to analyze quantitative data related to physiotherapists’ views of the acceptability, appropriateness, feasibility, and sustainability of E-SOLAS. Qualitative data from the physiotherapists’ interviews were transcribed verbatim and analyzed using inductive thematic analysis [37]. A coding frame was developed from a review of provisional themes, which were then reexamined and refined (DMcA). The reliability of the identified themes was established by a second researcher (DAH) who independently coded a random sample of 25% of each dataset using the coding frame, with 70% agreement taken as the minimum cut-off rate [10]. The level of agreement between raters was 85%.

Results

Principal Findings
Thirteen physiotherapists from seven primary care areas completed the E-SOLAS training, of which 12 were invited to participate in the implementation study (ie, delivery of the SOLAS intervention). Nine physiotherapists consented to participate, and seven progressed to deliver SOLAS. The profile of physiotherapists in each study phase is provided in Table 1, and the flow of participants through Phase 2 is outlined in Figure 5. The training and delivery groups were comparable for the majority of descriptive variables, apart from the median years qualified, which was lower in the delivery group.

Training Outcomes

Reaction
Physiotherapists (n=13) were very satisfied with E-SOLAS training posttraining and found it enjoyable and engaging, with all participants completing the program within the 4 weeks available (Multimedia Appendix 4). Physiotherapists reported that they spent a mean of 9.1 (SD 3.3) hours (min-max 4.1-16.1) over 16.3 (SD 6.0) days to complete E-SOLAS, which was not statistically different from the duration of training recorded by Curatr analytics (mean difference –1.69; SD 4.37; t = –1.397; df = 12; P = .19; Multimedia Appendix 6). All physiotherapists successfully completed all-level gate assessments and the required three uploads and made at least one online posting to the group discussion. The majority of physiotherapists reported completing E-SOLAS outside work hours and spent 1–2 hours at any one time on training. The most commonly cited positive features of E-SOLAS were the range of brief video clips (46.2%; n=6) and focus on communication skills and client motivation (23.1%; n=3). Nine of the 13 participants experienced some difficulties during training; the most common difficulty was related to accessing online materials (46.2%, n=6), completing gate assessments (38.5%, n=5), and computer access at work.
(30.8%, n=4). Although the median ratings for working independently and not having access to other therapists were very positive, four physiotherapists required support from the University College Dublin team during training for accessing resources (n=3), logging into E-SOLAS via work email (n=2), or uploading audio files (n=1). Nonetheless, the majority of physiotherapists highly rated the quality of the training program and format.

Table 1. Baseline characteristics of physiotherapists.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Training group (n=13)</th>
<th>Delivery group (n=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.0 (15.4)</td>
<td>1.0 (14.3)</td>
</tr>
<tr>
<td>Female</td>
<td>11.0 (84.6)</td>
<td>6.0 (85.7)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-35</td>
<td>2.0 (15.4)</td>
<td>2.0 (28.6)</td>
</tr>
<tr>
<td>36-45</td>
<td>4.0 (30.8)</td>
<td>2.0 (28.6)</td>
</tr>
<tr>
<td>46-55</td>
<td>3.0 (23.0)</td>
<td>1.0 (14.2)</td>
</tr>
<tr>
<td>56-65</td>
<td>4.0 (30.8)</td>
<td>2.0 (28.6)</td>
</tr>
<tr>
<td>Number of physiotherapists in the primary care area (ID(^a))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area 1</td>
<td>2.0 (4.7)</td>
<td>0</td>
</tr>
<tr>
<td>Area 2</td>
<td>1.0 (2)</td>
<td>0</td>
</tr>
<tr>
<td>Area 3</td>
<td>2.0 (6.8)</td>
<td>1.0 (6; Site 2(^b))</td>
</tr>
<tr>
<td>Area 4</td>
<td>2.0 (5, 13)</td>
<td>2.0 (5 and 13; Site 4(^c))</td>
</tr>
<tr>
<td>Area 5</td>
<td>2.0 (1, 3)</td>
<td>2.0 (1, Site 1; 3, Site 6(^d))</td>
</tr>
<tr>
<td>Area 6</td>
<td>2.0 (10, 11)</td>
<td>2.0 (10, Sites 3 and 5; 11, Site 5(^e))</td>
</tr>
<tr>
<td>Area 7</td>
<td>2.0 (9, 12)</td>
<td>0</td>
</tr>
<tr>
<td>Clinical experience (years qualified), median (interquartile range), min-max</td>
<td>21.0 (15.5), 5.0-37.0</td>
<td>14.0 (18.0), 5.0-37.0</td>
</tr>
<tr>
<td>Delivered groups previously (yes), n (%)</td>
<td>12.0 (92.31)</td>
<td>6.0 (85.7)</td>
</tr>
<tr>
<td>Previous training, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Communication skills (yes)</td>
<td>7.0 (53.8)</td>
<td>3.0 (42.9)</td>
</tr>
<tr>
<td>E-Learning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.0 (15.4)</td>
<td>1.0 (14.3)</td>
</tr>
<tr>
<td>No</td>
<td>11.0 (84.6)</td>
<td>6.0 (85.7)</td>
</tr>
<tr>
<td>Preference for training, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1.0 (7.7)</td>
<td>1.0 (14.3)</td>
</tr>
<tr>
<td>Face to face</td>
<td>2.0 (15.4)</td>
<td>1.0 (14.3)</td>
</tr>
<tr>
<td>E-learning and face to face</td>
<td>10.0 (76.9)</td>
<td>5.0 (71.4)</td>
</tr>
</tbody>
</table>

\(^a\)ID: participant identification number.
\(^b\)ID 6 delivered all 6 sessions at Site 2.
\(^c\)IDs 5 and 13 delivered 3 sessions each at Site 4.
\(^d\)ID 1 delivered all 6 sessions at Site 1; ID 3 ceased delivery in Site 6 after session 3.
\(^e\)ID 10 delivered all 6 sessions at Site 3, ID 10 and 11 delivered 3 sessions each at Site 5.
Learning

Knowledge
Physiotherapists used all nine self-determination theory-based communication strategies in their responses pretraining; the most commonly used strategies were collaborative goal setting and action planning and building relationships, with no significant change in the rate of use of individual strategies posttraining (Table 2). Knowledge of the SOLAS intervention content and structure improved overall as well as in nine of the 10 intervention components. The use of pain modalities significantly increased posttraining, of which knowledge of content, structure, and group-based exercise programs remained significant following Bonferroni corrections (Table 3).

Confidence
Physiotherapists’ confidence significantly increased posttraining overall and for 7 of the 10 individual self-determination theory strategies; set clear expectations and provide direction remained significant after Bonferroni correction (Table 2).

Similarly, physiotherapists’ confidence in delivery of the SOLAS content overall and all 10 intervention components significantly increased posttraining; five components remained significant after Bonferroni correction (Table 3).
Table 2. Change in physiotherapists’ confidence and knowledge of self-determination theory-based communication strategies.

<table>
<thead>
<tr>
<th>SDT\textsuperscript{a}-based communication strategies</th>
<th>Confidence\textsuperscript{b}</th>
<th>Knowledge\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median pretraining score (interquartile range), min-max</td>
<td>Median posttraining score (interquartile range), min-max</td>
</tr>
<tr>
<td>Total</td>
<td>4.5 (1.0), 2.7-5.4</td>
<td>5.0 (0.8), 3.6-5.9</td>
</tr>
<tr>
<td>Offer a meaningful rationale</td>
<td>5.0 (2.0), 3.0-7.0</td>
<td>7.0 (1.0), 0.0-7.0</td>
</tr>
<tr>
<td>Provide opportunities for patient input and choice</td>
<td>4.0 (3.0), 2.0-7.0</td>
<td>6.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td>Use support and encouragement rather than pressurising behaviours</td>
<td>4.0 (2.0), 2.0-6.0</td>
<td>6.0 (2.0), 4.0-7.0</td>
</tr>
<tr>
<td>Set clear expectations and provide direction\textsuperscript{e}</td>
<td>5.00 (2.0), 3.0-6.0</td>
<td>6.00 (2.0), 5.0-7.0</td>
</tr>
<tr>
<td>Collaborative goal setting and action planning\textsuperscript{g}</td>
<td>5.0 (3.0), 2.0-7.0</td>
<td>6.0 (1.0), 5.0-7.0</td>
</tr>
<tr>
<td>Collaborative problem solving \textsuperscript{h}</td>
<td>N/A\textsuperscript{b}</td>
<td>N/A</td>
</tr>
<tr>
<td>Provide positive information rich feedback</td>
<td>6.0 (1.0), 4.0-7.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td>Provide opportunities to practice behaviors</td>
<td>6.0 (2.0), 2.0-6.0</td>
<td>6.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td>Acknowledge patients’ feelings and perspectives</td>
<td>6.0 (2.0), 2.0-7.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td>Building relationships</td>
<td>6.0 (1.0), 4.0-7.0</td>
<td>7.0 (1.0), 6.0-7.0</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SDT: self-determination theory.
\textsuperscript{b}Scale range: 1 (not at all good) to 7 (very good).
\textsuperscript{c}Percentage of physiotherapists is calculated on the basis of the presence/absence of each SDT strategy in the narrative response.
\textsuperscript{d}Values are presented as median (interquartile range), min-max
\textsuperscript{e}“Setting clear expectations” was not included in the narrative component of the assessment, as it was not expected to be delivered within the context of the case study.
\textsuperscript{f}Significant after Bonferroni adjustment for multiplicity.
\textsuperscript{g}Problem solving was considered under the heading of goal setting within the confidence scale.
\textsuperscript{h}N/A: not applicable.
<table>
<thead>
<tr>
<th>Self-management of Osteoarthritis and Low back pain through Activity and Skills intervention content</th>
<th>Confidence&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Knowledge</th>
<th>Z score</th>
<th>P value</th>
<th>Z score&lt;sup&gt;b&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median pretraining score (interquartile range), min-max</td>
<td>Median posttraining score (interquartile range), min-max</td>
<td></td>
<td></td>
<td>Median pretraining score (interquartile range), min-max</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>4.9 (1.8), 3.0-6.0</td>
<td>6.3 (0.8), 4.0-7.0</td>
<td>–3.04</td>
<td>.002&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.0 (2.0), 0.0-6.0</td>
<td>3.09</td>
</tr>
<tr>
<td><strong>Disease mechanisms</strong></td>
<td>5.0 (1.0), 4.0-6.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
<td>–2.49</td>
<td>.01</td>
<td>6.0 (1.0), 4.0-6.0</td>
<td>6.0 (1.0), 5.0-7.0</td>
</tr>
<tr>
<td><strong>Exercise</strong></td>
<td>6.0 (1.0), 5.0-7.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
<td>–2.33</td>
<td>.02</td>
<td>6.0 (0.0), 5.0-7.0</td>
<td>7.0 (1.0), 5.0-7.0</td>
</tr>
<tr>
<td><strong>Physical activity promotion</strong></td>
<td>6.0 (1.0), 2.0-7.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
<td>–2.04</td>
<td>.04</td>
<td>6.0 (1.0), 4.0-7.0</td>
<td>7.0 (1.0), 5.0-7.0</td>
</tr>
<tr>
<td><strong>Healthy eating and diet</strong></td>
<td>4.0 (2.0), 2.0-6.0</td>
<td>6.0 (1.5), 4.0-7.0</td>
<td>–2.97</td>
<td>.003&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4.0 (2.0), 3.0-6.0</td>
<td>6.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td><strong>Relaxation</strong></td>
<td>5.0 (3.0), 1.0-6.0</td>
<td>6.0 (1.5), 4.0-7.0</td>
<td>–2.86</td>
<td>.004&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4.0 (3.0), 1.0-7.0</td>
<td>6.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td><strong>Pain-relief techniques</strong></td>
<td>5.0 (2.0), 4.0-6.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
<td>–2.88</td>
<td>.004&lt;sup&gt;d&lt;/sup&gt;</td>
<td>6.0 (2.0), 3.0-7.0</td>
<td>6.0 (1.0), 5.0-7.0</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td>4.0 (2.0), 1.0-6.0</td>
<td>6.0 (0.5), 4.0-7.0</td>
<td>–2.88</td>
<td>.004&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4.00 (3.0), 1.0-7.0</td>
<td>6.00 (0.5), 5.0-7.0</td>
</tr>
<tr>
<td><strong>Pacing</strong></td>
<td>5.0 (2.0), 1.0-7.0</td>
<td>7.0 (1.0), 4.0-7.0</td>
<td>–2.82</td>
<td>.005</td>
<td>6.0 (3.0), 1.0-7.0</td>
<td>6.0 (1.0), 4.0-7.0</td>
</tr>
<tr>
<td><strong>Mood regulation</strong></td>
<td>4.0 (2.0), 1.0-6.0</td>
<td>6.0 (2.0), 4.0-7.0</td>
<td>–2.83</td>
<td>.005</td>
<td>4.0 (2.0), 1.0-7.0</td>
<td>6.00 (2.0), 4.0-7.0</td>
</tr>
<tr>
<td><strong>Group-based exercise for osteoarthritis and chronic low-back pain</strong></td>
<td>5.0 (2.0), 2.0-6.0</td>
<td>6.0 (1.0), 4.0-7.0</td>
<td>–3.02</td>
<td>.003&lt;sup&gt;f&lt;/sup&gt;</td>
<td>5.0 (1.0), 2.0-6.0</td>
<td>6.0 (1.0), 5.0-7.0</td>
</tr>
<tr>
<td><strong>Cycle of change</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>57.0 (87.7)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>61.0 (93.8)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Advice to patients</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>33.5 (85.9)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>36.5 (93.5)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Use of pain modalities</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>83.0 (79.8)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>93.0 (89.4)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Scale range: 1 (not at all good) to 7 (very good).

<sup>b</sup>Z score from Wilcoxon signed-rank test.

<sup>c</sup>Significant after Bonferroni adjustment for multiplicity.

<sup>d</sup>Reported as a percentage of the total possible score for the knowledge category.

<sup>e</sup>N/A: not applicable.

<sup>f</sup>Values presented as percentage of the total possible score for the knowledge category and percentage of physiotherapists providing correct responses.

**Skills**

The majority of physiotherapists demonstrated acceptable use of the self-determination theory skill scores during training (median 5.0; interquartile range 1.3; min-max 2.0-6.0), with only two physiotherapists scoring <4.

**Behavior**

Of the six primary care sites that agreed to implement the intervention, five completed delivery and one site ceased delivery after Session 3 due to poor client attendance. Physiotherapists delivered SOLAS to a median of 4.0 (interquartile range 4; range 3-8) participants per class. The total mean %fidelity score (93.5%; SD 4.9%) and the overall fidelity scores were high (≥80%) (Multimedia Appendix 7). The difference between the actual and intended duration of all sessions was not statistically significant, apart from the education component of Session 1, which was significantly longer than the protocol (P=.03, Z=–2.23).

Physiotherapists delivered SOLAS in a needs supportive manner consistent with a self-determination theory-based communication style (HCCQ: median 5.2, interquartile range 1.3, min-max 3.7-5.8; CCBS: median 6.6, interquartile range 1.0, min-max 5.6-7.0; Table 4). The SOLAS scale results demonstrated that physiotherapists implemented the intervention overall with acceptable competence (median 4.5, interquartile range 1.2, min-max 2.8-4.8; Table 4). The median scores of
only 2 of the 15 self-determination theory strategies were delivered below the competence level during both the education and exercise components of the intervention (ie, use support and encouragement rather than pressurising behaviors and acknowledge patient’s feelings and perspectives).

Implementation Outcomes

Posttraining Feedback Questionnaire

The median scores for physiotherapists’ ratings of the acceptability, appropriateness, and sustainability of E-SOLAS training to support delivery of the SOLAS intervention were high (Multimedia Appendix 4). All physiotherapists reported that E-SOLAS could be used as a training method in primary care, with 100% of respondents (n=13) recommending it to other primary care physiotherapists and the majority expressing a preference for e-learning alone (69.2%, n=9) over blended learning (30.8%, n=4).

Postdelivery Qualitative Interviews

Five of the seven physiotherapists who delivered the SOLAS intervention were interviewed within 2 weeks of program completion. Ten themes were identified from the analysis of participant interview data (Multimedia Appendix 8).

Table 4. Physiotherapists’ use of the self-determination theory-based communication strategies during implementation of Session 4 of the Self-management of Osteoarthritis and Low back pain through Activity and Skills.

<table>
<thead>
<tr>
<th>SDTa-based communication strategies, b</th>
<th>Overall class median score (interquartile range), min-max</th>
<th>Education component median score (interquartile range), min-max</th>
<th>Exercise component median score (interquartile range), min-max</th>
<th>Z scorec</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>4.5 (1.2), 2.8-4.8</td>
<td>4.3 (1.3), 3.2-5.2</td>
<td>4.5 (2.1), 2.3-5.2</td>
<td>−0.13</td>
<td>.89</td>
</tr>
<tr>
<td>Autonomy support</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offer a meaningful rationale</td>
<td>4.5 (1.8), 3.5-6.5</td>
<td>5.0 (1.5), 4.0-6.0</td>
<td>5.0 (2.5), 3.0-7.0</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>Provide opportunities for patient</td>
<td>4.0 (1.3), 3.5-5.5</td>
<td>4.0 (1.0), 3.0-4.0</td>
<td>5.0 (2.0), 4.0-7.0</td>
<td>−1.84</td>
<td>.07</td>
</tr>
<tr>
<td>input and choice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Use support and encouragement</td>
<td>3.0 (0.8), 2.0-3.0</td>
<td>3.0 (1.0), 3.0-4.0</td>
<td>2.0 (1.0), 1.0-3.0</td>
<td>−1.89</td>
<td>.06</td>
</tr>
<tr>
<td>rather than pressurising behaviours</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set clear expectations and provide</td>
<td>3.0 (3.5), 1.0-6.5</td>
<td>5.0 (2.0), 4.0-6.0</td>
<td>4.0 (4.0), 1.0-6.0</td>
<td>−1.08</td>
<td>.27</td>
</tr>
<tr>
<td>direction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Review goal setting</td>
<td>3.5 (1.5), 3.0-5.0</td>
<td>5.0 (2.0), 4.0-6.0</td>
<td>3.0 (3.5), 1.0-5.0</td>
<td>−1.62</td>
<td>.10</td>
</tr>
<tr>
<td>Collaborative goal setting</td>
<td>5.0 (2.3), 2.5-5.5</td>
<td>4.0 (2.0), 3.0-6.0</td>
<td>4.0 (3.5), 1.0-6.0</td>
<td>−0.27</td>
<td>.78</td>
</tr>
<tr>
<td>Collaborative action planning</td>
<td>2.5 (2.5), 1.0-5.5</td>
<td>4.0 (4.0), 1.0-5.0</td>
<td>1.0 (4.0), 1.0-6.0</td>
<td>−0.55</td>
<td>.58</td>
</tr>
<tr>
<td>Collaborative barrier identification</td>
<td>4.5 (2.5), 2.5-5.5</td>
<td>4.0 (3.5), 1.0-7.0</td>
<td>5.0 (3.0), 1.0-6.0</td>
<td>−0.13</td>
<td>.89</td>
</tr>
<tr>
<td>Collaborative problem solving</td>
<td>4.5 (2.5), 2.0-5.5</td>
<td>4.0 (3.5), 1.0-7.0</td>
<td>5.0 (3.5), 1.0-6.0</td>
<td>−0.27</td>
<td>.78</td>
</tr>
<tr>
<td>Provide positive encouragement</td>
<td>5.0 (0.8), 3.5-5.0</td>
<td>5.0 (1.5), 3.0-5.0</td>
<td>5.0 (1.0), 4.0-6.0</td>
<td>−1.34</td>
<td>.18</td>
</tr>
<tr>
<td>Provide positive, information-rich</td>
<td>5.5 (2.3), 3.5-6.5</td>
<td>6.0 (2.5), 3.0-6.0</td>
<td>5.0 (2.0), 4.0-7.0</td>
<td>−1.00</td>
<td>.31</td>
</tr>
<tr>
<td>feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide opportunities for patient</td>
<td>6.0 (1.0), 4.0-6.0</td>
<td>Not applicable</td>
<td>6.0 (1.0), 4.0-6.0</td>
<td>Not tested</td>
<td>Not tested</td>
</tr>
<tr>
<td>practice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpersonal involvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acknowledge patients’ feelings and</td>
<td>2.5 (2.5), 1.0-5.0</td>
<td>3.0 (3.5), 1.0-5.0</td>
<td>1.0 (4.0), 1.0-6.0</td>
<td>−0.18</td>
<td>.85</td>
</tr>
<tr>
<td>perspectives</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Build relationships</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active listening</td>
<td>5.5 (3.0), 1.5-6.0</td>
<td>6.0 (2.5), 2.0-6.0</td>
<td>5.0 (3.5), 1.0-6.0</td>
<td>−1.73</td>
<td>.08</td>
</tr>
<tr>
<td>Interest in patients</td>
<td>5.5 (1.0), 4.0-6.0</td>
<td>5.0 (1.0), 4.0-6.0</td>
<td>6.0 (1.0), 4.0-6.0</td>
<td>−1.73</td>
<td>.08</td>
</tr>
</tbody>
</table>

aSDT: self-determination theory.
bScale range: 1 (not at all good) to 7 (very good).
cZ score from Wilcoxon signed-ranks test to assess differences between the education and exercise components across all classes.
Acceptability of E-SOLAS

Physiotherapists reported that they had a very positive experience with E-SOLAS training and felt that it was an acceptable and valuable method of training. A number of physiotherapists emphasized the convenience and flexibility of e-learning as a method of training as compared to face-to-face training. The format of training with gate-level assessments and the resource materials contained in E-SOLAS were also viewed positively.

Appropriateness of E-SOLAS

All five physiotherapists were positive about the appropriateness of the E-SOLAS content and resources in meeting their practical needs and the needs of their clients in preparing them to deliver SOLAS using needs supportive communication. One physiotherapist also reported gaining greater confidence in managing clients beyond the class setting, whereas another physiotherapist added that the e-learning format had the advantage of allowing her to reflect on learning new skills in relation to the autonomy-supporting style of delivery.

Feasibility of E-SOLAS

Demand

Although all physiotherapists reported spending additional time reviewing the E-SOLAS content and resources in preparation for delivery of the intervention, they felt the additional time was important for the first delivery of any new program and would reduce with subsequent deliveries (Multimedia Appendix 9).

Adaptation

None of the physiotherapists reported deviating from the training specifications; however, all physiotherapists made recommendations for future adaptations to either the E-SOLAS content or training format. These included providing additional resources to guide physiotherapists in educating clients about the health risks associated with the overuse of pain medications, healthy eating guidelines, a wider range of exercise options, and the provision of outcome measures for clinicians to evaluate the intervention independently. Proposed adaptations to the training format included giving participants an estimate of the time required to complete each level and additional e-learning training and blended learning (ie, small-group face-to-face coaching alongside E-SOLAS) to support delivery of the self-determination theory-based communication strategies during goal setting and action-planning activities.

Fidelity to E-SOLAS

All physiotherapists aimed to deliver the intervention content and self-determination theory-based needs supportive communication with high fidelity.

Sustainability of E-SOLAS

Overall, physiotherapists were positive about the potential for integration of E-SOLAS into existing primary care settings to support the sustained use of the SOLAS intervention as a treatment and reported plans to continue implementation in their service area. One physiotherapist proposed training a designated clinician in each primary care area through face-to-face training, who would act as a peer mentor to support colleagues who completed E-SOLAS to specifically deliver the self-determination theory-based communication strategies.

Discussion

Overview

The overall aim of this study was to develop and evaluate an e-learning training program to support physiotherapists to deliver the SOLAS intervention in a primary care setting. The effectiveness of E-SOLAS on physiotherapists’ knowledge, skills, and delivery of the SOLAS intervention was assessed alongside the acceptability and feasibility of the training program. Specifically, results indicated that physiotherapists’ knowledge and confidence increased from pretraining to postraining assessment and physiotherapists’ behavior was positively influenced by E-SOLAS training, as the SOLAS intervention content and theory-based communication style were delivered with high fidelity. Finally, implementation outcomes postraining and from the qualitative interviews were overtly positive with regard to the acceptability, appropriateness, feasibility, and potential for future integration of E-SOLAS into existing primary care health services.

Effectiveness of the E-SOLAS Training Program

Physiotherapists’ confidence in the SOLAS intervention content and self-determination theory-based communication style increased postraining, which is important because it can indicate how likely a learner (in this case, physiotherapist) is to engage in the required behavior [38,39]. Knowledge also increased for the SOLAS intervention content, but there were limited changes in knowledge of the self-determination theory-based communication strategies. This may be explained by physiotherapists’ high pretraining knowledge levels, suggesting a ceiling effect, as they were highly experienced and the majority had undertaken communication-based training previously, thus limiting their potential for future improvement [40]. These findings mirror our previously published evaluation of SOLAS face-to-face training [15]. The majority of physiotherapists also demonstrated acceptable competence in relation to their skills; however, two physiotherapists were rated below the competence level. Review of the audio recordings revealed that one recording was very short (<2 minutes), and thus, it was difficult to assess it in a meaningful way. Although guidelines were provided on how to conduct the role play, no guidance was given on its duration. Despite the difficulty in prescribing a set amount of time, a minimum time period could have been set to ensure a meaningful assessment, which could be applied for future iterations of E-SOLAS.

In terms of behavior, physiotherapists delivered the intervention as intended, adhering to the intervention content and delivery in a manner consistent with the self-determination theory-based communication style. The mean high fidelity to intervention content based on physiotherapists’ self-reported checklists was 93%, which aligns with the findings of the previous feasibility trial [14]. For assessment of the self-determination theory-based communication style, the physiotherapists’ scores on the two global measures aligned closely with face-to-face training. More specifically, for the HCCQ, the median score was 5.2 in this
study and 5.3 (on a 7-point Likert scale) in the face-to-face training study [15]. Scores on the CCBS were consistent for both studies. However, an intervention-specific measure of needs support enables a more focused look at contextual elements [41]. Here, there was some divergence between e-training and face-to-face training, with median scores of 4.5 and 4.0 on a 7-point Likert scale, respectively, favoring E-SOLAS [15].

In this study, two self-determination theory-based communication strategies (use support and encouragement rather than pressurising behaviours and acknowledge patients’ feelings and perspectives) were delivered with low competence across both the education and exercise components of the class, highlighting the need for further training or adaption to E-SOLAS to further support these strategies. Interestingly, the communication strategies related to goal setting, action planning, and problem solving were delivered to a higher level of competence than the face-to-face training [15]. This may have been due to the additional interactive elements added to E-SOLAS to address the concerns identified by the physiotherapists during the development phase. Furthermore, this improvement in goal setting-related strategies may have inadvertently reduced competence in the communication strategy use support and encouragement rather than pressurising behaviours, as emphasis was placed on physiotherapists being more directive with clients regarding goal setting in situations where clients were unable to articulate or formulate a goal themselves. Recent research has highlighted the difficulty in applying effective goal setting in clinical settings [42], and future training programs need to consider these strategies carefully. Overall, E-SOLAS training seems at least as effective as face-to-face training in developing physiotherapists’ knowledge, confidence, and ability to deliver the intervention as intended [22].

Implementation Outcomes for the E-SOLAS Training Program

Physiotherapists were very positive about E-SOLAS following training and delivery and believed it was an acceptable, appropriate, feasible, and sustainable method of training in primary care. Participants spent a mean of 9 hours completing the training over 16 days while working at their own pace and predominantly in their own time, which has clear advantages over the 12-hour face-to-face training time in addition to travel, cost, and time off work experienced by physiotherapists in our previous feasibility trial. E-SOLAS participants demonstrated high levels of engagement with training, including a 100% completion rate within the specified timeframe. This may reflect the physiotherapist-recognized importance of group-based self-management programs for busy primary care settings as well as the emphasis HCPs now place on a client-centered communication style and the acquisition of behavior-change skills [17]. Furthermore, these high levels of physiotherapists’ satisfaction and engagement could also reflect the systematic and inclusive process used to develop the E-SOLAS training program according to the recommendations of the Medical Research Council [12,43].

In terms of feasibility, technical difficulties can sometimes hamper the success of e-learning with HCPs [44]. Six of the 13 physiotherapists reported difficulty accessing online materials. Therefore, it is important to ensure that technical support is in place to maintain user engagement. One of the main advantages of e-learning is flexibility and control of the time and location for program completion [45], as demonstrated in this study, wherein the majority of participants completed E-SOLAS outside work.

Although physiotherapists were satisfied with the program overall, there were some adaptations suggested, including provision of further information to support the delivery of certain education components, inclusion of details of the estimated time to complete training, and the use of blended learning. These suggestions are in line with the general recommendations for e-learning programs should be tailored to HCPs’ particular knowledge and experience [46]. For example, in the context of E-SOLAS, one physiotherapist may want more information on pain medication, whereas another might like additional videos of communication strategies [45]. Such individualized learning pathways may lead to not only a more engaged learner with enhanced knowledge but also more effective delivery of the intervention.

Despite the high rate of planned implementation of the SOLAS intervention posttraining, the program was fully delivered by six physiotherapists at five sites across four primary care areas. The main reasons for nonimplementation were beyond the scope of the study and were related to the nonavailability of staff. Of the five sites with full implementation, there was an equal mix of sole and shared delivery, in contrast to the previous feasibility trial where all physiotherapists delivered the intervention independently [15]. Physiotherapists who delivered the intervention implemented it with high fidelity, apart from the education component of Session 1, which is consistent with the findings of face-to-face training [14]. Although the qualitative interview findings did not suggest any significant barriers to future implementation by a sole practitioner following training, the suggestion of a local peer mentor and the development of blended learning may be warranted to overcome this potential obstacle.

Strengths and Limitations

The major strengths of this study are its focus on program development and evaluation within a group of experienced physiotherapists who received e-learning training while working within their primary care setting. Specifically, E-SOLAS was developed and underpinned by theory, with a clear rationale about how the intervention components were developed and adapted. The use of a formal evaluation model [13] allowed for a more comprehensive understanding of the effectiveness of E-SOLAS training, including the objective evaluation of physiotherapists’ behavior during training, which is frequently absent from assessments [23,47,48]. Furthermore, the application of the World Health Organization’s implementation outcomes using mixed methods enabled a comprehensive assessment of the feasibility of implementation of this e-learning training program and required adaptations to increase acceptability [24]. Finally, the assessment of fidelity of
intervention delivery using validated measures following e-learning has been rarely reported in the literature and is one of the novel aspects of this study.

A few limitations of this study should be acknowledged. Owing to the relatively small sample size, particularly for the delivery phase of the study, further investigation in a larger sample is warranted. Although a nonvalidated feedback measure was used to evaluate some training and implementation outcomes, its components were informed by a framework for the evaluation of technology-enhanced learning [25] and our face-to-face training feedback measure [15]. Although physiotherapists’ competence to deliver the SOLAS intervention was assessed posttraining, there was no pretraining assessment of their skills, which should be included in future studies [46]. Future studies should also incorporate some form of client measurement to more clearly understand the efficacy of this training approach. Self-report checklists were used to assess the fidelity to intervention content, which is less robust than other methods such as independently rated audio recordings [14]. Any future research evaluating a new program should apply robust fidelity-assessment methods to all parts of the intervention [36,49]. Finally, the role-play activities were an important part of E-SOLAS training; however, they were designed as one-on-one interactions (ie, between the physiotherapist and one client). Therefore, physiotherapists did not get an opportunity to practice their delivery of the intervention in a group setting prior to implementation. Future programs should try to ensure that all elements of the intervention are accurately reflected in the training program.

Conclusions
The comprehensive evaluation reported in this study provides preliminary evidence of the effectiveness, acceptability, and feasibility of an e-learning program to train physiotherapists to deliver a group-based self-management intervention in a primary care setting that is equivalent to face-to-face training. These findings will inform the development and implementation of a definitive trial and support its scalability to the wider primary care system.
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Abstract

Background: In the field of health care, knowledge and clinical reasoning are key with regard to quality and confidence in decision making. The development of knowledge and clinical reasoning is influenced not only by students’ intrinsic factors but also by extrinsic factors such as satisfaction with taught content, pedagogic resources and pedagogic methods, and the nature of the objectives and challenges proposed. Nowadays, professors play the role of learning facilitators rather than simple “lecturers” and face students as active learners who are capable of attributing individual meanings to their personal goals, challenges, and experiences to build their own knowledge over time. Innovations in health simulation technologies have led to clinical virtual simulation. Clinical virtual simulation is the recreation of reality depicted on a computer screen and involves real people operating simulated systems. It is a type of simulation that places people in a central role through their exercising of motor control skills, decision skills, and communication skills using virtual patients in a variety of clinical settings. Clinical virtual simulation can provide a pedagogical strategy and can act as a facilitator of knowledge retention, clinical reasoning, improved satisfaction with learning, and finally, improved self-efficacy. However, little is known about its effectiveness with regard to satisfaction, self-efficacy, knowledge retention, and clinical reasoning.

Objective: This study aimed to evaluate the effect of clinical virtual simulation with regard to knowledge retention, clinical reasoning, self-efficacy, and satisfaction with the learning experience among nursing students.

Methods: A randomized controlled trial with a pretest and 2 posttests was carried out with Portuguese nursing students (N=42). The participants, split into 2 groups, had a lesson with the same objectives and timing. The experimental group (n=21) used a case-based learning approach, with clinical virtual simulator as a resource, whereas the control group (n=21) used the same case-based learning approach, with recourse to a low-fidelity simulator and a realistic environment. The classes were conducted by the usual course lecturers. We assessed knowledge and clinical reasoning before the intervention, after the intervention, and 2 months later, with a true or false and multiple-choice knowledge test. The students’ levels of learning satisfaction and self-efficacy were assessed with a Likert scale after the intervention.

Results: The experimental group made more significant improvements in knowledge after the intervention ($P=.001; d=1.13$) and 2 months later ($P=.02; d=0.75$), and it also showed higher levels of learning satisfaction ($P<.001; d=1.33$). We did not find statistical differences in self-efficacy perceptions ($P=.9; d=0.054$).
Conclusions: The introduction of clinical virtual simulation in nursing education has the potential to improve knowledge retention and clinical reasoning in an initial stage and over time, and it increases the satisfaction with the learning experience among nursing students.

(J Med Internet Res 2019;21(3):e11529) doi:10.2196/11529
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Introduction

Nursing education

The education of nursing students has always been a challenge for governments, health educators, health managers, and the students themselves to ensure the quality and safety of learning and clinical practice.

Twenty-first century students have grown up using information and communications technologies (ICT) on a day-to-day basis. The use of ICT leads to different learning processes and information structuring processes [1].

Professors and managers should bear in mind that these students are able to access information in real time, to use parallel processes and multitask; in addition, they prefer graphics to text, they function best when networked, and they need instant gratification and frequent rewards [2].

These students’ ICT skills call for innovation in the pedagogical strategies in health education underpinned by a constructivist paradigm of health education [3]. Nowadays, professors play the role of learning facilitators rather than simple “lecturers” and face students as active learners who are capable of attributing individual meanings to their personal experiences and building their own knowledge over time. An active and constructive educational environment based on challenges and learning objectives will promote deeper learning, emphasizing understanding and the application of knowledge over memorization and recall [4-8].

Innovation in simulation technologies has made available high-fidelity simulators that have supported the change in the health education paradigm. The use of high-fidelity simulators has improved the acquisition of knowledge and skills and strengthened quality and safety in clinical practice [3,9-15]. However, we have been facing challenges with the increasing cost of simulators, the difficulties of space management, and the low number of clinical scenarios available.

Clinical Virtual Simulation

Developments in digital and virtual technology have eased the way to recreating reality using virtual patients [16] depicted on a computer touchscreen (clinical virtual simulation). Clinical virtual simulation is the recreation of reality depicted on a computer screen, and it involves real people operating simulated systems. It is a type of simulation that places people in a central role through the exercising of their decision-making, motor control, and communication skills [11]. Clinical virtual simulation uses virtual patients in dynamic and immersive clinical environments ranging from prehospital environments to environments in the community (Figures 1 and 2). The concept is based on the virtual patient being accessed through a variety of multimedia, screen-based interactive [17] and dynamic patient scenarios, which are supported by physiological algorithms. Clinical virtual simulation increases interaction and feedback [18] and raises both the perception of self-efficacy and the user’s satisfaction levels [19]. The use of clinical virtual simulation in the development of nursing competences improves performance [20] and competences related to psychomotor skills [21], critical thinking [22], clinical skills [23], and decision making [17].

The latest technological advances in clinical virtual simulation have improved realism and dynamic interaction, with the possibility of thousands of clinical scenarios depicted on a touchscreen table or on the Web. However, nowadays, little is known about its effectiveness with regard to students’ learning satisfaction, self-efficacy, knowledge retention, and clinical reasoning, especially when using the latest advances in clinical virtual simulation.

As professors in the field of health, we are concerned about students’ learning satisfaction and effective learning outcomes [13]. This study intended to assess the effectiveness of clinical virtual simulation in raising levels of learning satisfaction, self-efficacy, knowledge retention, and clinical reasoning among nursing students.

Methods

A randomized controlled trial and a prospective and analytical study was conducted between March and May 2017 with a pretest and 2 posttests.

Participants and Allocation Process

The participants were volunteer graduation students in the second year at the Nursing School of Porto in Portugal, enrolled in the course “Corporal Body Responses I” (respiratory, cardiac, and urinary systems). This study was accomplished through an elective curriculum made available to all students. All the students enrolled in the course (N=128) were invited by email to be volunteers in the study. Those who did volunteer were invited to an initial meeting at which 56 student volunteers were present, all of whom accepted the invitation and gave informed consent. The volunteers filled out a questionnaire with sociodemographic and student data (average current course grade, number of European Credit Transfer System credits achieved as part of the nursing degree, and average grade required for admission into the degree course); these data were used in the randomization process. The anonymization of students was performed by the assignment of a number with 6 digits chosen by the student, with no possibility of the students being identified by the researchers.
The study sample size was determined considering a 1-tailed, unpaired t test, a type I error of 0.05, a statistical power of 0.80, and an effect size of $d = 0.80$. Using G*Power3 [24] this study required a total of 42 students, 21 per group.

Students were allocated to each group through a simple random allocation using IBM SPSS Statistics version 24.

Figure 1. Clinical virtual simulation in hospital environment.

One week after the initial meeting (and after the randomization process), all the 56 volunteer students were invited to another meeting, which took place immediately before the intervention. At this second meeting, students were invited to do the first knowledge and clinical reasoning test (assessment before intervention—A0). Immediately after this, the students were directed, according to identification number (which only they were able to identify), to the classroom where they were informed about which group they had been allocated to.

Both groups received a laboratory class of 45 min, with the aim of activating knowledge and developing clinical reasoning skills in the field of the respiratory process in relation to ineffective airway clearance and hypoxia. With the experimental group, a case-based learning approach was used, with recourse to a clinical virtual simulator scenario (Body Interact) facilitated by the regular subject teacher.

The clinical virtual simulator (Body Interact) presents virtual patients backed up by a physiological algorithm that recreates a dynamic health condition that responds to user interventions. The clinical scenario is initiated by a briefing; subsequently, the user can interact with the virtual patient through dialogues, monitoring the physiological parameters, observation and physical examination, the prescription and/or analysis of complementary examinations, and the prescription of intervention and/or pharmacological treatment. The responses to and the development of the clinical case are dynamic and conditional on the decisions taken. The closure of the clinical case is determined either by the successful resolution of the scenario or by the amount of time that has elapsed (as defined by the user). Immediately after the simulation ends, a differential diagnosis interface is presented. After the simulation has concluded, the simulator provides a debriefing tool whereby 3 categories of information can be analyzed: the simulation report, the simulation timeline, and the performance report. In the simulation report, the correct differential diagnosis and the option chosen by the user are presented. All the actions carried out and the hemodynamic consequences are presented on the timeline together with all the complementary diagnosis examinations that were requested. In the simulation report, performance scores are given for 3 categories of information: physical examination, diagnosis, and therapeutic activities. In each 1 of these categories, the decisions made and their appropriacy are presented, as well as the best decision, on the basis of the evidence. The debriefing tool also provides the
scientific references that support the clinical scenario and its optimal resolution.

Figure 2. Clinical virtual simulation in environments in the community.

The control group received a laboratory class of 45 min, with the same aim, using the same case-based learning approach but making use of a low-fidelity simulator and a realistic environment (pedagogical strategies that were already used in the nursing school), guided throughout by the regular subject teacher. For both groups, there was a simulation pedagogical strategy of briefing (5 min), simulation (20 min), and debriefing (20 min), with the same structure and contents.

Immediately after the end of the intervention (the laboratory class), all the students were invited to a second test (assessment after intervention—A1), and 2 months later, they were invited again to a third test (assessment follow-up—A2).

In all the knowledge assessments, we used the same true or false and multiple-choice test, which had been developed by the usual course lecturers. These knowledge assessments were based on features intrinsically related to the clinical reasoning applied within the specific scenario. In the assessment immediately after the intervention with both groups, we also assessed the students’ satisfaction levels with the simulation, and their general perception of self-efficacy.

The assessment of student satisfaction was conducted using a Portuguese version [25] of the Learner Satisfaction with Simulation Tool [19], a 10-point Likert scale. The assessment of their perception of self-efficacy was conducted with a Portuguese version [26] of the General Self-efficacy Scale [27], a 5-point Likert scale. The Cronbach alpha coefficients of the scales have been illustrated in Table 1.

Data Analysis
We performed the Kolmogorov-Smirnov test with the Lilliefors correction to check for the normality assumption. We obtained statistically nonsignificant results for both groups in the 3 variables under study, meaning that the normality assumption was met.

The main variable under study (the development of knowledge and clinical reasoning) was obtained by the difference between the assessment before and after the intervention. Positive values reveal improvement between the 2 assessments.

To compare both groups in the relevant variables under study, we used an unpaired t student to compare averages.

When the homogeneity of variances assumption was violated, the Welch correction was used.

A multivariate analysis of variance (MANOVA) was performed to compare the 2 groups across the 3 measurement points.

The results were considered statistically significant for \( P < 0.05 \), and regarding effect size measures, Cohen criteria (1988) [29] were considered to rank the size of the magnitude effect (Cohen
Results

A total of 42 students from the second year of a degree course participated in this study (n=21 in the experimental group and n=21 in the control group). The average age of the students was 19.9 (SD 1.99) years, and 95% (40/42) of the students were females. The flow diagram (Figure 3) represents the randomization and allocation process. Table 2 shows the results of the variables under analysis.

Table 1. Cronbach alpha coefficients for the original, for the Portuguese versions, for this study’s sample of the Learner Satisfaction with Simulation Tool, and for the General Self-efficacy Scale.

<table>
<thead>
<tr>
<th>Scales</th>
<th>Original version, Cronbach alpha</th>
<th>Portuguese version Cronbach alpha</th>
<th>Correlation item-item total</th>
<th>Study sample Cronbach alpha</th>
<th>Correlation item-item total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learner Satisfaction with Simulation Tool</td>
<td>.952</td>
<td>.969</td>
<td>.633-.823</td>
<td>.970</td>
<td>.660-.910</td>
</tr>
<tr>
<td>The General Self-Efficacy Scale (average for 25 language versions) [28]</td>
<td>.860</td>
<td>.760</td>
<td>.290-.530</td>
<td>.882</td>
<td>.527-.726</td>
</tr>
</tbody>
</table>

This study was approved by the ethics committee of the Nursing School of Porto with the number 2017/1. This randomized controlled trial does not possess a trial identifier as it is not legally required in the context of the study.
Table 2. Means of sample characteristics and study variables and SDs.

<table>
<thead>
<tr>
<th>Study variables</th>
<th>Control group</th>
<th>Experimental group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>19</td>
<td>21</td>
</tr>
<tr>
<td>Male</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>20.29 (2.19)</td>
<td>19.29 (0.46)</td>
</tr>
<tr>
<td>Mean entry grade to the degree course, mean (SD)</td>
<td>15.54 (1.46)</td>
<td>15.97 (0.85)</td>
</tr>
<tr>
<td>European Credit Transfer System credits on the degree course, mean (SD)</td>
<td>87.29 (6.90)</td>
<td>86.86 (5.41)</td>
</tr>
<tr>
<td>Degree course mean grade so far, mean (SD)</td>
<td>13.21 (0.67)</td>
<td>13.42 (0.99)</td>
</tr>
<tr>
<td>Self-efficacy perception, mean (SD)</td>
<td>30.14 (4.29)</td>
<td>30.38 (4.57)</td>
</tr>
<tr>
<td>Learning Satisfaction, mean (SD)</td>
<td>7.47 (1.58)</td>
<td>9.04 (0.55)</td>
</tr>
<tr>
<td>Knowledge assessment before intervention (A0), mean (SD)</td>
<td>9.87 (2.24)</td>
<td>10.15 (1.27)</td>
</tr>
<tr>
<td>Knowledge assessment after intervention (A1), mean (SD)</td>
<td>10.51 (1.89)</td>
<td>12.47 (1.57)</td>
</tr>
<tr>
<td>Knowledge assessment follow-up (2 months; A2), mean (SD)</td>
<td>10.55 (1.81)</td>
<td>11.93 (1.84)</td>
</tr>
</tbody>
</table>

Knowledge Retention and Learning Satisfaction

The results of the students’ t tests showed the existence of statistically significant differences in knowledge retention after the intervention ($t_{40}=-3.656; P=.001; d=1.13$), knowledge retention 2 months later ($t_{40}=-2.439; P=.02; d=0.75$), and in learning satisfaction ($t_{40}=-4.309; P<.001; d=1.33$). The students in the experimental group presented better outcomes in knowledge retention and learning satisfaction than students in the control group. The values of the Cohen d reinforce the magnitude effect of the intervention.

The MANOVA result was significant for time (Pillai Trace; $F_{2.39}=13.4, P<.001$, partial eta squared=.407) and for the interaction term time x group ($F_{2.39}=4.45, P=.02$, partial eta squared=.186), indicating that there are differences in the students’ levels of knowledge across time and that those differences are group dependent. Differences among moments were tested through a Bonferroni test, and significant results were observed for A0-A1 ($P<.001$), for A0-A2 ($P=.02$) but not for A1-A2 ($P>.99$; A0—assessment before intervention, A1—assessment after intervention, A2—assessment follow-up). Regarding comparisons of the different groups across time, significant differences were observed for A0-A1 ($P<.001$), for A0-A2 ($P=.01$), but not for A1-A2 ($P=.75$). No significant differences were obtained for the control group (A0-A1: $P=.44$, A0-A2: $P=.99$, A1-A2: $P>.99$).

Self-Efficacy Perception

In self-efficacy perception, the results did not show statistical differences between the groups: $t_{40}=-0.174, P=.9, d=0.054$.

Statistically significant results were also found for the overall effect of the group at the 3 measurement points: $F_{1,40}=10.2, P=.003$, partial eta squared=.204. These results indicate that 20.4% of students’ scores across the 3 measurement points are explained by the group to which the students were assigned.

Discussion

Principal Findings

This paper indicates that clinical virtual simulation improves knowledge retention and initial clinical reasoning over time (2 months) and improves student satisfaction with learning, without influencing the perception of general efficiency. Clinical virtual simulation enabled a 20.4% improvement in students’ knowledge retention and clinical reasoning in the context of the study. This study showed that clinical virtual simulation is a pedagogical strategy that, combined with other strategies such as briefing, simulation, and debriefing, improves both initial knowledge retention and knowledge retention over time. Clinical virtual simulation also raises the level of satisfaction with the learning experience among nursing students. These results reveal the fit of clinical virtual simulation with the new generation’s expectations and ways of learning. The effect of the use of clinical virtual simulation as a pedagogical strategy in improving knowledge retention and clinical reasoning and students’ satisfaction levels showed a match with the features of twenty-first century nursing students. The twenty-first century nursing students had already shown high levels of usefulness, ease, and intention to use clinical virtual simulation [30]. In addition, this paper now indicates that the use of clinical virtual simulation can improve knowledge retention, clinical reasoning, and satisfaction with learning.

These results are in line with the results of other studies, where the authors found that levels of knowledge [31-33] and satisfaction [14] with the learning process improve with the use of virtual simulation.

Clinical virtual simulation brings together such strategies as gaming and problem-based learning, using an interactive and dynamic 3-dimensional technology that encourages active and critical action-based learning.

We did not find any differences in the self-efficacy perception of the students using this strategy. This is in line with the theoretical construct of Bandura’s [34] self-efficacy theory, in...
which the self-efficacy perception results from the interaction of different variables over time, and in this study, there was only 1 intervention with 1 class.

Clinical Virtual Simulation in Nursing Education

Clinical virtual simulation is a complementary pedagogical strategy that provides the opportunity to improve clinical reasoning skills in students through exposure to a large number of clinical scenarios. The use of clinical virtual simulation as a pedagogical strategy should be integrated and coordinated with other pedagogical strategies in classes [35,36] and with other resources, such as high-, medium-, and low-tech simulators in use in our simulation labs to maximize the development of cognitive, affective, and psychomotor skills in the students.

This study is in line with the writings of Berman and colleagues [17]. Clinical virtual simulation is an interactive learning strategy that captures students’ intrinsic motivations and satisfaction, and it is focused on the application of foundational knowledge oriented toward a clinical learning challenge that recreates clinical scenarios with which students will be confronted in future clinical contexts. It allows a competency-based education and assessment that consequently enables a deep level of learning and the development of clinical expertise. Clinical virtual simulation can contribute toward reducing clinical error and improving the safety and quality of health care.

Clinical virtual simulation responds to the difficulties of managing laboratorial space, enabling teaching institutions to expand the number of clinical scenarios available for student training. Clinical virtual simulation makes training in the classroom context feasible and broadens the availability of scenarios in the Web environment, a feature that, in our experience, enables a tremendous increase in the number of students receiving individual training and a significant reduction in the costs of simulation use per student.

As limitations of this study, we identified the fact that it was only carried out in a single context, with second-year nursing students, and on a single course with content related only to the respiratory process. We also judge that the follow-up time was too short to fully evaluate the knowledge retention over time.

In light of these promising results, we suggest the replication of this study with a multicentric and prospective design on different health science courses.

Conclusions

Clinical virtual simulation is a pedagogical strategy that contributes to the improvement of knowledge retention initially and over time and increases the students’ satisfaction.

This paper reveals the impact of clinical virtual simulation use in nursing education and helps professors in the field of health to be aware of its pedagogical utility and appropriacy.

These results show the potential of clinical virtual simulation to be an effective pedagogical strategy to build an educational environment that supports the development of clinical competences in the next generation of care providers, contributing toward improvements in the safety and quality of health care.
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Abstract

Background: Problem-Based-Learning (PBL) has been widely accepted in student-centered medical education. Since WeChat is the most popular communication app in China, we have chosen to use WeChat as new platform for online PBL in order to reduce the limitations of traditional PBL in dental practical clerkships.

Objective: This study aims to demonstrate the feasibility and acceptability of online PBL using WeChat (WeChat-PBL) in a dental practical clerkship.

Methods: A total of 72 students in a dental practical clerkship and 10 tutors participated in this study from June to August 2017. We created 10 WeChat groups to provide a communication platform for the PBL teaching, in which the students selected the PBL cases themselves from their practical clerkship. After each individual PBL case, group members were required to complete an evaluation on the PBL process itself. A final questionnaire survey was completed by the participants to summarize the long-term evaluation of the whole WeChat-PBL experience after the 3-month clerkship. Data from the PBL cases, WeChat messages, periodic evaluations, and long-term evaluations were collected for analysis.

Results: There were 45 cases presented in the WeChat-PBL within the 3-month clerkship. All students had positive reactions to the communication within the PBL groups. The results of the periodic evaluation showed that the students and tutors were quite satisfied with the process of WeChat-PBL and appreciated the group members’ contributions and performance. The final questionnaire results indicated that the WeChat-PBL had achieved positive effects.

Conclusions: The results of this study indicate the feasibility and acceptability of the app, WeChat, for problem-based learning in a dental practical clerkship.

(J Med Internet Res 2019;21(3):e12127) doi:10.2196/12127
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Introduction

Dental medicine is a practical discipline, and the clerkship is a key component of dental medicine education. The quality of the clerkship directly affects the students’ future career. In China, the dental practical clerkship is still a teacher-centered process rather than a student-centered one, leading to students who struggle to think independently and solve clinical problems by themselves. The traditional pedagogy of teacher-centered,
Problem-based learning (PBL) is a widely accepted student-centered educational method focused on the discussion and learning that emerge from focusing on a clinically based problem [2,3]. As an innovative approach in medical education, the role of PBL has been well documented since the pioneering use of PBL in medical education at McMaster University (Ontario, Canada) in the late 1960s [4]. There are significant contributions from PBL in medical education, and we wish to test whether PBL can improve the quality of dental practical clerkships.

However, traditional PBL has its own limitations in a dental practical clerkship. Traditional PBL usually involves a group of 6-8 students with a tutor in a face-to-face PBL session, where the participants get together in a classroom to discuss and share opinions. The face-to-face session is essential in traditional PBL. However, due to the geographic dispersion of students, it is difficult to perform traditional PBL in a dental practical clerkship. Generally, students are assigned to different clinical departments for their clerkship rotation, which makes it hard to schedule regular meetings of the students in order to launch a PBL session. Moreover, the students and tutors lack the free time needed for PBL during busy clerkships. Therefore, modifications to traditional PBL are needed in order to get around the physical and temporal restrictions in dental clerkships.

To address these problems, we are designing a novel method to transfer traditional PBL to an online PBL setting in a virtual environment. The new mode of PBL would be built on modern digital technology. Therefore, the physical and time restrictions of traditional PBL education are eliminated, stimulating students’ autonomous learning. Mobile phones, specifically smartphones, are one of the fastest growing sectors in the Internet technology industry, and their impact in medicine has already been significant [5,6]. Many educators have used different mobile phone apps with positive results: in particular, students’ self-efficacy, self-confidence, and self-management have shown improvement [7,8]. Because mobile phone apps are easy and convenient to operate, they are becoming more and more popular in education. Social media platforms such as Facebook and Twitter have been introduced into medical education in western countries with great success [9-11].

After reflecting on the situation in China, we decided on the multipurpose messaging, social media, and mobile payment app, WeChat, as a new platform to deliver PBL to students in a dental practical clerkship. WeChat, released in 2011 by Tencent, is one of the largest standalone mobile phone messaging communication apps in China, with over 938 million global active users by 2017. In addition, WeChat has already been used as a mobile and interactive communication tool in medical education [12,13]. WeChat provides text, hold-to-talk voice and broadcast (one-to-many) messaging, instant video conferencing, and photograph or video sharing. With those functions included in WeChat, it is a suitable tool for online PBL, eliminating the physical limitations of traditional PBL.

In this study, we explored WeChat-based PBL for students in a dental practical clerkship and aimed to demonstrate its feasibility and acceptability.

## Methods

### Participants

In this study, use of the WeChat-PBL took place from June to August 2017 at the Hospital of Stomatology, Wuhan University, in China. Clerkship students practicing dental medicine in different departments (including the Departments of Oral and Maxillofacial Surgery, Endodontics, Prosthodontics, Periodontology, Orthodontics, Pediatric Dentistry, and Dental Implantology) participated in this study. During their clerkships, students are required to complete clinical rotations in different departments and perform treatments under the supervision of senior doctors. The time spent per rotation in each department is 6 weeks.

The study was performed with dental students participating in a 3-month clerkship. Students who had traditional PBL experience in the preclinical curriculum were selected. Clinical doctors were assigned as tutors in the WeChat-PBL groups. They were required to have at least one year or more of experience in traditional PBL teaching. In total, 72 students (34 males, 38 females; mean age 23.6 years [SD 2]) and 10 tutors were included in this study (Figure 1). Informed consent was given to participants and signed by them prior to beginning the study.

All participants had their own mobile phones and were required to install WeChat. They were trained to use the practical aspects of WeChat in the PBL context. A total of 10 WeChat groups were created to provide the communication platform for the PBL teaching. The 72 students and 10 tutors from different departments were randomly assigned to each group. Six to eight students and the assigned tutor were asked to join the same WeChat group. Each group consisted of students working in different departments.

---
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**WeChat Problem-Based Learning Mode**

WeChat is an app available on Android, iPhone, BlackBerry, Windows, and Symbian platforms and is supported by Wi-Fi, 3G, and 4G data networks. Students can communicate with each other on WeChat at any time anywhere. This new mode of PBL was designed based on the WeChat app. The WeChat group worked like the traditional PBL group, comprising 6-8 students and a tutor (Figure 2). The PBL group members performed the WeChat-PBL by sending and receiving texts, images, voice messages, videos, and documents (eg, MS PowerPoint, MS Word, and Adobe PDF) (Figure 3). In addition, the PBL group members had real-time discussions using the video conferencing function in WeChat (Figure 4).

The dental students themselves selected the PBL cases. There were no definitive criteria to assess the PBL cases, and the number of the cases was not prespecified. Students selected the PBL cases, based on the clerkship intent and initially guided by the tutor. When a student saw a potentially suitable case in their clerkship, they would upload the clinical data of the case (including basic information, chief complaint, symptoms, signs, and laboratory examinations) to the WeChat-PBL group (Figure 5). The group members would discuss and decide whether the case was chosen for the PBL. The tutor then approved the case put forward by the students, aiming to ensure the quality of case.

Due to WeChat’s powerful functions, the group members could upload texts, images, voice messages, and videos easily and instantly (Figure 6). The group members asked questions about the selected case in the WeChat-PBL group, then discussed the various issues and summarized the questions within several days (Figure 7). The questions were then classified and assigned to the group members. Group members would then find the information, search for possible answers, and post their opinions by text, image, voice, video, or other forms (ie, documents) (Figure 8). Furthermore, the PBL discussion aligned with the clinical treatment of the selected case (Figure 9).

The tutor joined in the WeChat-PBL discussion and occasionally gave guidance to students. The tutor’s aim was to observe the performance and the number of active students in this new mode of PBL. The tutor was not supposed to answer the questions summarized by the students. The main duties of the tutor were as follows: (1) guide the students for deeper and wider thinking, and (2) ensure that every group member is participating in the discussion.
Figure 2. One of the problem-based-learning groups (7 students and a tutor).

![User interface for chatting, which was used to send and receive texts, images, voice messages, videos, and documents.](image)

Figure 3. User interface for chatting, which was used to send and receive texts, images, voice messages, videos, and documents.
Figure 4. Video conferencing in WeChat, which was used for real-time problem-based-learning discussion.

Figure 5. A real case was selected as the problem-based-learning (PBL) case by students, and the clinical data were uploaded to the WeChat-PBL group.
**Figure 6.** In the WeChat-PBL (problem-based-learning) group, the group members carry out the discussion by sending texts, images, voice messages, and videos.

**Figure 7.** In the problem-based-learning discussion, questions were summarized and assigned to group members.
Figure 8. A group member expressed opinions on a question after literature review and learning, and then shared the relevant documents with group members.

Figure 9. Problem-based-learning discussions align with the clinical treatment of the selected case.

Evaluation

The key to evaluating the WeChat-PBL was to infer whether the students were effectively gaining knowledge and improving skills, as well as developing independent clinical thinking and team skills. The evaluations included two sections: (1) periodic evaluation of the PBL process after each individual PBL case, and (2) long-term evaluation of the whole WeChat-PBL experience after the 3-month clerkship.

After each individual PBL case, the students and tutor were required to finish the periodic evaluation, including self-evaluation and peer evaluation, which comprised discussions in the WeChat group. The tutor also evaluated each student’s behavior and performance in the WeChat-PBL.

The long-term evaluation of the whole WeChat-PBL experience after the 3-month clerkship was summarized by a questionnaire survey to each student (Table 1). The questionnaire was designed and modified based on previous studies [14-16] and the objectives of this study. The questionnaire was validated by a pilot study with a smaller sample.
Table 1. Questionnaire results after 3 months of clerkship.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did you enjoy discussing the PBL cases from the clerkship?</td>
<td>70 (97.22)</td>
<td>2 (2.78)</td>
</tr>
<tr>
<td>2. Did you enjoy communicating by WeChat in the online PBL?</td>
<td>72 (100)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>3. Did you contribute to the group discussion?</td>
<td>60 (83.33)</td>
<td>12 (16.67)</td>
</tr>
<tr>
<td>4. Did you complete the tasks assigned to you on time?</td>
<td>58 (80.56)</td>
<td>14 (19.44)</td>
</tr>
<tr>
<td>5. Did you apply prior knowledge to solve problems?</td>
<td>62 (86.11)</td>
<td>10 (13.89)</td>
</tr>
<tr>
<td>6. Were you able to provide new information?</td>
<td>65 (90.28)</td>
<td>7 (9.72)</td>
</tr>
<tr>
<td>7. Did you feel free to propose questions?</td>
<td>70 (97.22)</td>
<td>2 (2.78)</td>
</tr>
<tr>
<td>8. Did you pay attention to the relevance of the information?</td>
<td>70 (97.22)</td>
<td>2 (2.78)</td>
</tr>
<tr>
<td>9. Did you assess the information you acquired critically?</td>
<td>59 (81.94)</td>
<td>13 (18.06)</td>
</tr>
<tr>
<td>10. Did you actively participate in interactive discussion?</td>
<td>60 (83.33)</td>
<td>12 (16.67)</td>
</tr>
<tr>
<td>11. Were you able to communicate ideas effectively with your group members?</td>
<td>61 (84.72)</td>
<td>11 (15.28)</td>
</tr>
<tr>
<td>12. Did your tutor consistently show enthusiasm with the PBL?</td>
<td>70 (97.22)</td>
<td>2 (2.78)</td>
</tr>
<tr>
<td>13. Did your group members and tutor offer feedback often to improve your learning?</td>
<td>69 (95.83)</td>
<td>3 (4.17)</td>
</tr>
<tr>
<td>14. Do you now have a better understanding of PBL?</td>
<td>72 (100)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>15. Do you think WeChat is an effective app for online PBL in a dental clerkship?</td>
<td>72 (100)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>16. Do you agree that online PBL based on WeChat can improve students’ ability in the clerkship?</td>
<td>71 (98.61)</td>
<td>1 (1.39)</td>
</tr>
</tbody>
</table>

Analysis

The data from PBL cases and WeChat messages were collected for quantitative analysis in MS Excel 2013. The content of the periodic evaluations within the WeChat-PBL groups was analyzed qualitatively. The questionnaires for long-term evaluation were collected and analyzed, gathering participants’ opinions and comparing them, in order to understand whether the students benefited from this WeChat-PBL mode.

Results

Problem-Based Learning Cases

In this study, there were 45 cases presented in the WeChat-PBL within the 3-month clerkship, and each group finished four or five PBL cases. These 45 cases were all real clinical cases, including diseases from different departments (Oral & Maxillofacial Surgery, n=12; Endodontics, n=10; Periodontics Department, n=7; Prosthodontics, n=5; Orthodontics, n=5; Pediatric Dentistry, n=4; Dental Implantology, n=2). The multidisciplinary team approach was used in the discussion of 30 cases (66.67%). It took 15-22 days (mean 20.12 days) to finish one PBL case.

WeChat Messages

All students had positive reactions to the communication within the groups. A total of 2063 text messages, 2325 voice messages, 364 images, 92 videos, 278 documents, and 129 webpage links were sent in the 45 PBL cases. In addition, there were 54 video conferences. Of the 2063 text messages, 1823 came from students and 240 from tutors. Of the 2325 voice messages, 2068 were from students and 257 from tutors. All of the images, videos, documents, and webpage links were sent by students.

Periodic Evaluation

The periodic evaluation showed that students and tutors were quite satisfied with the process of WeChat-PBL and appreciated the group members’ performance. The students held positive attitudes toward the WeChat-PBL teaching, noting that WeChat-PBL encouraged the activation of prior knowledge and provided opportunities for elaboration on that knowledge. The tutors reported that the students had obvious increases in both general knowledge and the skills for analyzing problems.

Long-Term Evaluation

The response rate to the questionnaire was 100% (72/72). The results of the questionnaire indicated that the WeChat-PBL achieved positive effects (Table 1). All the students commented positively about communicating on WeChat in the online PBL. Most students enjoyed discussing the real PBL cases from the clerkship (70/72, 97.2%), felt free to propose questions (70/72, 97.2%), and paid attention to the relevance of the information (70/72, 97.2%). As well, most students reported that they were able to provide new information (65/72, 90.28%) and the group members and tutor often offered feedback to improve their learning (69/72, 95.8%).

In addition, most of the students evaluated themselves highly on other aspects in the PBL, including contributing to the group discussion (60/72, 83.3%), completing the assigned tasks on time (58/72, 80.5%), applying prior knowledge to solve problems (62/72, 86.1%), assessing the acquired data critically (59/72, 81.9%), participating in the interactive discussion actively (60/72, 83.3%), and communicating ideas effectively with group members (61/72, 84.7%).

The majority of the students (70/72, 97.2%) felt the tutors showed persistent enthusiasm in the WeChat-PBL, and the tutors gave a positive evaluation of all the students’ behavior in the
PBL. All students reported having a better understanding of PBL and indicated that WeChat was an ideal app for online PBL in the dental practical clerkship. Similarly, almost all students agreed that the WeChat-PBL could improve students’ skills in the clerkship.

Discussion

Principal Results

In this study, we designed a new PBL mode based on WeChat. This mode of online PBL successfully eliminated the physical and temporal limitations of traditional PBL in dental clerkships. It ensured the time needed for and the quality of PBL, broadened the manner that students gain knowledge, and promoted efficiency in solving problems in the dental practical clerkship. As a modern pedagogical philosophy, the importance of PBL is increasingly being recognized in student learning and innovation in medical education [17]. Many educators have tried to improve traditional PBL by modifying the instruction, hence, other PBL modes such as tutorless PBL, 3C3R Modified PBL, and Hybrid-PBL have emerged in PBL teaching [18-20]. However, compared with traditional PBL, the WeChat-PBL has several advantages that take PBL to a higher level.

The most important advantage of our WeChat-based PBL is its timesaving and convenience. Traditional PBL is time-consuming [21], since a regular schedule is needed to gather the students together. However, WeChat-PBL allows asynchronous discussions and supports discussions “anytime, anywhere.” Furthermore, group members can upload images, videos, radiological examinations, or laboratory results of the case via mobile phone in a timely manner, so that other members can instantly access the case data.

Second, the new PBL mode offers an excellent platform for sharing educational resources and the newest information. Group members can use their mobile phones, searching valuable information on the Internet. Many universities offer a range of online e-Health courses and other online curricula [22,23]. Group members can send webpage links to these and other resources to the group chat directly, thus, improve the efficiency and quality of the discussions in the PBL.

Third, this new mode improves students’ motivation to learn and strengthens their practical ability. The questionnaire results indicated that the students became more and more curious and active in WeChat-PBL, aiming to grasp the practical use of theoretical knowledge instead of just knowing about the theory. Group members became better at listening and communicating in the new PBL mode, which helped them achieve the ultimate intent of the clerkship.

Social media has been gaining steady support for its presence in medical education. The findings of this study illustrate a method through which online PBL teaching can be facilitated by the use of social networking sites. Compared with the use of similar social media platforms such as WhatsApp [24] and Twitter [25] in PBL, WeChat has some special functions that are particularly well adapted for online PBL discussions including video conferencing and sharing of documents (eg, MS PowerPoint, MS Word, and Adobe PDF). Another noteworthy feature of WeChat-PBL in our study is that the PBL case was directly selected from students’ clinical work, and the PBL discussions aligned with the clinical treatment of the selected case. These real cases helped students recognize the authenticity of the study materials and become more motivated to explore and solve the problems [26]. Moreover, the students were able verify the solutions in the practice, truly integrating theory with practice. In this study, each PBL group consisted of students belonging to more than one department, and the teachers were randomly assigned across departments. These features contribute to the students’ dental practice in different clinical departments in their clerkship rotation, integrating the knowledge of different disciplines in dentistry. Further, the tutor approved the case selected by the students instead of preparing a case, allowing the tutor more time and energy to focus on the guidance.

Limitations

In order to use this new PBL mode based on WeChat, there are several basic requirements: a suitable mobile phone, the WeChat app, and Internet or Wi-Fi access. For students in China, owning a mobile phone is not a financial burden. In this study, all students had their own phones. Furthermore, WeChat is a free app that anyone can download and install on a supported mobile phone. These days, all colleges and universities in China provide a Web-based information platform for their campuses. Free wireless networks are ubiquitous in student dormitories and in hospitals. However, there exist several shortcomings in this new PBL mode.

First, the dental students have more freedom using WeChat-PBL than in traditional PBL. This helps motivate students to spend more time in the PBL. When there is increased control in traditional PBL, students’ motivation to assume responsibility for learning decreases [27]. However, too much freedom can lead to laziness, procrastination, and so on. Without the restrictions of the classroom setting, some undisciplined students may send off-topic pictures or messages to amuse others in the PBL group chat. Quality pedagogy needs to balance freedom and restraint [28]. Therefore, the PBL group members should set and enforce guidelines and rules in the group chat. If necessary, the tutor could warn the undisciplined students privately. Fortunately, this phenomenon never occurred in this study. Students were motivated and stayed on topic.

Second, this online PBL mode lacks ways to manage discussion topics effectively. The personality types of students and their group dynamics are linked to their PBL performance [29]. During an online discussion, such as the WeChat-PBL, the topics can be dominated by a few active users, since there is not the restriction of traditional classroom setting. Students can discuss what they are interested in and can go off topic unintentionally, potentially affecting the enthusiasm and activity of the other students. Keeping students engaged in a virtual environment requires a sustained instructor presence. In order to overcome this shortcoming, the tutor should always be active in the asynchronous discussion group, encouraging students’ discussion and prompting them to think more deeply. In addition, students admitted to the WeChat-PBL should receive training on this new mode as part of the PBL orientation.
In our study, we found that all students were able to focus on the discussion topics after receiving training.

As far as the study method is concerned, there were some limitations to our design. The study lacked a control group, and the evaluations focused only on perception/satisfaction with the PBL, rather than assessing actual changes in knowledge or skills. In addition, the tool used to evaluate the experience was not validated, and thus the satisfaction reported may be due to the novelty effect. Therefore, longer studies are needed to assess intermediate and long-term effects. Finally, the study lacked a rigorous sampling process, and all eligible students were recruited into our study.

**Conclusions**

The results indicate the feasibility and acceptability of WeChat in PBL teaching for students in a dental practical clerkship. This new PBL mode not only has the advantages of timesaving and convenience but also offers a suitable platform for sharing educational resources and the newest information. The WeChat-PBL improves students’ learning motivation and strengthens their practical ability. It also contributes to students’ dental practice in different clinical departments in their clerkship rotation, integrating the knowledge of different disciplines in dentistry. Although there are certain limitations in WeChat-PBL, we were able to find the solutions during the study process. We conclude from this study that our WeChat-PBL is an effective method for PBL teaching in a dental practical clerkship.
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Abstract

Background:  The prevalence of social media makes it a potential alternative to traditional offline methods of recruiting and engaging participants in health research. Despite burgeoning use and interest, few studies have rigorously evaluated its effectiveness and feasibility in terms of recruitment rates and costs, sample representativeness, and retention.

Objective:  This study aimed to determine the feasibility of using Facebook to recruit employed Australian parents to an online survey about managing work and family demands, specifically to examine (1) recruitment rates and costs; (2) sample representativeness, compared with a population-based cohort of parents; and (3) retention, including demographic and health characteristics of parents who returned to complete a follow-up survey 6 weeks later.

Methods:  Recruitment was conducted using 20 paid Facebook advertising campaigns, supplemented with free advertising approaches such as posts on relevant Facebook pages and requests for professional networks to circulate the survey link via Facebook. Recruitment rates and costs were evaluated using the Checklist for Reporting Results of Internet E-Surveys, including view rate, participation rate, completion rate, cost per consent, and cost per completer. Sample representativeness was evaluated by comparing demographic and outcome variables with a comparable sample from the Longitudinal Study of Australian Children including educational attainment, marital status, country of birth, neighborhood disadvantage, work-family conflict, and psychological distress. Retention was evaluated by comparing the number and demographic characteristics of participants at recruitment and at 6-week follow-up.

Results:  Recruitment strategies together resulted in 6653 clicks on the survey link, from which 5378 parents consented to participate and 4665 (86.74%) completed the survey. Of those who completed the survey, 85.94% (4009/4665) agreed to be recontacted, with 57.79% (2317/4009) completing the follow-up survey (ie, 43.08% [2317/5378] of parents who consented to the initial survey). Paid Facebook advertising recruited nearly 75% of the sample at Aus $2.32 per completed survey (Aus $7969 spent, 3440 surveys completed). Compared with a population-based sample, participants at baseline were more likely to be university educated (P<.001), experience greater work-family conflict (P<.001) and psychological distress (P<.001), and were less likely to be born outside Australia (P<.001) or live in a disadvantaged neighborhood (P<.001).

Conclusions:  Facebook provided a feasible, rapid method to recruit a large national sample of parents for health research. However, some sample biases were observed and should be considered when recruiting participants via Facebook. Retention of participants at 6- to 8-week follow-up was less than half the initial sample; this may reflect limited ongoing participant engagement for those recruited through social media, compared with face-to-face.
Introduction

Overview
Busyness and time pressure are linked to reduced research participation [1], particularly for parents balancing the demands of work and family simultaneously [2]. This presents barriers to participation in health research, which is often time-intensive or requires face-to-face engagement. Social media platforms such as Facebook have the potential to reach parents who, as a cohort, are already strongly engaged in social media for parenting information, advice, or peer support [3,4]. Employed parents typically report high levels of time pressure [5]; therefore, online methodologies may allow more frequent and flexible opportunities for parents to engage in research. Although the omnipresence of social media in modern society offers new opportunities for efficient and low-cost participant recruitment, rigorous evaluation of Facebook as a recruitment method is scant and many unanswered questions remain. How feasible is this method for health research? Can it replace traditional offline methods of participant recruitment? Are samples of parents recruited via Facebook comparable to those recruited via offline methods? What are the retention rates for a convenience sample of parents recruited through Facebook? We address these questions salient to many researchers in a variety of health- and family-related fields and report on the methodology and feasibility of using Facebook to recruit employed Australian parents to an online survey, with a brief follow-up.

Background
Facebook is a free social networking website whereby users create profiles, share content, and connect with other users. It remains the most popular social media platform globally, with over 2 billion active monthly users [6], including 15 million Australians, of whom 50% log in daily [4,7]. Facebook is the main social media platform used by parents [8], attracting more parents than nonparents on a daily basis [9]. In recent years, parents’ use of social media has increased [10], providing new ways for parents to maintain social ties, connect with other parents, share experiences, seek social and emotional support, and obtain parenting information [9,11]. Mothers typically use Facebook more frequently than fathers, and usage tends to increase during the transition to parenthood [3,9].

Given such widespread use of social media (and the ubiquity of smartphones), it is unsurprising that researchers are beginning to harness Facebook as a mobile, flexible, and potentially low-cost research tool. Traditional offline methods such as mail-outs and telephone interviews are becoming less feasible and less effective, evidenced by rising postage costs, increased refusal rates for household surveys, and reduced use of landline phones [12-14]. Extant literature varies enormously with respect to Facebook recruitment rates and costs. For example, Leach et al [15] recruited 819 new mothers to a health and well-being survey using Facebook advertisements in just 4 days, at a cost of AUS $0.55 per participant. Conversely, Kapp et al [16] used Facebook advertisements to recruit women to a survey of mammogram use but failed to recruit any eligible respondents, despite offering monetary incentives. Such variability likely reflects multiple factors such as the salience of the research topic, Facebook use among the target population, how the advertisement is presented, as well as the provision of incentives. A recent systematic review highlighted mixed results from Facebook recruitment studies [17]. From 54 studies, an average of 736 participants (range: 0 to 11799) were recruited at a cost of US $1.36 to US $110 per completing participant (per study average=US $17.48, of the 21 studies that provided sufficient data). Despite this variability, Facebook has been particularly effective for the recruitment of vulnerable and traditionally hard-to-reach populations, including young adults [18], HIV-positive participants [19], lesbians, bisexuals, gay, transgender, intersex, queer populations [20], new mothers [15], and low-income populations [21].

Although the use of Facebook for recruitment has grown dramatically in recent years, sample representativeness remains underreported. Thornton et al [17] found that only 16 (14.5%) studies examined sample representativeness, of which 86% concluded that their Facebook sample was similar to samples recruited using traditional methods. Leach et al [15] found that, compared with a representative population sample of mothers, mothers recruited via Facebook were younger and more likely to be in a de facto relationship, highly educated, first-time mothers, and speak only English at home. Importantly, these mothers also had poorer self-reported physical and mental health, suggesting potential bias in who self-selects into research participation about specific topics. Thornton et al [17] conclude that although the majority of Facebook samples have similar demographic characteristics to samples recruited via other methods, they are often not representative when compared with national population data. Evidence regarding the retention of samples recruited via Facebook is similarly limited. A 1-month follow-up of young adult veteran drinkers reported nearly 80% retention, with highly educated participants less likely to drop out [22].

This Study
Rigorous evaluation of the feasibility of Facebook recruitment remains scant. In particular, there is a lack of explicit detail about Facebook advertising settings and strategies, content of advertisements, or modifications to Facebook settings and advertising campaigns throughout recruitment (exceptions include the studies by Leach et al and Arcia [15,23]). It is, therefore, difficult to draw accurate conclusions about the feasibility and effectiveness of Facebook as a research tool. To address these gaps, we conducted a methodological evaluation to assess the feasibility of using Facebook to recruit a national sample of employed parents to an online survey, with respect to (1) recruitment rates and costs, (2) representativeness (compared with a national population-based cohort of employed
Australian parents), and (3) retention (including retention rate and demographic characteristics of those who returned to complete a follow-up survey 6 to 8 weeks later).

**Methods**

The evaluation reported here is based on the protocol and data collected for an online survey, the Families at Work Survey. We first describe this survey and the recruitment protocol, followed by the evaluation method.

**The Families at Work Survey**

The Families at Work online survey aimed to identify the employment conditions and workplace supports accessed by employed parents of children aged 0 to 18 years to manage work and family demands and to identify which strategies were associated with better parent well-being. Participants were required to be (1) aged 18 years or older, (2) living in Australia, (3) in paid employment (including self-employment or employees currently on leave), and (4) the parent of at least one child aged 18 years or younger. Upon survey completion, parents were invited to be contacted for a 6- to 8-week follow-up survey. The 15-min baseline survey (T1) was conducted between August and November 2016 (including school-term and holiday periods in Australia). The 10-min follow-up survey (T2) readministered core demographics and primary outcome measures and was conducted from October 2016 to February 2017.

Participants were invited to enter a draw to win 1 of the 10 Aus $50 gift cards at the end of each survey; winners were randomly selected and sent a gift card via email. The survey was administered via Qualtrics (Qualtrics Provo) [24]. Ethical approval was granted by La Trobe University Human Ethics Committee (S16-122).

**Recruitment Protocol**

A study-specific Facebook page was created before recruitment that included a study description and contact details of the research team. The page featured the university logo to support the perceived legitimacy of the survey. Relevant content was regularly posted to the page, such as news articles about managing the demands of work and family life and updates on the number of survey respondents. Participants were recruited through either (1) paid Facebook advertising or (2) free Facebook advertising. Both methods included passive snowball sampling, as users liked, shared, or circulated the link to others. Survey advertisements comprised the following: (1) a title (eg, “When it comes to balancing work and family life, what works for you? What do you find tricky?”), (2) an image (eg, mother hugging child, father walking child to school), (3) main text (eg, “Researchers are looking for working parents of children aged 18 years or younger to complete a 15-minute survey. You can go into a draw to win a $50 gift card!”), and (4) the survey link.

**Paid Facebook Advertising**

A total of 20 paid advertising campaigns were run at an overall cost of Aus $7969, approximately 1 campaign per week, most of which ran for 7 days each. A Facebook campaign has an overarching objective (eg, increase clicks to a website), targets specific Facebook users (eg, gender, age, location), and has a budget [25]. Data collection ceased after the 20th campaign due to a sufficiently large and diverse sample being obtained. The study was also advertised for a small fee (Aus $200) on a popular online single-parent community, whereby an administrator promoted the survey to members via email and across numerous single-parent Facebook pages.

Each paid advertising campaign was designed using Facebook’s Ads Manager, for which we selected the intended audience, schedule, format, and budget. Advertisements were displayed to users whose profiles indicated that they lived in Australia, were aged 18 to 60 years, and who matched on specific demographics, interests, or behaviors (eg, mother, father, work-life balance). Campaigns either targeted parents (all) or specifically targeted an underrepresented subgroup of our sample (eg, fathers, fathers with teens). For campaigns that specifically targeted mothers or fathers, users who identified their gender as female or male were selected in the Facebook Ads Manager to ensure that the advertisement was only shown to female or male users, respectively (Note: we have used the terms gender, male, and female for consistency with the Facebook Ads Manager, although we acknowledge the complexity and distinctions between sex, gender, and parenting roles). Campaigns targeting parents more broadly did not specify gender. A range of high-resolution stock images were used in the advertisements. Campaigns were closely monitored throughout data collection to identify subgroups of parents who were under-represented in the sample. No adjustments were made to campaigns once they had commenced. Campaigns were not run simultaneously, to avoid competition for the same target population (however, some overlap occurred with mother- and father-specific campaigns, given that these were targeting different populations). Features of the 20 campaigns are presented in Table 1. All advertisements were placed on Mobile News Feeds and Desktop News Feeds, given that this placement is highly visible and generates the strongest engagement at the lowest cost [26,27]. Users who viewed the paid advertisement on their News Feed could choose to like, tag, or share it with their friends through a passive snowballing approach.
Table 1. Characteristics of the 20 paid Facebook campaigns.

<table>
<thead>
<tr>
<th>Number</th>
<th>Target</th>
<th>Image description</th>
<th>Format</th>
<th>Duration (days)</th>
<th>Prize draw advertised</th>
<th>Time scheduling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Parents (all)</td>
<td>Including family, tradespeople, and florist at work</td>
<td>C</td>
<td>7</td>
<td>No</td>
<td>Anytime</td>
</tr>
<tr>
<td>2</td>
<td>Blue-collar workers</td>
<td>Including chefs, hairdresser, and factory worker</td>
<td>C</td>
<td>7</td>
<td>No</td>
<td>Anytime</td>
</tr>
<tr>
<td>3</td>
<td>Fathers</td>
<td>Including father doing laundry and tradesman at work</td>
<td>C</td>
<td>7</td>
<td>No</td>
<td>Anytime</td>
</tr>
<tr>
<td>4</td>
<td>Parents (all)</td>
<td>Including mother and son, father and daughter, and family</td>
<td>C</td>
<td>7</td>
<td>No</td>
<td>Anytime</td>
</tr>
<tr>
<td>5</td>
<td>Parents (all)</td>
<td>Mother and daughter and father and son</td>
<td>S</td>
<td>4</td>
<td>Yes</td>
<td>Anytime</td>
</tr>
<tr>
<td>6</td>
<td>Parents (all)</td>
<td>Mother and daughter, and father and son</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 7-10 pm</td>
</tr>
<tr>
<td>7</td>
<td>Fathers</td>
<td>Father and son playing soccer</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>8</td>
<td>Parents (all)</td>
<td>Father carrying daughter on shoulders</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>9</td>
<td>Fathers</td>
<td>Father helping children build a bird feeder</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>10</td>
<td>Parents (all)</td>
<td>Father helping son ride his bike to school</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>11</td>
<td>Fathers</td>
<td>Father and children with a dog beside river</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>Excluding 12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>12</td>
<td>Fathers</td>
<td>Father and children with a dog beside river</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>Excluding 12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>13</td>
<td>Parents (all)</td>
<td>Mother and children</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>14</td>
<td>Parents (all)</td>
<td>Father and son after a bike ride</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>15</td>
<td>Fathers</td>
<td>Father and son playing football</td>
<td>S</td>
<td>5</td>
<td>Yes</td>
<td>Excluding 12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>16</td>
<td>Parents (all)</td>
<td>Mother helping son to do homework</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>17</td>
<td>Fathers</td>
<td>Father and daughter reading a book</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>Excluding 12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>18</td>
<td>Mothers of teens</td>
<td>Mother and teenage son</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>19</td>
<td>Fathers of teens</td>
<td>Father and teenage son</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>12-2 pm; 6-10 pm</td>
</tr>
<tr>
<td>20</td>
<td>Regional and rural parents</td>
<td>Family on cattle farm</td>
<td>S</td>
<td>7</td>
<td>Yes</td>
<td>Excluding 12-2 pm; 6-10 pm</td>
</tr>
</tbody>
</table>

aCarousel (C) format comprised a set of 5 scrolling images; single format (S) comprised 1 image.
bCampaign 6 was the first campaign using the revised survey landing page, with scheduled advertisements run at lunchtime (12-2 pm) and evenings (6-10 pm).

Free Facebook Advertising

To supplement the paid advertising, we used cross-promotion to harness Facebook’s popularity and reach at no cost. We identified Facebook pages aimed at parents specifically and those used by the general adult population, by searching within Facebook or Google using keywords (eg, parenting, mothers group, union). We contacted page administrators to seek their support in promoting our survey link to their members or followers (see Multimedia Appendix 1 for example wording). The survey link was also circulated using an active snowballing approach, whereby the research team asked their professional networks to circulate the survey link through their personal Facebook account or within Facebook groups in which they were members.

Survey Data Collection

Unique survey URLs were generated for each recruitment strategy and advertising campaign, which reflected the source of recruitment (eg, Campaign 14). This allowed us to monitor responses to each recruitment method. Facebook users who clicked on the survey link were directed to the survey landing page. For both T1 and T2 surveys, participants were asked to provide electronic consent by selecting 6 statements to demonstrate that they had read and understood the Participant Information Statement and agreed to participate in the survey. Participants who consented to be recontacted were emailed a unique survey link 6 to 8 weeks later. Nonresponders or participants who had partially completed the follow-up survey were sent up to 2 email reminders at weekly intervals.

https://www.jmir.org/2019/3/e11206/
Evaluation Method

**Facebook Metrics**

Facebook metrics were collected through the Facebook Ads Manager, including reach (ie, the number of users who saw the adverts in their News Feed at least once), link clicks (ie, the number of users who clicked on the advertisement), cost per click (ie, campaign cost divided by the number of link clicks), and relevance (a score out of 10 generated by Facebook, which estimates how well the target audience is responding to the advertisement). Higher relevance scores indicate positive user engagement (eg, link clicks), whereas lower scores indicate negative interactions (eg, hiding or reporting an advertisement) [28].

**Recruitment Rates and Costs**

Recruitment rates and costs were calculated following the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [29]. The CHERRIES framework is designed to guide the quality reporting of online surveys in the same way as the Consolidated Standards of Reporting Trials statement guides the reporting of randomized controlled trials. As such, we report several metrics that speak to the quality and completeness of the data and of the overall feasibility of Facebook recruitment (that is, was a useable sample and dataset obtained?). These include the following: view rate: the ratio of Facebook users who clicked on the advertisement and visited the survey landing page divided by users who saw the advertisement (click to reach ratio); participation rate: the ratio of those who consented to participate divided by the number of visitors to the survey landing page (consent to click ratio); and completion rate: the ratio of the number of people who completed the survey divided by those who consented to participate (completion to consent ratio). Cost per consent and cost per completer for each campaign were also derived. It was not possible to calculate the view rates or response rates for our free recruitment strategies.

**Determining Sample Representativeness**

Comparison data were drawn from the Longitudinal Study of Australian Children (LSAC), Kindergarten (K) cohort (child age: 4-5 years at recruitment in 2004). Full sample details, design, and field methods are published elsewhere [30]. Briefly, LSAC employed a 2-stage cluster sampling design using Australian postcodes and Australia’s universal health insurance database (Medicare Australia) to recruit parents through a mailout. The LSAC sample is considered broadly representative of all Australian children and their parents. Data are collected biennially (since 2004) via a face-to-face interview with parents and a parent-report questionnaire [31,32]. Data from employed parents were compared with this study’s sample on baseline characteristics and primary outcome measures at 3 waves: wave 1 (child age: 4-5 years), wave 4 (child age: 10-11 years), and wave 6 (child age: 14-15 years).

The demographic characteristics used for comparison were marital status (married or de facto; single); country of birth (born outside Australia; born in Australia); education (with or without tertiary qualification); and neighborhood disadvantage, assessed using the Socio-Economic Index of Areas (SEIFA) Disadvantage score [33]. Postcodes provided by the participants were matched with the corresponding SEIFA score (Australian mean 1000). To assess for self-selection bias, we also compared participants on the 2 main survey measures: work-family conflict and psychological distress. Work-family conflict was measured using 4 items on a 5-point scale, from 1=“strongly disagree” to 5=“strongly agree”; adapted from Marshall and Barnett [34] and used widely in Australian research (eg, [35,36]). Scores across the 4 items were averaged, with higher scores indicating greater work-family conflict (alpha=..67). Psychological distress was assessed using the K6 [37] on a 5-point scale, from 1=“none of the time” to 5=“all of the time”. Responses were summed (range 6-30), with higher scores indicating greater psychological distress (alpha=.87).

**Statistical Analyses**

To determine Facebook recruitment rates and costs (Aim 1), survey data were exported from Qualtrics into StataSE14 (StataCorp) [38] and the number of consenting participants and completed surveys were summarized by the recruitment source (identified by the unique survey URLs). Facebook campaign costs were then summarized by the number of participants who provided consent (cost per consent) and the number of participants who completed the survey (ie, reached the end of the survey and clicked submit; cost per completer). To assess sample representativeness (Aim 2), baseline (T1) demographic characteristics were compared with LSAC waves 1, 4, and 6. Only employed parents from the LSAC sample were used, to provide a meaningful comparison. Independent sample t-tests were used to compare continuous variables (ie, work-family conflict, psychological distress, neighborhood disadvantage), and chi-square tests were used to compare categorical variables (ie, educational attainment, marital status, country of birth). To assess participant retention (Aim 3), the number of participants who completed the follow-up survey (ie, reached the end of the survey and clicked submit) were compared with those who consented to be recontacted and with those who consented to the initial study. Demographic characteristics of T1 and T2 participants were compared using independent samples t-tests and chi-square tests, as appropriate.

**Results**

**Survey Recruitment (T1)**

After a 15-week recruitment period, there were a total of 6653 clicks on the survey link, resulting in 5378 eligible participants consenting and commencing the T1 survey. Of these 5378, 4665 (86.74%) participants completed the survey (ie, pressed submit at the end of the survey) and a further 532 (9.89%) participants provided partial data (ie, exited before pressing submit); however, 181 (3.37%) participants provided consent but did not answer any questions. The proportion of consenting participants who provided complete, partial, or no data did not differ for the paid and free methods. Of the 4665 participants who provided complete data, 3440 (73.74%) were recruited through the 20 paid Facebook advertising campaigns, 79 (1.69%) through other paid online advertising, 782 (16.76%) through free Facebook advertising, and 364 (7.80%) through...
circulation within the Facebook accounts of our professional networks.

As shown in Figure 1, free advertising was the main source of recruitment during the first 5 weeks of data collection. After this time, our paid advertising campaigns had been fine-tuned to increase effectiveness and thus became the main recruitment method. This allowed a reduced focus on free methods, given that we had exhausted opportunities to post on pages with which we had established connections. In weeks 3 and 7, efforts to encourage circulation of the survey link within personal Facebook accounts of our professional networks were also effective. A pivotal point in recruitment can be observed around weeks 5 and 6, whereby changes to paid advertising strategies (described below) were implemented. Most participants completed the survey on a mobile device (72.80% [3396/4665]), followed by tablet (12.11% [565/4665]), laptop (8.00% [373/4665]), and desktop computer (7.01% [327/4665]). Respondents represented all Australian states and territories, with greater concentrations in or around the more populous cities of Melbourne, Sydney, Brisbane, Adelaide, Perth, and Hobart (see Figure 2).

Figure 1. Paid versus free recruitment rates during the T1 survey.
Paid Facebook Advertising

The 20 paid Facebook advertising campaigns reached nearly half a million users, with a view rate (click to reach ratio) of 1.87%, a participation rate (consent to click ratio) of 47.80%, and a completion rate (completion to consent ratio) of 86.04%. The total cost of the paid Facebook advertisements was Aus $7969.25, with an average cost of Aus $1.99 per consenting participant and Aus $2.32 per completed survey. Table 2 summarizes the results of the 20 paid advertising campaigns, including the overall cost, reach, relevance, clicks, cost per click, cost per consenting participant, and cost per completed survey. As per our methodology, campaigns were regularly monitored, and subsequent campaigns were adjusted accordingly. The cost per consent started at Aus $31.79 and dropped to Aus $7.52 by Campaign 5. This decrease marked a shift in our recruitment strategies; we mentioned our incentive (ie, gift card prize draw) and changed from a multiple- to a single-image format. A further decrease in cost per consent occurred at Campaign 6 (Aus $2.54), after we reduced the text on the survey landing page and scheduled our advertisements to appear during specific time slots. Although cost per consent fluctuated across subsequent campaigns, it remained relatively low, ranging from Aus $0.68 (Campaign 14) to Aus $4.86 (Campaign 7) per consenting participant. Adjustments made to campaigns throughout data collection did not markedly change the cost per click but did improve the completion rates.
Table 2. Recruitment rates and costs for paid Facebook advertising campaigns.

<table>
<thead>
<tr>
<th>Number</th>
<th>Cost (Aus $)</th>
<th>Reach&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Relevance score&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Link clicks (view rate), n (%)</th>
<th>Cost per click (Aus $)</th>
<th>Consented to participate (participation rate), n (%)</th>
<th>Cost per consent (Aus $)</th>
<th>Completed survey (completion rate), n (%)</th>
<th>Cost per completer (Aus $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>349.67</td>
<td>14,832</td>
<td>6</td>
<td>428 (2.89)</td>
<td>0.82</td>
<td>11 (2.57)</td>
<td>31.79</td>
<td>9 (81.82)</td>
<td>38.85</td>
</tr>
<tr>
<td>2</td>
<td>339.01</td>
<td>10,448</td>
<td>8</td>
<td>459 (4.39)</td>
<td>0.74</td>
<td>7 (1.53)</td>
<td>48.43</td>
<td>4 (57.14)</td>
<td>84.75</td>
</tr>
<tr>
<td>3</td>
<td>336.32</td>
<td>16,058</td>
<td>6</td>
<td>371 (2.31)</td>
<td>0.91</td>
<td>8 (2.16)</td>
<td>42.04</td>
<td>7 (87.50)</td>
<td>48.05</td>
</tr>
<tr>
<td>4</td>
<td>336.64</td>
<td>17,599</td>
<td>6</td>
<td>383 (2.18)</td>
<td>0.88</td>
<td>8 (2.09)</td>
<td>42.08</td>
<td>6 (75.00)</td>
<td>56.11</td>
</tr>
<tr>
<td>5</td>
<td>188.11</td>
<td>10,488</td>
<td>4</td>
<td>134 (1.28)</td>
<td>1.40</td>
<td>25 (18.66)</td>
<td>7.52</td>
<td>24 (96.00)</td>
<td>7.84</td>
</tr>
<tr>
<td>6</td>
<td>350.00</td>
<td>17,408</td>
<td>6</td>
<td>271 (1.56)</td>
<td>1.29</td>
<td>138 (50.92)</td>
<td>2.54</td>
<td>122 (88.41)</td>
<td>2.87</td>
</tr>
<tr>
<td>7</td>
<td>350.00</td>
<td>19,995</td>
<td>4</td>
<td>184 (0.92)</td>
<td>1.90</td>
<td>72 (38.59)</td>
<td>4.86</td>
<td>62 (86.11)</td>
<td>5.65</td>
</tr>
<tr>
<td>8</td>
<td>350.00</td>
<td>26,152</td>
<td>8</td>
<td>605 (2.31)</td>
<td>0.58</td>
<td>415 (59.11)</td>
<td>0.84</td>
<td>353 (85.06)</td>
<td>0.99</td>
</tr>
<tr>
<td>9</td>
<td>700.00</td>
<td>35,087</td>
<td>2</td>
<td>348 (0.91)</td>
<td>2.01</td>
<td>187 (51.72)</td>
<td>3.74</td>
<td>162 (86.63)</td>
<td>4.32</td>
</tr>
<tr>
<td>10</td>
<td>350.00</td>
<td>21,648</td>
<td>6</td>
<td>347 (1.60)</td>
<td>1.01</td>
<td>202 (58.50)</td>
<td>1.73</td>
<td>180 (89.11)</td>
<td>1.94</td>
</tr>
<tr>
<td>11</td>
<td>700.00</td>
<td>45,272</td>
<td>7</td>
<td>976 (2.16)</td>
<td>0.72</td>
<td>496 (50.82)</td>
<td>1.41</td>
<td>421 (84.88)</td>
<td>1.66</td>
</tr>
<tr>
<td>12</td>
<td>700.00</td>
<td>38,121</td>
<td>7</td>
<td>707 (1.85)</td>
<td>0.99</td>
<td>331 (46.68)</td>
<td>2.11</td>
<td>265 (80.06)</td>
<td>2.64</td>
</tr>
<tr>
<td>13</td>
<td>350.00</td>
<td>24,249</td>
<td>8</td>
<td>499 (2.06)</td>
<td>0.70</td>
<td>343 (68.94)</td>
<td>1.02</td>
<td>298 (86.88)</td>
<td>1.17</td>
</tr>
<tr>
<td>14</td>
<td>350.00</td>
<td>26,080</td>
<td>9</td>
<td>702 (2.69)</td>
<td>0.50</td>
<td>514 (73.65)</td>
<td>0.68</td>
<td>460 (89.49)</td>
<td>0.76</td>
</tr>
<tr>
<td>15</td>
<td>399.06</td>
<td>18,576</td>
<td>6</td>
<td>328 (1.77)</td>
<td>1.22</td>
<td>187 (57.62)</td>
<td>2.13</td>
<td>157 (83.96)</td>
<td>2.54</td>
</tr>
<tr>
<td>16</td>
<td>316.37</td>
<td>18,768</td>
<td>8</td>
<td>375 (2.00)</td>
<td>0.84</td>
<td>321 (62.93)</td>
<td>0.99</td>
<td>285 (88.79)</td>
<td>1.11</td>
</tr>
<tr>
<td>17</td>
<td>604.40</td>
<td>30,750</td>
<td>4</td>
<td>375 (1.22)</td>
<td>1.61</td>
<td>270 (48.27)</td>
<td>2.24</td>
<td>235 (87.04)</td>
<td>2.57</td>
</tr>
<tr>
<td>18</td>
<td>300.00</td>
<td>19,920</td>
<td>8</td>
<td>460 (2.31)</td>
<td>0.65</td>
<td>290 (64.57)</td>
<td>1.03</td>
<td>247 (85.17)</td>
<td>1.21</td>
</tr>
<tr>
<td>19</td>
<td>300.00</td>
<td>16,788</td>
<td>4</td>
<td>166 (1.00)</td>
<td>1.81</td>
<td>66 (42.17)</td>
<td>4.55</td>
<td>55 (83.33)</td>
<td>5.45</td>
</tr>
<tr>
<td>20</td>
<td>299.67</td>
<td>18,548</td>
<td>6</td>
<td>246 (1.33)</td>
<td>1.22</td>
<td>107 (43.90)</td>
<td>2.80</td>
<td>88 (82.24)</td>
<td>3.41</td>
</tr>
<tr>
<td>Total</td>
<td>7969.25</td>
<td>44,6787</td>
<td>_c</td>
<td>8364 (1.87)</td>
<td>—</td>
<td>3998 (47.80)</td>
<td>—</td>
<td>3440 (86.04)</td>
<td>—</td>
</tr>
<tr>
<td>Mean</td>
<td>—</td>
<td>—</td>
<td>6.2</td>
<td>—</td>
<td>1.50</td>
<td>—</td>
<td>1.9</td>
<td>—</td>
<td>2.32</td>
</tr>
</tbody>
</table>

<sup>a</sup>Reach is the number of users who saw the adverts in their News Feed at least once.

<sup>b</sup>Relevance score is out of 10 and estimates how well the target audience is responding to the advertisement; higher scores indicate positive engagement.

<sup>c</sup>Not applicable.

Although the changes implemented at Campaigns 5 and 6 improved the participation rates, we continued to monitor participant demographics and refine our advertising campaigns. For example, Campaign 6 targeted parents generally (ie, no gender specified), reaching 17408 users and attracting 271 link clicks. However, only 13.56% (2361/17,408) of views and 4.06% (11/271) of clicks were from male users. Overall, 8 of the 20 campaigns targeted male users (fathers), each of which recruited between 83.94% and 100% males. In comparison, the 11 campaigns in which no gender was specified, each recruited between 0% and 12.53% males. Thus, the father-specific campaigns effectively boosted participation from fathers; overall, the paid advertising campaigns recruited 1540 fathers (44.77% of the total sample recruited through the paid campaigns). Parents in regional Australia and parents of teenage children were also under-represented, prompting 3 new campaigns targeting regional parents, mothers of teens, and fathers of teens. The most successful paid campaign was Campaign 14 (Figure 3), which recruited 514 participants at a cost of Aus $0.68 per consented participant (ie, Aus $0.76 each for 460 completed surveys). This campaign coincided with back to school week, in which Australian children return to school after the holidays; the image was selected to maximize salience for parents during this period.
Free Facebook Advertising

We contacted the administrators of 85 Facebook pages, from which 22 responded, 13 agreed to endorse and cross-promote the study on their Facebook page, 6 invited us to post directly on their page as a visitor, and 3 declined as they did not promote surveys on their page. We did not receive a response to 73% of requests. Of the 6 Facebook pages that provided permission to post as a visitor, 1 post led to the completion of 6 surveys, whereas 5 posts generated none. In comparison, 8 Facebook administrators endorsed our survey on their page, resulting in the completion of 492 surveys. The success of each endorsed post generally reflected its number of followers. For example, a prominent parenting Facebook page with almost 200,000 followers led to the completion of 355 surveys, whereas a parenting page with 3000 followers generated 11 surveys. In all, 4 administrators shared our survey link with their members via email (generating 70 surveys) and 1 posted the survey link in their forum (generating 138 surveys). An additional 76 parents completed the survey via the link displayed on our study-specific Facebook page. Our requests for professional networks to circulate the survey link within their own Facebook account and groups were effective, recruiting 364 participants with complete data (7.8% of the full sample).

Retention (T2)

Of the 4665 participants who completed the T1 survey (ie, reached the end of the survey and clicked submit) 85.94%
Of these, 2463 (61.44%) participants consented to the T2 survey: 35.74% (1433/4009) responded to the initial invitation, 15.71% (630/4009) responded to the first email reminder, and 9.98% (400/4009) to the second. One-third (32.98%, 1322/4009) of the participants did not respond to the email invitation or either reminder, a further 4.81% (193/4009) did not provide an email address in the T1 survey despite agreeing to be recontacted, and 31 (0.77%) provided an invalid email address. A small number of participants who consented at T2 provided no data (0.65%, 16/2463) or partial data (5.28%, 130/2463). Of the 4009 participants who agreed to be contacted for follow-up, 57.79% (2317) completed the T2 survey (ie, 43.08% [2317/5378] of parents who consented to the initial survey).

Sample characteristics of participants who completed the T1 and T2 surveys were compared. There were similar proportions of single parents (14% T1 vs 15% T2; P=.55) and parents born outside Australia (18% T1 vs 19% T2; P=.57) across both surveys. Parent age was also similar (mean 40.3 T1 vs mean 40.4 T2; P=.53), as was neighborhood disadvantage (SEIFA score mean 1019 T1 vs mean 1020 T2; P=.26). More males completed the T1 survey, compared with the T2 survey (32% T1 vs 27% T2; P<.001). Finally, T1 participants experienced greater work-family conflict (mean 3.4 T1 vs mean 3.3 T2; P<.001) and greater psychological distress (mean 11.5 T1 vs mean 11.2 T2; P=.005) than T2 participants.

Sample Representativeness

Demographic characteristics for T1 were compared with a representative sample of employed Australian parents participating in the LSAC. To compare across child age ranges, we repeated the comparisons with LSAC waves 1, 4, and 6. Similar findings were observed across each wave; therefore, only wave 1 (data collected in 2004) is reported here for comparative purposes (full results available on request). Compared with LSAC, the current sample consisted of more single parents (15% T1 vs 14%; P<.001) and parents with tertiary education (65% vs 44%; P<.001) and fewer parents born outside Australia (18% vs 23%; P<.001). Parents in our sample also lived in less disadvantaged neighborhoods (SEIFA score mean 1018.7 vs mean 1011.1; P<.001) and reported greater psychological distress (mean 11.5 vs mean 10.1; P<.001) and greater work-family conflict (mean 3.4 vs mean 2.6; P<.001).

Discussion

Principal Findings

This paper reports on the feasibility of using Facebook to recruit a sample of working Australian parents to an online survey; this is one of few studies to systematically evaluate participant recruitment using social media for health research purposes in Australia (see also [15,27]). We report on the key parameters of recruitment rates and costs, sample representativeness, and retention, following the CHERRIES framework [29] for reporting online surveys. Our findings have implications for other researchers seeking to recruit participants through social media and also contribute to the emerging evidence about the nature of samples recruited using these methods.

Overall, the combination of paid and free Facebook advertising proved to be an effective strategy for recruiting a large sample of employed parents (4665 parents completed the survey over a 15-week period). After initially poor engagement with paid advertisements and high per-participant costs, adjustments to our paid advertisements resulted in significantly improved recruitment and participation rates (eg, advertising a prize draw incentive, reducing the amount of text on the survey landing page, using a single-image advertisement). These improvements reduced the need to focus our efforts on free methods. It should be noted that a relatively large proportion of participants (13.3% overall) indicated their consent but provided either no data or partial data. It has been reported elsewhere that participants recruited via social media may be less “conscientious” than those recruited using more traditional methods [18]. As such, we suggest that iterative methods and careful monitoring are required during Facebook recruitment.

We provide further support for the use of targeted Facebook recruitment as a low-cost means of recruiting parents [15,27,39]. Facebook may be a particularly versatile tool in today’s tight monetary environment, in which researchers are under increasing pressure to obtain competitive funding and minimize research costs [40]. Our average cost per survey was substantially lower than most of those conducted to date (paid campaigns only: Aus $2.32 per survey; overall: Aus $1.75 per survey), with the exception of Leach et al [15], who achieved Aus $0.55 for a survey targeting women postpartum. The success of the Leach et al survey may reflect the salience of the research topic (ie, the “Living with a Young Baby” survey) and the high rate of Facebook use among new mothers [3]. Our recruitment costs also compare favorably with more traditional recruitment methods. For example, the authors of this study previously recruited 2002 Australian parents to complete a survey via Computer Assisted Telephone Interview at approximately Aus $119 per participant (direct research costs only) [41].

Engagement with our paid Facebook advertising campaigns compares favorably with previous studies. Nearly 2% of Facebook users exposed to our advertisements clicked on the link, and of those who did, nearly half (47.80%) consented to participate. The average click-through rate (1.87%) was also higher than reported elsewhere [21,23,42]. However, as illustrated in Table 2, the number of Facebook users an advertisement reaches or the number of clicks it generates does not necessarily translate to survey completion.

Our sample of working Australian parents was broadly representative, compared with a large population-based sample. Consistent with Leach et al [15], some self-selection bias was evident in that we recruited parents experiencing more of the constructs being examined (ie, work-family conflict, psychological distress). It is likely that parents who viewed our advertisement about “juggling work and family life” were more likely to respond if they perceived this to be a salient issue. Some demographic characteristics, although statistically significant due to the large sample size, were not meaningfully different (ie, proportions of single parents, neighborhood disadvantage). Our sample, however, did under-represent parents with lower educational attainment and parents born outside...
Australia, which is consistent with findings reported elsewhere [15,43]. Although 97% of Australian families with children under 15 years have internet access [44], those on low incomes are less likely to be internet users than those on high incomes, and migrants from non-English–speaking backgrounds are less likely to be online than their Australian-born counterparts [45]. It is possible that our method of harnessing professional networks to circulate the survey link over-recruited tertiary-educated parents; however, this tends to occur for both online and offline research methodologies [46].

Less than half of those initially recruited returned to complete the follow-up survey 6 to 8 weeks later, which is lower than the retention rates reported elsewhere (eg, [22]). This may reflect limited ongoing participant engagement for those recruited through social media, compared with face-to-face. Indeed, Frandsen et al [18] concluded that participants recruited via social media tended to be less invested or conscientious than those recruited via more traditional methods such as flyers or newspapers. It is possible that some Facebook users impulsively click on a link out of curiosity, compared with more active engagement that might be required with traditional methods (eg, emailing the research team).

Facebook allows for a flexible and dynamic approach to recruitment, whereby strategies can be continually monitored, adjusted, and evaluated for effectiveness. This requires researchers to be highly responsive and open to trying different advertising strategies [46]. Although social media recruitment can lead to less contained or trackable recruitment than offline methods, users’ ability to like, share, or tag other users in response to an advertisement can support ongoing “snowballing” and broad reach. A particular strength of our evaluation method was the use of unique survey URLs for each advertising campaign [24]. This enabled us to identify the specific campaign a participant engaged with. Facebook also provides a multitude of metrics through its Ads Manager for users to track the effectiveness of advertising campaigns and engagement with posted content. We used a flexible approach to develop targeted campaigns to reach specific subgroups, such as parents of teenagers, blue-collar workers, and those living in rural or remote areas.

Fathers were more difficult to recruit than mothers, requiring specific, targeted campaigns with explicit calls to action. This may reflect fewer fathers engaging in Facebook or around parenting-related topics [3], but also reflects evidence that fathers are typically under-represented in research [47,48]. Interestingly, advertisements targeted at parents engaged few fathers, and it became apparent that fathers required specific calls to action if they were to take part. This may be due, in part, to fathers engaging with less parent-related Facebook content than mothers or that the term parents was viewed as a reference to mothers rather than fathers. It may also be a product of Facebook functionality, whereby the campaign is presented to users who are similar to those who have already engaged with it (ie, mothers). This necessitates the use of different recruitment strategies for mothers and fathers.

The gradual adjustment of advertising strategies across the duration of recruitment allowed us to identify the most effective means of engaging our target population. A single-image advertisement was more successful than the multiple-image carousel format, although Facebook reports that “carousel link ads drive 30-50% lower cost per conversion and 20-30% lower cost per click than single-image link ads” [49]. It is possible that a single relevant image was most salient to our population of working parents or that the carousel format is more effective for campaigns that aim to promote a range of goods or products.

Limitations
We acknowledge several limitations of our evaluation of Facebook for recruitment. First, we made several changes to our recruitment strategy for campaigns 5 and 6, which resulted in a substantial improvement in participant recruitment rates and per-participant costs. We acknowledge that this change in format coincided with the decision to specifically mention our prize draw in the advertisement. It is, therefore, difficult to disentangle the relative contributions of these strategies to recruitment rates. Second, we compared our sample with a large cohort study (LSAC), and although it is considered broadly representative of the Australian population, it is not a contemporary sample given that wave 1 data were collected in 2004. Third, evaluation of Facebook as a recruitment tool can be impacted by its advertising algorithms and metrics, which are often difficult to comprehend and can change without notice [50]. This can pose problems for researchers interpreting metrics or seeking to replicate previously published Facebook recruitment protocols. In January 2018, Facebook founder, Mark Zuckerberg, announced a new algorithm that would result in “less public content like posts from businesses, brands and media” [51]; such changes are likely to impact the way in which Facebook is used for research. The constant evolution of Facebook also makes between-study comparisons problematic, which is exacerbated by the lack of consistency with which existing studies report on key parameters such as cost (eg, studies may report total cost, cost per click, cost per participant, or cost per completer).

Practical Challenges
We encountered several practical challenges during recruitment. Both paid and free methods were surprisingly time-intensive, requiring regular monitoring of response rates (daily in the first few weeks, reducing to weekly by the end of the recruitment period), designing new campaigns, contacting page administrators, and developing content for the study Facebook page. Currently, Facebook allows page administrators to block posts but not comments. Our decision to set the profanity filter to strong and to use a large selection of moderation words was effective; only a small number of offensive or negative comments were posted and were automatically hidden, keeping administrative requirements to a minimum. During the early phase of recruitment, our private messages to Facebook page administrators about promoting our survey were labeled as spam. Our account was subsequently blocked from posting or messaging for 1 month; this required the creation of a new account, to enable active recruitment to continue. Facebook does not provide any direct support service; therefore, we needed to rely on Facebook forums or the expertise of peers. Another challenge was the low response rate from administrators of
Facebook pages regarding requests to support our research by posting the survey link. It is possible that some Facebook pages or groups receive many requests from researchers or that our message was simply disregarded as spam. A preexisting connection with the group or page generally led to a greater likelihood of a response; therefore, researchers are encouraged to draw on personal or professional networks and to contact individuals directly (eg, via email) where possible. We also recognize that this free advertising is not necessarily a sustainable approach in the long term, given the potential risks of survey fatigue or of oversampling specific subgroups of the population.

**Further Research and Recommendations**

Future evaluations of Facebook recruitment may seek to harness qualitative methodologies to understand the reasons participants choose to engage or not engage in research advertised on Facebook, including the features of advertising campaigns and survey interfaces that may be most appealing for specific target groups, and the factors that may improve participant retention. This would be particularly helpful for fathers, who were more difficult than mothers to recruit and retain. It is also recommended that recruitment strategies are amended sequentially, rather than simultaneously, to identify the effectiveness of specific strategies with greater precision. Although we found Facebook to be an effective tool for the recruitment of working Australian parents, further research is needed to determine its feasibility for nonparent or unemployed populations and to examine the factors affecting retention following Facebook recruitment.

We recommend that careful consideration is given to engaging participants at each step of the way from viewing the advertisement, providing consent, to survey completion. An advertisement must be relevant and interesting; the survey landing page must be clear and concise with friendly, plain language; and the survey itself must be straightforward and not unreasonably lengthy. As documented elsewhere [46], regular communication with an institutional human research ethics committee is essential, from the study design phase and throughout the recruitment phase. However, the online space is remarkably dynamic, with social media platforms and functionality often changing rapidly and unpredictably. Researchers must stay on the cutting edge of what platforms are popular and how they function. Seeking guidance from an information technology or social media specialist during project design and implementation may be beneficial.

**Conclusions**

Findings suggest that Facebook has the potential to be a low-cost means of recruiting a large sample of working Australian parents, which is an important consideration given the competitive funding environment in which researchers work. A significant barrier is the ever-changing nature and functionality of social media; researchers may benefit from the support of social media professionals. Although we focus on the recruitment of parents, our methodology is applicable to the recruitment of other populations, providing access to real-time feedback and allowing recruitment gaps to be addressed using targeted campaigns. Our experience suggests that immediate success is unlikely; rather, sufficient lead-in time is required to build interest and momentum and to monitor and adjust recruitment strategies accordingly. Fathers were unlikely to respond to calls for parents but required specific invitations to dads using gender-specific campaigns. There was evidence of self-selection bias, given that we recruited parents with greater work-family conflict and psychological distress than the general parent population. Participants were also more highly educated and less likely to have been born outside of Australia than the general parent population. Retention to follow-up was less likely for males or for participants experiencing high work-family conflict and psychological distress. Further evidence is needed to understand the mechanisms of engagement and retention for populations recruited through social media.
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Abstract

Background: Searching for health information online is increasingly common and is an obvious source of information about oral combined hormonal contraceptives (CHCs) and their risks. However, little is known about how publicly available websites address the risks of CHCs, particularly venous thromboembolism (VTE).

Objective: The aim was to explore the information available to women about VTE and other risks of CHCs on websites available through commonly used search engines.

Methods: A qualitative study was conducted to explore whether and how websites about CHCs in Denmark, Germany, Netherlands, Slovakia, Spain, and the United Kingdom make reference to VTE and other CHC risks. A systematic search procedure was adopted across the six countries, based on relevant keywords. The search was carried out using the Google search engine by fluent/native speakers of each language. A content analysis approach was conducted to extract information from the selected websites.

Results: A total of 357 websites were reviewed. Nearly all (343/357, 96.1%) the websites mentioned VTE as a risk of CHCs, with approximately half referring to other side effects as well. One-fifth (92/357, 25.8%) of the websites provided suggestions about the best contraceptive method to use, and only a minority (23/357, 6.4%) recommended women discuss CHCs with their health professionals. Sites were generally run by the media (110/357 30.8%) or medical services from nongovernmental organizations (140/357, 39.2%). Only a minority of websites referred to organizations such as the European Medicines Agency (11/357, 3.1%).

Conclusions: Despite the large number of websites containing information about oral CHCs and their risks, particularly VTE, only a limited number referred to information from accredited health agency sources. We argue this is a missed opportunity for accredited health agencies to share high-quality information to assist women using CHCs to make informed decisions about contraception.

(J Med Internet Res 2019;21(3):e10810) doi:10.2196/10810
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Introduction

Women using combined hormonal contraceptives (CHCs), which contain both estrogen and progesterone, may be three times more likely at risk of venous thromboembolism (VTE) compared to female nonusers [1]. VTE is a condition that involves formation of a blood clot in a vein and can lead to various health complications (e.g., breathing difficulties, chest pain), some of which are life-threatening [2].

According to the European Medicines Agency (EMA), the overall risk of VTE is small and “the benefits of CHC in preventing unwanted pregnancies continue to outweigh their risks” [3]. In their 2014 review, the EMA emphasized that women should be provided with updated information about CHC risks, particularly VTE, so that an informed decision about contraception can be made [4]. It is unclear how women are being provided with this information when prescribed CHCs. A European Union-wide survey conducted by the European Commission in 2014 reported that most Europeans (>75%) believe that the internet is a good resource for health-related information, with 6 in 10 people reporting they “go online when looking for health information” [5]. Therefore, it is likely that women are using the internet to search for information about CHCs. However, little is known about the availability and the type of information that women can find online about CHC-related VTE and other risks of this contraceptive method.

According to the most recent statistics (2017), approximately 90% of females in all EU countries aged 16 to 29 years have used the internet in the last 3 months [6]. The reasons for using the internet are many and may vary between individuals. Similarly, in the 2014 European Commission study, 8 in 10 people aged 15 to 39 years reported using the internet as a health information resource [5]. A recent study by Haluza et al [7] reported that 79% of people referred to the internet as a primary source of health information, outnumbering people using sources such as the doctor (74%), books (63%), or family (62%).

Understanding the information available to women about CHCs and their associated risks is a pressing issue, particularly because previous literature has suggested that women may have knowledge gaps and misconceptions about contraceptives. Previous research has shown that providing women with information about CHC not only improves their knowledge and awareness of risks but also allows them to make a more informed choice [8-10]. Studies have also reported that receiving information about contraception has encouraged women to opt for alternative methods than those they had initially considered [9, 10].

It is important to explore the type of information about CHCs and risks available when searching online via common search engines. The goals of this study were two-fold: (1) to identify European websites focusing on oral CHCs and their associated risks, particularly VTE, available through commonly used search engines; and (2) to explore the information provided about CHCs and their risks provided on these websites through a content analysis approach. This study was part of a larger project [11] exploring how women and health professionals communicate about the risks of using CHCs, the process by which women decide to use a CHC, and the information sources that prescribers and women rely on to support their decisions.

Methods

Overview

In this qualitative study we identified websites that provided information about CHCs available through common search engines and analyzed the information extracted from the websites about the risks associated with the use of CHCs. Websites were systematically identified across six countries in Europe: Denmark, Germany, Netherlands, Slovakia, Spain, and the United Kingdom. The selection was made to ensure geographical coverage of southern, central, eastern, northern, and noncontinental European regions.

Development of the Search Protocol

A protocol was developed in English to ensure consistency across the online searches for websites about CHCs across the six countries. Three English lay advisors were consulted for which keywords they would use to search for CHCs and their risks. The three lay advisors were women aged 20 to 30 years. Each woman was asked, “Which words would you use to search for information online about the risks of blood clots when taking the pill?” This led to the identification of keywords that were meaningful and relevant to women (lay terms) and to, as far as possible, ensure that our search would retrieve results that were equivalent to those obtained by women when searching for information about oral CHCs. English-speaking women were used because the protocol was developed in English.

The keywords generated by the three laywomen advisors were then discussed by the research team, who added relevant synonyms to ensure a larger coverage of results (see Figure 1). After defining the keywords, we moved on to produce a step-by-guide guide on how to perform the online searches. A preliminary version of this search protocol was then revised and piloted by another laywoman who was a native speaker of English; she commented on the clarity and the appropriateness of the language used. The final version of the protocol was delivered in March 2017 and disseminated to the four women recruited to conduct the searches.

Search and Selection of Websites

The search for websites about CHCs was carried out using the Google search engine in each country. We opted for Google because it is considered to be one of the most popular search engines. Google was also used in previous studies about women-related health issues [12].
Figure 1. Keywords and the search strategy used to search for combined hormonal contraceptives.

<table>
<thead>
<tr>
<th>Search term 1</th>
<th>Combination word</th>
<th>Search term 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 The pill OR</td>
<td>AND</td>
<td>2.1 Blood clot OR</td>
</tr>
<tr>
<td>1.2 Combined pill OR</td>
<td></td>
<td>2.2 Clot in vein OR</td>
</tr>
<tr>
<td>1.3 Contraceptive pill OR</td>
<td></td>
<td>2.3 Thrombosis</td>
</tr>
<tr>
<td>1.4 Contraceptive OR</td>
<td></td>
<td>2.4 DVT (deep vein thrombosis) OR</td>
</tr>
<tr>
<td>1.5 Birth control pill</td>
<td></td>
<td>2.5 Risk OR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.6 Side effect</td>
</tr>
</tbody>
</table>

Textbox 1. Inclusion and exclusion criteria for website selection about combined hormonal contraceptives (CHCs).

**Inclusion criteria**
- Websites targeting women and/or health professionals
- Provides information about oral CHCs
- Contains discussion of the risks of CHCs, including venous thromboembolism
- Updated since the latest guidance from the European Medicines Agency was published (2013)

**Exclusion criteria**
- Scientific electronic databases with links to publications about this topic
- No reference to oral CHCs and/or their risks
- Non-European websites
- Not updated since the latest guidance from the European Medicines Agency was published (2013)

Due to the large number of results available on Google, we limited our search to the first 10 pages of results. We limited the page results because previous studies have shown that when it comes to online reviews of products, consumers rely on a very limited number of reviews to make their decisions [13]. The limit of 10 pages was chosen by the research team in consultation with another laywoman advisor independent to the study, who reported that in real-life searches it is unlikely that people will search further than this. The websites retrieved from each country were selected according to the criteria detailed in Textbox 1.

**Search Procedure and Data Extraction**
We recruited four laywomen via the research team network to conduct the Google searches. We opted for laywomen, as opposed to researchers, to conduct the searches because we wanted to replicate how women search for CHCs in naturalistic settings. Also, previous research has suggested that contraceptive responsibilities tend to lay primarily with women [14], making it more likely that searches about CHCs are conducted by women rather than men.

We recruited women of child-bearing age who were native or fluent English speakers, and also native or fluent speakers of at least one of the other five languages of the countries included in the study (see Table 1). We opted for women who were fluent in English to ensure that the same protocol could be used consistently across the team.

Before starting the search, all women were instructed to translate the keywords into their own language. Because the women were considered laypeople, they were instructed to adapt the English keywords to what they would mean in their language. This ensured that all non-English keywords used represented the lay terms that women would potentially rely on to search in the other non-UK countries. The research team discussed these translations with women to ensure they were equivalent to the English terms and that they represented lay, relevant terms in each country.

The internet search was independently conducted by the women in March 2017. They were all based in London; therefore, the computers used for the searches were connected to a virtual private network (VPN) service for remote access to local/national internet servers. This ensured the retrieval of results were equivalent to those obtained by individuals based in each country.

Once connected to the VPN service, women were instructed to open their local version of Google (eg, for Spain, www.google.es) and enter the keywords in the “Search” field. The search involved combining all the variations of search term 1 with each of the six variations of search term 2 (eg, “the pill OR combined pill OR contraceptive OR contraceptive pill OR birth control pill AND blood clot”), resulting in a total of six searches (see Figure 1). To avoid the identification of websites using the languages of interest, but whose origin was not in the countries under study (eg, a website written in German targeting Austria or Switzerland), women were also instructed to use the “Advanced search” menu on Google and to narrow the results to “Country/Region” (Denmark, Germany, Netherlands, Slovakia, Spain, and the United Kingdom) and “Site/Domain” (.dk, .de, .nl, .sk, .es, and .uk).
Table 1. Sociodemographic and language background of the women (N=4) who conducted the internet searches about combined hormonal contraceptives (CHCs).

<table>
<thead>
<tr>
<th>Searcher</th>
<th>Age range</th>
<th>Education</th>
<th>Employment</th>
<th>Previous user of oral CHC</th>
<th>Languages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woman 1</td>
<td>25-34</td>
<td>Postgraduate education</td>
<td>Part-time</td>
<td>Yes</td>
<td>English (fluent); Spanish (fluent)</td>
</tr>
<tr>
<td>Woman 2</td>
<td>18-24</td>
<td>A-levels/GCSE</td>
<td>Student</td>
<td>No</td>
<td>English (native); Danish (native); German (fluent)</td>
</tr>
<tr>
<td>Woman 3</td>
<td>35-44</td>
<td>A-levels/GCSE</td>
<td>Part-time</td>
<td>Yes</td>
<td>English (fluent); Slovakian (native)</td>
</tr>
<tr>
<td>Woman 4</td>
<td>35-44</td>
<td>Postgraduate education</td>
<td>Full-time</td>
<td>Yes</td>
<td>English (fluent); Dutch (native)</td>
</tr>
</tbody>
</table>

aGCSE: General Certificate of Secondary School, equivalent to high school in the United Kingdom

Data Analysis

After the selection of websites in the first 10 pages of results, a standardized Microsoft Excel spreadsheet was created for data extraction (Multimedia Appendix 1). This spreadsheet was used by women to extract information about each website found in their respective countries. Women were instructed to complete the data extraction form in English. The data extraction form included both close-ended questions, which focused on general website characteristics, and an open-ended question for women to describe, in free text, which information was contained on the website. We summarized the women’s responses to the close-ended items to gain an overview of the structure of the websites through a basic descriptive analysis (eg, counts and percentages).

However, the focus of our study was the qualitative information provided by the women when describing the websites’ contents. These qualitative data were analyzed using a content analysis approach [15]. We started with a preliminary reading of the women’s descriptions of the websites, from which categories of information emerged. These categories represented the content, or the topics covered, by the website. After developing this categorical system, the women’s descriptions were revisited, and each website was assigned to categories according to the information they covered.

The first author conducted both the definition of the categories and the categorization of the websites. For quality control purposes, the development of the categories was discussed with a senior researcher with expertise in qualitative research. Then, we randomly selected 10% of the websites and invited one of the women who assisted with the internet search to discuss the categorizations made by the first author. For this process, we asked the woman to consider the categories assigned to each website and consider whether she agreed with the categorization. After discussion, the categorizations were readjusted, and the first author proceeded with the categorization of the remaining websites.

Results

Overview of the Website Characteristics

In total, 357 websites with information about oral CHCs were selected across the six countries. The majority of these were provided by either medical services from nongovernmental organizations (NGOs) (140/357, 39.2%) or media (110/357, 30.8%), including newspapers and online magazines. See Table 2 for detailed information on the types of websites with information about CHC-related VTE and other risks organized according to the country of origin. Websites tended to mostly target women (237/357, 66.3%), with a few focusing on particular subpopulations such as young women or students (4/357, 1.1%). One-fifth of the websites (81/357, 22.6%) did not refer to a specific group and, therefore, were considered to be targeting the general population. Half of the websites selected (185/357, 51.8%) were updated between 2015 and 2017. However, one-fifth of the websites (89/357, 24.9%) did not make any reference to when their website had last been updated.

Websites in Denmark, the Netherlands, and Slovakia did not make reference to the EMA guidelines, with mentions in the other countries minimal, namely Germany (3/113, 2.7%), Spain (1/22, 4.5%), and the UK (7/80, 8.8%). Few websites were interactive, for example with the provision for users to post questions and discuss topics with other individuals. The exceptions were websites in Spain (12/22, 54.5%) and the UK (34/80, 42.5%).

Contents Covered by Websites Focusing on Combined Hormonal Contraceptives and Their Risks

Twenty themes emerged from the content analysis of the free-text website descriptions provided by the women across the six countries. A description of these themes and their respective theme codes used to categorize the information covered by each website are provided in Textbox 2.

Having developed this schema of 20 themes, we categorized each of the 357 websites and explored the type of information that was covered by those websites. The results of this process are presented in Table 3.
Table 2. Distribution of websites per country according to their type (N=357).

<table>
<thead>
<tr>
<th>Type of website</th>
<th>Country, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All countries (N=357)</td>
</tr>
<tr>
<td>Beauty/fitness/lifestyle website</td>
<td>25 (7)</td>
</tr>
<tr>
<td>Charity</td>
<td>6 (2)</td>
</tr>
<tr>
<td>Health blog/network</td>
<td>26 (7)</td>
</tr>
<tr>
<td>Insurance services</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Legal services</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Media</td>
<td>110 (31)</td>
</tr>
<tr>
<td>NGO medical services</td>
<td>140 (39)</td>
</tr>
<tr>
<td>National health service</td>
<td>5 (1)</td>
</tr>
<tr>
<td>Personal blog</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Petition website</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Religious blog</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Science blog</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Support group</td>
<td>33 (9)</td>
</tr>
<tr>
<td>Travel blog</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

Textbox 2. Themes (categories) covered by websites on combined hormonal contraceptives, including their codes and definitions/explanations.

ADP: Advantages/benefits about the pill
AP: Alternative contraceptive methods to using the pill
BC: Blood clots as risk
BWER: Bad/negative women experiences or reports about using the pill
DC: Doctor communication (ie, the importance of talking with doctor about the pill)
DP: Disadvantages about the pill
EA: Emergency advice (eg, warning symptoms, life-saving actions)
EB: Emphasis on beauty/lifestyle motives for using the pill (eg, improving skin, hair)
FC: Family communication (ie, the importance of talking to family members, in particular mothers, about the pill)
GIP: General information about the pill (eg, history, how it works, how to take it)
IC: Information about contraceptive methods in general
MP: Myths about the pill
NBC: No blood clots mentioned as a risk
RD: Resources for doctors (eg, symptom checklists, procedures to adopt)
RV: Risk variations when using the pill (eg, groups with higher risk, risk factors)
SPD: Suggests/advises pill is dangerous to use
SPS: Suggests/advises pill is safe to use
VSE: Various side effects of the pill (besides blood clots)
WP: Which is the most dangerous/safe type of pill
WW: Women worries about the pill
Table 3. Themes covered by the selected websites across the six countries (ranked by frequency for all countries).

<table>
<thead>
<tr>
<th>Themes, n (%)</th>
<th>All countries (N=357)</th>
<th>Denmark (n=82)</th>
<th>Germany (n=113)</th>
<th>Netherlands (n=38)</th>
<th>Slovakia (n=22)</th>
<th>Spain (n=22)</th>
<th>UK (n=80)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>343 (96)</td>
<td>78 (95)</td>
<td>113 (100)</td>
<td>37 (97)</td>
<td>19 (86)</td>
<td>22 (100)</td>
<td>80 (100)</td>
</tr>
<tr>
<td>VSE</td>
<td>164 (46)</td>
<td>37 (45)</td>
<td>112 (99)</td>
<td>20 (53)</td>
<td>6 (27)</td>
<td>13 (59)</td>
<td>77 (96)</td>
</tr>
<tr>
<td>GIP</td>
<td>151 (42)</td>
<td>53 (65)</td>
<td>33 (29)</td>
<td>20 (53)</td>
<td>12 (55)</td>
<td>8 (36)</td>
<td>27 (34)</td>
</tr>
<tr>
<td>RV</td>
<td>121 (34)</td>
<td>41 (50)</td>
<td>109 (96)</td>
<td>4 (11)</td>
<td>5 (23)</td>
<td>2 (9)</td>
<td>16 (20)</td>
</tr>
<tr>
<td>WP</td>
<td>92 (26)</td>
<td>41 (50)</td>
<td>40 (35)</td>
<td>2 (5)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>8 (10)</td>
</tr>
<tr>
<td>ADP</td>
<td>80 (22)</td>
<td>26 (32)</td>
<td>24 (21)</td>
<td>16 (42)</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td>12 (15)</td>
</tr>
<tr>
<td>EA</td>
<td>65 (18)</td>
<td>26 (32)</td>
<td>23 (20)</td>
<td>5 (13)</td>
<td>2 (9)</td>
<td>0 (0)</td>
<td>9 (11)</td>
</tr>
<tr>
<td>BWER</td>
<td>62 (17)</td>
<td>9 (11)</td>
<td>17 (15)</td>
<td>10 (26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>70 (88)</td>
</tr>
<tr>
<td>DP</td>
<td>54 (15)</td>
<td>11 (13)</td>
<td>23 (20)</td>
<td>12 (32)</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>AP</td>
<td>41 (11)</td>
<td>13 (16)</td>
<td>22 (19)</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>SPS</td>
<td>35 (10)</td>
<td>18 (22)</td>
<td>14 (12)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>IC</td>
<td>26 (7)</td>
<td>11 (13)</td>
<td>2 (2)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>9 (41)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>DC</td>
<td>23 (6)</td>
<td>5 (6)</td>
<td>13 (12)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>SPD</td>
<td>21 (6)</td>
<td>8 (10)</td>
<td>9 (8)</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>1 (5)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>EB</td>
<td>18 (5)</td>
<td>0 (0)</td>
<td>17 (15)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>NBC</td>
<td>10 (3)</td>
<td>3 (4)</td>
<td>4 (4)</td>
<td>1 (3)</td>
<td>3 (14)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>MP</td>
<td>9 (3)</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>2 (0)</td>
<td>0 (0)</td>
<td>1 (5)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>RD</td>
<td>3 (1)</td>
<td>0 (0)</td>
<td>3 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>WW</td>
<td>2 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>FC</td>
<td>1 (0)</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*aADP: Advantages/benefits about the pill; AP: alternative contraceptive methods to using the pill; BC: blood clots as risk; BWER: bad/negative women experiences or reports about using the pill; DC: doctor communication (ie, the importance of talking with doctor about the pill); DP: disadvantages about the pill; EA: emergency advice (eg, warning symptoms, life-saving actions); EB: emphasis on beauty/lifestyle motives for using the pill (eg, improving skin, hair); FC: family communication (ie, the importance of talking to family members, in particular mothers, about the pill); GIP: general information about the pill (eg, history, how it works, how to take it); IC: information about contraceptive methods in general; MP: myths about the pill; NBC: no blood clots mentioned as a risk; RD: resources for doctors (eg, symptom checklists, procedures to adopt); RV: risk variations when using the pill (eg, groups with higher risk, risk factors); SPD: suggests/advises pill is dangerous to use; SPS: suggests/advises pill is safe to use; VSE: various side effects of the pill (besides blood clots); WP: which is the most dangerous/safe type of pill; WW: women worries about the pill.*

Nearly all selected websites mentioned VTE as a risk of CHCs (343/357, 96.1%). Just under half of the websites (164/357, 45.9%) mentioned various side effects of CHCs and general information about CHCs (151/357, 42.2%). One-third of websites mentioned risk variations in taking CHCs according to personal characteristics/clinical history (121/357, 33.9%). A quarter of the websites provided suggestions to which oral contraceptive was the best to use (92/357, 25.8%) and the advantages of CHCs (80/357, 22.4%). Only a minority of websites emphasized the importance of talking to health professionals about CHCs (23/357, 6.4%).

**Discussion**

To our knowledge, this is the first and largest study to date to qualitatively explore the information available to women searching online for information about CHCs and their risks. This study aimed to explore online information sources which mention CHCs and their risks, which are currently and publicly available to women across six EU countries. A content analysis approach was used to explore what was covered by these websites. The websites were identified through a systematic, standardized Google search in six languages. We found many websites that provided information about oral CHCs and their risks. There were a limited number of personal blogs providing women’s accounts and experiences with CHCs. Overall, the websites did not offer the possibility for users to ask further questions and share their experiences and rarely included references to health agencies such as the EMA. Most websites included information on VTE and other risks of oral CHCs, but only a minority advised users to seek further information from a health professional.

The fact that information about CHCs is largely provided by media websites and NGO medical services raises questions about the quality of the information provided. As in any other medium, the quality of the information provided across websites is likely to vary, and regulation of quality standards is hard to implement [16]. Rowe et al [17] stated that, in the UK and
Sweden, media reports tend to present health risks in an "alarmist rather than reassuring" way, and seldom provide details about statistics to "express degrees of risk." Almost a decade later, Walsh-Childers et al [18] reported an improvement over the years in the completeness and usefulness of news stories about health, but also a decline in the number of articles reporting health news.

When it comes to information provided by medical services, it is possible that the contents are not always easy to understand from a general population perspective. The concept of patient health literacy has been explored in many other contexts. For instance, in a study by Dickens et al [19], it was suggested that health professionals may overestimate patients’ health literacy. This conclusion was because of 68% of patients whose health literacy was judged as adequate by health professionals, only 22% were considered to be health literate according to the Newest Vital Sign test, which aims to measure low health literacy [19]. In the field of contraception, a study conducted in 2007 reported that the reading level for contraceptive instructions was the sixth to twelfth grade for condoms, ninth to tenth grade for spermicides, and tenth to twelfth grade for emergency contraception, with the twelfth grade corresponding to education attained at 18 years of age. However, according to the latest Eurostat 2017 statistics [20], there are numerous individuals in our countries of interest with “less than primary, primary, and lower secondary education.” Lower education corresponds to education attained at 13 years of age (Denmark 17%, Germany 13%, Netherlands 19%, Slovakia 7%, Spain 37%, and UK 19%). The scenario becomes even more complex when it comes to using health information which was searched online. According to authors such as Norman and Skinner [21], consumers of eHealth information need to have additional literacy skills to explore the data available on websites, which include not only being able to understand the information itself, but also the ability to seek, find, and appraise the quality of the information found. Hence, further research is needed to explore whether both the literacy and eHealth literacy of those searching for online information about CHC and its risks to support contraception choices.

This study also suggests that websites about contraceptive are generally aimed at women. Literature has also referred to contraception as a topic that is socially perceived to be within the “women’s sphere” [14]. If information provided in websites is not gender neutral, this may be perpetuating the idea that contraception is a decision placed on women as opposed to partnerships. Future research should explore the perceptions of males about CHCs, their level of involvement in contraception choices, and which information sources do men seek when it comes to contraception.

Our study demonstrated that most websites were not interactive (ie, did not allow its users to make comments, share experiences, or ask questions about the content provided). Previous literature has demonstrated that the internet, including social media platforms, is becoming an important platform for communication between patients and health professionals. According to Rolls et al [22], health professionals are increasingly using social media to share their knowledge. As a result, several guidelines have emerged about how professionals should use online communication tools to share health information [23,24]. The internet is a powerful source of health information, including topics such as contraception; therefore, professionals may be missing an opportunity to communicate with women about oral CHCs using the internet. We acknowledge that having websites monitored by health regulators or health professionals with active communication features available to their users is unlikely to be feasible. However, we propose that popular health-related websites may develop algorithms which allow them to understand (eg, the information most frequently accessed by website users) and use that as starting point to improve the way in which such information is shared with the target audience.

Despite giving information about the risks of oral CHCs, there are several websites which also advise about the best oral CHC, including references to different brands. This topic has been widely addressed, with many authors referring to “Dr Google” as an expression that reflects the role that the internet has assumed in searching for health information. In the study by Lee et al [25], it was reported that nearly half of individuals with chronic health conditions use Web-based health information to help manage their condition. Individuals seek health information online due to the convenience, coverage, and anonymity [26]. For this reason, the health community must acknowledge the role the internet is playing in helping people making decisions about their health care, and increase involvement with the internet as a prime medium for communication of the latest evidence.

Citation of either European (eg, EMA) or local (eg, National Health Service) health agencies was limited. Variation in reference to health agencies presents the possibility of further involvement in promoting initiatives to raise awareness about the extent of their work among the general population. A possible example for modeling is the project “Decides Espana” [27], which launched in Spain in 2014. This project focused on improving sexual and reproductive rights, and one of its goals was to “raise the awareness of health institutions on the notion of equity in health.” Although this project targeted cultural minorities, it provides an example of initiatives that could be promoted at a local and European level to increase the population knowledge about health organizations that individuals can contact or access to search for reliable and up-to-date information.

This study is not without limitations. First, the search was conducted in different languages, derived from a protocol prepared in English; therefore, it is uncertain whether all key terms used were completely equivalent across countries. We consider the impact of this to be minimal because the women conducting the searches were bilingual or fluent in English. Second, this study only discusses information about CHCs included on the websites and was unable to assess the quality of this information. Third, the six countries included did represent some diversity across Europe, with four of the six being part of Northern Europe, one from Eastern Europe, and one from Southern Europe. However, further research could target other Southern and Eastern European countries. Nevertheless, we consider this study to be a pioneer in its approach of systematically searching for and reviewing health information which is readily and freely available to all internet users.
users. We hope this might encourage other researchers to focus on evaluating the quality of health-related information provided online. This is particularly important when it comes to using oral CHCs. CHCs have been marketed as a “lifestyle drug” (i.e., “medications to improve a person’s quality of life”), which may also have a “cosmetic, life-enhancing, recreational, or discretionary” value [28], yet carries a small but important potential risk to health through VTE, which may not be evident among the normalization of use of CHCs.

In conclusion, this study has shown that there are numerous online information sources about oral CHCs. It is crucial that regulatory health agencies and health professionals engage in this space to inform potential and current users of CHCs both inside and outside the consultation room. In a digital era, and when there is little control over the contents that internet users post online (e.g., personal blogs), such active involvement by health authorities would allow for CHC users to be able to make fully informed decisions about their contraceptive needs.
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Abstract

Background: We designed a telemonitoring strategy for teenagers with inflammatory bowel disease to prevent an anticipated disease flare and avert unplanned office visits and day care procedures. The strategy was evaluated in a randomized controlled trial that involved 11 Dutch pediatric gastroenterology centers, each using repeated symptom scores and stool calprotectin measurements. In the telemonitoring arm of the trial, teenagers (n=84) as well as their health providers were alerted to out-of-range results, and suggestions for change in therapy were offered. We demonstrated that the technology was a safe and cost saving alternative to health checks by the specialist at fixed intervals.

Objective: The aim of this study was to evaluate whether we could move our telemonitoring strategy from a demonstration project to one that is sustained within existing sites.

Methods: In this empirical case study, we used the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework to explore the challenges to implementing our strategy. The framework distinguishes 7 domains: (1) the illness, (2) the technology, (3) the value proposition, (4) the adopter system, (5) the organization, (6) the societal system, and (7) the time dimension. We summarized the challenges across all 7 domains and classified them as simple (+++), complicated (++), or complex (+). Technologies in which multiple domains are complicated have proven difficult to implement, whereas those with multiple complex domains may not even become mainstreamed.

Results: The technology that we used and the linked program (IBD-live) allowed us to select and target the teenagers who were most likely to benefit from a face-to-face encounter with their specialist (+++). The value proposition of the technology was clear, with a distinct benefit for patients and an affordable service model, but health providers had plausible personal reasons to resist (double data entry, ++). The organization was not yet ready for the innovation, as it requires a shift to new ways of working (+). We had no concerns about reimbursement, as Dutch health insurers agreed that screen-to-screen consultations will be reimbursed at a rate equivalent to face-to-face consultations (+++). Finally, the technology was considered easy to adapt and evolve over time to meet the needs of its users (+++).

Conclusions: The challenges to be addressed are merely complicated (++) rather than complex (+), which means that our program may be difficult but not impossible to sustain within existing sites. After integrating the technology and its use with local workflows first, we believe that our telemonitoring strategy will be ready for sustained adoption. In contrast with what we did ourselves, we recommend others to use the NASSS framework prospectively and in real time to predict and explore the challenges to implementing new technologies.
Introduction

Crohn's disease and ulcerative colitis are the 2 main forms of inflammatory bowel disease (IBD). Both are chronic lifelong conditions that cause intestinal inflammation. The inflammation waxes and wanes over time in a seemingly unpredictable fashion. The prevalence of IBD exceeds 0.3% in North America, Oceania, and many countries in Europe [1]. A third of patients experience at least one flare per year, which is associated with pain, disruption of normal activities, and reduction of quality of life [2].

Follow-up of patients with IBD traditionally comprises scheduled visits regardless of how well the patients feel. For every scheduled visit that is instrumental in preventing unnecessary pain or disability, many more will be uninformative. Selecting and targeting the patients who are most likely to benefit from a face-to-face encounter with their specialist are logical solutions.

We have recently shown that repeated quantitative measurements of fecal calprotectin help specialists and patients recognize disease flares at an early stage [3]. Monitoring calprotectin values longitudinally enables timely adjustment of therapy plans. In modern-day IBD care, the treatment target is to keep calprotectin values below 250 μg/g, which is the equivalent of disease remission [4]. When calprotectin values exceed this critical threshold, the patient has a high risk of disease flare and treatment intensification is justified. Conversely, when calprotectin values drop again below the critical threshold, induction therapy can be safely tapered down.

Although it seems that without monitoring, patients with IBD would not be in a position to receive optimal care, there are several potential difficulties and unresolved matters that relate to the use of calprotectin. It may disrupt doctor-patient communication, unduly focusing attention on inflammatory markers (medicalization and creating worried well), increase health care costs, and bears the risk of overdiagnosing flares as calprotectin may also rise in bacterial gastrointestinal infections.

Between June 2013 and January 2016, we conducted a randomized controlled trial (RCT) comparing a Web-based telemonitoring strategy for teenagers with IBD (IBD-live, designed for early detection of relapse) and conventional follow-up [5]. We concluded that patients in the telemonitoring group followed a similar disease course as those in conventional follow-up, although they had significantly less face-to-face encounters with their specialist. Moreover, the number of times blood was taken, trips to the hospital, and hours of absence from school or social activities were lower in the telemonitoring group. The majority of patients assigned to the telemonitoring arm took an active interest in their readings, engaged enthusiastically with the feedback, and found this technical innovation reassuring. In a patient satisfaction survey that was performed after the close-out visit (after 52 weeks of participation), the majority of respondents agreed that telemonitoring was time saving, increased their understanding of the disease, and did not disturb them. Overall, 81% of respondents wished to use the telemonitoring services in future.

We sought to evaluate whether we could move our telemonitoring strategy from a demonstration project to one that is sustained within existing sites.

Methods

Context

The Web-based telemonitoring strategy was tested in 11 pediatric gastroenterology practices, which were recruited on the basis of their interest in IBD. The principal investigators at the various sites were pediatric gastroenterologist and members of the Kids with Crohn's and Colitis working group for Collaborative Research in the Netherlands. Together they treat about two-thirds of the total pediatric IBD population in the Netherlands. National treatment guidelines provided uniformity in treatment among practices [6]. Table 1 summarizes practice characteristics for the 11 sites.

Outline of the Telemonitoring Strategy

Patients in the telemonitoring group had access to the IBD-live website, a cloud-based portal with 3 modules, as follows: (1) the Flarometer, an automatic cumulation of patient-rated symptom scores and fecal calprotectin measurements, (2) a platform for direct communication with the local IBD team with guaranteed feedback within 2 working days, and (3) a module with study questionnaires (on quality of life, absenteeism, and health care utilization). Patients could freely explore the website, but the majority only accessed it after receiving an email notification that it was time for the next Flarometer measurement (Figure 1). In case the Flarometer was not used despite 3 email notifications with 7-day intervals, the IBD-nurse or specialist phoned the patients to encourage them to fill in the Flarometer and send in a stool sample. The email notification had a link that took the user in a few steps in sequential order to the Flarometer (tunnel design) [7]. The Flarometer strategy is presented in Figure 2. Patients as well as their specialists were alerted to out-of-range results, and suggestions for change in therapy were offered.
Table 1. Practice characteristics (N=11).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Number of practices, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Practice type</strong></td>
<td></td>
</tr>
<tr>
<td>Tertiary care hospital</td>
<td>6</td>
</tr>
<tr>
<td>Large regional general hospital</td>
<td>5</td>
</tr>
<tr>
<td><strong>Practice size</strong></td>
<td></td>
</tr>
<tr>
<td>10 to 100 pediatric IBD(^a) patients</td>
<td>7</td>
</tr>
<tr>
<td>More than 100 pediatric IBD patients</td>
<td>4</td>
</tr>
<tr>
<td><strong>Adolescents transitioned to adult-oriented care</strong></td>
<td></td>
</tr>
<tr>
<td>More than 10 per year</td>
<td>7</td>
</tr>
<tr>
<td>(\geq 10) per year</td>
<td>4</td>
</tr>
<tr>
<td><strong>Pediatric IBD nurse present</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8</td>
</tr>
<tr>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td><strong>Pediatric endoscopy unit available</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11</td>
</tr>
<tr>
<td>No</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)IBD: Inflammatory bowel disease.

Figure 1. Swim lane process diagram showing the sequence of events from sending an automated reminder by email to the advice on treatment and timing of re-measurement. The parallel lines divide the diagram into lanes, with one lane for each person or subprocess. The horizontal direction represents the sequence of events in the overall process. Arrows between the lanes represent how information or material is passed among the subprocesses. Black arrows represent the ideal flow; gray dotted arrows represent the weakest links in the chain of events. IBD: inflammatory bowel disease.
Figure 2. Flarometer strategy. Algorithm with advice on treatment and the timing of re-measurement (figure printed with permission from Heida et al [5]). PUCAI: pediatric ulcerative colitis activity index; PCDAI: pediatric Crohn's disease activity index.

<table>
<thead>
<tr>
<th>Probability of disease flare</th>
<th>PUCAI or PCDAI &gt;10</th>
<th>Calprotectin &gt;250 μg/g</th>
<th>Message</th>
<th>Timing next test</th>
<th>No shift to lower stratum?</th>
</tr>
</thead>
<tbody>
<tr>
<td>High (&gt;80%)</td>
<td>+</td>
<td>+</td>
<td>!</td>
<td>1 month</td>
<td>Consider step-up</td>
</tr>
<tr>
<td>Intermediate</td>
<td>−</td>
<td>+</td>
<td>?</td>
<td>1 month</td>
<td>Consider other diagnostic tests</td>
</tr>
<tr>
<td>Low (&lt;10%)</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>3 months</td>
<td></td>
</tr>
</tbody>
</table>

Evaluation

During the RCT, we gathered information on its potential for implementation in a real-world setting. Data sources included study parameters as specified in the study protocol [8] and ethics paperwork, the log of technical failures, and 1 additional semistructured interview for all patient participants. In addition, for the purpose of this case study, we collected information from 5 research staff including the principal investigator (PFvR) and 2 research coordinators (AD and AH), 13 clinical staff involved in the trial, 4 clinical staff not involved in the trial, 2 hospital decision makers, and 1 Web designer. This information was extracted from 15 semistructured and 4 narrative interviews.

We used the recently published nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework to systematically explore the challenges and decide whether we should abandon our telehealth technology or aim to achieve sustained adoption within the existing sites [9].

The NASSS framework comprises measures categorized in 7 domains: (1) the illness, (2) the technology, (3) the value proposition, (4) the adopter system (professional staff, patients, and lay carers), (5) the organization, (6) the wider institutional and societal system, and (7) interaction and mutual adaptation among all these domains over time. In Table 2, we summarize all the original measures and how we translated them to assess local applicability. All measures were classified as simple (straightforward, predictable, and few components—as in making a sandwich), complicated (remains predictable, but with multiple interacting components or issues—as in building a rocket), or complex (dynamic, unpredictable, and not easily disaggregated into constituent components—as in raising a child). The choice for 1 of 3 classes was further substantiated by tabulated examples in the NASSS index paper [9].

Technologies in which multiple domains are complicated have proven difficult, slow, and expensive to implement. Those in which multiple domains are complex may not even become mainstreamed.

Overall, 2 assessors (AD, PFvR) independently rated the measures with the use of a predefined matrix. Disagreements were resolved by discussion and, if necessary, a third independent assessor (AH).

Ethical Considerations

The patient-related data in this paper as well as the log of technical failures were collected as part of the initial RCT. The Medical Ethical Committee of the University Medical Centre Groningen approved the study protocol (METC 2013/010). Secondary approval was obtained from all participating centers. Use of additional data collected from nonpatient participants (including semistructured interviews with specialists and IBD nurses and qualitative interviews with managers and Web designer) in this empirical case study did not require approval according to the Dutch Medical Research Involving Human Subject Act.
Table 2. Overview of the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework used to evaluate the success of the IBD-live telemonitoring strategy. The left column shows the original NASSS questions, the right column shows how we adapted some to assess local applicability.

<table>
<thead>
<tr>
<th>Domain and questions</th>
<th>Adapted questions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain 1: The illness</strong></td>
<td></td>
</tr>
<tr>
<td>1A. What is the nature of the condition or illness?</td>
<td>How well does the Flarometer strategy predict out-of-range or all-is-well events?</td>
</tr>
<tr>
<td>1B. What are the relevant sociocultural factors and comorbidities?</td>
<td>What are the sociocultural factors associated with good adherence to the technology? (Original RCT)</td>
</tr>
<tr>
<td><strong>Domain 2: The technology</strong></td>
<td></td>
</tr>
<tr>
<td>2A. What are the key features of the technology?</td>
<td>No changes</td>
</tr>
<tr>
<td>2B. What kind of knowledge does the technology bring into play?</td>
<td>No changes</td>
</tr>
<tr>
<td>2C. What knowledge and/or support is required to use the technology?</td>
<td>No changes</td>
</tr>
<tr>
<td>2D. What is the technology supply model?</td>
<td>No changes</td>
</tr>
<tr>
<td><strong>Domain 3: The value proposition</strong></td>
<td></td>
</tr>
<tr>
<td>3A. What is the developer’s business case for the technology (supply-side value)?</td>
<td>No changes</td>
</tr>
<tr>
<td>3B. What is the desirability, efficacy, safety, and cost effectiveness of the technology (demand-side value)?</td>
<td>What is the change from baseline in quality-of-life and cost-effectiveness? (Original RCT)</td>
</tr>
<tr>
<td><strong>Domain 4: The adopter system</strong></td>
<td></td>
</tr>
<tr>
<td>4A. What changes in staff roles, practices, and identities are implied?</td>
<td>No changes</td>
</tr>
<tr>
<td>4B. What is expected of the patient (and/or immediate caregiver)—is this achievable by, and acceptable to, them?</td>
<td>No changes</td>
</tr>
<tr>
<td>4C. What is assumed about the extended network of lay caregivers?</td>
<td>Not applicable</td>
</tr>
<tr>
<td><strong>Domain 5: The organization</strong></td>
<td></td>
</tr>
<tr>
<td>5A. What is the organization’s capacity to innovate?</td>
<td>No changes</td>
</tr>
<tr>
<td>5B. How ready is the organization for this technology-supported change?</td>
<td>No changes</td>
</tr>
<tr>
<td>5C. How easy will the adoption and funding decision be?</td>
<td>No changes</td>
</tr>
<tr>
<td>5D. What changes will be needed in team interactions and routines?</td>
<td>No changes</td>
</tr>
<tr>
<td>5E. What work is involved in implementation and who will do it?</td>
<td>No changes</td>
</tr>
<tr>
<td><strong>Domain 6: The wider context</strong></td>
<td></td>
</tr>
<tr>
<td>6A. What is the political, economic, regulatory, professional (eg, medicolegal), and sociocultural context for program rollout?</td>
<td>No changes</td>
</tr>
<tr>
<td><strong>Domain 7: The time dimension</strong></td>
<td></td>
</tr>
<tr>
<td>7A. How much scope is there for adapting and coevolving the technology and the service over time?</td>
<td>No changes</td>
</tr>
<tr>
<td>7B. How resilient is the organization to handling critical events and adapting to unforeseen eventualities?</td>
<td>No changes</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bWe already published the results of this measure in the original RCT [5].

**Results**

A summary of the challenges of the IBD-live telemonitoring strategy per domain is given in Table 3. In the following sections, we give a detailed overview of the considerations we have made during the rating process.

**Domain 1: The Illness**

Patients were followed for 52 weeks. During this observation period, 448 Flarometer scores were generated, of which 176 (39.3%) were in the green stratum, 181 (40.4%) were in the orange stratum, and 91 (20.3%) were in the red stratum. Overall, 30 of 176 green all-is-well results were generated during a close-out visit and were excluded from analysis. The median change in fecal calprotectin concentration in the follow-up stool
of the 146 remaining cases was 0 (interquartile range, IQR 0-70) ug/g (Multimedia Appendix 1). A total of 11 of 91 red out-of-range alerts were generated during a close-out visit and were excluded from analysis for not leading to a response from patient or health provider anymore. Among the remaining 80 red alerts were the patients who were most likely to benefit from an encounter with their specialist because of an imminent flare. In 39 of 80 cases, the local IBD team followed the automated advice to intensify treatment. The median change in fecal calprotectin concentration in the follow-up stool in this group was −255 (IQR −975 to 20) ug/g. In 21 of 80 cases, there was a well-founded reason to deviate from the treatment advice and follow a watchful waiting strategy. These reasons included the presence of colon pathogens and high symptom scores caused by disorders that were not related to IBD such as irritable bowel syndrome. In these cases, the median change in fecal calprotectin concentration in the follow-up stool was −216 (IQR −1965 to 0) ug/g. In 20 of 80 red alerts, there was no contact between patient and health provider, despite 3 email notifications and an attempt to contact the patient by telephone after 2 weeks of passivity. This strategy violation led to a median change in fecal calprotectin concentration of 167 (IQR 0-1047) ug/g. Multimedia Appendix 1 shows that the direction of change in calprotectin concentration in the latter group was different from the others and toward further deterioration.

The foregoing made us decide that ad hoc face-to-face follow-up consultations were fairly predictable and consistent in the group with out-of-range results. We had few unpredictable eventualities in the all-is-well results. Both disease relapses and sustained remissions were predictable, and the treatment advice generated by the Flarometer was reliable. This measure was therefore classified as simple.

Domain 2: The Technology

The telemonitoring strategy relied on calprotectin measurements in stool samples that were sent to the hospital laboratory by ordinary mail. Immediately after arrival, the stool sample was analyzed with a point-of-care test that offers quantitative results within minutes. This rapid test has good agreement with the established enzyme-linked immunosorbent assay (ELISA) and can therefore serve as a reliable alternative to the time-consuming ELISA in the follow-up of patients with IBD [10]. We plotted the calprotectin results per patient over time to give both patient and doctor an overview of the inflammatory state of the gut during the experiment. Patients found the longitudinal tracking of calprotectin results helpful and trusted the results. However, doctors were equivocal about whether a rise in calprotectin above 250 ug/g was sufficient to justify treatment intensification. Some wished to perform additional diagnostic tests to rule out gastrointestinal infections before progressing to a treatment decision. Multimedia Appendix 2 shows that concurrent gastrointestinal infections were found in 14% of stools with out-of-range results, and this proportion was not statistically different from stools with calprotectin values in the target range (below 250 ug/g).

Use of the telemonitoring strategy required no previous knowledge from the patients except for recognition of what conditions count as urgent, such as a drug reaction. All measures within this domain were classified as simple, with the exception of 2D: the sequence of events from sending an automated reminder by email to the formulation of a treatment advice (Figure 1), relying on a bespoke solution from a small-sized enterprise, which carries a risk of supplier withdrawal. However, its relatively substitutability is relatively straightforward, and the complexity of this measure was therefore classified as complicated.

Domain 3: The Value Proposition

Our telemonitoring strategy depended on a predictive algorithm on the basis of calprotectin changes over time to prevent an anticipated disease flare and avert unplanned outpatient visits and day care procedures (including colonoscopies). Although the technology created new possibilities for personalized medicine, such as selecting and targeting the patients who are most likely to benefit from a face-to-face encounter with their specialist, we did not observe a reduction in workload. Patients assigned to the telemonitoring group had fewer face-to-face encounters with the IBD team compared with those in conventional follow-up, but the number of telecontacts (emails and telephone calls) increased by 40%. The telemonitoring strategy was cost effective, as it demonstrated comparable effectiveness with conventional follow-up at lower costs. In the intention-to-treat analysis, telemonitoring led to a mean annual cost saving of €89 per patient, and this amount increased to €360 in those who were adherent to the technology. The time-saving aspect of the technology and the better sense of disease control were highly valued by patients and their caretakers. Not all patients were suitable to be followed in a telemonitoring program. It is important to realize that differences exist in people’s desire for information. Some patients seek as much information as possible about the threat of a disease flare (monitors), whereas others try to avoid potentially threatening information (blunters) [11]. The Flarometer technology will give the former category of patients and parents a greater sense of control, as opposed to the latter category who may feel more vulnerable because of the constant confrontation with their chronic disease. This aspect may partially explain attrition in the telemonitoring arm.

We are not sure that use of the telemonitoring strategy reduces the demand on health services, but it certainly allows selecting and targeting the patients who are most likely to benefit from a face-to-face encounter with their specialist. Furthermore, the business case is still underdeveloped. We therefore classified measure 3A as complicated. However, the technology itself is desirable for patients, and it is safe and cost effective, particularly in those who are adherent to the telemonitoring strategy, and measure 3B was therefore classified as simple.
Table 3. Summary of the challenges of the IBD-live telemonitoring strategy based on the nonadoption, abandonment, scale-up, spread, and sustainability framework.

<table>
<thead>
<tr>
<th>Domain and question</th>
<th>Rating</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain 1: The illness</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1A. How well does the Flarometer strategy predict out-of-range or all-is-well events?</td>
<td>+++</td>
<td>Ad hoc face-to-face follow-up consultations were fairly predictable and consistent in the group with out-of-range results; few unpredictable eventualities in the all-is-well results.</td>
</tr>
<tr>
<td>1B. What are the sociocultural factors associated with good adherence to the technology?</td>
<td>+++</td>
<td>Majority of teenage patients were considered suitable for the technology, except for those with concurrent diseases such as arthritis and sclerosing cholangitis; Patients with delayed emotional maturity, prominent functional gastrointestinal disease, or with little knowledge of the Dutch language were considered less suitable for the technology.</td>
</tr>
<tr>
<td><strong>Domain 2: The technology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2A. Perceived usability</td>
<td>+++</td>
<td>Access to Web-based portal was easy via a link in the email notification. The tunnel design (Figure 1) guided the patients in a few steps in sequential order through the Flarometer. Successful stool-based monitoring system for teenagers heavily relies on active and coordinating role of the parent.</td>
</tr>
<tr>
<td>2B. Appropriateness of the automated treatment advice</td>
<td>+++</td>
<td>Treatment advice was accepted and trusted by patients. Concurrent gastrointestinal infection was found to be the cause of the out-of-range result in a minority of cases.</td>
</tr>
<tr>
<td>2C. Knowledge and/or support required to use the technology</td>
<td>+++</td>
<td>Use of the technology requires no previous knowledge from the patient, except for recognizing what conditions count as urgent.</td>
</tr>
<tr>
<td>2D. Technology supply model</td>
<td>++</td>
<td>Technology relies on bespoke solution from a small-sized enterprise with risk of supplier withdrawal.</td>
</tr>
<tr>
<td><strong>Domain 3: The value proposition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3A. Developer’s business case for the technology (supply-side value)</td>
<td>++</td>
<td>Not sure that use of the technology reduces the demand on health services, but it certainly allows selecting and targeting the patients who are most likely to benefit from a face-to-face encounter with their specialist.</td>
</tr>
<tr>
<td>3B. Efficacy, safety, and cost-effectiveness of the technology (demand-side value)</td>
<td>+++</td>
<td>Technology is desirable for patients, it is safe and cost effective, particularly in those who are adherent to the telemonitoring strategy.</td>
</tr>
<tr>
<td><strong>Domain 4: The adopter system</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4A. Implications for staff roles, practices, and identities in case of adoption</td>
<td>+++</td>
<td>Difference between innovators and early adopters (who embraced the technology) on 1 side and a minority of other health providers (who were reluctant to adopt the technology). Technology was not seen as a threat to job security.</td>
</tr>
<tr>
<td>4B. What is expected of the patient (and/or immediate caregiver)—and is this achievable by, and acceptable to, them?</td>
<td>+++</td>
<td>Patients were already familiar with the stool collection procedure. Logging on to the system was easy. The study presupposed that parents or carers were actively supporting their child during the study observation period.</td>
</tr>
<tr>
<td><strong>Domain 5: The organization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5A. Organization’s capacity to innovate</td>
<td>+</td>
<td>Technology follows the natural work flow but conflicts with established hospital electronic databases and therefore requires double data entry. This will put a strain on the already overstretched health service.</td>
</tr>
<tr>
<td>5B. Readiness for this technology-supported change</td>
<td>++</td>
<td>No linked routine for booking face-to-face appointments in case of a red alert.</td>
</tr>
<tr>
<td>5C. Easiness of adoption and funding</td>
<td>++</td>
<td>Anticipated reduction in costs were not realized as case management was not always successful in avoiding follow-up consultations and day care admissions. Neutral cost-benefit balance.</td>
</tr>
<tr>
<td>5D. Changes required in team interactions and routines</td>
<td>++</td>
<td>Variation in clinician engagement was based on the vision of local teams of whether remote biomarker monitoring enhances rather than threatens the existing service. Expansion of rapid access possibilities is required.</td>
</tr>
<tr>
<td>5E. Work and persons involved in implementation</td>
<td>+</td>
<td>Significant work needed to build shared vision, engage staff, enact new practices, and monitor impact.</td>
</tr>
<tr>
<td><strong>Domain 6: The wider context</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Explanation
Effect of January 2018, the Dutch Health care Authority has agreed that screen-to-screen consultations will be reimbursed at a rate equivalent to face-to-face consultations, provided that a substantive report is added to the patient’s medical record.

Domain 7: The time dimension

7A. Scope for adapting and coevolving the technology over time ++
The technology can easily be adapted over time.

7B. Handling critical events and adaptation to unforeseen eventualities +++
The research head quarter and the Web designer were able to detect critical events quickly and respond to these through coordinated action.

Rating:
+++ Simple +++; Complicated ++; Complex +.

Domain 4: The Adopter System

The structured questionnaire that was spread among health providers after termination of the RCT revealed the difference between innovators and early adopters (who embraced the technology) on 1 side and a minority of other health providers who were reluctant to adopt the technology on the other. The hurdle was not learning to use a new technology but rather the prospect of double data entry when running a telemonitoring service in parallel with conventional follow-up. This perception of overload will put a strain on already overstretched health services. The telemonitoring strategy was not seen as a threat to job security, although a considerable proportion of health providers felt that it changed the professional distance to their patients (Figure 3).

For patients, the easiest way to log on to our system was via a link in the email notification. Some patients forgot their username or password, and the time involved in recovering their username or resetting their account password demoralized them. The tunnel design guided the patients in a few steps in sequential order through the Flarometer, and entering data was merely clicking in a data entry form. The patients were already familiar with the stool collection process with its inherent obstacles [12].

As neither existing staff nor patients and caregivers had to learn new skills, we classified all measures within this domain as simple.

Domain 5: The Organization

Decision makers may be disappointed to read that cost-savings by the use of telemonitoring were only modest, but physician-nurse task shifting, on the other hand, appeals greatly to health decision makers. As the technology allows to select and target patients who benefit from a face-to-face encounter with their physician at short notice for timely adjustment of therapy plans, nurse specialists in IBD treatment teams may dedicate their time to other problems, including repeat prescriptions, quality-of-life issues, and absenteeism from school or work, not to mention that time will be needed to motivate patients who ignored automated reminders. Successfully accomplishing a task shift probably involves the expansion of the number of rapid access clinic consultation slots. In addition, currently, there is no built-in routine for booking rapid consultations in case of out-of-range results. Although the telemonitoring strategy follows the natural work flow, it conflicts with established hospital electronic databases and therefore requires double data entry. This will put a strain on already overstretched health services. To reduce double documentation, clinicians may want to import data from electronic health records into the cloud-based telemonitoring system or vice versa. This is currently not possible. The organization was perceived as the most problematic of all domains. We classified measures 5A and 5E as complex. The last question in domain 5 concerns the work involved in implementation. We regret to say that such a study is extensive and often hidden, and we typically underestimated it at the planning stage. Measures 5B to 5D were classified as complicated.

Domain 6: The Wider Context

The most significant system-level challenge at the time that we performed our study was the absence of an established national tariff for reimbursing electronic health consultations. In the meantime, the Dutch Health care Authority agreed that with effect from January 2018, screen-to-screen consultations are reimbursed at a rate equivalent to face-to-face consultations, provided a substantive report is added to the patient’s medical record [13]. Reimbursement is only possible when the screen-to-screen consultation is really comparable in both content and duration with a regular face-to-face consultation at the clinic. Second, the screen-to-screen contact should be booked in advance. As financial and regulatory requirements are now in place nationally, we classified this measure as simple.
Domain 7: The Time Dimension

We used email notifications to communicate with the target population, but teenagers hardly use this *ancient form* of digital communication anymore. Despite being an over 40-year-old technology, email has many advantages to newer ways of communication such as WhatsApp, and it is still considered a more trustworthy way of communication. Email is persistent, easily searchable, one is able to send it from virtually every internet-able device in the world, it uses small data volume, one can attach whatever is wanted, and it is expandable (adding encryption or signing for instance). Having said all this, better, safer, and more appealing tools for communication in health care are a good thing. It will be interesting to see what swoops in to fill the gaps for patient-related data exchange in health care.

As the potential for adapting and coevolving the technology and service over time is uncertain, we classified this measure as *complicated*. With the technology that we used during the RCT, the research headquarter and the Web designer were able to detect critical events quickly and responded to these through coordinated action, therefore question 7B was classified as *simple*.

Discussion

Principal Findings

We recently reported on a telemonitoring strategy for teenagers with IBD (*IBD-live*) that was designed for early detection of relapse and follow-up of appropriateness of treatment. We concluded that the technology was a safe and cost-saving alternative to conventional follow-up. For patients and parents in the intervention arm, the time-saving aspect and the better sense of disease control were highly valued. In this empirical case study, we used the newly developed NASSS framework to explore the challenges to implementing the *IBD-live* strategy and decide whether we should abandon this technology or sustain it within existing sites [9]. The framework allowed us to explore complexity in multiple interacting domains. Aspects of the different domains were classified as simple (+++: straightforward, predictable, and with few components—as in making a sandwich), complicated (++: predictable, but with multiple interacting components or issues—as in building a rocket), or complex (+: dynamic, unpredictable, and not easily disaggregated into constituent components—as in raising a child). Our technology-supported telemonitoring strategy was designed to recognize and manage disease flares at a distance, and following the treatment advice of the Flarometer led to similar patient outcomes as the doctor’s advice. This observation led to the conclusion that the condition that we aim to monitor (domain 1) is well characterized, well understood, and predictable (in other words, simple). The technology that we used (domain 2) was user-friendly for both patients and doctors, but a minority of health providers did not trust the treatment advice generated by the Flarometer. As colon pathogens were only occasionally detected in the stool samples with out-of-range results, we feel that their apprehension may not be well founded.

The Flarometer algorithm relied on a bespoke solution from a small-sized enterprise, which always carries a risk of supplier withdrawal. However, its substitutability is relatively straightforward, and this aspect of the technology was therefore classified as *complicated*. For patients, parents, and health providers, the value of telemonitoring (domain 3) is in the possibility for *personalized* medicine, such as selecting and targeting the patients who are most likely to benefit from a face-to-face encounter with their specialist. Access to care was...

Figure 3. Health provider’s opinions about home telemonitoring (n=15). The proportion of respondents who agreed to the statements (left of the neutral line) versus those who disagreed (right of the neutral line). IBD: inflammatory bowel disease.
improved in those patients who completed the Flarometer from their home with a result in the low-risk stratum and were reassured without missing school or work, whereas those with an out-of-range result were triaged by an IBD nurse for a physical office visit. However, in a busy, appointment-based practice, scheduling an urgent patient can be a challenge. Organizations that wish to use the telemonitoring strategy to the fullest may want to think of a flexible system to cater for urgent patients, for example, by expanding the number of rapid access clinic consultation slots. The supply-side value was therefore not merely classified as simple but rather as complicated.

The greatest challenge to scale-up, spread, and sustain our telemonitoring strategy is, without a doubt, the organization’s capacity (domain 5) to build the new technology into this workflow, for example, by automating the steps for booking office visits in case of suspected disease flares.

**Particular Strengths and Limitations of the Project**

The main strength of our telemonitoring project was its randomized and pragmatic design. A heterogeneous group of patients, parents, health providers, and clinical practices were included to maximize the applicability of the results to everyday practice. IBD-live was developed through close collaboration among developers, clinicians, and representatives of the Dutch Crohn’s and Colitis patient organization (CCUVN). The director of the CCUVN was consulted at the inception stage of the project and was also on the committee of reviewers who decided on the ZonMw funding.

However, this empirical case study shows that a sturdy evidence base for the efficacy of the intervention does not guarantee a spontaneous movement of the intervention into routine clinical usage. Historically, this research-to-practice gap has not been the concern of academic clinical researchers [14]. We used the NASSS framework retrospectively and were only able to explain why we failed to implement telemonitoring in our daily clinic till now. If we would have used the framework at an early stage of our telemonitoring program development, it would have saved us precious time. In the future, we will definitely use this framework prospectively and in real time to support new programs, and we also encourage others to do so. This case study hinges on the rating of challenges summarized in Table 3. Although 2 assessors (AD and PFvR) independently used a rating matrix, the generalizability of our findings is problematic. There is a great deal of subjectivity in how the challenges were rated, which may have affected the conclusions of this paper.

**Comparison With Other Studies**

In contrast with our telemonitoring strategy that is not yet mainstreamed, we know of 1 Dutch IBD telemonitoring initiative that has been successfully implemented—myIBDcoach [15,16]. This telemedicine system monitors and registers disease activity in patients with all subtypes of IBD as well as patient-reported outcome measures and quality metrics. We have tried to comprehend why this initiative, which focuses on adult patients with IBD, has a broad support and is expanding to both academic and nonacademic IBD centers. The most important difference with our own project relates to the institution of a foundation to facilitate implementation and to improve cooperation among the various stakeholders. The director of the Dutch IBD patients’ organization, 2 gastroenterologists, an accountant, and an assistant professor of health analytics systems constitute the board. Representatives of the IBD section of the Dutch Association for Gastroenterology, the Dutch Association for Gastroenterologists, and the Association of IBD Nurse Specialists form a separate committee which decides on the design and content of myIBDcoach.

Several other telemonitoring initiatives in IBD care, with direct connection to the IBD specialist team, have been developed in Denmark, United States, and the United Kingdom [17-21]. However, in spite of the promising results in the field of responsive and cost-effective care, these initiatives are all in the stage of sustained adoption and none are ready for distant spread.

**Interpretation**

This case study illustrates that our system with remote biomarker monitoring enhances rather than threatens the existing hospital service with periodic office visits. Home telemonitoring is attractive for teenagers and their families, and health professionals may be interested in using it to keep teenagers who are well out of hospital and ease the pressure on overstretched outpatient services. The telemonitoring system is ideally run with IBD nurses to provide full coverage during working hours. Patients with disease in remission may have up to 4 Flarometer measures in 1 year and 1 routine physical office visit. Patients with an anticipated disease flare will be booked in between for a rapid access clinic consultation. Patients who require periodic day care infusions with antitumor necrosis factor (TNF) monoclonal antibodies may not profit from the telemonitoring service as they will already have unavoidable frequent contact with health care providers. However, those on injectable anti-TNFs, may also highly value our telemonitoring strategy. Home telemonitoring can move IBD care into a new era in which teenagers take ownership of their chronic disease and participate in the therapeutic decision-making process on the basis of longitudinal tracking of Flarometer results. It is important to realize that a wide range of services should be available, as patients and their families have different needs related to both disease activity and personal circumstances. Individual needs also change over time, which require a flexible contact to the hospital.

**Abandon or Ready for Sustained Adoption?**

Application of the NASSS framework has shown what issues will be mission-critical to move our telemonitoring strategy from a demonstration project to one that is fully mainstreamed and part of business as usual locally. The challenges to be addressed are merely complicated (++) rather than complex (+), which means that our program may be difficult but not impossible to sustain within existing sites.

On the basis of the NASSS framework, we conclude the following:
The technology and linked program were designed around a well predictable condition (disease flare) in patients with IBD.

The prototype of the technology was sufficiently tested in an RCT.

The value proposition of the technology was clear, with a distinct benefit for patients and an affordable service model.

Health providers have plausible personal reasons to resist (double data entry).

The organization may not be ready for the innovation, as it requires a shift to new ways of working.

The concerns about reimbursement are not valid reasons to stall the mainstreaming of the technology.

The technology is able to adapt and evolve over time in a way that continues to meet the needs of its users.

After integrating the technology and its use with local workflows, we believe that our telemonitoring strategy will be ready for distant spread and long-term sustainability.
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Multimedia Appendix 1
Median (inter quartile range, IQR) change in fecal calprotectin. The time interval after a green all-is-well result and a red out-of-range alert was 4 and 2 months respectively. A positive value represents an increase in fecal calprotectin.
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Multimedia Appendix 2
Presence of colon pathogens in stool samples as per flarometer color code.
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Abstract

Background: Numerous published articles show that clinicians do not follow clinical practice guidelines (CPGs). However, a few studies explore what clinicians consider evidence and how they use different forms of evidence in their care decisions. Many of these existing studies occurred before the advent of smartphones and advanced Web-based information retrieval technologies. It is important to understand how these new technologies influence the ways clinicians use evidence in their clinical practice. Mindlines are a concept that explores how clinicians draw on different sources of information (including context, experience, medical training, and evidence) to develop collectively reinforced, internalized tacit guidelines.

Objective: The aim of this paper was to explore how evidence is integrated into mindline development and the everyday use of mindlines and evidence in care.

Methods: We draw on ethnographic data collected by shadowing internal medicine teams at 2 teaching hospitals. Fieldnotes were tagged by evidence category, teaching and care, and role of the person referencing evidence. Counts of these tags were integrated with fieldnote vignettes and memos. The findings were verified with an advisory council and through member checks.

Results: CPGs represent just one of several sources of evidence used when making care decisions. Some forms of evidence were predominately invoked from mindlines, whereas other forms were read to supplement mindlines. The majority of scientific evidence was accessed on the Web, often through smartphones. How evidence was used varied by role. As team members gained experience, they increasingly incorporated evidence into their mindlines. Evidence was often blended together to arrive at shared understandings and approaches to patient care that included ways to filter evidence.

Conclusions: This paper outlines one way through which the ethos of evidence-based medicine has been incorporated into the daily work of care. Here, multiple Web-based forms of evidence were mixed with other information. This is different from the way that is often articulated by health administrators and policy makers whereby clinical practice guideline adherence is equated with practicing evidence-based medicine.

(Keywords: clinical practice guidelines; evidence-based medicine; mindlines; ethnography)

Introduction

Clinical Practice Guidelines (CPGs) have become ubiquitous, they provide concrete practice recommendations for care providers and are often viewed as an integral component of evidence-based medicine [1-3]. Figure 1 shows an idealized evidence-based medicine hierarchy whereby research is appraised, compared, consolidated, and rewritten into CPGs. Despite the significant resources now devoted to producing, adapting, and implementing CPGs, as highlighted by Eby [4].
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and others [5,6]. CPG adoption in practice has been problematic. Several reviews of existing studies concerned with the underutilization of CPGs focus on barriers to CPG adoption [7-10]. These studies assume that increased CPG uptake leads to more evidence-based care [11]. A few, if any, of these studies considered how information is accessed in the day-to-day work of clinicians.

Gabbay and le May’s ethnographies [12,13] explored how clinicians use research in their day-to-day work. They argue that general practitioners “normally found [it] neither necessary nor helpful to refer to guidelines or other sources of evidence directly during their day-to-day practice” [12]. Instead, clinicians draw on mindlines, which are defined as “collectively reinforced, internalized tacit guidelines” [13]. Mindlines are socially constructed through interactions with health care professionals and patients, personal medical training, experience, and context. They draw on knowledge in a fluid, multidirectional, and context-specific way. This enables clinicians to prioritize relevant information, reduce possible options for action, and decrease clinical uncertainty [11].

Through interviews, Timmermans and Angell [14] found that residents consult an array of evidence including MD Consult, “cheat” books, textbooks, CPGs, review articles, and primary research articles.

Gabbay and le May’s mindlines research was nominated as 1 of 20 influential BMJ papers over the last 20 years [15]. Wieringa and Greenhalgh [11] found in a systematic review of “mindline(s)” conducted 10 years after the publication that a few studies empirically explored mindlines. They argued key components of mindlines—such as knowledge coconstruction and shared sense-making—need further research. Mindlines are formed in teaching hospitals as trainees learn how to think like clinicians [12].

The studies of Gabbay and le May [12,13] and Timmermans and Angell [14] occurred before smartphones and advanced Web-based systems exponentially increased accessibility of information. More recent studies assessed the impact of smartphones and information retrieval technologies on primary care clinicians [16,17] and internal medicine residents [18], arguing that these technologies increase the degree and variety of evidence accessed by clinicians. Others have assessed how virtual networks of clinicians inform the development of mindlines [19]. None of these studies observed how clinicians used scientific evidence in their daily work. This paper explores the ways that scientific evidence was used in the context of everyday practice and how clinicians and trainees draw on a multiplicity of knowledge in their decision-making processes in the age of smartphones and Web-based information systems. Its objective is to understand how evidence is integrated into mindline development and the everyday use of mindlines and evidence. It does so by exploring the ways clinicians teach trainees to use evidence in care, which sorts of evidence clinicians invoke from mindlines and which are read, and how evidence use changes as trainees develop their mindlines.

Figure 1. The evidentiary pyramid in evidence-based medicine. Source: “Research design and evidence” by CF CF. Used with permission by Wikimedia Commons (CC BY-SA 4.0, https://creativecommons.org/licenses/by-sa/4.0).
Methods

Design
This paper is based on an integrated knowledge translation project [20]. Hospital practitioners and administrators formed a project advisory committee, which advised during research design, data collection and analysis, and acted on project findings. The project focused on a problem identified by a health administrator—doctors did not follow CPGs. We used an ethnographic approach to study how evidence, including CPGs, was used in Internal Medicine at 2 teaching hospitals (identified as “Hospital A” and “Hospital B”). Multiple methods were employed, including ethnographic shadowing of care workers, in situ interviewing, and patient chart audits (reported elsewhere). This study received ethics approval from the Research Ethics Boards at the University of British Columbia (CREB#H15-0118) and Simon Fraser University (REB#2015s0388). Both Hospitals A and B granted organizational approval for this project. Informed consent was obtained from all participants directly shadowed or interviewed.

Data Collection
Hospital care in Internal Medicine represents a complex, dynamic, and fast-paced environment. Attendings, residents, and medical students rotate between specialties and hospitals. Rotations range from 1 to 6 weeks, leading to high turnover as teams of workers are constantly being formed and reformed. Internal Medicine at both hospitals is called the Clinical Teaching Unit (CTU) as it is actively involved in training residents and medical students.

We read fieldnotes tagging passages by evidence type, event, and role. Each passage could be tagged multiple times if different sources of evidence were referenced by CTU team members in discussion. Fieldnotes were reread and tags were checked. Using the NVivo query function, we created 2 matrices that counted tags of (1) evidence by event and (2) within care, evidence by role. These matrices were exported into R (the R foundation) [23] for further analysis. We also developed memos that used thick description and vignettes to describe categories.

Table 1. Internal medicine team data collection in Hospitals A and B by type, hours, and number of shifts. Includes attending clinicians, residents, and medical students.

<table>
<thead>
<tr>
<th>Type of data collected</th>
<th>Hospital A, hours (shifts)</th>
<th>Hospital B, hours (shifts)</th>
<th>Total, hours (shifts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shadowing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency department</td>
<td>35 hours, 5 minutes (8)</td>
<td>58 hours, 38 minutes (13)</td>
<td>93 hours, 43 minutes (21)</td>
</tr>
<tr>
<td>Internal medicine ward</td>
<td>28 hours (7)</td>
<td>38 hours, 20 minutes (13)</td>
<td>66 hours, 20 minutes (20)</td>
</tr>
<tr>
<td>Formal teaching observation</td>
<td><strong>a</strong></td>
<td>4 hours, 15 minutes (3)</td>
<td>4 hours, 15 minutes (3)</td>
</tr>
<tr>
<td>Total</td>
<td>63 hours, 5 minutes (15)</td>
<td>101 hours, 13 minutes (29)</td>
<td>168 hours, 18 minutes (44)</td>
</tr>
</tbody>
</table>

We read fieldnotes tagging passages by evidence type, event, and role. Each passage could be tagged multiple times if different sources of evidence were referenced by CTU team members in discussion. Fieldnotes were reread and tags were checked. Using the NVivo query function, we created 2 matrices that counted tags of (1) evidence by event and (2) within care, evidence by role. These matrices were exported into R (the R foundation) [23] for further analysis. We also developed memos that used thick description and vignettes to describe categories.

Preliminary findings were outlined and presented to the project’s advisory committee at regular intervals for feedback. Emergent findings were also discussed with informants as a form of “member check” [24]. Results from quantitative category tags were triangulated memo descriptions and feedback to obtain a more holistic understanding of evidence use. All names used
here are pseudonyms. Fieldnote excerpts refer to a fieldnote number followed by a line number (ie, 0116:23).

**Results**

**Evidence Use in Teaching**

We found that scientific evidence was used differently in teaching and care. Figure 2 compares teaching and care events and presents counted evidence tags by category as a percent of total evidence tags in each event group. In teaching, the largest percent of counted evidence tags are peer-reviewed articles and experience. Our observations indicated that teaching sessions often began with the introduction of a patient case followed by a patient care plan informed by evidence:

Teal [senior resident] is teaching to a room of trainees. She begins by presenting a case where a pregnant woman has a fever, feels dizzy, falls over, and gets admitted to hospital. Over the next half hour, Teal[with input from the residents in the audience] writes out a strategy to initially manage, diagnose, and treat the patient for sepsis. One of the treatment strategies for sepsis is to give patients IV fluids. Teal tells the room that this patient got 2 liters of normal saline solution and asks the audience if that's a good amount to give or if they think the patient should get more or less. She continues, saying that “I want to challenge” the amount of fluids given to a septic patient. “We were all taught the Rivers Protocol.” Teal adds “The new approach is to give a certain amount of fluids and then reassess. We were all taught to keep on giving fluids but that is now changing because fluids given above a certain point may be associated with increased mortality.” Teal compares these recommendations to the UK sepsis guidelines for pregnant women and mentions that she couldn’t find any equivalent Canadian guidelines. She reminds the room of the mantra “healthy mommy is healthy baby” and that in these types of situations the focus should be on caring for the mother not the baby.

[1028:30-174]

Teal used this session to model evidence use that predominately draws from peer-reviewed articles and CPGs. Even though the trainees in the audience graduated from medical school within 3 years, Teal told them their knowledge is out of date as scientific evidence has evolved. In another sepsis teaching session, a Fellow (completing subspecialty training after his internal medicine residency) acting as a guest lecturer discussed the peer-reviewed articles that support the new sepsis approach and rhetorically asked if new evidence means the Rivers dogma is broken. A resident replied by asking the following question:

*What protocol do we follow if we have a septic patient?* [0721:187-466]

The Fellow left this question unanswered.

In formal teaching, experience was often used to fill holes and cover grey areas in scientific evidence. These were cases where guidelines were not clear:

*There are no clear guidelines, it’s a clinical decision.*

[Nicola, attending, 0107:148]

A resident stated the following:

*Treatments have been used for 100 years and they work so we use them* [Ray, attending, 0719:151]

Another resident stated the following about the treatment:

*Is empiric, based on what people do not based on a clinical trial.* [Adam, senior resident, 0219:65]

**Invoking and Reading Evidence in Patient Care**

In care, some types of evidence such as experience and peer-reviewed articles were predominately invoked from mindlines, whereas other sources such as UpToDate, Lexi-Interact, Pocket Medicine, and phone apps were read. CPGs were sometimes read and sometimes invoked. The following example illustrates how evidence was invoked in care:

Sara [attending] is reviewing a patient admission with Phil [medical student] in the ED. The rest of Sara’s CTU team listens. The patient in question is an elderly man who is being admitted due to delirium and a fall. Phil begins to summarise the patient’s history and provisional diagnosis, listing delirium as the patient’s primary issue. He then begins to outline possible causes for the delirium using the DIMS mnemonic [drugs, infections, metabolic and structural, a mnemonic commonly used to treat delirious patients with no explicit grounding in research or guidelines]. Sara tells the team that “mine is DIMS UFO where U is urine, F is fecal, and O is more involved. We will go over it this afternoon during teaching but the U is based on a paper by [Sara gives the author’s name] who is the Godmother of delirium.” [1215:89]

In this example, Sara talked with trainees in a process to coconstruct an appropriate approach to caring for their patients. She made explicit her tacit thought processes and how what sorts of information were incorporated into her mindline.
Other evidence was read. Attendings would read from Lexi-Interact or UpToDate during conversations with trainees to double-check medication dosing, their inferences, and supplement gaps in their mindlines. Trainees explicitly searched and read evidence when developing care plans:

Fred [senior resident] stands outside of a patient’s [P2] room. Kate [medical student] comes out of P2’s room...Kate tells Fred that P2 grew e. coli in his nephrostomy tube [like a catheter but inserted directly into the kidney] and she thinks that they should prescribe antibiotics. Kate adds that she isn’t sure which antibiotics to prescribe...Fred goes to UpToDate and types in the search terms “nephrostomy UTI” and then scans the first UpToDate document that comes up. He goes to the health authority’s formulary site and looks for antibiotics for catheter associated infection and skims the article and reads a section out loud to Kate saying ‘do not treat positive cultures without symptoms.’ Fred asks Kate if she has heard of CAUTI [catheter associated urinary tract infection] and searches for, then shows Kate, a page on UpToDate about the condition. Fred adds that he’s not sure if the same approach would apply to a nephrostomy infection. Fred then Googles nephrostomy and infection and finds an article by the Infectious Diseases Society of America about nephrostomy and infection. Kate smiles at Fred and tells him that she likes that organisation. They skim the article together but it has no recommendations about what they should do if they get a positive culture. Kate takes her IPad out and begins to search for information as well. She finds another entry in UpToDate that says that cultures in asymptomatic patients shouldn’t be treated but that the tube should be changed as soon as possible. Fred looks at P2’s lab results. P2 has no white blood count and he is afebrile. Kate adds that she worries about P2 because he is immunocompromised...Fred decides that they won’t treat for the positive culture but that they might try and get P2’s tube changed. [0105:431]

In this case, Fred and Kate sifted through various sources of evidence and personal knowledge together to make sense of a clinical problem and develop a care plan. Fred drew from his own knowledge of how to treat catheter associated urinary tract infections, but he was unsure if nephrostomy associated infections were similar enough for his knowledge to be applicable. Both Fred and Kate read to supplement what they know, using computers and iPads to access information on the Web. The information selected for reading was not peer-reviewed articles but was summaries of existing evidence with concrete recommendations. Multiple Web-based sources were skimmed for relevant information. Through discussions, Fred and Kate combined the knowledge extracted from summary documents, their nascent mindlines, patient laboratory results, and their knowledge of the patient to form a provisional care plan for P2.

CPGs were invoked or read. For example, CPGs were invoked when 2 patients were admitted to the CTU for carbon monoxide poisoning. Still in the ED, the patients were scheduled for 3 hyperbaric dives (where they would be placed in a chamber with high pressured oxygen to reduce the amount of carbon monoxide in their blood). Matt (attending) told BL that he believed the carbon monoxide level in both patients was low and he was not sure if the dives were necessary. Matt greeted
the ED doctor overseeing the hyperbaric chamber and asked him if the hyperbaric dives were necessary. He explained that the patients’ carbon monoxide levels were already low and asked the following question:

How much does it help at this point? [Matt, attending]

The ED doctor answered that current best practice said to do the 3 dives and added the following:

There is absolutely no evidence but it is standard of care so we’ll do it. We’ll do 3. They’ll get the benefits that they’ll get...the literature is unclear; no consistent evidence of benefit. [1023:372]

Here, both Matt and an ED doctor made sense of an appropriate treatment plan for 2 patients. Matt questioned the agreed-upon approach, citing specific laboratory results for these 2 patients. The ED doctor invoked “best practice” to justify his own mindline for treating carbon monoxide poisoning. In this case, “best practice” was not viewed as evidence based. Rather, the ED doctor believed that following the best practice is a prudent approach in the absence of clear evidence. In other situations, trainees read CPGs to help inform care decisions. Local guidelines are one of several Web-based evidence sources used by Fred and Kate to formulate a care plan for P2.

**Developing Mindlines in Patient Care**

In care, evidence use varied by role. Figure 3 compares care roles and presents counted evidence tags by category as a percent of total evidence tags for each role. Figure 3 shows that individuals in all roles read UpToDate. Medical students and junior residents predominately read summary sources of evidence such as UpToDate, Lexi-interact, Pocket Medicine, and phone apps. Conversely, attendings predominately invoked their own experience or knowledge of peer-reviewed articles from their mindlines. Senior residents consulted the widest variety of evidence sources not only drawing on summary sources (particularly UpToDate) but also invoking peer-reviewed articles and experience. Senior CTU team members may be more capable of using their mindlines to filter scientific uncertainty than more junior trainees who are developing their mindlines. Consistent with the mindlines concept, it was widely recognized that clinical and scientific uncertainty often remain despite referring to a broad array of evidence and information and that clinicians may ultimately make choices on the basis of their interpretation of this uncertainty in the context of patient care needs.

We observed that trainees would often gather multiple kinds of information to develop a narrative of patient diagnosis and care that was presented to an attending. This formal presentation was used by attendings to review trainees’ reasoning processes and how knowledge of existing evidence was being incorporated into their developing mindlines. Attendings guided trainees on how mindlines were formed by quizzing them on how to think logically and identify and filter evidence and information when developing patient care plans.

**Figure 3.** Observations of different types of evidence consulted in care by role; (a) includes UpToDate and Lexi-interact consulted through a phone app, (b) excludes UpToDate and Lexi-interact consulted through a phone app.
Discussion

Principal Findings
This study explored the integration of evidence into mindline development and how mindlines and evidence are used. In this study, multiple forms of Web-based evidence were accessed—often through smartphones—and mixed with other forms of information. Evidence use varied between teaching and care and, within care, by role. Teaching modeled optimal evidence use and predominately drew on peer-reviewed journals and experience. In care, attendings’ evidence use most closely approximated the evidence use modeled in teaching. Some forms of evidence—such as experience, peer-reviewed journals, and some CPGs—were predominately invoked through mindlines. Other forms of evidence—such as UpToDate, Lexi-Interact, Pocket Medicine, and phone apps—were read to supplement mindlines. As CTU team members gained experience, they increasingly incorporated evidence into their mindlines. An alternative explanation to the observed variation of evidence use by role is a cohort effect whereby trainees are more comfortable accessing Web-based information systems and using smartphones. Although a cohort effect may explain some of the observed variance, it does not explain differences in how senior and junior residents (separated by a year) consult evidence.

In 1961, Becker et al [25] reported instances where experience was invoked to override scientifically verified knowledge—a phenomenon we did not observe. Although Gabbay and le May [12] state that they rarely observed care providers reading summary evidence to inform their daily practice, we observed this practice across all groups. These 3 studies may represent different stages in the institutionalization of the evidence-based medicine paradigm into clinical practice representing pre [25], early [12], and later (seen here) stages. Our observations may also be a result of the increasing codification of evidence in commercially produced apps and other tools and their ease of access on smartphones and computers. Gabbay and le May [12] noted that by the end of their observations, clinicians were consulting evidence more frequently. Many of the clinicians observed by Gabbay and le May [12] trained before 1990, when evidence-based medicine was introduced as part of medical school training, whereas our study occurred in teaching hospitals where evidence-based medicine is emphasized. Gabbay and le May [12] noted that UpToDate was referred to as a “bible” during their observations in a teaching hospital’s internal medicine specialty.

The sepsis example illustrates that the implications of evolving scientific knowledge on daily clinical practice are not always explicit [14]. CTU team members were also cognizant that existing evidence is occasionally of low quality, can make competing claims, and may not cover a clinical problem.

Our research suggests that evidence-based medicine has been incorporated into the work of the CTU teams studied here, just not in the ways envisioned by health administrators and policy makers who frequently equate low CPG uptake and a lack of standardization with not practicing evidence-based medicine.

Instead of drawing on CPGs, CTU teams invoke and read a variety of evidence sources, blending them together to arrive at shared understandings of patient care [19,26,27]. As clinicians increasingly rely on their smartphones to access information, health administrators and policy makers will decreasingly be able to control the type and quality of information they access. The ways that managers assess and support clinician use of evidence need to be expanded. It is important that these players understand current use patterns to support the application of quality evidence into clinical practice decisions.

Limitations and Future Research
Many insights gained from shadowing internal medicine teams were based on a small number of teams at 2 hospitals, which limits generalizability. There is a chance that participants increased their use of evidence as they knew they were being shadowed (ie, Hawthorne effect). To decrease this impact, BL maintained a neutral attitude throughout her observations, emphasized that her primary interest was to understand how work was conducted, and shadowed an internal medicine team for at least 1 week.

Ethnographic research enables a rich understanding of the complex world around us. Writing fieldnotes necessarily distills from this complexity. Observing evidence use was a primary objective in these fieldnotes, but it is probable that not all instances where evidence was used were captured. By observing in depth, ethnographic work cannot capture the same breadth of data as other methodologies. The numbers for some observations—such as counts of evidence use tags by junior residents and medical students in care—are small. Specific numbers or detailed analyses of variance are not provided in the text as counts cannot be considered exact. Rather, they represent trends that were combined with memos and general observations and then checked with informants and experts to derive insight. Additional quantitative studies that track information use on phones and computers are essential to validate findings.

UpToDate, Lexi-Interact, and Pocket Medicine are all published by the same private company. Combined, they represent over half of the evidence we observed being consulted. An avenue of future research is to compare the recommendations provided by this company to other sources of evidence to understand if a bias is being created in how medicine is practiced. It is unclear if the work practices observed in these 2 teaching hospitals have diffused into community-based hospitals and general practices. Further research is needed to understand whether CPGs and other tools such as order sets may be more effective vehicles to incorporate evidence into practice in other settings.

Conclusions
This paper has responded to calls for more empirical work exploring the complex ways that evidence and mindlines are incorporated into teaching and care [4,11]. It shows how mindlines are enacted [11-13] as clinicians blend multiple forms of evidence together to arrive at shared understandings and approaches to patient care and understand how this process varies as trainees develop their mindlines.
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Abstract

Background: Previous studies have suggested that patients’ online health information seeking affects their medical consultations and patient-doctor relationships. An up-to-date picture of patients’ online health information-seeking behaviors can inform and prepare frontline health care professionals to collaborate, facilitate, or empower their patients to access and manage health information found online.

Objective: This study explores the prevalence, patterns, and predictors of online health information-seeking behaviors among primary care patients in Hong Kong, and the relations between online health information seeking and electronic health (eHealth) literacy.

Methods: Patients attending a university primary care clinic in Hong Kong were asked to complete a questionnaire survey on their demographic backgrounds; health status; frequency and pattern of online health information seeking; contents, sources, and reasons for online health information seeking; and their eHealth literacy. eHealth literacy was measured by the validated eHealth Literacy Scale (eHEALS). Regression analyses explored various demographic and behavioral predictors to online health information seeking, and predictors to eHealth literacy.

Results: In all, 97.32% (1162/1194) respondents used the internet, of which 87.44% (1016/1162) had used the internet to find health information. Most respondents (65.97%, 665/1008) searched once monthly or more. Few (26.88%, 271/1008) asked their doctor about health information found online, but most doctors (56.1%, 152/271) showed little or no interest at all. The most sought topic was symptom (81.59%, 829/1016), the top reason was noticing new symptoms or change in health (70.08%, 712/1016), the most popular source was online encyclopedia (69.98%, 711/1016), and the top reason for choosing a source was convenience (55.41%, 563/1016). Poisson regression analysis identified high eHEALS score, fair or poor self-rated health, having a chronic medical condition, and using the internet several times a day as significant predictors of online health information seeking. Multiple regression analysis identified lower age, better self-rated health, more frequent internet use, more frequent online health information seeking, and more types of health information sought as significant predictors to higher eHealth literacy.

Conclusions: Online health information seeking is prevalent among primary care patients in Hong Kong, but only a minority shared the information with doctors. Websites were chosen more for convenience than for accuracy or authoritativeness. Doctors should recognize patients’ online health information-seeking behavior, and facilitate and empower them to search for high-quality online health information.

(J Med Internet Res 2019;21(3):e10831) doi:10.2196/10831
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online health information seeking; eHealth literacy; primary care; Hong Kong
**Introduction**

The rapid development of the internet has significantly changed the way people obtain information. Now a vast amount of information can be accessed instantly. In the health care domain, the internet has changed the way people find and receive health information, from passive information received from doctors’ advice and the mass media to active information sought through Web searches (asking “Dr Google” [1]). Sources of information have also evolved from static and authoritative sources such as books and printed journals to the more dynamic and user-contributed contents such as blogs, online forums, and social networking sites [2-4].

Online health information seeking by patients has been shown to affect medical consultations and patient-doctor relationships [5-8]. Patients increasingly turn to the internet to prepare for doctors’ consultations, to discuss information they found online with their doctors, or to complement, validate, and challenge the information offered by doctors [7,9-11]. Various predictors, such as age, gender, education, socioeconomic status, health status, and internet usage, were shown to affect the prevalence and extent of online health information seeking in previous studies [10-14]. The Pew Internet and American Life Project has shown that female gender, young age, and high education level were associated with more online health information seeking [12]; whereas, in a survey of primary care patients in Scotland, employment status, educational attainment, geographic location, age, and gender were associated with online health information seeking [10].

A bibliometric study in 2015 identified 533 publications on the topic of online health information seeking [15]. Although the topic has become an increasingly important research focus, the majority of the research was from the United States, and either focused on internet users in general (eg, consumers, students, parents) or patients with specific diseases (eg, human immunodeficiency virus, sexually transmitted diseases, cancer). In Hong Kong, only one exploratory study on the prevalence and patterns of online health information seeking was done in 2006: a convenience sample of 443 members of the general public was surveyed in shopping malls and subway stations, and 44% of respondents had looked for health information online in the past 6 months. Among the health surfers, the majority (78%) visited websites from the government, hospitals, or nonprofit organizations [16].

With the rapid development of the internet and its widespread use, doctors will encounter more “internet-informed” patients. Government statistics showed a 26.5% increase in the proportion of the Hong Kong population using the internet in the past decade (from 62.9% in 2006 to 89.4% in 2017) [17], and the prevalence and patterns of online health information seeking will likely have changed since the previous study by Yan [16]. This study aims to map an up-to-date picture of online health information-seeking behaviors among primary care patients in Hong Kong. The results can better inform frontline doctors, public health professionals, and health educators on this issue, and better prepare them to collaborate, facilitate, or empower patients to access and manage health information online.

The study objectives were to (1) determine the prevalence and pattern of online health information seeking, (2) explore the contents, sources, and reasons for online health information seeking, (3) explore the predictors of online health information seeking, and (4) explore the predictors of electronic health (eHealth) literacy.

**Methods**

**Study Design**

The study was a cross-sectional, anonymous, self-administered questionnaire survey. Consecutive sampling was used. All patients attending a university primary care clinic in Hong Kong for consultation during the data collection period (March to April 2017) were invited to complete the questionnaire. The following groups of patients were excluded from the study: (1) age younger than 16 years, (2) unable to consent (eg, mentally incapacitated), (3) unable to read or understand the questionnaire, and (4) those who had filled in the questionnaire previously.

Questionnaires were distributed to patients by nursing staff during preconsultation health assessments. Patients could opt for either the Chinese or English version of the questionnaire, which was to be filled in while awaiting consultation and returned to collection boxes in the waiting hall. The survey required approximately 5 minutes to complete.

**Study Population and Sampling**

The study population was patients attending the primary care clinic of a university in Hong Kong. The clinic serves university students, staff, and their dependents, as well as certain retirees. The clinic population is approximately 47,000.

For sample size estimation, the formula for cross-sectional studies was used, where sample size \( n = \frac{Np(1–p)}{[(d/2Z^2_1–0.02)/(N–1)+p(1–p)]]} [18]. Given a population size (\( N \)) of 47,000, a hypothesized proportion (\( p \)) of 0.5, and a margin of error (\( d \)) of 0.05, the minimal sample size required ranged from 382 (95% confidence level) to 655 (99% confidence level).

**Survey Instrument**

The questionnaire was developed based on a review of the literature on online health information seeking and eHealth literacy. Items from previously validated instruments were included where appropriate, including one item on self-rated health status (from SF-12 version 2 health survey [19]), and the full eHealth Literacy Scale (eHEALS) [20]. The final questionnaire consisted of 25 items, covering demographic backgrounds, health status, online health information-seeking behavior, and eHealth literacy.

The eHEALS was used because it is the most widely used validated measure of eHealth literacy; it has been validated with various population groups [20-22]. eHEALS contains eight questions on a 5-point Likert scale, of which various aspects of self-perceived eHealth literacy were measured. The sum of all items is a composite measure, with high scores indicating greater...
literacy. Permission was obtained from the original author for reuse and translation of eHEALS in this study.

The questionnaire was reviewed by five domain experts (two family physicians, one community pharmacist, one health education nurse, and one public health researcher), and content validity of each question was rated on a 4-point Likert scale (not relevant, somewhat relevant, quite relevant, highly relevant). The item-level content validity index (CVI) was computed as the proportion of experts who rated a question as quite or highly relevant [23]. The item-level CVIs of all questions were rated 1.00, and the scale-level CVI thus computed was also 1.00.

The Chinese version was translated by the principal investigator with feedback from the domain experts; back-translation was done by a professional translator to ensure the two language versions were conceptually equivalent [24]. In this study, Cronbach alpha of the Chinese version of eHEALS was .891, and that of the English version was .918, which indicates a high level of internal consistency, and matched the Cronbach alpha of .88 in the original study [20].

The questionnaires were pilot-tested on 52 patients of different gender, age, and education level, and they were individually debriefed by the principal investigator. Some minor rewordings on the Chinese version were done based on the feedback received, and the questionnaires were finalized after a second round of back-translation (Multimedia Appendices 1 and 2).

**Statistical Analysis**

Data were analyzed using IBM SPSS Statistics version 24.0 (IBM Corp, Armonk, NY, USA). Frequency tables were computed to check for completeness, range, and consistency. Descriptive statistics were computed to summarize the data, with means and standard deviations calculated where applicable. A Poisson regression analysis explored the demographic and behavioral predictors to the extent of online health information seeking. A multiple regression analysis explored the demographic and behavioral predictors to eHealth literacy. Statistical significance was established at \( P < .05 \) for all tests.

**Ethical Consideration**

The study was an anonymous survey, with no personal information collected, and involved minimal risk. Participation was completely voluntarily: patients could refuse to participate without any negative consequences. The purpose of the study was explained in a cover letter; informed consent was implied by completing the questionnaire. Ethics approval was received from the Human Research Ethics Committee of The University of Hong Kong (ref: EA1702020) before the study commenced.

**Results**

A total of 1291 questionnaires were distributed, which yielded a response rate of 94.50% (1220/1291). Of the returned questionnaires, 26 were excluded from analysis due to grossly incomplete data (eg, missing most demographic data or a whole section of questions). This sample of 1194 respondents represented 2.54% of the total clinic population (N=47,000). Overall, 91.96% (1098/1194) of respondents opted for the Chinese questionnaire.

**Demographics of Study Sample**

The demographic characteristics of the study sample are listed in Table 1. Approximately 60% (717/1199) of respondents were female. The respondents spanned all age groups and occupation ranks. Approximately half of the respondents were students with a tertiary education level. Most respondents rated their own health as good (40.35%, 481/1192) or very good (29.78%, 355/1192), whereas 26.17% (312/1192) rated their health as fair or poor. In addition, 19.10% (225/1178) had chronic medical conditions requiring regular follow-up or treatment. Almost all respondents (97.32%, 1162/1194) used the internet; the majority of them used the internet several times a day (74.46%, 863/1159) and spent more than 3 hours per day on the internet (51.42%, 596/1159).

**Prevalence and Pattern of Online Health Information Seeking**

Of the respondents who used the internet, 87.44% (1016/1162) had found health information online in the past (Table 2). Most of them reported a frequency of online health information seeking from once every few months (29.27%, 295/1008), once a month (16.87%, 170/1008), to several times a month (24.01%, 242/1008). Other than finding information for oneself (94.96%, 961/1012), most also searched on behalf of family members (69.17%, 700/1012), and some searched for friends and colleagues (29.25%, 296/1012). The majority used mobile phones (74.11%, 747/1008) and laptop computers (58.43%, 589/1008) for online health information seeking.
Table 1. Characteristics of the study sample (N=1194).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
<th>Missing data, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-24</td>
<td>572 (48.11)</td>
<td>5</td>
</tr>
<tr>
<td>25-34</td>
<td>220 (18.50)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>143 (12.03)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>124 (10.43)</td>
<td></td>
</tr>
<tr>
<td>≥55</td>
<td>130 (10.93)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>462 (39.19)</td>
<td>15</td>
</tr>
<tr>
<td>Female</td>
<td>717 (60.81)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary and below</td>
<td>144 (12.12)</td>
<td>6</td>
</tr>
<tr>
<td>Tertiary</td>
<td>646 (54.38)</td>
<td></td>
</tr>
<tr>
<td>Postgraduate</td>
<td>398 (33.50)</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managers, professionals, and academic staff</td>
<td>244 (20.57)</td>
<td>8</td>
</tr>
<tr>
<td>Technicians and associate professionals</td>
<td>70 (5.90)</td>
<td></td>
</tr>
<tr>
<td>Clerical, services, and sales workers</td>
<td>161 (13.58)</td>
<td></td>
</tr>
<tr>
<td>Craft workers and laborers</td>
<td>10 (0.84)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>640 (53.96)</td>
<td></td>
</tr>
<tr>
<td>Housewife, retired, and unemployed</td>
<td>61 (5.14)</td>
<td></td>
</tr>
<tr>
<td><strong>Self-rated health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>46 (3.86)</td>
<td>2</td>
</tr>
<tr>
<td>Very good</td>
<td>355 (29.78)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>481 (40.35)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>290 (24.33)</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>20 (1.68)</td>
<td></td>
</tr>
<tr>
<td><strong>Have chronic medical condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225 (19.10)</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td><strong>Habit of using the internet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1162 (97.32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Access the internet with:</strong> a,b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Desktop computer</td>
<td>533 (45.87)</td>
<td></td>
</tr>
<tr>
<td>Laptop computer</td>
<td>801 (68.93)</td>
<td></td>
</tr>
<tr>
<td>Tablet</td>
<td>322 (27.71)</td>
<td></td>
</tr>
<tr>
<td>Mobile phone</td>
<td>941 (80.98)</td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of using the internet</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a week or less</td>
<td>46 (3.97)</td>
<td>3</td>
</tr>
<tr>
<td>Every day</td>
<td>250 (21.57)</td>
<td></td>
</tr>
<tr>
<td>Several times a day</td>
<td>863 (74.46)</td>
<td></td>
</tr>
<tr>
<td><strong>Time spent using the internet per day (hours)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>64 (5.52)</td>
<td></td>
</tr>
<tr>
<td>1 to &lt;2</td>
<td>231 (19.93)</td>
<td></td>
</tr>
<tr>
<td>2 to &lt;3</td>
<td>268 (23.12)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Prevalence and pattern of online health information seeking for patients who had used the internet to find health information (n=1016).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency</th>
<th>Missing data, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Missing data, n</strong></td>
<td>n (%)</td>
<td></td>
</tr>
<tr>
<td>3 to &lt;4</td>
<td>187 (16.13)</td>
<td></td>
</tr>
<tr>
<td>≥4</td>
<td>409 (35.29)</td>
<td></td>
</tr>
<tr>
<td>Use wearable health-monitoring devices</td>
<td>189 (16.31)</td>
<td></td>
</tr>
</tbody>
</table>

aMultiple responses allowed.

bQuestions only for respondents who used the internet (n=1162).

Only a minority of respondents (26.88%, 271/1008) had ever asked a doctor about health information they found online. Of those who asked, 45.8% (124/271) shared the information with the doctor through email, printout, or mobile phone screenshots. The majority of them asked about a specific disease (81.9%, 222/271), or specific treatment, test, or referral (52.8%, 143/271). When asked about health information found online, the perceived responses from doctors were uninspiring: 39.1% (106/271) of doctors were only slightly interested, and 17.0% (46/271) were not at all interested about the health information respondents found online.
Contents, Sources, and Reasons for Online Health Information Seeking

A variety of online health information was sought by the respondents (Table 3). The top three types of information sought were symptoms (81.59%, 829/1016), a disease or condition (70.47%, 716/1016), and medication (57.19%, 581/1016). A total of 44.49% (452/1016) of respondents sought information on healthy behaviors. A minority of respondents sought information on Chinese medicine (20.77%, 211/1016), alternative medicine (11.52%, 117/1016), and health insurance (10.93%, 111/1016). On average, 4.36 types of information were sought per respondent (SD 2.11).

Regarding the reasons for seeking health information online, the majority of respondents cited noticing new symptoms or a change in health (70.08%, 712/1016), for knowledge or curiosity (51.57%, 524/1016), and deciding to change behaviors or daily routine (50.98%, 518/1016). Less than a quarter of respondents sought information to prepare for a doctor’s consultation (23.62%, 240/1016); being prescribed a new medication, test, or treatment (21.65%, 220/1016); being diagnosed a new medical condition (19.98%, 203/1016); or having doubts about information given by doctor (11.42%, 116/1016).

For the source of health information, most respondents consulted online encyclopedias (eg, Wikipedia; 69.98%, 711/1016), health portals or medical encyclopedias (eg, MIMS, MedlinePlus, WebMD; 41.83%, 425/1016), or Q&A sites (eg, Yahoo! Answers, Baidu Knows; 40.85%, 415/1016). Official websites were less consulted: 36.61% (372/1016) visited hospital or clinic websites, 34.55% (351/1016) visited government websites, 27.85% (283/1016) visited university websites, and 26.18% (266/1016) consulted nonprofit organization websites. The mean number of sources sought per respondent was 4.22 (SD 2.35).

Convenience was the top reason (55.41%, 563/1016) for choosing a particular website for health information, followed by easy to understand (51.97%, 528/1016) and top results from search engines (41.14%, 418/1016); only a minority of respondents cited recommendations from health care professionals (15.26%, 155/1016) or family and friends (9.35%, 95/1016) as the reason for choosing a website.
Table 3. Contents, sources, and reasons for online health information seeking (n=1016).

<table>
<thead>
<tr>
<th>Question</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online health information soughta</td>
<td></td>
</tr>
<tr>
<td>Symptom</td>
<td>829 (81.59)</td>
</tr>
<tr>
<td>Disease or condition</td>
<td>716 (70.47)</td>
</tr>
<tr>
<td>Medication</td>
<td>581 (57.19)</td>
</tr>
<tr>
<td>Service info</td>
<td>470 (46.26)</td>
</tr>
<tr>
<td>Healthy behaviors</td>
<td>452 (44.49)</td>
</tr>
<tr>
<td>Treatment and procedure</td>
<td>367 (36.12)</td>
</tr>
<tr>
<td>Tests and investigations</td>
<td>288 (28.35)</td>
</tr>
<tr>
<td>Vitamins and supplements</td>
<td>282 (27.76)</td>
</tr>
<tr>
<td>Chinese medicine</td>
<td>211 (20.77)</td>
</tr>
<tr>
<td>Alternative medicine</td>
<td>111 (10.93)</td>
</tr>
<tr>
<td>Health insurance</td>
<td>111 (10.93)</td>
</tr>
<tr>
<td>Reason for seeking health information onlinea</td>
<td></td>
</tr>
<tr>
<td>Noticing new symptoms or change in health</td>
<td>712 (70.08)</td>
</tr>
<tr>
<td>For knowledge or curiosity</td>
<td>524 (51.57)</td>
</tr>
<tr>
<td>Deciding to change behaviors or daily routine</td>
<td>518 (50.98)</td>
</tr>
<tr>
<td>Hearing or seeing something in the news wanted to learn more about</td>
<td>446 (43.90)</td>
</tr>
<tr>
<td>Finding or selecting a doctor or health facility</td>
<td>342 (33.66)</td>
</tr>
<tr>
<td>Dealing with an ongoing medical condition</td>
<td>243 (23.92)</td>
</tr>
<tr>
<td>Preparing for a doctor’s consultation</td>
<td>240 (23.62)</td>
</tr>
<tr>
<td>Being prescribed with a new medication, test, or treatment</td>
<td>220 (21.65)</td>
</tr>
<tr>
<td>Being diagnosed with a new medical condition</td>
<td>203 (19.98)</td>
</tr>
<tr>
<td>Having doubts about information given by doctor</td>
<td>116 (11.42)</td>
</tr>
<tr>
<td>Source of online health informationa</td>
<td></td>
</tr>
<tr>
<td>Online encyclopedia (eg, Wikipedia)</td>
<td>711 (69.98)</td>
</tr>
<tr>
<td>Health portal and medical encyclopedia (eg, MIMS, MedlinePlus, WebMD)</td>
<td>425 (41.83)</td>
</tr>
<tr>
<td>Q&amp;A sites (eg, Yahoo! Answers, Baidu Knows)</td>
<td>415 (40.85)</td>
</tr>
<tr>
<td>Hospital or clinic</td>
<td>372 (36.61)</td>
</tr>
<tr>
<td>Government</td>
<td>351 (34.55)</td>
</tr>
<tr>
<td>News sites</td>
<td>317 (31.20)</td>
</tr>
<tr>
<td>Internet forums and message boards</td>
<td>295 (29.04)</td>
</tr>
<tr>
<td>University</td>
<td>283 (27.85)</td>
</tr>
<tr>
<td>Nonprofit organization</td>
<td>266 (26.18)</td>
</tr>
<tr>
<td>Social media (eg, Facebook, Twitter)</td>
<td>259 (25.49)</td>
</tr>
<tr>
<td>Video-sharing sites (eg, YouTube)</td>
<td>248 (24.41)</td>
</tr>
<tr>
<td>Commercial sites</td>
<td>159 (15.65)</td>
</tr>
<tr>
<td>Blogs</td>
<td>155 (15.26)</td>
</tr>
<tr>
<td>Reason for choosing the sourcea</td>
<td></td>
</tr>
<tr>
<td>Convenience</td>
<td>563 (55.41)</td>
</tr>
<tr>
<td>Easy to understand</td>
<td>528 (51.97)</td>
</tr>
<tr>
<td>Top results from search engines</td>
<td>418 (41.14)</td>
</tr>
</tbody>
</table>
Predictors to Online Health Information Seeking

Prior to regression analyses, missing values analysis was performed. Overall, only 0.422% of items were missing from the dataset. Missing data were shown to be missing completely at random (MCAR) as evidenced by a nonsignificant Little MCAR test ($P=0.72$). Single imputation of the missing values was performed using the expectation-maximization algorithm.

A Poisson regression using a logarithmic link function was performed to explore various demographic and behavioral factors that impact the extent of online health information seeking (Table 4). The number of types of health information sought (online health information-seeking info score) was chosen to represent the extent of online health information seeking as supported by previous research [10]. Poisson regression was used because the online health information-seeking info score is a count variable. After adjusting for other covariates, only fair or poor health status, having a chronic medical condition, using the internet several times a day, and a higher eHEALS score were significant positive predictors of online health information seeking ($df=992$, log likelihood=$−2109.024$).

Predictors of eHealth Literacy

A multiple regression analysis was performed to explore the various demographic and behavioral factors that impact eHealth literacy (Table 5). The regression model was statistically significant and accounted for 11.5% of eHealth literacy ($R^2=0.126$, adjusted $R^2=0.115$, $F_{12,1003}=12.038$, $P<0.001$). After adjusting for other covariates, more frequent internet use, more frequent online health information seeking, and more types of health information sought were significant positive predictors of eHealth literacy, whereas age and poorer health status were significant negative predictors.

<table>
<thead>
<tr>
<th>Question</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think it’s trustworthy</td>
<td>323 (31.79)</td>
</tr>
<tr>
<td>Usual habit</td>
<td>303 (29.82)</td>
</tr>
<tr>
<td>Recommended by professionals</td>
<td>155 (15.26)</td>
</tr>
<tr>
<td>Recommended by family or friends</td>
<td>95 (9.35)</td>
</tr>
</tbody>
</table>

*Multiple responses allowed.*
Table 4. Summary of Poisson regression analysis for variables predicting online health information seeking (n=1016).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Regression coefficient (SE)</th>
<th>Wald $\chi^2$</th>
<th>$P$ value</th>
<th>AOR (^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.557 (0.187)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-24 (Ref(^b))</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>0.006 (0.057)</td>
<td>0.013</td>
<td>.91</td>
<td>1.006 (0.899-1.126)</td>
</tr>
<tr>
<td>35-44</td>
<td>0.063 (0.076)</td>
<td>0.686</td>
<td>.41</td>
<td>1.065 (0.917-1.237)</td>
</tr>
<tr>
<td>45-54</td>
<td>0.022 (0.081)</td>
<td>0.074</td>
<td>.79</td>
<td>1.022 (0.872-1.199)</td>
</tr>
<tr>
<td>≥55</td>
<td>0.041 (0.087)</td>
<td>0.227</td>
<td>.63</td>
<td>1.042 (0.879-1.236)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (Ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.045 (0.033)</td>
<td>1.913</td>
<td>.17</td>
<td>1.046 (0.981-1.116)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary and below (Ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.060 (0.065)</td>
<td>0.874</td>
<td>.35</td>
<td>1.062 (0.936-1.205)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>0.064 (0.070)</td>
<td>0.836</td>
<td>.36</td>
<td>1.066 (0.930-1.222)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managers, executives, and officials (Ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professionals and academic staff</td>
<td>0.106 (0.077)</td>
<td>1.923</td>
<td>.17</td>
<td>1.112 (0.957-1.292)</td>
</tr>
<tr>
<td>Technicians and associate professionals</td>
<td>-0.048 (0.092)</td>
<td>0.275</td>
<td>.60</td>
<td>0.953 (0.795-1.142)</td>
</tr>
<tr>
<td>Clerical and office workers</td>
<td>-0.013 (0.084)</td>
<td>0.026</td>
<td>.87</td>
<td>0.987 (0.837-1.163)</td>
</tr>
<tr>
<td>Other workers or not currently employed</td>
<td>-0.150 (0.101)</td>
<td>2.212</td>
<td>.14</td>
<td>0.861 (0.707-1.049)</td>
</tr>
<tr>
<td>Student</td>
<td>-0.011 (0.089)</td>
<td>0.016</td>
<td>.90</td>
<td>0.989 (0.831-1.177)</td>
</tr>
<tr>
<td>Self-rated health status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent, very good, or good (Ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fair or poor</td>
<td>0.151 (0.035)</td>
<td>18.510</td>
<td>&lt;.001</td>
<td>1.163 (1.086-1.247)</td>
</tr>
<tr>
<td>Have chronic medical condition</td>
<td>0.088 (0.040)</td>
<td>4.790</td>
<td>.03</td>
<td>1.092 (1.009-1.181)</td>
</tr>
<tr>
<td>Frequency of using the Internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several times a week or less (Ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>0.172 (0.101)</td>
<td>2.903</td>
<td>.09</td>
<td>1.188 (0.974-1.448)</td>
</tr>
<tr>
<td>Several times a day</td>
<td>0.208 (0.099)</td>
<td>4.399</td>
<td>.04</td>
<td>1.231 (1.014-1.496)</td>
</tr>
<tr>
<td>Time using the internet per day (hours)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 (Ref)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to &lt;2</td>
<td>0.020 (0.084)</td>
<td>0.059</td>
<td>.81</td>
<td>1.021 (0.866-1.204)</td>
</tr>
<tr>
<td>2 to &lt;3</td>
<td>0.020 (0.085)</td>
<td>0.056</td>
<td>.81</td>
<td>1.020 (0.863-1.206)</td>
</tr>
<tr>
<td>3 to &lt;4</td>
<td>0.092 (0.088)</td>
<td>1.094</td>
<td>.30</td>
<td>1.097 (0.922-1.304)</td>
</tr>
<tr>
<td>≥4</td>
<td>0.083 (0.084)</td>
<td>0.981</td>
<td>.32</td>
<td>1.087 (0.922-1.282)</td>
</tr>
<tr>
<td>Uses wearable health-monitoring devices</td>
<td>0.037 (0.040)</td>
<td>0.872</td>
<td>.35</td>
<td>1.038 (0.960-1.121)</td>
</tr>
<tr>
<td>eHEALS(^c) score</td>
<td>0.018 (0.004)</td>
<td>25.796</td>
<td>&lt;.001</td>
<td>1.018 (1.011-1.025)</td>
</tr>
</tbody>
</table>

\(^a\) AOR: adjusted odds ratio.
\(^b\) Ref: reference group.
\(^c\) eHEALS: eHealth Literacy Scale.
Table 5. Summary of multiple regression analysis for variables predicting eHealth literacy (n=1016).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized regression coefficient (SE)</th>
<th>Standardized regression coefficient</th>
<th>t_{1003}</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>27.188 (1.564)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.484 (0.149)</td>
<td>-0.145</td>
<td>-3.249</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (male=0)</td>
<td>-0.450 (0.286)</td>
<td>-0.047</td>
<td>-1.574</td>
<td>.12</td>
</tr>
<tr>
<td>Education level</td>
<td>-0.011 (0.246)</td>
<td>-0.002</td>
<td>-0.046</td>
<td>.96</td>
</tr>
<tr>
<td>Occupation</td>
<td>-0.184 (0.111)</td>
<td>-0.070</td>
<td>-1.656</td>
<td>.10</td>
</tr>
<tr>
<td>Self-rated health status (excellent to poor)</td>
<td>-0.918 (0.187)</td>
<td>-0.153</td>
<td>-4.919</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Have chronic medical condition</td>
<td>0.645 (0.374)</td>
<td>0.056</td>
<td>1.726</td>
<td>.09</td>
</tr>
<tr>
<td>Frequency of internet use</td>
<td>0.849 (0.286)</td>
<td>0.096</td>
<td>2.967</td>
<td>.003</td>
</tr>
<tr>
<td>Hours of internet use per day</td>
<td>-0.008 (0.116)</td>
<td>-0.002</td>
<td>-0.070</td>
<td>.94</td>
</tr>
<tr>
<td>Use wearable health-monitoring devices</td>
<td>0.393 (0.362)</td>
<td>0.033</td>
<td>1.087</td>
<td>.28</td>
</tr>
<tr>
<td>Frequency of online health information seeking</td>
<td>0.493 (0.093)</td>
<td>0.170</td>
<td>5.328</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of types of health information sought</td>
<td>0.230 (0.081)</td>
<td>0.106</td>
<td>2.831</td>
<td>.01</td>
</tr>
<tr>
<td>Number of sources of health information sought</td>
<td>0.038 (0.073)</td>
<td>0.019</td>
<td>0.521</td>
<td>.60</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Results from this study suggest that among the study population, consisting mostly of university students and staff, internet use is extensive and online health information seeking is highly prevalent. For those who did seek health information online, most searched at least once every few months, for themselves as well as for family and friends. The mobile phone was the most used device to access the internet in general as well as for seeking online health information, which implies a desire for instant information. Rates of online health information seeking are much more prevalent compared to a local study done a decade ago [16], but our figures are comparable to more recent studies done overseas [4,10,25].

In contrast with the high prevalence of online health information seeking, fewer respondents asked their doctors about the health information they found online. This could be due to a perceived lack of interest from the doctors; indeed, for most of those who did ask, their doctors were apparently not interested. This could have led to a vicious cycle of poor patient-doctor communication.

A large variety of health information was sought for different reasons, but the vast majority of respondents searched for symptoms and diseases, for preconsultation self-diagnosis, and to decide whether to consult a doctor or not. Approximately half of the respondents sought information about healthy behaviors and were deciding on changing their daily habits, which indicates health consciousness. Few respondents searched for information postconsultation or when given a new diagnosis, medication, or treatment. Even fewer searched because of doubts about doctors’ information—this might be explained by a strong patient-doctor trust or less desire to challenge the doctors’ authority.

Compared to the previous local study [16], fewer respondents sought health information at official websites such as hospitals, government, universities, or nonprofit organizations. Coupled with the finding that the top reasons for choosing a website were convenience and that it was easy to understand, this suggests that the respondents were less concerned about the accuracy or quality of health information online, or unaware of the possible consequences of receiving inaccurate health information online.

Fair or poor health status and having a chronic medical condition were found to be predictors of online health information seeking, which implies that online health information seeking is need-based. The eHEALS score was also found to be a significant predictor, which is consistent with previous studies [11,14], suggesting that eHealth literacy serves as an enabler to online health information seeking. In contrast with previous studies [15,25], age, gender, education, and occupation were not shown to be predictors to online health information seeking. Although there was no significant generation gap in the extent of online health information seeking, older age was associated with lower eHealth literacy.

It is also worth noting that although patients with poorer health status tended to search for health information online more often, they also had lower eHealth literacy—this group of patients could be more vulnerable to unreliable online health information and the risk to health it entails.

**Relevance to Clinical Practice**

According to McMullan [26], doctors may respond in three different ways toward patients’ online health information-seeking behaviors: (1) feel threatened and respond defensively, (2) collaborate with patients to obtain and analyze the information, and (3) guide patients to reliable health websites (ie, internet prescription). It is obvious that a defensive response is unfavorable to patient-doctor rapport; indeed, a recent study has shown that failure to acknowledge and understand patients’ online health information-seeking behaviors will become a...
barrier to patient-doctor communication [27]. Therefore, for better rapport and patient-doctor communication, primary care doctors should facilitate and empower patients to search for health information online correctly. Thus, doctors should also be educated about the variety of and be able to assess the quality of online health information so they can better teach their patients.

Doctors, public health professionals, and health care organizations should work together to offer high-quality health information online, to improve the ease of use and readability of health care websites, and to educate patients and the general public on the importance of assessing the quality of online health information.

**Strengths and Limitations**

This is the first study exploring primary care patients’ online health information-seeking behavior in Hong Kong. It provides a comprehensive and up-to-date quantitative picture of online health information seeking for primary care doctors to understand their patients’ health information needs, which they might not disclose to doctors.

Although the study sample was representative of the whole clinic population, it is skewed toward younger and more educated patients. Thus, the study’s external validity is reduced. Moreover, self-reported health status and chronic medical conditions were used in this study, as compared to physician-reported health status (eg, by chart review), which could obtain a more accurate and detailed measure of respondents’ health status.

**Conclusions**

Online health information seeking is prevalent among primary care patients in Hong Kong. Most searched for information preconsultation, but only a minority shared the information with doctors. Websites were chosen more for convenience than for accuracy or authoritativeness. Doctors should recognize patients' online health information-seeking behavior, and facilitate and empower them to search for high-quality online health information.
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Abstract

Background: Clinical sequencing data should be shared in order to achieve the sufficient scale and diversity required to provide strong evidence for improving patient care. A distributed research network allows researchers to share this evidence rather than the patient-level data across centers, thereby avoiding privacy issues. The Observational Medical Outcomes Partnership (OMOP) common data model (CDM) used in distributed research networks has low coverage of sequencing data and does not reflect the latest trends of precision medicine.

Objective: The aim of this study was to develop and evaluate the feasibility of a genomic CDM (G-CDM), as an extension of the OMOP-CDM, for application of genomic data in clinical practice.

Methods: Existing genomic data models and sequencing reports were reviewed to extend the OMOP-CDM to cover genomic data. The Human Genome Organisation Gene Nomenclature Committee and Human Genome Variation Society nomenclature were adopted to standardize the terminology in the model. Sequencing data of 114 and 1060 patients with lung cancer were obtained from the Ajou University School of Medicine database of Ajou University Hospital and The Cancer Genome Atlas, respectively, which were transformed to a format appropriate for the G-CDM. The data were compared with respect to gene name, variant type, and actionable mutations.

Results: The G-CDM was extended into four tables linked to tables of the OMOP-CDM. Upon comparison with The Cancer Genome Atlas data, a clinically actionable mutation, p.Leu858Arg, in the \textit{EGFR} gene was 6.64 times more frequent in the Ajou University School of Medicine database, while the p.Gly12Xaa mutation in the \textit{KRAS} gene was 2.02 times more frequent in The Cancer Genome Atlas dataset. The data-exploring tool GeneProfiler was further developed to conduct descriptive analyses automatically using the G-CDM, which provides the proportions of genes, variant types, and actionable mutations. GeneProfiler also allows for querying the specific gene name and Human Genome Variation Society nomenclature to calculate the proportion of patients with a given mutation.
Conclusions: We developed the G-CDM for effective integration of genomic data with standardized clinical data, allowing for data sharing across institutes. The feasibility of the G-CDM was validated by assessing the differences in data characteristics between two different genomic databases through the proposed data-exploring tool GeneProfiler. The G-CDM may facilitate analyses of interoperating clinical and genomic datasets across multiple institutions, minimizing privacy issues and enabling researchers to better understand the characteristics of patients and promote personalized medicine in clinical practice.

(J Med Internet Res 2019;21(3):e13249) doi:10.2196/13249
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Introduction

Background

Recognition of the importance of clinical next-generation sequencing (NGS) in precision medicine has had a profound impact on improving medical care [1-3]. Patients’ sequencing data are currently generated through relatively large-scale projects aimed at exploring the role of clinical NGS in precision medicine conducted by organizations such as the American Association for Cancer Research Project GENIE [4] and the China Precision Medicine Initiative [5]. However, genomic data are considered to be privacy sensitive and potentially reidentifiable, which raises concerns about transmitting and sharing patient-level data outside of host institutions for collaborative research [6]. In addition, genomic sequencing data of subjects in a predefined cohort cannot reflect the full diversity of the entire population at the point of care, which limits the practical application of the data for research purposes [7].

There has been a recent widespread effort to collect genomic information on patients in clinical practice through routine laboratory tests by the UK Biobank [8] and Geisinger Health System [9]. Since March 2017, the South Korea government has provided conditional insurance for an NGS technology-based cancer gene panel [10], which is expected to lead to rapid accumulation of clinical sequencing data in each hospital. However, the vocabulary and structure of these datasets are not standardized, which makes it difficult to conduct appropriate multicenter or comparative analyses for clinical decision making [11]. This lack of standardization can be overcome by using the common data model (CDM), which applies the same data structure to run an identical analysis code for each data holder [12]. For example, the Informatics for Integrating Biology and the Bedside is a clinical data warehouse platform comprising genetic data that adopts the CDM to support the distributed research network [13,14], an infrastructure for novel internet-based strategies that allows researchers to use retrospective multicenter data in a CDM (in contrast to single-center or cloud-based research) without exporting the protected personal health information. Researchers can combine the results of an analysis code run over the network to generate a refined clinical hypothesis [12,15]. To date, the distributed research network has been adopted by global research collaboration groups, including the Observational Health Data Sciences and Informatics (OHDSI) consortium [16]. The Observational Medical Outcomes Partnership (OMOP) CDM, now in version 6.0, was developed by the OHDSI consortium and includes clinical data from over 20 countries, with information of 1.5 billion patients transformed to date.

Prior Work

Due to the nature and extraordinary complexity of sequencing data, it is challenging to effectively describe and interpret the status of sequence alterations [17]. Furthermore, sequencing data were applied in the clinical domain of NGS relatively later than other types of genomic tests; hence, the analytical process has not been standardized [18]. To improve the efficiency of data processing, sequencing data should be managed using standardized structures and semantics. Although several standard models for genomic data have been introduced to date, they have limited applicability. For example, the standard for non-NGS–specific data models, including the minimum information about a microarray experiment [19] for DNA microarray analysis, the tissue microarray object model [20] for tissue microarray analysis, and the proteomics experiment data repository [21] for proteomics, cannot be properly adopted for sequencing data. Although the minimum information about a high-throughput nucleotide sequencing experiment was developed as a data model specific for sequencing data, it requires experimental processing data and detailed analytical protocols to enable researchers to reproduce the analysis [22].

Aim

Given the limitations outlined above, the objective of this study was to create a genomic data CDM (G-CDM) for use in the distributed research network. To address patient privacy issues and support the diversity of genomic data such as ethnicity, the OMOP-CDM used in the OHDSI consortium was chosen for this study for expansion. Furthermore, we validated the feasibility of the model by exploring the difference in genomic data retrieved from public databases and clinical practice.

Methods

Construction of the Genomic Data Common Data Model

The proposed G-CDM was developed by extending the OMOP-CDM to achieve the seamless management of clinical sequencing data through a structured database model. Clinical information such as basic patient background (eg, sex and age), clinical diagnosis, procedures, or specimen type was stored in existing tables of the OMOP-CDM. We further reviewed other genomic data models and clinical sequencing reports to design additional tables for describing and interpreting sequence alterations occurring in target genes. There are various types
 (>50) of public cancer databases describing variants, including comprehensive cancer projects, resources, and cancer type-specific databases [23]. According to our inclusion and exclusion criteria (Multimedia Appendix 1), we selected datasets from The Cancer Genome Atlas (TCGA), Catalogue of Somatic Mutations in Cancer, and International Cancer Genome Consortium for review and reference, to define the method of sequence alteration description. The data quality of these representative databases has been validated through many studies and papers. The database TCGA provides large-scale datasets of genomic alterations, including insertions/deletions (INDELs) or single nucleotide polymorphisms (SNPs), discovered in over 30 human tumor types to generate comprehensive profiles of cancer genomics [24]. The database Catalogue of Somatic Mutations in Cancer provides somatic mutations across 1,391,372 tumor samples encompassing 5,977,977 coding mutations as of August 2018 [25], while the database International Cancer Genome Consortium provides the datasets of oncogenic mutations of 50 different cancer types to support large-scale studies [26,27]. We excluded the databases built based on non-NGS techniques or cancer type–specific databases from referencing. The ISO20428 document, which is a standard format for reporting sequencing results, was reviewed to design columns for variant annotation (Multimedia Appendix 2). To guarantee interoperability of the data, standard terminologies were adopted in the G-CDM [28,29]. The name of a human gene, a key factor in sequencing data, was fixed according to the nomenclature of the Human Genome Organisation Gene Nomenclature Committee, which currently contains and maintains approximately 41,000 unique gene symbols. In addition, the Human Genome Variation Society nomenclature was adopted to standardize the manner of describing sequence alterations in each gene at both the DNA and protein level. Although either one- or three-letter abbreviations are permitted in the Human Genome Variation Society nomenclature, we propose expressing the amino acid by its three-letter code only to permit seamless data analysis for widespread research (Multimedia Appendix 2).

**Data Structure of the Genomic Data Common Data Model**

To link clinical data in the OMOP-CDM, the following information on each patient with NGS data was stored in a separate corresponding table: Person, Condition_Occurrence (diagnosis), Procedure_Occurrence, Specimen, and Care_Site (Figure 1). The Person table included personal patient information such as individual identification, sex, age, and race. The Condition_Occurrence table contained information on the patient’s condition or diagnosis, including the disease such as “lung cancer” or condition type such as “primary condition.” The Procedure_Occurrence table included information on the patient’s condition or diagnosis, including the disease such as “lung cancer” or condition type such as “primary condition.” The Procedure_Occurrence table included information on the specimen used for NGS was obtained and the name of the genomic test conducted for a patient. The Specimen table included information on the specimen used for the genomic test, such as “target” (tumor tissue) and “reference” (normal tissue), along with specimen type, including paraffin-embedded slide, the date the specimen was obtained, and the anatomical site of the specimen. The Care_Site table included information on the site at which the genomic test was conducted.

**Figure 1.** Schematic diagram of the relationship between tables composing the genomic common data model. Tables in red (“Genomic_Test,” “Target_Gene,” “Variant_Occurrence,” and “Variant_Annotation”) are those storing genomic sequencing data and processes, whereas tables in blue (“Person,” “Condition_Occurrence,” “Procedure_Occurrence,” “Specimen,” and “Care_Site”) are those already existing in the Observational Medical Outcomes Partnership-common data model and store clinical data directly linked to the “Variant_Occurrence” and “Genomic_Test” tables. ID: identification; HGVS: Human Genome Variation Society; HGNC: Human Genome Organisation Gene Nomenclature Committee.
In addition to these five tables, we expanded the model to be linked to four other tables containing information related to the sequencing data: (1) the Genomic_Test table included the test name, version, sequencing device, analytical tools, and reference databases, with a care site identification column; (2) the Target_Gene table contained a list of genes targeted by the genomic test following Human Genome Organisation Gene Nomenclature Committee nomenclature for standardized gene symbols; (3) the Variant_Occurrence table included descriptive information about the variants of target genes; and (4) the Variant_Annotation table included information on each variant and the clinical interpretation thereof, such as annotation database name, variant origin such as somatic or germline, pathogenicity of the variant, allele frequency, and medication.

Procedure identification for conducting sequencing, specimen identification of both the target and reference specimens, and target gene identification were included as foreign keys to link the information in the Procedure, Specimen, and Target_Gene tables. Data on reference sequence, reference SNP identification, Human Genome Variation Society nomenclature at both the DNA and protein levels, read depth, exon number, and variant type of both structural DNA and functional proteins were stored as variant description parameters. Detailed schemes and descriptions of each column and table used in the genomic extension model are provided in Multimedia Appendices 3 and 4.

**Data Description**

The Ajou University School of Medicine (AUSOM) database consists of electronic medical record data of patients who underwent NGS-based cancer panel screening of the tumor tissue between June 2017 and August 2018 at Ajou University Hospital, including 92 patients with lung adenocarcinoma and 22 patients with lung squamous cell carcinoma. Public sequence alteration data of the lung cancer cohort Pan-Lung Cancer study of TCGA [30] were obtained from the Memorial Sloan-Kettering Cancer Center cBioPortal [31].

The overall processes of NGS conducted at Ajou University Hospital and the TCGA database are detailed in Multimedia Appendix 5. Two representative differences between the sequencing pipelines of the two databases are the number of genes and the composition of variant types targeted in the test. For example, in the cancer panel of AUSOM, 49 cancer-related genes were targeted for sequencing, while the TCGA data were harvested using whole-exome sequencing with 16,896 genes. Thus, for development and testing of the proposed G-CDM, we selected 1060 patients from TCGA with available variant data of the 49 target genes selected in the AUSOM panel (Table 1).

**Table 1.** Description of data used to build the genomic common data model and to validate the data model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>AUSOM* (N=114), n (%)</th>
<th>TCGA** (N=1060), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤49</td>
<td>7 (6.1)</td>
<td>44 (4.2)</td>
</tr>
<tr>
<td>50–59</td>
<td>26 (22.8)</td>
<td>163 (15.4)</td>
</tr>
<tr>
<td>60–69</td>
<td>41 (36.0)</td>
<td>310 (29.2)</td>
</tr>
<tr>
<td>70–79</td>
<td>35 (30.7)</td>
<td>317 (29.9)</td>
</tr>
<tr>
<td>≥80</td>
<td>5 (4.4)</td>
<td>56 (5.2)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0)</td>
<td>170 (16.0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>64 (56.1)</td>
<td>628 (59.0)</td>
</tr>
<tr>
<td>Female</td>
<td>50 (43.9)</td>
<td>429 (41.0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0)</td>
<td>3 (0.2)</td>
</tr>
<tr>
<td><strong>Pathology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung adenocarcinoma</td>
<td>92 (80.7)</td>
<td>603 (56.9)</td>
</tr>
<tr>
<td>Lung squamous carcinoma</td>
<td>22 (19.3)</td>
<td>457 (43.1)</td>
</tr>
<tr>
<td><strong>Cancer stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage I</td>
<td>78 (68.4)</td>
<td>526 (49.6)</td>
</tr>
<tr>
<td>Stage II</td>
<td>16 (14.0)</td>
<td>286 (27.0)</td>
</tr>
<tr>
<td>Stage III</td>
<td>18 (15.8)</td>
<td>184 (17.4)</td>
</tr>
<tr>
<td>Stage IV</td>
<td>0 (0.0)</td>
<td>36 (3.4)</td>
</tr>
<tr>
<td>Unknown</td>
<td>2 (1.8)</td>
<td>28 (2.6)</td>
</tr>
</tbody>
</table>

*AUSOM: Ajou University School of Medicine.

**TCGA: The Cancer Genome Atlas.**
The variant types, including SNPs, INDELs, multinucleotide polymorphisms (MNP)s, copy number variants (CNVs), and translocations, were explored in the AUSOM database, whereas only SNPs and INDELs were identified in the TCGA database. Information on clinical characteristics such as age, sex, and disease status and genomic alterations such as variant type, DNA and protein level changes, and functional impact were used to compare the AUSOM and TCGA databases.

**Study Design**

Sequencing data of the TCGA database, which was licensed by Yonsei University for use, and of the AUSOM database were transformed into the G-CDM at Yonsei University and Ajou University, respectively. To execute the transformation process, the Structured Query Language (SQL) script in Microsoft SQL Server 2017 was used as the relational database backend for storage and querying the sequencing data. The G-CDM database was built using the Intel Xeon CPU E5-2596 v4 2.20 GHz, Java v.1.8.0, R v.3.5.1, and DBMS SQL Server 2017 at Ajou University, while the Intel Xeon Gold 6132 CPU 2.60 GHz, Java v.1.8.0, R v.3.4.4, and DBMS SQL Server 2017 were used at Yonsei University.

After extracting parameters of interest for a cohort of patients by using a Condition_Occurrence table, the genetic information of the patients was summarized in each of the two institutions. Owing to the restrictions on exporting the original clinical sequencing data in the AUSOM database outside the hospital, the two institutions gathered and compared only the descriptive statistical analysis results to compare the two sequencing databases in further research.

The data visualization tool “GeneProfiler” was developed to run based on the G-CDM as a demonstration that the standardized structure and vocabulary system can serve as a usable medium for performing distributed research by allowing genomic analysis with an identical code. To validate the feasibility of the G-CDM as a storage system and analysis medium, the differences in sequencing data between the AUSOM and TCGA databases were explored. The background profile of variants was described based on several aspects such as gene names, variant types, and disease subtypes. Representative actionable mutations for patients with non-small cell lung cancer (NSCLC) tend to occur in the *EGFR*, *KRAS*, *PIK3CA*, *BRAF*, and *NRAS* genes according to National Comprehensive Cancer Network guidelines [32,33]. Therefore, the proportions of actionable mutations in these five genes were compared between the two databases and between the subtypes of lung cancer.

**Data Visualization Tool**

We developed a new data visualizing tool called “GeneProfiler” using the R Shiny package to facilitate the utility and accessibility of the G-CDM. After converting genomic data into the G-CDM, the data can be visualized by simply connecting the database with the graphic user interface (Figure 2). As users link their database into “GeneProfiler,” this tool automatically provides the descriptive statistics as several plots and tables. “GeneProfiler” includes action buttons to generate plots of overall variant profiles, proportion of certain mutation types, and proportion of genes with actionable mutations. Users can also freely explore the proportion of patients with mutations in specific genes or specific variants and can download the results as a plot or table to conduct distributed research. After downloading result tables of several databases from GeneProfiler, users can generate graphs comparing these databases by uploading the merged tables (Multimedia Appendix 6). The R Shiny code of “GeneProfiler” was uploaded and is open to the public in GitHub [34].

**Statistical Analysis**

Descriptive analysis was performed using frequencies for categorical variables. Genomic characteristics were compared between the two databases using a chi-squared test, and values of \( P<.05 \) were considered statistically significant. The R program version 3.5.1 was used for data preprocessing and statistical analysis. A mutation waterfall plot was created using “GenVisR,” an R package available via Bioconductor [35], which also provided the proportions of genes, variant types, and specific variants using the R Shiny tool developed in this study.

**Ethics Statement**

This study was approved by the institutional review board at Ajou University Hospital of Korea (IRB approval number: AJIRB-MED-MDB-18-390).
Figure 2. Data visualization tool for clinical sequencing data holders who converted their genomic data into genomic CDM. Users can (a) connect their genomic CDM database; (b) get analysis plots such as an overall profile, (c) mutation type, and (d) pathogenicity of variants; and (e) search the proportion of patients with gene name and variant information. CDM: common data model.

Results

Data Comparison for Model Validation

To confirm the differences between the AUSOM and TCGA databases, the summary results of the sequencing data such as the gene, variant type, and disease subtypes were gathered and compared. We characterized the biological background of total variants in both databases for variant types, with DNA-level structural variants classified as “sequence alteration” and protein functional types classified as “variant feature.” Among the SNPs, insertions, and deletions, the most frequent structural variant type was SNPs, accounting for >80% of total variants in both databases (Multimedia Appendix 7). However, the functional types of the variants, including missense, nonsense, frameshift, inframe, and splice variants, showed different frequencies between the databases (all \( P < .001 \)), with intron and synonymous variants being most frequent in the AUSOM database (83%) and missense variants being the most frequent in the TCGA database (73%; Multimedia Appendix 7).

A waterfall plot was created in both the AUSOM and TCGA databases, which focused only on protein-altering variants such as missense, nonsense, frameshift, inframe, and splicing variants to obtain a variant profile (Figure 3; Multimedia Appendix 8). The 15 genes as a union of the top 10 genes in each database were selected as targets for overall profiling. In the AUSOM database, the top 10 genes had a variant frequency > 75% among patients with lung cancer, whereas only one gene, TP53, had a variant frequency > 25% in the TCGA database. In particular, EGFR variants showed very different frequencies in the AUSOM and TCGA databases (89.5% and 11.5%, respectively). All 15 genes had different proportions of variants in the two databases (all \( P < .001 \)). Although the ranking of genes with high frequencies of variants differed between databases; the most frequent variant type was a missense variant in both databases (Figure 3).

In contrast, comparison of the waterfall plot of all 49 genes targeted in the cancer panel of the AUSOM database to that of the same gene set of the TCGA database showed a higher frequency of frameshift and nonsense type variants than splice type variants in the TCGA data, although the ranking of genes with more variants still differed between the two databases (Multimedia Appendix 8). Exploration of the CNVs in AUSOM showed that RET was the gene with the most frequent CNVs, specifically due to amplification (Multimedia Appendix 8).
Comparison of Actionable Mutations for Model Validation

An actionable mutation is a specific genomic event that potentially affects a patient’s response to a targeted therapy [36]. Of the five representative actionable mutations for NSCLC examined (EGFR, KRAS, PIK3CA, BRAF, and NRAS), EGFR showed the greatest frequency of variants in the AUSOM database (21.9%), while KRAS showed the greatest frequency of variants in the TCGA database (20.2%; Figure 4a). In particular, the point mutation p.Leu858Arg in EGFR was found in 17.5% of the patients, followed by p.Thr790Met (1.8%) in the AUSOM database (Figure 4b). Point mutations in the KRAS gene, such as p.Gly12Xaa and p.Gly13Xaa, were more frequent in the TCGA database (20.2%) than in the AUSOM database (9.7%; Figure 4a,c). In addition, patients with lung adenocarcinoma (Figure 4e-h) tended to have more actionable mutations than those with lung squamous cell carcinoma (Figure 4i-l).
Figure 4. Frequencies of actionable mutations detected in the sequencing process between the AUSOM and TCGA databases. Frequency is shown according to the (a, c, i) level of five selected genes and (b, f, j) actionable mutations in EGFR, (c, g, k) KRAS, and (d, h, l) others such as PIK3CA, BRAF, and NRAS. Frequency is also shown according to patient groups: (a-d) total, (e-h) lung adenocarcinoma, and (k-l) lung squamous cell carcinoma. AUSOM: Ajou University School of Medicine; TCGA: The Cancer Genome Atlas; LUAD: lung adenocarcinoma; LUSC: lung squamous cell carcinoma.

Discussion

Overview

We developed a new data model for clinical sequencing data, which was applied using sequencing data of patients with lung cancer from two different databases, AUSOM and TCGA, which were transformed into an identical format for the G-CDM. To evaluate the feasibility of the G-CDM, the composition of the datasets was compared with regard to the frequency of a gene name and variant types in which a sequence alteration occurred and to the prevalence of actionable mutations. Moreover, we developed novel user-friendly software—GeneProfiler—for visualization of clinical sequencing data.

Interpretation of the Principal Results

The first result obtained by comparison of the databases transformed in a standardized form for the G-CDM was the clear difference in the composition of the sequencing data between TCGA, a controlled research-oriented database, and AUSOM, an actual clinical practice database. This difference suggested a difference in variant frequencies and types between the two databases. Indeed, the total number of variants per patient was much higher for the AUSOM database than for the TCGA database, whereas the frequency of variants differed according to the variant type considered. Comparison of actionable mutations in five genes of NSCLC showed a much higher mutation frequency of EGFR in the AUSOM database (a cohort of Asian patients) than in the TCGA database (a cohort of American patients). This finding is in line with previous knowledge that Asian patients with NSCLC have a higher prevalence of EGFR mutations than Americans [32,37]. In contrast, actionable mutations in the KRAS gene were less prevalent in patients in the AUSOM database than those in the TCGA database, which is also consistent with previous knowledge that Asian populations have a much lower rate of mutations in KRAS than non-Asian populations with NSCLC [32,37].
The second key result of this study is conduct of a multicenter research through internet-based sharing of analysis codes with CDM-based conversion of databases from different institutions. This is meaningful because the distributed research was conducted with genomic data that had not been previously verified. Such distributed research would be a useful strategy to address the problem of limited data integration due to privacy issues of clinical sequencing data.

Moreover, because data from the TCGA database were generated relatively earlier than those in the AUSOM database, the sequencing equipment or bioinformatics method may have caused the observed differences. These differences between the databases further emphasize the importance of analyzing data obtained from multiple clinical sites together with research-driven public data to obtain a higher level of representative evidence from diverse populations. Both genomic data models and intermediate results should be shared as widely as possible to promote clinical advances by overcoming the current challenges of unstructured and siloed data environments that lead to a lack of interoperability [38]. Our proposed OMOP-CDM extension model was developed by referencing the OHDSI distributed research network, because existing models such as the HL7 reference information model are not suitable for internet-based research and have limited practical use [39,40].

In the process of modeling the structure of the G-CDM, two specimen identifications were allocated in the Variant_Occurrence table, because recent methods of NGS testing in cancer patients tend to be based on a comparison of normal and tumor tissues simultaneously from the same individual. In cases of patients with a congenital disease, there is an option to fill out this field with only single-specimen identification. The contents of annotation to a variant can also differ according to the type or version of the annotation databases used in the annotation process. For this reason, the Variant_Annotation table was separated from the Variant_Occurrence table to allow for subsequent updating of diverse or new interpretations.

Limitations
Genomic data are generated using highly complicated sequencing pipelines and analytical processes; consequently, NGS data have inherent limitations in terms of data quality and reliability. Although we compared the sequencing pipelines and analytical processes used to generate the sequencing data of both the AUSOM and TCGA databases, we were unable to confirm the detailed parameters and options used in each process. Thus, the differences between the two databases found in this study should be interpreted considering the possibility that the data may have been generated by dissimilar methods and criteria.

Moreover, the clinical NGS data used in this study were generated in the clinical practice of Ajou University Hospital within the last 2 years. Given the recent time frame, mortality was rare among these patients; thus, we were not able to perform survival analysis by leveraging both genomic data and clinical data.

The G-CDM, as a common data structure and vocabulary system, minimizes privacy issues when conducting multicenter studies by integrating statistical results of the same analysis code rather than sharing the clinical sequencing data directly. However, when the G-CDM is used for repeated queries with a malicious purpose, there is concern for compromising the privacy of the individual, even if the queries target only the aggregated statistics. The G-CDM can be complemented by inhibiting reidentification attacks, as proposed in previous studies related to the mitigation of privacy risks, through limiting response to a query targeting a unique individual or through introduction of noise into the original data [41,42].

Conclusions
We propose the distributed research network–based G-CDM as a starting point for a broad community discussion on genomic data–based precision medicine. Based on the G-CDM developed in this study, the data validation process identified differences between the clinical NGS data derived from a clinical practice and those derived from prospective research. We believe that the construction and adoption of this standard data model will facilitate the usefulness of clinical NGS data.
Multimedia Appendix 2

Architecture of the genomic common data model (G-CDM). Conceptualized description of the genomic models, databases, and nomenclature referenced during the G-CDM development process.
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Multimedia Appendix 3

Genomic common data model (G-CDM) entity-relationship diagram as an extension of the Observational Medical Outcomes Partnership (OMOP)-CDM. Tables with genomic data (red) and clinical data (blue) are linked. Not all columns composing each table are shown for clarity and conciseness.
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Multimedia Appendix 4

Description of the genomic common data model (G-CDM) specifications as an extension of the Observational Medical Outcomes Partnership (OMOP)-CDM.
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Multimedia Appendix 5

Next-generation sequencing pipelines used at Ajou University School of Medicine (AUSOM) and for the data collected in The Cancer Genome Atlas (TCGA).
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Multimedia Appendix 6

GeneProfiler for conducting distributed research. (a) Using the "Query" tab, an identical analysis query can be submitted to datasets of different institutions. (b) Using the "Graph" tab, a comparative graph can be generated by inputting a merged table containing the analysis results of several institutions.
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Multimedia Appendix 7

Characterization of the biological background of lung cancer, including lung adenocarcinoma (LUAD) and squamous cell carcinoma (LUSC). The fractions of (a) structural mutations and (b) functional mutations are shown according to mutation type between the Ajou University School of Medicine (AUSOM) and The Cancer Genome Atlas (TCGA) datasets.
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Multimedia Appendix 8

Overall mutation profile of lung cancer patients for (a-b) total targeted genes in the Ajou University School of Medicine (AUSOM) and The Cancer Genome Atlas (TCGA) databases and (c) copy number variations in AUSOM.
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Abstract

Background: Nowadays, patients are seeking physician information more frequently via the internet. Physician-rating websites (PRWs) have been recognized as the most convenient way to gain insight and detailed information about specific physicians before receiving consultation. However, little is known about how the information provided on PRWs may affect patients’ decisions to seek medical advice.

Objective: This study aimed to examine whether the physicians’ online efforts and their reputation have a relationship with patients’ choice of physician on PRWs.

Methods: A model, based on social exchange theory, was developed to analyze the factors associated with the number of online patients. A 3-wave data collection exercise, covering 4037 physicians on China’s Good Doctor website, was conducted during the months of February, April, and June 2017. Increases in consultation in a 60-day period were used as the dependent variable, whereas 2 series of data were analyzed using linear regression modeling. The fixed-effect model was used to analyze the 3-wave data.

Results: The adjusted $R^2$ value in the linear regression models were 0.28 and 0.27, whereas in the fixed-effect model, it was .30. Both the linear regression and fixed-effect models yielded a good fit. A positive effect of physicians’ effort on the aggregated number of online patients was identified in all models ($R^2=0.30$ and $R^2=0.37$ in 2 regression models; $R^2=0.23$ in fixed effect model; $P<.001$). The proxies of physicians’ reputations indicated different results, with total number of page views of physicians’ homepages ($R^2=0.43$ and $R^2=0.46$; $R^2=0.16$; $P<.001$) and number of votes received ($R^2=0.33$ and $R^2=0.27$; $R^2=0.43$; $P<.001$) being seen as positive. Virtual gifts were not significant in all models, whereas thank-you messages were only significant in the fixed-effect model ($R^2=0.11$; $P=.02$). The effort made by physicians online is positively associated with their aggregated number of patients consulted, whereas the effect of a physician’s reputation remains uncertain. The control effect of a physician’s title and hospital’s level was not significant in all linear regressions.

Conclusions: Both the effort and reputation of physicians online contribute to the increased number of online patients’ consultation; however, the influence of a physician’s reputation varies. This may imply that physicians’ online effort and reputation are critical in attracting patients and that strategic manipulation of physician profiles is worthy of study. Practical insights are also discussed.

(J Med Internet Res 2019;21(3):e10170) doi:10.2196/10170
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Introduction

Background

With the increasing popularity of Web 2.0 technologies, people are seeking health information more frequently online [1-6]. The internet has become a popular medium for obtaining medical treatment from physicians, for discussing and receiving medical advice, and for identifying symptoms experienced. It also offers many advantages for patients in comparison with the offline world, such as convenience, time saving, and reduced limitations on space and time. Since the early 2000s, consumers have been able to access the ratings of medical services and choose physicians through websites [2]. Physician-rating websites (PRWs) are an alternative and novel way for patients to obtain information about physicians before receiving consultation. PRWs collect and present information about patients’ experiences and whether they were satisfied with their encounters with physicians [7]. They provide patients with an opportunity to discuss their health conditions with physicians and rate his or her quality of service and the care provided [8,9]. The number of PRWs throughout the world is increasing [3], such as in the United States (RateMDs.com and Healthgrades.com), the United Kingdom (iWantGreatCare.org), and Germany (Jameda.de and AOKGesundheitsnavi.de). In China, haodf.com [5] and guahao.com [10] are rising in popularity.

The development of PRWs has made it easier and more flexible for patients to access information and consult with physicians before receiving medical services. From a patient’s perspective, most PRWs are perceived to be positive and can help improve the provision of services [11]. They can provide patients with information about physicians, especially in relation to service quality [11,12]. Globally, the number of people engaging and conversing on PRWs is increasing, with many using them to share their health care experiences, seek health care information, and rate the services received from health care practitioners [13,14]. The ratings on PRWs can also affect the patient care received from providers [15]. To make PRWs more reliable for the public, adjusting the content of PRWs to suit the differing information needs of health consumers is important [16].

People obtain information about the quality of physicians through the online view functionality built into PRWs. The information sought relates to the online efforts and reputation of physicians. Physician efforts imply the amount of time and energy that a physician spends online. A physician’s reputation is associated with a patient’s perception of the physician’s characteristics or qualities in general, for example, honesty, capability, and reliability, and it is usually demonstrated in the form of positive evaluation toward the health care service received by the patient. On the basis of the evaluation of these 2 metrics, patients become better informed and make more critical decisions when choosing their physician. An increasing amount of research has tested the effects of online effort and reputation on the sales of products and decision-making by consumers [17-20]. However, little analysis has been conducted into the factors that contribute to the selection of physicians on PRWs. To fill this gap, this paper undertakes an investigation into the choice of physicians by patients on PRWs and aims to explore the factors that affect a patient’s choice of a physician. The effects of physicians’ effort and reputation online are also tested. Data for this research were collected from the Good Doctor website in China, one of the biggest PRWs in the country. As searching for suitable new physicians or evaluating their current one is deemed important for patients, this study provides insights into understanding how patients make their decisions online. By using the results of this study, marketers and the designers of PRWs can better tailor their online services to the needs of patients. The findings also offer practical insights for online health care providers to encourage patients' utilization of health care websites.

Physician Efforts

The term effort was defined by Naylor et al [21] as “the amount of energy ‘spent’ on an act per unit of time.” In the sales and marketing domain, effort represents the amount of time and energy a salesperson devotes to the selling of a product or service, relative to another salesperson [22]. The effect of effort on performance has been considered by many researchers [22-24], with effort being identified as a direct antecedent of performance in the research of salespeople [25]. As services are intangible, it is difficult to control their quality, compared with, for example, manufactured products. The verbal and nonverbal actions of employees have great influence on customers’ perceptions toward value and service quality [26]. The effort of an employee is more important in service settings as customer evaluations of service quality are often linked directly to the performance of the service provider. Social exchange theory (SET) is commonly used to explain the exchange behavior between various parties, with the aim of individual behaviors being to maximize satisfaction and minimize costs [27]. This also applies to the relationship of physicians and patients [28]. From the perspective of social exchange, the physicians’ participation in virtual communities is social exchange behavior, while patients can also provide social and economic returns for physicians as exchange returns [29].

An increase in visibility of effort from staff may generally lead to higher perceived quality by customers [26]. An employee’s effort, applied to their daily work, can influence consumer perception of the services being received [30]. If the employee is considered to pay extra effort to their work, then he or she may obtain a higher rating from their customers. The employee’s efforts will affect the research and purchasing intention of consumers, which is critical to a service organization’s overall performance [17]. This positive effect of effort may contribute to the consumer’s likelihood to browse and purchase goods in future. As online health care services are part of the service domain, a physician’s efforts, applied to the services they deliver, can affect a patient’s perception of quality of service and may change their choices and opinions toward physicians. The study by Liu et al [19] indicated that a physician’s effort was a positive indicator of online physician popularity, that is, physicians become more popular when they show a greater effort toward their service. When selecting physicians through PRWs, patients can visit the home page of the physicians and obtain additional information, such as their personal blog,
published articles, and previous physician-patient communication. At this stage, patients gain a perception of the efforts made by the physician in the past, which may affect their attitude toward the physician and, thus, the likelihood of them selecting the physician. More effort shown by the physician online toward their service offerings may increase the chances of patients choosing them for consultation. Thus, we hypothesize the following:

H1: Patients prefer to consult with physicians that provide higher amounts of effort online.

Physician Reputation

The definition of reputation varies in different fields of research. In the online marketplace, reputation is understood as a conditional probability that an individual will behave in a certain manner [31]. Early research on reputation focused generally on experimentation [32] as it was difficult to measure reputation in the offline world. With the development of the internet and online user-centered social tools, the ability to measure reputation has developed, with much research being conducted into the development of methods to measure reputation on e-commerce and eHealth websites. As the reputation of a person and/or website can help consumers and vendors make better decisions, communicate more effectively, and improve cooperation, it is now seen to play a major role in online service delivery [33]. Reputation is acknowledged as one of the most influential factors that affect a consumer’s behavior and seller’s performance in online marketplaces [34]. A high reputation contributes to reducing information asymmetry and the reduction of risk and uncertainty perceived by consumers [35]. In the domain of SET, reputation is taken as an important factor that affects the behavior of online patients [36]. Many researchers have explored the effects of online reputation on sales in fields such as tourism, the retailing of books, and online auctions. Previous research has demonstrated that a correlation exists between reputation and sales, generally with online reputation having a positive effect on sales. For example, Dewan and Hsu [37] found that reputation has a significant effect on the sales of products on customer-to-customer auction websites, using data available on eBay. Similarly, Ye et al [20] indicated that seller reputation has a positive impact on sales volume, following analysis of sales data from Taobao.com, a Chinese e-commerce website.

The online reputation mechanism serves as the basis for online transactions, and it helps consumers obtain more detailed information about products before purchase. As physicians know more about their service quality and patients’ health conditions than the patients themselves, information asymmetry can be considered severe in the online health care market [38]. Without PRWs, patients are unable to evaluate accurately the quality of a physician’s services before consultation; this may lead to a misunderstanding or misinterpretation of information relating to the physician. Similarly, online consultation experiences can reduce the risks caused by information asymmetry and build trust between the patient and physician [39]. As a result, online reputation mechanisms can also be applied in the delivery of medical services. For example, health services provided online can allow patients to share their experience quickly and objectively [40]. There are few studies relating to the reputation of online health care services. The study by Josang [40] indicated that sound reputation systems can be applied to medical services, whereas word-of-mouth from family and friends of patients is considered important when selecting an appropriate physician [41]. When selecting Web services, reputation plays an important role in a patient’s decision-making process [42], with reputation being treated as the most valuable attribute of a physician [43]. Reputation is also a vital quality factor in health care delivery as patients rely heavily on word-of-mouth when deciding which physician to approach [44]. The online reputation of physicians can help patients choose a suitable physician. If a physician is highly regarded, with a high reputation online, patients are more likely to consult with him or her; thus, we present the following hypothesis:

H2: Patients prefer to consult with physicians with a high level of online reputation.

Methods

Data Collection

Data were collected from the Good Doctor website (www.haodf.com) in China, one of the largest online PRWs in the country [5]. Currently, over 7500 hospitals and more than 500,000 physicians are active on the website. According to Good Doctor, online physicians are divided into 28 groups and more than 100 departments. As different medical departments provide varying treatment and patient-physician communication, we selected 1 department for our study to avoid interference from different departments. As China is facing the problem of an aging population [45], patients in the department of heart diseases represent a sizeable group; thus, we selected this department, which specializes in cardiovascular diseases. Using a Java-based program, we collected data from the homepages of 5996 cardiovascular physicians. Data were collected on February 25, April 27, and June 27, 2017, which allowed us to form a longitudinal panel dataset (there is a 60-day interval between these dates). We matched the URL and name information of physicians in 3 different stages. Following this process, it was revealed that 1361 physicians had data with less than 3 stages (among them, 698 physicians had 2 stages missing and 665 had 1 stage missing), 472 physicians had more than 1 null value across 3 stages, and 172 physicians had some abnormal values as the number of proxies decreased over time. The removal of samples with those missing values or abnormal values yielded a final dataset of 4037 patients from 878 specific hospitals. Approximately 46.54% (1879/4037) of the physicians were men, 22.94% (926/4037) were women, and 30.52% (1232/4037) could not be identified. The majority of physicians (3856/4037, 95.52%) are working in tertiary hospitals. Approximately 36.22% (1462/4037) of these physicians possess the title of Director. The details of the characteristics used in our study are listed in Table 1.
Table 1. Demographic characteristics of physicians. N=4037.

<table>
<thead>
<tr>
<th>Physician characteristics</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1879 (46.54)</td>
</tr>
<tr>
<td>Female</td>
<td>926 (22.94)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1232 (30.52)</td>
</tr>
<tr>
<td><strong>Hospital level</strong></td>
<td></td>
</tr>
<tr>
<td>Tertiary hospital</td>
<td>3856 (95.52)</td>
</tr>
<tr>
<td>Secondary hospital</td>
<td>174 (4.31)</td>
</tr>
<tr>
<td>One</td>
<td>7 (0.17)</td>
</tr>
<tr>
<td><strong>Professional title</strong></td>
<td></td>
</tr>
<tr>
<td>Director Physician</td>
<td>1462 (36.22)</td>
</tr>
<tr>
<td>Associate Director Physician</td>
<td>1445 (35.79)</td>
</tr>
<tr>
<td>Attending Physician</td>
<td>917 (22.71)</td>
</tr>
<tr>
<td>Residing Physician</td>
<td>213 (5.28)</td>
</tr>
</tbody>
</table>

The online homepages of physicians provide many types of information about physicians, including the total number of homepage views, number of votes, and number of thank-you messages and virtual gifts received. A screenshot from a physician’s homepage is presented in Figures 1 and 2, which show the different types of information available to the patient.
Dependent Variable
The aggregated number of patients that had received online consultations in the 60-day interval can reflect the patient’s choice as interacting with a specific physician was a result of choice.

Independent Variables
The online effort of a physician was estimated by their contribution to the Good Doctor website and patients; the website determines this value to express physician activity and engagement levels, which can help patients choose the most suitable physician. Physicians can affect the value of their contributions by updating their information in a timely manner, publishing articles to educate patients, and answering questions received from previously consulted patients. These behaviors can indicate how much effort the physician puts into online rating websites. As Campbell and Pritchard [46] indicated, as both the duration of time spent working and the intensity of work activities represent important aspects of effort, it is appropriate to choose this contribution score as its proxy.

The physician’s reputation possesses more measurement items than the previous. Generally, the persuasiveness of online consumer reviews depends on both their quality and quantity [47]. However, in the Good Doctor website, the star ratings only relate to the quality of service after diagnosis and treatment. The ratings are calculated by the website based on the number of patients diagnosed online and followed up online. A high proportion of patients followed up online will lead to more stars for the physician. If the physician diagnosed more than 100 patients online, he or she will get the star rating displayed on their homepage. As the star rating only refers to the followed-up element and only a small proportion of physicians gained this star rating, we have ignored the star rating in this study and only taken into consideration the quantity. We used the total number of page views shown on the physician’s homepage, number of votes, number of thank-you messages, and the number of virtual gifts received as proxies for physician reputation. The total number of homepage views reflects the physician’s fame, as online views are the first step and an indicator in learning about the physician. If patients are satisfied with the services provided by the physician, they can vote, write a thank-you message, or send virtual gifts to the physician. All options are free, except for virtual gifts; the website charges the patient for sending virtual gifts, ranging in price from several yuan to several hundred yuan. After deducting a small amount of website operating expenses, the fee will be allocated to the account opened by the physician for their time sacrificed. Table 2 provides sample data on physicians’ efforts, observed from the Good Doctor website. Figures 3 and 4 show examples of a virtual gift and thank-you message.

To present major changes of the variables in the 3 waves, the mean value was adopted to show their trend, as shown in Figure 5. For the number of contributions, 1400 was deducted from the value, to fit the size. A log transformation was taken for views as its numerical value was much larger than other values.
Table 2. Measurement items and statistics of variables.

<table>
<thead>
<tr>
<th>Variable, proxy, and wave</th>
<th>Minimum number of variables</th>
<th>Maximum number of variables</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of consultations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consultation number of patients in a 60-day period</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>16,003</td>
<td>143.78 (546.82)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>17,620</td>
<td>154.27 (573.64)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>18,443</td>
<td>160.56 (589.00)</td>
</tr>
<tr>
<td>Online effort of physician</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contribution of physician, calculated by the Good Doctor website</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>210,580</td>
<td>1478.48 (6456.89)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>234,605</td>
<td>1589.70 (6837.36)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>251,440</td>
<td>1687.46 (7112.74)</td>
</tr>
<tr>
<td>Online reputation of physician</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number of homepage views (log)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.09</td>
<td>16.23</td>
<td>9.76 (2.00)</td>
</tr>
<tr>
<td>2</td>
<td>5.78</td>
<td>16.27</td>
<td>10.00 (1.75)</td>
</tr>
<tr>
<td>3</td>
<td>6.32</td>
<td>16.32</td>
<td>10.15 (1.66)</td>
</tr>
<tr>
<td>Votes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1587</td>
<td>10.23 (38.83)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1733</td>
<td>10.82 (41.38)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1860</td>
<td>11.31 (43.52)</td>
</tr>
<tr>
<td>Thank-you messages</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>680</td>
<td>3.20 (16.60)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>782</td>
<td>3.58 (18.36)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>863</td>
<td>3.84 (19.71)</td>
</tr>
<tr>
<td>Virtual gifts</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1956</td>
<td>8.23 (49.80)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2137</td>
<td>8.89 (53.58)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2424</td>
<td>9.58 (58.74)</td>
</tr>
</tbody>
</table>

Figure 3. An example virtual gift.
Control Variables

The control variables used in this study are (1) the physician’s title in the hospital and (2) the level of the hospital. The title of a physician indicates the position and responsibility of the physician in the hospital. It can also reflect the professional expertise of the physician. There are 4 titles used on the Good Doctor website: Director Physician, Associate Director Physician, Attending Physician, and Residing Physician. A higher title suggests greater responsibility on the part of the physician. Two dummy variables (0 or 1) were used to indicate Director Physician, Associate Director Physician, and Attending Physician, respectively. There is also a variable that can represent the standing of the hospital, that is, the ranking of the hospital in China. According to the standard for the grade management of hospitals in China, the ranking of hospitals can be divided into 3 levels: level 1 refers to hospitals that are basic and typically provide health care services to communities, level 2 refers to secondary hospitals, and level 3 are tertiary hospitals. Level 3 hospitals employ more staff and own a greater number of beds than the other 2 levels and are often considered to provide a higher quality of service. We also used 2 dummy variables to indicate hospital rankings, ranging from 3 to 2. In our research model, these variables were used to control the effects of a physician’s title and the ranking of hospitals on patient choices.
Model Estimation

To test our hypotheses against the effects of a physician’s effort and reputation, we formulated a regression equation using the linear regression for each time series. We transformed the dependent variables and continuous independent variables into the log form, as the distribution of these variables may not be normal. The equation is separated into 2 stages, as shown in Figure 6(a).

Log(Consultation$_i$) denotes the number of patients who consulted the physician in the 60-day period. Secondary hospital and tertiary hospital indicate hospital ranking, whereas the title of each physician is also included. Log(Contribution$_i$) represents the effort of the physician online, whereas log(Homepage view$_i$), log(Vote$_i$), log(Thank-you message), and log(Gift$_i$) indicate the number of homepage views, votes, thank-you messages, and virtual gifts received, respectively; these represent the online reputation of physicians. After log transformation, the response variable is approximately distributed (the result of P-P plots is approximate, with a straight diagonal line indicating the data are normally distributed [48]; more details are shown in Multimedia Appendix 1). $\mu_i$ is the error term. The physician’s title and the rank of the hospital are included as control variables.

Panel data analysis was also conducted, which is a widely used form of longitudinal analysis among social science researchers [49]. The panel data allowed for the control of unobservable variables that change over time and permitted the study of dynamics of change with time series. Meanwhile, the panel data controlled the variables that could not be observed or measured in each group (eg, gender) and the unobservable variables that changed over time but not across entities (eg, physicians with different titles). The panel data allowed for the inclusion of the variables at different levels of analysis.

In this study, gender, the physician’s title, and the hospital level were chosen as the level of analysis. The following fixed-effect model was set up to explore the relationship between effort and reputation factors and physician’s consultation within each type of physician, as something within the physician groups may impact or bias the predictor or outcome variables; this needed to be controlled in the model. The key insight is that if the unobserved variables do not change over time, then any changes in the outcome variable must be caused by influences other than the fixed characteristics. As such, once the effect of the time-invariant characteristics from the predictor variables is removed, we can assess the predictors’ net effect on outcome variables. Generally, 2 approaches to build the fixed-effect model are highlighted, with the binary variable option being chosen as it allows for the separation of the association of the number of consultations and other individual factors. As 3 groups of entities were used (gender, physician’s title, and hospital level) to generate binary (dummy) variables, 7 entities from 3 groups were presented in the final model, accordingly (see Figure 7).

**Figure 6.** Formula of the regression model.

\[
\log(\text{Consultation}_i) = \alpha_0 + \alpha_1 \text{Secondary hospital}_i + \alpha_2 \text{Tertiary hospital}_i + \\
\alpha_3 \text{Attending physician}_i + \alpha_4 \text{Associate director physician}_i + \\
\alpha_5 \text{Director physician}_i + \alpha_6 \log(\text{Contribution}_i) + \alpha_7 \log(\text{Homepage view}_i) + \\
\alpha_8 \log(\text{Vote}_i) + \alpha_9 \log(\text{Thank-you message}_i) + \alpha_{10} \log(\text{Gift}_i) + \mu_i
\]  
(a)

where $i=1,2,...,n$ index all physicians

$\alpha_0$ to $\alpha_{10}$ are the parameters to be estimated

**Figure 7.** Formula of the fixed-effect model.

\[
Y_{it} = \beta_0 + \beta_k X_{it}^k + \gamma_n E_n + \mu_{it}
\]

where $Y_{it}$ is the dependent variable (DV) where $i =$ entity (different types of physicians) and $t =$ time,

$X_{it}^k$ ($k = 1, 2, ... 5$) represents five independent variables (IV)

$\beta_k$ ($k = 1, 2, ... 5$) is the coefficient for that IV

$E_n$ ($n = 1, 2, 3...7$) is the binary entity

$\gamma_n$ ($n = 1, 2, 3...7$) is the coefficient for the binary entities

$\mu_{it}$ is the error term
Results

Results of the Linear Regression

SPSS 19.0 (IBM) and Stata 12.0 (IBM) were used to analyze the data collected. Table 3 presents the results by ordinary least squares. Equations are presented in hierarchical order. First, the results are shown with only control variables in columns 1a and 1b. Then, the independent variables are added to columns 2a and 2b. The adjusted R-square and F value both indicate a good fit. The results of the VIF (Variance Inflation Factor) statistics for the variable indicate no multicollinearity (the VIF statistic of every variable is not greater than 10). Not all factors indicated a significant effect. The coefficient of contribution \(B_1=0.30, B_2=0.37; B_3=0.19; P<0.001\) was positive and significant. Hypothesis 2 indicated a significant influencing path between the online reputation of the physician and patients’ choice on physicians. Hypothesis 2 can be considered partly supported as the coefficient of number of homepage views \(B_1=0.43, B_2=0.46; B_3=0.18; P<0.001\) and number of votes \(B_1=0.33, B_2=0.27; B_3=0.48; P<0.001\) are significant, whereas thank-you messages are only significant in the fixed-effect model \(B_3=0.17; P=0.11\). However, virtual gifts \(P=0.11\) were not significant in all models. The relationship between the online reputation of the physician and the patient’s choice of physician is uncertain and needs further analysis. All control variables are not significant in the linear regression models. In the fixed-effect model, the physician’s title effect is confirmed as physicians with the title of Associate Director Physician and Director Physician are more likely to be consulted with than the physician with the title of Residing Physician.

We further predicted a significant relationship between the online effort of physicians’ and patients’ choices of physicians. Tables 3 and 4 provide support for this hypothesis as the coefficient of contribution in all 3 models was positive and significant. Therefore, we can posit that the online effort of patients in hypothesis 2.

Table 3. Linear regression results of model 1.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Number of consultations during the 60-day period(^a), coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1a</td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
</tr>
<tr>
<td>Attending Physician</td>
<td>0.13 (−1.143 to 1.406)</td>
</tr>
<tr>
<td>Associate Director Physician</td>
<td>0.82 (−0.430 to 2.085)</td>
</tr>
<tr>
<td>Director Physician</td>
<td>0.81 (−0.076 to 1.701)</td>
</tr>
<tr>
<td>Secondary hospital</td>
<td>0.76 (−0.313 to 1.830)</td>
</tr>
<tr>
<td>Tertiary hospital</td>
<td>1.07 (−0.181 to 2.325)</td>
</tr>
<tr>
<td>Independent variables</td>
<td></td>
</tr>
<tr>
<td>Contribution (log)</td>
<td>—(^b)</td>
</tr>
<tr>
<td>Total number of homepage views (log)</td>
<td>—</td>
</tr>
<tr>
<td>Number of votes (log)</td>
<td>—</td>
</tr>
<tr>
<td>Thank-you messages (log)</td>
<td>—</td>
</tr>
<tr>
<td>Virtual gifts (log)</td>
<td>—</td>
</tr>
<tr>
<td>Constant</td>
<td>0.84 (−0.597 to 2.282)</td>
</tr>
</tbody>
</table>

\(^a\)Model 1a: \(R^2=0.05\), goodness of fit (\(F_{4037})=9.27\). Model 1b: \(R^2=0.28\) and goodness of fit (\(F_{4037})=33.38\). Model 2a: \(R^2=0.03\) and goodness of fit (\(F_{4037})=4.12\). Model 2b: \(R^2=0.27\) and goodness of fit (\(F_{4037})=27.64\).
\(^b\)Not included in the model.
\(^c\)\(P<0.01\).
\(^d\)\(P<0.05\).
Table 4. Results of fixed-effect model test (model 2).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Number of patients consulted during the 60-day period (log)</th>
<th>Coefficient</th>
<th>t value (degrees of freedom)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution (log)</td>
<td></td>
<td>0.19</td>
<td>16.21 (4037)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total number of homepage views (log)</td>
<td></td>
<td>0.18</td>
<td>8.04 (4037)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of votes (log)</td>
<td></td>
<td>0.48</td>
<td>40.36 (4037)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thank-you messages (log)</td>
<td></td>
<td>0.17</td>
<td>11.82 (4037)</td>
<td>.01</td>
</tr>
<tr>
<td>Virtual gifts (log)</td>
<td></td>
<td>−0.06</td>
<td>1.13 (4037)</td>
<td>.17</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>−0.02</td>
<td>−0.65 (4037)</td>
<td>.52</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td>0.01</td>
<td>0.31 (4037)</td>
<td>.76</td>
</tr>
<tr>
<td>Attending Physician</td>
<td></td>
<td>0.17</td>
<td>1.79 (4037)</td>
<td>.07</td>
</tr>
<tr>
<td>Associate Director Physician</td>
<td></td>
<td>0.22</td>
<td>2.33 (4037)</td>
<td>.02</td>
</tr>
<tr>
<td>Director Physician</td>
<td></td>
<td>0.30</td>
<td>3.15 (4037)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Secondary hospital</td>
<td></td>
<td>−0.07</td>
<td>−0.22 (4037)</td>
<td>.82</td>
</tr>
<tr>
<td>Tertiary hospital</td>
<td></td>
<td>−0.12</td>
<td>−0.37 (4037)</td>
<td>.71</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>−1.32</td>
<td>−3.82 (4037)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Please note that the value of $F$ test that all $\mu_i = 0$ (3643) is 149.15 ($P < .001$) and $R^2 = 0.82$.

**Discussion**

**Principal Findings**

The main purpose of this study was to examine the relationship between the online effort of physicians (contribution), physician reputation (total number of home page views, number of votes, number of thank-you messages, and virtual gifts received), and patients’ choices of physicians on the health care website, Good Doctor. Similar to previous research [19,34,50], the predictions are tested through the data collected from the online health website. However, we then introduced physician effort and reputation and observed the data in 3 waves. To ensure the credibility of the stated results, we conducted 2 analyses and presented their differences in the results.

First, our results indicate that patients are more likely to consult with physicians online who show greater effort. The online effort of a physician was represented by the figure of reputation online, which can be increased by the physicians themselves by revising their personal information regularly, publishing educational articles for patients on their homepage, and answering questions posed by previously consulted patients. These actions can present a positive and hard-working image of a physician on their website. Patients would take these factors into consideration when seeking medical consultation. Liu [19] also suggested that physician efforts would influence patients. From the perspective of SET, researchers have focused on the consumers’ effort paid on learning how to use or using online services [51], whereas little attention has been paid to the service providers. We confirm that the physician’s effort is also important when providing services. The website’s marketers and the physicians themselves should pay more attention to information relating to their effort if they wish to attract more patients for consultation. For example, health care websites can develop an effort mechanism whereby physicians can strive to achieve higher scores that are then displayed on their personal homepage.

Second, the effect of physicians’ online reputations on the patient’s choice is complex. Reputation is taken as an important part from SET. When researchers explore the behavior of online users and patients [36,52], it is a critical benefit for the online users. However, results indicate that not all reputational factors generate similar effects. Some of the factors, such as total number of homepage views and number of votes received, represent a significant result, and the coefficient indicates a positive influence. However, the effect of thank-you messages and virtual gifts is not always significant. These results are not consistent with the study by Yang et al [50]. These differences may be caused by the variances in sample size and time selection, as the study by Yang et al [50] was conducted in 2013, had a comparatively smaller sample size, and was not limited to a specific department. It may also suggest that the physicians in our study have already established their personal reputation through online efforts. As time proceeds, their reputation is less likely to rely on the result of thank-you messages and virtual gifts. In addition, cardiovascular disease patients can be difficult to please because of the nature of their chronic disease, which may also contribute to the insignificance. The coefficient of virtual gifts is not significant as patients must log in to the Good Doctor website and pay additional money for these virtual gifts, and consequently, the gift may not represent the true reputation.

As we already understand that reputation is important for offline physicians [53], we are now convinced that it also makes sense in the online world. There are many factors that can reflect reputation; identifying the differences and the characteristics of these factors should be considered critical.

Third, the control effects of the level of hospital and title of physician are not seen as significant in the linear regression model. Level 1 hospitals (0.17%, 7/4037) are much less...
significant than those categorized as secondary hospitals or tertiary hospitals. Physicians with the title of Residing Physician are also in a lower proportion (5.28%, 213/4037), which might have led to their result being not significant. However, the result from the fixed-effect model indicates a significant effect for physician’s title. The different result with the regression model may be attributed to bias of data from only 1 period. Patients prefer physicians with the title of Associate Director Physician and Director Physician to the title of Residing Physician. The online platform may weaken the impact of gender and hospital and allow patients to focus more on the ability of the physicians.

Finally, the results also suggest a recurring problem, which was identified in the information asymmetry domain. Arrow [54] first proposed the concept of information inequality in the research of physicians and patients in medical markets, stating that an information problem exists in the relationship between patients and physicians. Patients try to obtain and analyze information before choosing a suitable physician. As a service provider, this common goal of information requirements by patients should be satisfied and lessen the divide between health supply and demand. Health care providers can offer more channels for both patients and physicians to express themselves, such as tailored functions to make inquiries, release detailed information for physicians, explain and quash possible misunderstandings, and try to maintain a positive image of the physician.

Conclusions
This paper explores the effects of physicians’ online efforts and their reputation on patients’ decision-making when choosing to consult with a physician. We used linear regression and fixed-effect modeling to test our hypotheses. Some of our assumptions have been proven by the results identified; the physicians’ effort is positively associated with patients’ decision-making, whereas the effect of a physician’s reputation remains uncertain, with 1 or 2 negative items being identified. The differences in the results of linear regression and fixed-effect models indicate the importance of time factor and method selection. The findings assist us in understanding the effects of such information on a patient’s choice of a specific physician and, thus, contribute to the field of online health care research. By exploring the relationship between online physicians’ factors and patients’ choices of physicians, we contribute to the scarce literature relating to the online choice of physicians. It should be noted that the online information of physicians can affect the choice of patients. This research can help online health care providers and marketers to make strategic decisions on what information to display online to attract and retain a greater number of patients. The findings also extend the research of SET in the field of online health. More attention should be paid to the behavior of physicians.

Our findings also identify some limitations. First, data were collected solely from the Good Doctor website in China, and therefore, the findings may not be generalizable to other health care websites in other countries. Future research could collect and analyze data from multiple websites from different countries. Second, research must be conducted over a much longer period. The data used in this study were collected in 3 phases within a 4-month period only; we will continue the collection of data as part of our further study. Third, although the website confirms that the information about physicians was provided by the physicians themselves, we cannot guarantee that was always the case in reality. Finally, the variables of physician reputation and effort can be illustrated and measured by other items; for example, Wu and Lu [10] indicated that the reputation of one physician’s colleagues would affect the quantity of a focal physician’s future view.
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Abstract

Background: In recent years, paid online patient-physician interaction has been incorporated into the telemedicine markets. With the development of telemedicine and telemedicine services, online feedback has been widely applied, helping other patients to identify quality services. Recently, in China, a new type of service feedback has been applied to the telemedicine markets, namely, paid feedback. Patients who are satisfied with a physician’s online service can buy a virtual gift or give a tip to the physicians. This paid feedback can improve the reliability of service feedback and reduce the proportion of false information because it increases the cost for feedback providers. Paid online feedback can benefit the physicians, such as by providing them with monetary incentives; however, research on the impacts and value of such paid feedback from the physician perspective in the telemedicine markets is scant. To fill this research gap, this study was designed to understand the role of paid feedback by developing a research model based on the theories of signaling and self-determination.

Objective: This study aimed to explore the effects of free and paid feedback on patients’ choice and physicians’ behaviors as well as to investigate the substitute relationship between these 2 types of feedback in the telemedicine markets.

Methods: A JAVA software program was used to collect online patient-doctor interaction data over a 6-month period from a popular telemedicine market in China (Good Physician Online). This study drew on a 2-equation panel model to test the hypotheses. Both fixed and random effect models were used to estimate the combined effects of paid feedback and free feedback on patients’ choice and physicians’ contribution. Finally, the Hausman test was adopted to investigate which model is better to explain our empirical results.

Results: The results of this study show that paid feedback has a stronger effect on patients’ choice (\(a_5=0.566; t_{2192}=9.160; P<.001\)) and physicians’ contribution (\(\beta_4=1.332; t_{2192}=11.067; P<.001\)) in telemedicine markets than free feedback. Moreover, our research also proves that paid feedback and free feedback have a substitute relationship in determining patients’ and physicians’ behaviors (\(a_5=-0.304; t_{2192}=-5.805; P<.001\) and \(\beta_5=-0.823; t_{2192}=-8.136; P<.001\)).

Conclusions: Our findings contribute to the extant literature on service feedback in the telemedicine markets and provide insight for relevant stakeholders into how to design an effective feedback mechanism to improve patients’ service experience and physicians’ engagement.

(J Med Internet Res 2019;21(3):e12156) doi:10.2196/12156
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**Introduction**

**Background**

Telemedicine markets have become an important service platform for patients to communicate with physicians to obtain treatment and related medical information [1,2]. Without the limitations of time and space in the offline or conventional patient-physician context, the telemedicine markets enable patients to save medical expense and time [3-6]. Furthermore, physicians in such markets can interact with patients to obtain disease information and promote their online presence and reputation [7,8]. Therefore, telemedicine markets are effective approaches for both patients and physicians in the online context [9,10].

Nevertheless, the development of the telemedicine industry still faces many challenges. On the one hand, choosing the right physician is critical for patients because health care services are related to health and life [11,12]. However, because of information asymmetry and lack of professional health care knowledge, it is difficult for patients to ascertain a physician’s competency and service quality based on the limited information and knowledge they obtain [13]. Telemedicine markets should provide efficient and adequate information to help patients make decisions about using such services. On the other hand, physicians’ contributions (such as providing consultation services and health care information to patients) are indispensable resources for the development of telemedicine markets [7]. However, participating and contributing in telemedicine markets is burdensome for physicians because of their heavy workload in hospitals or other medical institutions. Thus, both patients and physicians encounter difficulties in participating in telemedicine markets. Understanding how to enable patients to make informed choices and facilitate physicians’ contributions has become a managerial agenda for telemedicine practitioners.

Online feedback is regarded as an important information tool to help consumers understand the quality of services and products and interact with sellers, service providers, and other consumers [14-17]. With the development of telemedicine and telemedicine services, online feedback has been widely applied in the telemedicine markets [18]. Patients can draw on the service feedback mechanism to evaluate the quality of physicians’ services and reduce information asymmetry in online health consultations [11,19]. Such feedback has become an efficient mechanism based on which patients can make informed decisions. However, the feedback mechanisms have mainly been studied in the electronic commerce context, although the current mechanisms have some disadvantages [20-23]. Generally, online feedback is free to write for the providers, which might result in the growth of fake and exaggerated feedback that can bias consumers’ judgments on the service quality. Hence, in the telemedicine markets, a new feedback mechanism on physicians’ service quality should be developed.

Recently, a new type of service feedback has been applied to the telemedicine markets, namely, paid feedback. Patients who are satisfied with a physician’s online service can buy a virtual gift or give a tip to the physicians. This paid feedback can improve the reliability of service feedback and reduce the proportion of false information because it increases the cost for feedback providers. Moreover, this type of feedback can bring both reputational and monetary rewards for physicians, motivate their online contribution, and enhance their service quality. Therefore, paid feedback might have a positive effect on patients’ and physicians’ behaviors in the telemedicine markets and could substitute for the role of traditional free service feedback to a certain extent. However, little research attention has been paid to this new feedback mechanism, let alone its benefits for the telemedicine markets.

**Objectives**

Despite the prevalent use of service feedback in the telemedicine markets, empirical studies are still lacking in 2 important areas. First, research that distinguishes the different influences of free and paid feedback in telemedicine markets is scant. Previous research has mainly focused on the role of free feedback [11,19] and has neglected the existence of paid feedback. Second, although there have been extensive studies investigating the effects of online feedback on patient behaviors [18,24], not much research has explored such effects on physician behaviors in the health care context. Physicians provide consultation services, knowledge, and information to help patients understand their disease and obtain treatment as well as to promote the development of telemedicine markets over a long period. Hence, it is important to investigate the role of feedback on physician contribution. To fill these research gaps, the main research questions leading this study are as follows:

1. What is the strength of free and paid feedback on patients’ choice and physicians’ behaviors?
2. Is there a substitute relationship between free feedback and paid feedback?

**Methods**

**Research Hypotheses**

We combined signaling theory and self-determination theory to build our research model and propose the hypotheses. Our study explores the role and strength of free and paid feedback on patients’ and physicians’ behaviors.

Generally, information asymmetry refers to a situation in which some individuals have more information than others [25]. Signaling theory can help us understand individuals’ behaviors and reduce information asymmetry [26]. This theory points out that efficacious signals can help individuals judge the quality of a service or product and influence their decision-making process. To be useful, a signal should possess important characteristics, that is, cost [27]. The cost of a signal refers to the expenditure when a signal was sent out. The cost of a signal relates to the value of the signal and is the core of signaling theory [28].

In telemedicine markets, patients do not have sufficient information to understand physicians’ service quality, which generates a condition of information asymmetry [18]. Online feedback is regarded as an effective solution to the issue of information asymmetry. Previous studies have pointed out that the online feedback mechanism can develop trust and
cooperative relationships between users in a virtual context. Online feedback might be a useful signal to help patients judge service quality because such feedback originates from patients who have experienced the service and is more reliable than direct information from the service platforms and physicians [11].

Although both paid and free feedback are effective signals to influence patients’ judgment and choice, the strengths of these 2 types of feedback are significantly different. According to signaling theory [26], the strength of signals depends on their cost. Paid feedback has a higher monetary cost than free feedback because patients need to pay related fees for the paid feedback. This means that such paid mechanism increases the providers’ cost and decreases fake and exaggerated feedback. Therefore, because the value of paid feedback is higher, the reliability and strength of paid feedback are higher than those of free feedback [28]. When evaluating physicians’ service quality, patients will rely more on paid feedback when making their choice. We thus hypothesized the following:

**Hypothesis 1:** Paid feedback has a stronger effect on patients’ choice than free feedback.

According to the signaling theory, a strong signal will decrease the effect of a weak signal on people’s behaviors [29]. Strong and weak signals have a substitute relationship in influencing personal decision making [27]. In telemedicine markets, because free feedback is adopted by telemedicine platforms to influence patients’ choices, patients might perceive this free service feedback as physicians’ marketing strategies and become skeptical. Due to higher monetary costs, patients are likely to think that paid feedback is a stronger signal than free feedback. Paid feedback can alleviate patients’ skepticism and substitute for the role of free feedback in relation to their choices. Hence, when paid feedback and free feedback operate in coexistence in the telemedicine markets, these 2 types of feedback can have a substitute relationship in determining patients’ choices. Therefore, we further hypothesized the following:

**Hypothesis 2:** Paid feedback and free feedback have a substitute relationship in affecting patients’ choice.

Self-determination theory is useful to explain the motivation behind human behaviors [30]. This theory indicates that individuals are conditioned to behave in a certain way if they can obtain the relevant value to satisfy their basic psychological needs [31]. Although the individuals are not necessarily interested in the specific behavior or activity, they can obtain satisfaction from the extrinsic motivators [32].

In the telemedicine markets, the physicians’ contribution is mainly focused on consultation services and health care information sharing. As information and knowledge belong to themselves [31], physicians’ contribution is motivated by some motivators. Previous studies have pointed out that an appropriate extrinsic reward (such as reputation or money) can satisfy individuals’ inner needs and stimulate their behaviors. Free online feedback from patients who have service experience in telemedicine markets can help physicians establish their reputation and satisfy their reputational needs. However, this type of feedback cannot satisfy their economic needs. Besides reputational rewards, paid feedback can bring monetary rewards that enhance physicians’ financial position. Such reputational and monetary rewards will compensate physicians for the effort and time they contributed. According to self-determination theory, the strength of different motivators depends on the extent to which the individual’s inner needs are satisfied. Hence, compared with free feedback, paid feedback can better satisfy physicians’ need for reputational and monetary reward, rendering a stronger influence on their contribution behaviors. Hence, we hypothesized the following:

**Hypothesis 3:** Paid feedback has a stronger effect on physicians’ contribution than free feedback.

Although both free and paid feedback might positively affect physicians’ contribution behaviors, we expected that physicians would value paid feedback more than free feedback. According to self-determination theory [32], 2 types of motivators might have a substitute relationship in affecting individuals’ behaviors when 1 type of motivator can better satisfy their inner needs. For instance, when paid feedback and free feedback operate concurrently in the telemedicine markets, physicians are concerned more about the amount of paid feedback they receive because paid feedback brings not only reputational but also monetary rewards. In other words, if physicians already have a certain amount of paid feedback, they will care less about the amount of free feedback they receive. Paid feedback can better satisfy physicians’ needs, but free feedback provides only a limited amount of online reputation for physicians. Therefore, this type of feedback can substitute for the effect of free feedback in determining physicians’ contribution in the telemedicine markets. On the basis of this, we hypothesized the following:

**Hypothesis 4:** Paid feedback and free feedback have a substitute relationship in physicians’ contribution.

**Research Design**

To test the research hypotheses in this study, we collected related information and data from a popular telemedicine market in China, namely, “Good Physician Online” [33]. Patients can use this platform to consult physicians about their health conditions and inquire about related suggestions from the physicians. Moreover, this platform provides abundant service feedback to help patients reduce information asymmetry and make informed choices on services or physicians they are interested in or require. This platform provided sufficient data for this study, including physicians’ occupational titles, hospital ranking, the amount of free and paid feedback they have received, the number of patients they have, and the level of the physicians’ contribution.

The research design of this paper is as follows. First, we built a 2-equation panel model to investigate the effects of free and paid feedback on patients’ choice and physicians’ contribution, respectively. Second, we adopted a fixed effects model to estimate patients’ choice and physicians’ contribution—this model mainly controls the fixed differences at the physician level of our research objectives. Third, this study also estimated a random effect model on patients’ choice and physicians’ contribution—this model mainly controls for the random effects of research objectives in different periods. Fourth, the Hausman
test was conducted to determine which model was better for
our research context. Finally, in accordance with a previously
used method [34], we compared the coefficient of free and paid
feedback to distinguish the strengths of the roles of the 2
aforementioned types of feedback.

Participants and Data

We designed a JAVA program to automatically collect data
from the “Good Physician Online” website over a 6-month
period. The data were organized in a panel and incorporated
into our main dataset. After excluding the incomplete records,
the online interaction experiences of 418 physicians and their
patients were collected.

There were 2 dependent variables in our research model. We
used different variables for the behavioral equations of patients
and physicians. In the patients’ choice equation, the dependent
variable was the number of patients who had consulted the
physician online. In accordance with a previous study [11], we
used this variable as a proxy for patients’ choice. In the
physicians’ contribution equation, the dependent variable was
the level of physicians’ contribution in telemedicine markets.
Our research context provided an index for reflecting physicians’
contribution behaviors, that is, contributionvalue, which was
automatically calculated by the system of the platform. The
contribution-values were calculated using 3 aspects of the
physicians’ behaviors: modifying personal information on the
website, publishing health care articles, and responding to
patients’ online consultations. We drew on this variable to
measure the level of physicians’ contribution in the telemedicine
markets.

In our 2-equation panel model, the independent variables were
the number of free feedback and paid feedback items. In our
research context, there are 2 types of positive service feedback
given by patients: gratitude letters and virtual gifts. After an
online consultation, if patients are satisfied with the physician’s
service, they can write a letter of gratitude or buy a virtual gift
for the physician to express appreciation for the service. The
gratitude letter is a text service feedback that patients use to
express feedback on their experience of a physician’s service.
The virtual gift is similar to a type of digital
card to express patients’ appreciation of a physician’s service.
Both gratitude letters and virtual gifts can help patients to
express feedback on their experience and physicians to develop
their online reputation. Gratitude letters and virtual gifts differ
in that the former are free, whereas the latter need to be paid
for by patients. Physicians can obtain monetary rewards based
on the price of the virtual gifts. Both gratitude letters and virtual
gifts are associated with positive feedback about a physician’s
service quality. Hence, this study used these 2 variables as the
proxies for free feedback and paid feedback, respectively.

Furthermore, in our research model, we added physicians’
occupational title ranking, hospital standing, and the number
of patients who have visited the physician’s homepage as the
control variables. Occupational title ranking refers to a
physician’s position ranking in an offline hospital. Hospital
standing refers to a hospital’s ranking as conferred by a
professional health organization or the government. For patients,
these rankings can reflect physicians’ professional status,
thereby affecting their judgment and choice decisions. For
physicians, their professional status might be associated with
their inner needs, thereby affecting their contribution behaviors.
Thus, we used these 2 variables as control variables in the
2-equation model. Occupational title rankings, that is, director
physician, deputy director physician, chief physician, and
resident physician, are expressed, respectively, as 4, 3, 2, and
1. The hospital rankings from highest to lowest are referred to
as follows: A class hospital, B class hospital, C class hospital,
and D class hospital. In this paper, we have used 4, 3, 2, and 1,
respectively, to indicate high-to-low rankings of hospitals. In
addition, the promotion of telemedicine markets might increase
the number of patients who visit a physician’s homepage. When
the number of patients who visited a physician’s homepage is
high, the number of patients who choose that physician will
increase. Hence, we used the number of patients visiting the
physician’s homepage as an additional control variable in the
patients’ choice equation.

Table 1 presents the description of the variables in our research
model. Table 2 presents the descriptive statistics of the variables,
and Table 3 presents the correlations of the main variables in
the research model, which indicates that there is no significant
 multicollinearity among the independent variables.

Research Model

A 2-equation panel model was used to test the hypotheses on
patients’ and physicians’ behaviors. The first equation explored
the relative effects of free feedback and paid feedback on
patients’ choices. In the second equation, we investigated the
relative impacts of free feedback and paid feedback on the level
of physicians’ contribution. According to the statistics in Table
2 on the means and variances of the variables, the distributions
of the dependent variables and many independent variables were
not normal. Thus, this study developed a log-linear regression
model. The 2-equation model is as follows:

\[
\begin{align*}
\text{Log(Patient}_i\text{)} &= \alpha_0 + \alpha_1 \text{Log(Visiting}_i\text{)} + \alpha_2 \text{Title Ranking}_i \\
& + \alpha_3 \text{Hospital Ranking}_i + \alpha_4 \text{Log(Free Feedback}_i\text{,1)} + \alpha_5 \text{Log(Paid Feedback}_i\text{,1)} \\
& + \alpha_6 \text{Log(Free Feedback}_i\text{)} \times \text{Log(Paid Feedback}_i\text{)} + \mu_i + \eta_i
\end{align*}
\]

\[
\begin{align*}
\text{Log(Contribution}_i\text{)} &= \beta_0 + \beta_1 \text{Title Ranking}_i + \beta_2 \text{Hospital Ranking}_i \\
& + \beta_3 \text{Log(Free Feedback}_i\text{)} + \beta_4 \text{Log(Paid Feedback}_i\text{)} + \eta_i + \theta_i
\end{align*}
\]

where \(i=1...N\) indicate the patient \(i\) or physician \(I\) and \(\alpha_0\) to \(\alpha_6\)
are the parameters to be estimated in the first equation. The
signals of \(\mu_i\) and \(\epsilon_i\) are error terms in the first equation, where
\(\beta_0\) to \(\beta_3\) are the parameters to be estimated in the second
equation, and \(\eta_i\) and \(\theta_i\) are error terms associated with
observation \(i\). The variables \(\text{Log(Free Feedback}_i\text{)}\times\text{Log(Paid Feedback}_i\text{)}\)
are interaction terms to test the substitutable relationship between
free and paid feedback.
Table 1. Description of variables.

<table>
<thead>
<tr>
<th>Variable type and name</th>
<th>Proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
</tr>
<tr>
<td>Patients’ choice</td>
<td>The number of patients who have consulted a physician online</td>
</tr>
<tr>
<td>Physicians’ contribution</td>
<td>Contribution-value</td>
</tr>
<tr>
<td><strong>Independent variable</strong></td>
<td></td>
</tr>
<tr>
<td>Free feedback</td>
<td>The number of gratitude letters</td>
</tr>
<tr>
<td>Paid feedback</td>
<td>The number of virtual gifts</td>
</tr>
<tr>
<td><strong>Control variable</strong></td>
<td></td>
</tr>
<tr>
<td>Title ranking</td>
<td>Title ranking is expressed, respectively, as 4, 3, 2, and 1</td>
</tr>
<tr>
<td>Hospital standing</td>
<td>Hospital standing is expressed 4, 3, 2, and 1, respectively</td>
</tr>
<tr>
<td>The number of patients visiting</td>
<td>The number of patients who have visited the physician’s homepage</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title ranking</td>
<td>1.000</td>
<td>4.000</td>
<td>2.949 (0.626)</td>
</tr>
<tr>
<td>Hospital standing</td>
<td>1.000</td>
<td>4.000</td>
<td>2.990 (0.689)</td>
</tr>
<tr>
<td>Number of visiting</td>
<td>2.00</td>
<td>13,520</td>
<td>3035.924 (792.351)</td>
</tr>
<tr>
<td>Number of free feedback</td>
<td>0.000</td>
<td>169.000</td>
<td>3.557 (11.971)</td>
</tr>
<tr>
<td>Number of paid feedback</td>
<td>0.000</td>
<td>374.000</td>
<td>9.569 (34.337)</td>
</tr>
<tr>
<td>Level of contribution</td>
<td>0.000</td>
<td>20,899.000</td>
<td>5192.629 (1864.505)</td>
</tr>
<tr>
<td>Number of patients</td>
<td>0.000</td>
<td>14,825.000</td>
<td>401.616 (1208.634)</td>
</tr>
</tbody>
</table>

Table 3. Correlations of variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Title ranking</td>
<td>1</td>
<td>0.383a</td>
<td>0.182a</td>
<td>0.203a</td>
<td>0.248a</td>
<td>0.239a</td>
<td>0.204a</td>
</tr>
<tr>
<td>2 Hospital standing</td>
<td>0.383a</td>
<td>1</td>
<td>0.025</td>
<td>0.146a</td>
<td>0.121a</td>
<td>0.061a</td>
<td>0.058a</td>
</tr>
<tr>
<td>3 Number of visiting</td>
<td>0.182a</td>
<td>0.025</td>
<td>1</td>
<td>0.442a</td>
<td>0.469a</td>
<td>0.463a</td>
<td>0.465a</td>
</tr>
<tr>
<td>4 Number of free feedback</td>
<td>0.203a</td>
<td>0.146a</td>
<td>0.442a</td>
<td>1</td>
<td>0.515a</td>
<td>0.497a</td>
<td>0.474a</td>
</tr>
<tr>
<td>5 Number of paid feedback</td>
<td>0.248a</td>
<td>0.121a</td>
<td>0.469a</td>
<td>0.515a</td>
<td>1</td>
<td>0.539a</td>
<td>0.548a</td>
</tr>
<tr>
<td>6 Level of contribution</td>
<td>0.239a</td>
<td>0.061a</td>
<td>0.463a</td>
<td>0.497a</td>
<td>0.539a</td>
<td>1</td>
<td>0.570a</td>
</tr>
<tr>
<td>7 Number of patients</td>
<td>0.204a</td>
<td>0.058a</td>
<td>0.465a</td>
<td>0.474a</td>
<td>0.548a</td>
<td>0.570a</td>
<td>1</td>
</tr>
</tbody>
</table>

aP<.05.

Results

Model Estimation

Fixed effects models and random effects models are widely used estimation methods on panel data. Fixed effects models are used to test the fixed effects of research objectives caused by individual differences and heterogeneity, and random effects models are used to test the random effects of research models caused by time variation. Generally, the Hausman test can determine which model is more appropriate for result estimation. We used both fixed effects and random effects models to estimate patients’ choices and physicians’ contributions, respectively. Then, we selected our main model based on the results of the Hausman test to explain our research results.

First, we used a fixed effects model to estimate the results of patients’ choice in the first equation. The first 2 columns in Table 4 represent the results of regression by ordinary least squares (OLS) with fixed effects. Second, we further used a random effects model to estimate the results of the first equation. The latter 2 columns in Table 4 show the results of regressions by generalized least squares (GLS) with random effects. In the first 2 columns in Table 4, the results of the fixed and random effects models are hierarchical. The independent variables are presented in column 1, and the interactions of variables are...
presented in column 2. The results of the Hausman test ($P<.001$; $\chi^2=47.9$) indicate the appropriateness of the fixed effects model over the random effects model. Hence, we consider the results of the fixed effects model appropriate for the first equation model.

Table 4. The results of the first equation model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1 Fixed effects</th>
<th>2 Fixed effects</th>
<th>1 Random effects</th>
<th>2 Random effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title ranking</td>
<td>0.061 [1.113, 2192]</td>
<td>0.058 [1.085, 2191]</td>
<td>0.120 $^{f}$ [2.581, 2192]</td>
<td>0.118 $^{g}$ [2.544, 2191]</td>
</tr>
<tr>
<td>Hospital standing</td>
<td>0.114 [1.232, 2192]</td>
<td>0.070 [0.769, 2191]</td>
<td>$-0.045 [-0.754, 2192]$</td>
<td>$-0.055 [-0.910, 2191]$</td>
</tr>
<tr>
<td>Log (visiting)</td>
<td>0.658 $^{a}$ [41.482, 2192]</td>
<td>0.648 $^{a}$ [40.924, 2191]</td>
<td>0.675 $^{a}$ [47.858, 2192]</td>
<td>0.666 $^{a}$ [46.981, 2191]</td>
</tr>
<tr>
<td>Log (free feedback)</td>
<td>0.212 $^{a}$ [2.727, 2192]</td>
<td>0.379 $^{a}$ [4.608, 2191]</td>
<td>0.206 $^{d}$ [4.604, 2192]</td>
<td>0.378 $^{d}$ [6.389, 2191]</td>
</tr>
<tr>
<td>Log (paid feedback)</td>
<td>0.566 $^{a}$ [9.160, 2192]</td>
<td>0.756 $^{a}$ [10.896, 2191]</td>
<td>0.366 $^{a}$ [8.072, 2192]</td>
<td>0.521 $^{a}$ [9.175, 2191]</td>
</tr>
<tr>
<td>Log (paid feedback) $\times \log$ (free feedback)</td>
<td>$--^{d}$</td>
<td>$-0.304^{a} [-5.805, 2191]$</td>
<td>$--^{c}$</td>
<td>$-0.114^{d} [-4.452, 2191]$</td>
</tr>
<tr>
<td>Observations</td>
<td>2198</td>
<td>2198</td>
<td>2198</td>
<td>2198</td>
</tr>
<tr>
<td>Number of groups</td>
<td>418</td>
<td>418</td>
<td>418</td>
<td>418</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.541</td>
<td>0.549</td>
<td>0.538</td>
<td>0.544</td>
</tr>
<tr>
<td>$F$ (degree of freedom)</td>
<td>419.023 $^{a}$ (4, 1776)</td>
<td>361.213 $^{a}$ (5, 1775)</td>
<td>$--^{e}$</td>
<td>$--^{e}$</td>
</tr>
<tr>
<td>$\chi^2$ (degree of freedom)</td>
<td>$--^{c}$</td>
<td>$--^{c}$</td>
<td>3712.2 $^{a}(5)$</td>
<td>3744.5 $^{a}(6)$</td>
</tr>
</tbody>
</table>

$^a P<.001$.
$^b$Values within parenthesis indicate $t$ value and degrees of freedom of the coefficient.
$^c P<.05$.
$^d$Missing data.
$^e$Missing test.

Hypothesis 1 predicted that paid feedback has a stronger effect on patients’ choice than free feedback. According to column 1 of Table 4, the coefficient of free feedback ($a_4=0.212$; $t_{2192}=2.727; P<.001$) is positive and statistically significant. The coefficient of paid feedback ($a_5=0.566$; $t_{2192}=9.160; P<.001$) is also positive and statistically significant at the .01 level. Therefore, both free feedback and paid feedback positively affect patients’ choice. Moreover, the coefficient of paid feedback is larger than the coefficient of free feedback. Hence, this is evidence to support hypothesis 1.

Hypothesis 2 postulated that paid feedback and free feedback have a substitute relationship in patients’ decisions. Evidence to support this hypothesis lies in the fact that, according to column 2 of Table 3, the coefficient of the interaction term between paid and free feedback is negative and statistically significant ($a_{05}=-0.304$; $t_{2192}=-5.805; P<.001$). This result indicates that the impacts of free feedback and paid feedback on patients’ decision behaviors are substitutive.

We further used a fixed effects model and a random effects model to estimate the results of physicians’ contribution in the second equation. Table 5 represents the results of regression by OLS with fixed effects and by GLS with random effects. The results of the Hausman test ($P<.001$; $\chi^2=80.612$) indicate the appropriateness of the fixed effects model over the random effects model. Hence, we consider the results of the fixed effects model appropriate for the second equation model.

Hypothesis 3 postulates that paid feedback has a stronger effect on physicians’ contribution than free feedback. According to column 1 of Table 5, the coefficient of free feedback ($\beta_3=0.883$; $t_{2192}=5.879; P<.001$) is positive and statistically significant. The coefficient of paid feedback ($\beta_4=1.332$; $t_{2192}=11.067; P<.001$) is also positive and statistically significant. Hence, both free feedback and paid feedback positively affect patients’ decisions. Moreover, the coefficient of paid feedback is larger than that of free feedback. Therefore, hypothesis 3 is supported.

Hypothesis 4 postulated that paid feedback and free feedback have a substitute relationship in determining physicians’ contributions. Evidence to support this hypothesis lies in the fact that according to column 2 of Table 5, the coefficient of Log(paid feedback) $\times \log$ (free feedback) ($\beta_5=-0.823$; $t_{2192}=-8.136; P<.001$) between paid feedback and free feedback is negative and statistically significant, that is, the impacts of free feedback and paid feedback on physicians’ contribution are substitutive. Figure 1 shows the results of our 2-equation panel model.
Table 5. The results of the second equation model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1 Fixed effects</th>
<th>2 Fixed effects</th>
<th>1 Random effects</th>
<th>2 Random effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title ranking</td>
<td>0.114 [1.061, 2193]</td>
<td>0.105 [0.992, 2192]</td>
<td>0.281 [3.004, 2193]</td>
<td>0.268 [2.913, 2192]</td>
</tr>
<tr>
<td>Hospital standing</td>
<td>0.632 [3.493, 2193]</td>
<td>0.497 [2.786, 2192]</td>
<td>0.025 [0.213, 2193]</td>
<td>-0.021 [-0.181, 2192]</td>
</tr>
<tr>
<td>Log (paid feedback) × Log (free feedback)</td>
<td>-</td>
<td>-0.823 [-8.136, 2192]</td>
<td>-</td>
<td>-0.435 [-8.382, 2192]</td>
</tr>
<tr>
<td>Observations</td>
<td>2198</td>
<td>2198</td>
<td>2198</td>
<td>2198</td>
</tr>
<tr>
<td>Number of groups</td>
<td>418</td>
<td>418</td>
<td>418</td>
<td>418</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.369</td>
<td>0.122</td>
<td>0.436</td>
<td>0.457</td>
</tr>
<tr>
<td>$F$ (degree of freedom)</td>
<td>45.932 [3, 1777]</td>
<td>51.308 [4, 1776]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\chi^2$ (degree of freedom)</td>
<td>-</td>
<td>-</td>
<td>490.883 (4)</td>
<td>574.732 (5)</td>
</tr>
</tbody>
</table>

$^aP<.05$.
$^b$Values within parenthesis indicate $t$ value and degrees of freedom of the coefficient.
$^c$Missing data.

Figure 1. The results of research model.

Robustness Check
To check the robustness of our research model, we used the generalized method of moments to run the 2-equation model again. This method can effectively reduce the endogeneity and heterogeneity of regression models. In this part, we were aimed to investigate the main effect of paid and free feedback on patients’ and physicians’ behaviors and to prove the causal link between independent and dependent variables. Hence, we selected the generalized method of moments to estimate our model.

Table 6 presents the estimation results of the 2-equation models. Column 1 of Table 6 indicates the results of patients’ choice equation and column 2 presents the results of physicians’ contribution equation. The coefficients of paid and free feedback in 2 equations are positive and statistically significant. Therefore, the results of robustness checks are consistent with the results of the main model.
Table 6. The results of robustness check.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Patients’ choice equation</th>
<th>Physicians’ contribution equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logpatient(_1)</td>
<td>(-0.022 , [, -0.256, 2191])(^a)</td>
<td>(0.682^b , [, 4.908, 2192])</td>
</tr>
<tr>
<td>Title ranking</td>
<td>(-1.493^b , , [-23.623, 2191])</td>
<td>(-0.006 , [-0.001, 2192])</td>
</tr>
<tr>
<td>Hospital standing</td>
<td>(0.070^b , [, 1.927, 2191])</td>
<td>(0.276^b , [, 3.897, 2192])</td>
</tr>
<tr>
<td>Log (visiting)</td>
<td>(0.720^b , [, 21.978, 2191])</td>
<td>(_^c)</td>
</tr>
<tr>
<td>Log (paid feedback)</td>
<td>(0.159^b , [, 2.724, 2191])</td>
<td>(0.094^b , [, 7.098, 2192])</td>
</tr>
<tr>
<td>Log (free feedback)</td>
<td>(0.379^b , [, 6.392, 2191])</td>
<td>(0.967^b , [, 9.507, 2192])</td>
</tr>
<tr>
<td>Observations</td>
<td>2198</td>
<td>2198</td>
</tr>
<tr>
<td>Number of groups</td>
<td>418</td>
<td>418</td>
</tr>
<tr>
<td>Wald (\chi^2) (degree of freedom)</td>
<td>(6.28e+06^b) (6)</td>
<td>(3.69e+06^b) (5)</td>
</tr>
</tbody>
</table>

\(^a\)The values in parenthesis are the z value and degree of freedom of the coefficients.

\(^b\)\(P < 0.001\).

\(^c\)Missing data.

Discussion

Summary of Findings

This study mainly investigated the influence of free and paid feedback on patients’ choices and physicians’ contributions in the telemedicine markets. On the basis of theories of signaling and self-determination, we developed 4 research hypotheses and established empirical models. The results of our research model support all of our hypotheses. Accordingly, this work provides 3 aspects of key findings. First, we found that paid feedback has a stronger effect on patients’ choice than free feedback. Second, we found that paid feedback has a stronger influence on physicians’ contribution than free feedback. Third, the empirical results of this study proved that paid feedback and free feedback have a substitute relationship in determining patients’ and physicians’ behaviors.

Discussion of Research Results

Previous studies have found that online feedback has a positive effect on consumers’ decisions. Our study divided online feedback into free and paid feedback and distinguished the strengths of the 2 types of feedback on patients’ choices. According to the signaling theory, the strength of signals is dependent on the cost. Paid feedback as a signal that reflects physicians’ service quality has a higher cost than free feedback. In the telemedicine markets, free feedback from patients with service experience could be falsified and therefore be misleading for other patients who rely on such feedback. Paid feedback improves the cost of providers and reduces the risk of unreliable information. Thus, the reliability and strength of paid feedback for patients to judge service quality are higher compared with free feedback. Figure 2 shows the strength of free and paid feedback on patients’ choice.

Moreover, previous studies on online feedback have mainly focused on the perspective of service receivers. This paper investigated the role and strength of paid and free feedback from the perspective of service providers. According to self-determination theory, although individuals are not necessarily interested in the specific behavior or activity, they can obtain satisfaction from the extrinsic reward. Although free feedback can promote physicians’ online prestige, paid feedback not only compensates physicians with reputation but also provides monetary rewards for their time, efforts, and expenses in the telemedicine markets. Hence, the value of paid feedback is higher for physicians, which further stimulates their contribution online. Figure 3 shows the strength of the 2 types of service feedback on physicians’ contribution.

In addition, for patients, paid feedback is a stronger signal influencing their judgment about a physician’s quality of service and affects their choice because the cost of paid feedback is higher than that of free feedback. According to the signaling theory, strong signals can decrease the role of weak signals in influencing individuals’ decision making. There is a substitute relationship between strong and weak signals. Hence, paid feedback can substitute for the role of free feedback on patients’ behaviors in telemedicine markets. Furthermore, according to self-determination theory, the strength of motivators on human behavior depends on the individual’s needs. Although both free and paid feedback can offer physicians the incentive of a heightened profile and better reputation, paid feedback has the added incentive of monetary compensation. Hence, paid feedback is more valuable for physicians and could weaken the impact of free feedback on their behaviors in telemedicine markets. On the basis of the above discussion, we find that a new feedback mechanism (ie, paid feedback) can substitute for the role of the traditional one (ie, free feedback) in telemedicine markets.
Limitations and Future Research

However, this study still has a few limitations. First, although this study investigated the effects of free and paid feedback on patients’ and physicians’ behavior, we did not figure out the inherent reasons, such as patients’ perceived value and trustworthiness of this online feedback. In future research, we plan to develop a questionnaire and use a structural equations model to explore the influence of psychological factors on patients’ or physicians’ behavior. Second, our research model
did not take into account the moderating effects of patients and physicians’ characteristics. The influence of paid and free feedback on different people could vary differently. In the future, we will use more theories and methods to explore the moderating effect of individuals’ characteristics on the relationship between online feedback and human behavior. Finally, we focused only on 1 specific telemedicine market to collect our research data. This could limit the generalization of our research results. Our future research aims to collect data from several different platforms to test the role of paid and free feedback.

Contributions

Despite the limitations set out above, this study makes several contributions. First, it has investigated the influences of paid feedback in the telemedicine markets for the first time. Although abundant studies have examined the role of free feedback in online markets, few have explored the influence of paid feedback. In filling this research gap, this study found that both free and paid feedback have positive effects on patients’ choice and physicians’ contribution in telemedicine markets. Our finding contributes to the literature on online feedback and the current knowledge on telemedicine markets.

Second, it combined the perspectives of both patients and physicians to comprehensively understand the role of online feedback in the telemedicine markets. In the current literature, there are limited studies on the combined perspectives of service providers and receivers. This study drew on signaling theory and self-determination theory to investigate the effects of online feedback on patients’ and physicians’ behaviors. Our empirical results expand signaling theory and self-determination theory into the research context of telemedicine market.

Third, this study distinguished the relative strengths of the 2 types of service feedback, that is, paid feedback has a stronger effect on patients’ choice and physicians’ contribution than free feedback. This finding helps us to understand the strength of paid and free feedback in telemedicine markets.

Finally, this study found that paid feedback and free feedback have a substitute relationship in patients’ and physicians’ behaviors. This finding suggests an extension of related research on online feedback and helps us understand the relationship between paid and free feedback.

Furthermore, this paper also points out important practical strategies for marketers and developers of telemedicine markets. First, how to incentivize physicians to contribute to the telemedicine markets is an important issue for designers because physicians are one of the most important resources for the development of the telemedicine markets. Developers should promote the role of paid feedback and improve reputational and monetary rewards to improve physicians’ contributions in the telemedicine markets. Second, although paid feedback could influence patients’ opinions on physicians’ service quality and support their decision-making process, such feedback will increase the monetary cost of providers and decrease the supply of paid feedback. Hence, developers of telemedicine platforms should design an effective compensation mechanism to reduce the cost for providers. For example, telemedicine platforms can provide some coupons for providers of paid feedback.

Conclusions

Paid feedback is a novel mechanism in online health care services that can help patients judge the quality of service provided by physicians and improve physicians’ contribution to telemedicine markets. Although extensive studies have been conducted to investigate the influence of service feedback on patients’ behaviors, little research has explored the role and strength of paid and free feedback from the perspectives of patients and physicians. To fill this research gap, we developed a 2-equation panel model based on the theories of signaling and self-determination and used data collected from a real telemedicine market to test our hypotheses. The empirical results of our research indicated that paid feedback has a stronger effect on patients’ decisions and physicians’ contribution than free feedback. Furthermore, we found that paid feedback can substitute for the role of free feedback in telemedicine markets. Therefore, paid feedback can become a vital tool for both patients and physicians. Our findings may contribute to relevant ongoing or future studies in the telemedicine service sector and provide suggestions for designers and developers of telemedicine markets.
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Abstract

Background: Some hospitals’ and health systems’ websites report physician-level ratings and comments drawn from the Consumer Assessment of Healthcare Providers and Systems surveys.

Objective: The aim was to examine the prevalence and content of health system websites reporting these data and compare narratives from these sites to narratives from commercial physician-rating sites.

Methods: We identified health system websites active between June 1 and 30, 2016, that posted clinician reviews. For 140 randomly selected clinicians, we extracted the number of star ratings and narrative comments. We conducted a qualitative analysis of a random sample of these physicians' narrative reviews and compared these to a random sample of reviews from commercial physician-rating websites. We described composite quantitative scores for sampled physicians and compared the frequency of themes between reviews drawn from health systems’ and commercial physician-rating websites.

Results: We identified 42 health systems that published composite star ratings (42/42, 100%) or narratives (33/42, 79%). Most (27/42, 64%) stated that they excluded narratives deemed offensive. Of 140 clinicians, the majority had composite scores listed (star ratings: 122/140, 87.1%; narrative reviews: 114/140, 81.4%), with medians of 110 star ratings (IQR 42-175) and 25.5 (IQR 13-48) narratives. The rating median was 4.8 (IQR 4.7-4.9) out of five stars, and no clinician had a score less than 4.2. Compared to commercial physician-rating websites, we found significantly fewer negative comments on health system websites (35.5%, 76/214 vs 12.8%, 72/561, respectively; P<.001).

Conclusions: The lack of variation in star ratings on health system sites may make it difficult to differentiate between clinicians. Most health systems report that they remove offensive comments, and we notably found fewer negative comments on health system websites compared to commercial physician-rating sites.

(J Med Internet Res 2019;21(3):e12007) doi:10.2196/12007
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**Introduction**

Approximately 60% of US consumers report that online reviews are either somewhat or very important when choosing a physician [1]. Of patients who have used reviews to choose a physician, 52% report that they have chosen not to see a given physician because of review content [2]. However, commercial physician-rating websites (designed similarly to websites that review restaurants and hotels) are difficult to use and have few reviews per physician [3,4]. There is an ongoing effort by leaders in the field to systematically collect and publicly report patient narratives about individual physicians, but the potential for widespread implementation of these initiatives remains unclear [5-10].

In response to this gap and as a mechanism to increase market share, some hospitals and health systems across the United States have begun to compile and report physician-level ratings and comments drawn from the Consumer Assessment of Healthcare Providers and Systems (CAHPS) surveys [11]. Typically, a health system engaging in such an effort summarizes CAHPS data through a composite score (hereafter called a “star rating”) and posts this score on the physician’s biographical webpage within the health system website. Many health systems also post patients’ narrative responses to open-ended questions (e.g., “What did this clinician do well?” and “What could this clinician do better?”). Although these initiatives have received attention in both the medical and lay press [11,12], there has been only one description of the phenomenon in the medical literature [13]. The number of US health systems that are participating in these efforts is unknown, the content of reviews on health systems’ sites has not been described (nor has it been compared to the previously existing narrative content about physicians reviews on commercial rating websites), and the implications for patient experience and quality improvement activities have yet to be explored. Therefore, we aimed to characterize the content of health systems’ webpages that report these results, including numbers of star ratings and narrative reviews per clinician, and to compare the content of narrative comments drawn from commercial physician-rating websites.

**Methods**

**Data Sources, Website Identification, Search Characteristics, and Hospital Characteristics**

The organizations that first published compiled patient experience data were large systems associated with a hospital or hospitals [12]. Therefore, we obtained data from the Center for Medicare and Medicaid Services’ Hospital Compare website and examined the websites of all listed hospitals [14]. For each entity, we verified the name and street address and then determined if reviews were present. To identify participating health systems that were not associated with a hospital, we obtained a published online list of health systems [14] known to post reviews. We examined all sites on this list and supplemented our search using a previously described method for systematically searching Google (eg, “doctor reviews”) [4]. We included websites that were functional (ie, had working links) between June 1 and 30, 2016, and had at least one clinician with star ratings or narrative comments. We used American Hospital Association data to generate hospital descriptive statistics (characteristics of health systems without a participating hospital were not captured). Because all included data were publicly available, the Baystate Institutional Review Board deemed that this study did not constitute human subjects research.

**Website Structure and Extraction of Physician-Review Data**

Using an extraction method described previously, we created an a priori list of website classification criteria to describe included websites [4]. In brief, this included elements such as methods that could be used to search for clinicians (eg, specialty, name, location), description of methods used to remove “offensive” reviews, and review structure (eg, star ratings vs narratives). Three authors (TL, CN, LR) then reviewed the content of the websites and added classification categories as appropriate. Two authors then completed a final review of included websites (CN, LR).

To examine a sample of clinician reviews, we obtained lists of clinicians for 14 of the identified health systems from the National Research Corporation (NRC) [15]. NRC is a for-profit consulting firm focused on improving patient experience and health system brand loyalty. We limited our sample to health systems for which we could obtain lists of clinicians because without a list we were unable to randomly select clinicians. We used random number generation to select 10 clinicians from each of the 14 identified health systems. For each clinician, we then extracted the number of star ratings, number of narrative comments, and total or average star rating. We quantified occurrences of each type of review using descriptive statistics (frequencies and percentages).

**Quantitative and Qualitative Analysis of Narrative Reviews**

We used qualitative methods to examine narrative reviews for included physicians. We selected the five most recent narratives from each of the 140 (10 clinicians from 14 health systems) randomly selected clinicians’ profiles (if there were fewer than five narratives, we took as many as were present). Beginning with themes described in related studies [4,16,17], we created a codebook. We then developed additional codes to capture themes and content that were not in the codebook. We repeated this iteratively until the team felt that the coding categories captured the major substantive content reviewed. After establishing 80% agreement, the researchers each completed coding independently (all reviews were double-coded) and met once more to reach an agreement on all codes, resolving differences by consensus. Applying directed qualitative content analysis methods [18,19], we then organized codes into pertinent major and minor themes. One author (CN) then checked for accuracy of coding and performed second-level coding to synthesize themes and content, which was reviewed with the other authors. We used descriptive statistics to describe the frequency with which major and minor themes occurred.
Comparison of Narrative Reviews From Health System Websites to Those From Commercial Physician-Rating Websites

In a prior study of 600 physicians selected from three geographically diverse US cities, we collected more than 1800 narrative reviews from 28 different commercial physician-rating websites [3]. We conducted a simultaneous qualitative analysis of a randomly sampled set of 214 comments taken from these 28 commercial physician-rating sites and compared the results to those obtained from our qualitative analysis of comments from health systems’ websites. Using the codebook created for the analysis of reviews from health systems, the two coders coded commercial website reviews independently and then met to discuss discrepancies in coding. Investigators resolved differences in coding and updated the codebook using an iterative process. We continued this process until no new codes were identified in 10 sequential reviews, resulting in a comprehensive codebook that covered both commercial rating websites and health systems (Multimedia Appendix 1: codebook) and a comprehensive list of themes (Multimedia Appendix 2: themes). Two investigators (CN, LR) then independently coded the remaining reviews. We compared the percentage of reviews for each theme between health system websites and commercial rating websites using the chi-square test and the Fisher exact test. All analyses were performed using SAS version 9.4 (SAS Institute Inc, Cary, NC, USA).

Results

Website Identification, Search Characteristics, and Hospital Characteristics

From 4800 hospitals on Hospital Compare, we identified 161 hospitals (3.4%) that posted star ratings or narrative comments about clinicians. Many of these hospitals were affiliated hospitals within a larger system, so we collapsed the 161 hospitals into 36 health systems. Our search methods identified an additional eight health systems that were not associated with hospitals, which gave us a total of 42 health systems from 26 states. This represented approximately 7% of the 626 health systems in the United States [20]. All identified health systems published star ratings (42/42, 100%) and most published narrative reviews (33/42, 79%).

Website Structure

No sites described their method for calculating star ratings. The majority (27/42, 64%) stated on their main page that they excluded narratives deemed inappropriate or offensive, but none explained how this process was conducted. Most allowed users to search for physicians by name (39/42, 93%), specialty (41/42, 98%), and location (31/42, 74%). Nearly half of included hospitals (79/169, 46.8%) had fewer than 200 beds (Table 1). More than a third (61/169, 36.1%) were located in the western region of the United States. Acute care hospitals made up the majority (145/169, 85.8%) of the sample.

Quantitative and Qualitative Analysis of Narrative Reviews From Health System Websites to Those From Commercial Physician-Rating Websites

Overall, the vast majority of comments were positive (642/775, 82.8% for all narratives), including 71.0% (152/214) of commercial rating websites comments and 87.3% (490/561) of health systems’ websites comments (P<.001). Negative comments were less common, but commercial rating sites had a greater proportion of negative reviews compared to health systems’ sites (35.5%, 76/214 vs 12.8%, 72/561, respectively; P<.001) (Table 2). Within subcategories of positive comments, there were some significant differences between the two types of websites. Commercial rating websites had significantly more “clinician communication and personal skills” positive comments (commercial rating sites: 127/214, 59.3%; health systems’ sites: 238/561, 42.4%; P<.001), more positive “clinician technical skills” comments (commercial rating sites: 74/214, 34.6%; health systems’ sites: 84/561, 15.0%; P<.001), and more “extremely positive” comments (commercial rating sites: 9/214, 4.2%; health systems’ sites: 4/561, 0.7%; P=.002) compared to health system websites, whereas health system websites had significantly more positive “patient care experience” comments than commercial websites (commercial rating sites: 12/214, 5.6%; health systems’ sites: 106/561, 18.9%; P<.001).

Comparison of Narrative Reviews From Health System Websites to Those From Commercial Physician-Rating Websites

Of the randomly sampled 140 clinicians from 14 health systems, there were 21,332 quantitative reviews and 4723 narrative reviews. A majority of clinicians had reviews (star ratings: 122/140, 87.1%; narrative reviews: 114/140, 81.4%), with medians of 110 star ratings (interquartile range [IQR] 42-175) and 25.5 narratives (IQR 13-48) per clinician. Only one clinician in the sample did not have any reviews. In general, star ratings were quite high with little variation between physicians: the median rating was 4.8 (IQR 4.7-4.9) out of five stars. Of 140 physicians, none had a score of less than 4.2.

Quantitative and Qualitative Analysis of Narrative Reviews

Using the five (or less if five were not available) most recent reviews from 140 clinicians from 14 health systems, we identified 561 health system narrative reviews for qualitative analysis. As described in Methods, we also analyzed 214 narrative comments previously randomly sampled from 600 physicians across 28 commercial physician-rating websites. [3] Themes that emerged from coding these two sets of data included general positive and negative comments about clinicians, clinician communication and interpersonal skills, technical skills, facility and office experience, patient care experience (independent of these other themes), descriptions of “reasons for seeking care,” and “extreme comments” (ie, long descriptions of very positive or negative experiences that did not fit well into other categories). Example quotes from these themes are given in Multimedia Appendix 3 (example quotations for identified themes).

Comparison of Narrative Reviews From Health System Websites to Those From Commercial Physician-Rating Websites

In a prior study of 600 physicians selected from three geographically diverse US cities, we collected more than 1800 narrative reviews from 28 different commercial physician-rating websites [3]. We conducted a simultaneous qualitative analysis of a randomly sampled set of 214 comments taken from these 28 commercial physician-rating sites and compared the results to those obtained from our qualitative analysis of comments from health systems’ websites. Using the codebook created for the analysis of reviews from health systems, the two coders coded commercial website reviews independently and then met to discuss discrepancies in coding. Investigators resolved differences in coding and updated the codebook using an iterative process. We continued this process until no new codes were identified in 10 sequential reviews, resulting in a comprehensive codebook that covered both commercial rating websites and health systems (Multimedia Appendix 1: codebook) and a comprehensive list of themes (Multimedia Appendix 2: themes). Two investigators (CN, LR) then independently coded the remaining reviews. We compared the percentage of reviews for each theme between health system websites and commercial rating websites using the chi-square test and the Fisher exact test. All analyses were performed using SAS version 9.4 (SAS Institute Inc, Cary, NC, USA).
Table 1. Characteristics of 169 hospitals posting physician reviews.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Hospitals, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of beds</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>&lt;200</td>
<td>79 (46.8)</td>
</tr>
<tr>
<td>200 to 400</td>
<td>43 (25.4)</td>
</tr>
<tr>
<td>&gt;400</td>
<td>25 (14.8)</td>
</tr>
<tr>
<td><strong>Teaching</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>20 (11.8)</td>
</tr>
<tr>
<td><strong>Region</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>25 (14.8)</td>
</tr>
<tr>
<td>Northeast</td>
<td>27 (16.0)</td>
</tr>
<tr>
<td>South</td>
<td>34 (20.1)</td>
</tr>
<tr>
<td>West</td>
<td>61 (36.1)</td>
</tr>
<tr>
<td><strong>Hospital type</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Acute care</td>
<td>145 (85.8)</td>
</tr>
<tr>
<td>Children’s</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Critical access</td>
<td>15 (8.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>22 of 169 hospitals did not have an American Hospital Association identifier.

<sup>b</sup>7 of 169 hospitals did not have their type/ownership recorded.
Table 2. Comparison of occurrence of themes between health systems’ sites and commercial rating sites.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Total, n (%)</th>
<th>Commercial rating sites, n (%)</th>
<th>Health systems’ sites, n (%)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sites</strong></td>
<td>775 (100)</td>
<td>214 (27.6)</td>
<td>561 (72.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Positive themes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall positive comments</td>
<td>642 (82.8)</td>
<td>152 (71.0)</td>
<td>490 (87.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General positive comments about clinicians</td>
<td>345 (44.5)</td>
<td>89 (41.6)</td>
<td>256 (45.6)</td>
<td>.31</td>
</tr>
<tr>
<td>(great doctor, very good, would recommend,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>satisfied with care from provider)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician communication and interpersonal</td>
<td>365 (47.1)</td>
<td>127 (59.3)</td>
<td>238 (42.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>skills</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician technical skills</td>
<td>158 (20.4)</td>
<td>74 (34.6)</td>
<td>84 (15.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facility or office experience and staff</td>
<td>127 (16.4)</td>
<td>31 (14.5)</td>
<td>96 (17.1)</td>
<td>.38</td>
</tr>
<tr>
<td>characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient care experience</td>
<td>118 (15.2)</td>
<td>12 (5.6)</td>
<td>106 (18.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reason for seeking care</td>
<td>5 (0.6)</td>
<td>2 (0.9)</td>
<td>3 (0.5)</td>
<td>.62b</td>
</tr>
<tr>
<td>Extremely positive</td>
<td>13 (1.7)</td>
<td>9 (4.2)</td>
<td>4 (0.7)</td>
<td>.002b</td>
</tr>
<tr>
<td><strong>Negative themes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall negative comments</td>
<td>148 (19.1)</td>
<td>76 (35.5)</td>
<td>72 (12.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General negative comments about clinicians</td>
<td>12 (1.5)</td>
<td>11 (5.1)</td>
<td>1 (0.2)</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>(would not recommend)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinician communication and interpersonal</td>
<td>72 (9.3)</td>
<td>40 (18.7)</td>
<td>32 (5.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>skills</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical skills</td>
<td>35 (4.5)</td>
<td>27 (12.6)</td>
<td>8 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facility or office experience and staff</td>
<td>66 (8.5)</td>
<td>38 (17.8)</td>
<td>28 (5.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient care experience</td>
<td>24 (3.1)</td>
<td>16 (7.5)</td>
<td>8 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Feedback about survey</td>
<td>7 (0.9)</td>
<td>0 (0)</td>
<td>7 (1.2)</td>
<td>—</td>
</tr>
<tr>
<td>Extremely negative</td>
<td>13 (1.7)</td>
<td>13 (6.1)</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Neutral themes</strong></td>
<td>86 (11.1)</td>
<td>22 (10.3)</td>
<td>64 (11.4)</td>
<td>.65</td>
</tr>
<tr>
<td>Neutral patient experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aAll chi-square tests, except where noted.
bFisher exact test.

In contrast, commercial websites had a higher percentage of negative comments across nearly all themes. For example, commercial rating websites had more negative “clinician communication and interpersonal skills” comments (commercial rating sites: 40/214, 18.7%; health systems’ sites: 32/561, 5.7%; P<.001), “technical skills” comments (commercial rating sites: 27/214, 12.6%; health systems’ sites: 8/561, 1.4%; P<.001), more “facility/office experience and staff characteristics” comments (commercial rating sites: 38/214, 17.8%; health systems’ sites: 28/561, 5.0%; P<.001), “patient care experience” comments (commercial rating sites: 16/214, 7.5%; health systems’ sites: 8/561, 1.4%; P<.001), and more “extremely negative” comments (commercial rating sites: 13/214, 6.1%; health systems’ sites: 0/561, 0.0%) compared to health systems’ websites.

**Discussion**

The phenomenon of health systems publishing systematically collected patient experience data about individual clinicians has been hailed as a triumph for transparency and patient-centeredness, but the scope and content of the narratives and reviews on health systems’ sites have not been previously described [11,12]. After a comprehensive search, we identified 42 of 626 health systems nationwide (7%) that were early adopters of this practice. Most clinicians’ pages had many reviews (both star reviews and narratives), which gives them an important advantage over existing commercial physician-rating websites [3]. However, most clinicians also had near-perfect star ratings, with 75% of physicians having a score of between 4.7 and 4.9 stars out of 5, and a minimum star rating of 4.2. Furthermore, we observed, similar to published literature [4,21], that narratives from both commercial rating websites and health systems’ websites were mostly positive (with similar percentages of positive responses across both types of sites), and themes that emerged were similar to themes seen in other studies that have examined review content [4,22,23]. Across a range of subthemes, we observed a statistically significantly smaller number of negative reviews for individual
clinicians on health system sites when compared to commercial physician-rating sites.

There are several important implications to our findings. First, the narrow range of star ratings (the majority were in the 4.7 to 4.9 out of maximum 5) may limit the ability of patients to differentiate between clinicians using only star ratings on health systems’ websites. The tightly clustered distribution of scores near 5.0 may be the result of the fact that health systems calculate the composite score from the CAHPS multiquestion survey, and the majority of responses to CAHPS questions are either “usually” or “always” [5]. Less than 5% of respondents choose “never” for any CAHPS category [5]. It has also been previously reported in the literature that most online ratings for physicians are quite high [24]. Notably, we did not find any health systems that explained their methods for calculating the composite metric of “number of stars.”

Second, the large number of reviews and narratives on health systems’ websites (medians of 110 star ratings and 25 narratives for each physician) may address the gap between patients’ desire for reviews [1,2] and the previously reported lack of narrative and star reviews on physician-rating websites.[3,4]. Further, the large numbers of reviews we found may address some of the concerns about lack of an adequate sample (because health systems can also wait to post reviews until a sufficient number are collected or can use older surveys to increase the numbers of reviews and narratives) [12,25]. However, it has been reported that patients use reviews from different sources differently, and this makes it difficult to extrapolate how patients will view star ratings and comments posted by health systems [26]. At least one recent study suggests that patients trust commercial rating sites more than health systems’ sites [27].

One potential driver of this lack of trust is the finding that most (64%) health systems we examined stated on their main page that they remove “offensive or inappropriate content”; we also observed a relative lack of negative reviews compared to commercial physician-rating sites [12,25]. The finding that health system sites have more ratings, fewer negative ratings, and fewer negative comments compared to commercial physician-rating websites is consistent with the only published report that compared the two sources [13]. Despite the obvious possibility that negative comments are being removed by system administrators, there are several potential explanations for the observed differences. Removal of some comments is appropriate if the content is genuinely offensive [27], and patients may take a different approach to systematic surveys compared to open online platforms (which include reviews and comments only from respondents who seek out the site).

Our findings suggest that health systems’ websites have the potential to provide patients with information about the experience of care with clinicians, but the sites may require improvements on this first iteration. One addition that could improve the narrative content is posting of a protocol for curating patient narratives and calculating star ratings [5-10].
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Abstract

Background: Smartphone apps are a promising tool for delivering accessible and appealing physical activity interventions. Given the large growth of research in this field, there are now enough studies using the “gold standard” of experimental design—the randomized controlled trial design—and employing objective measurements of physical activity, to support a meta-analysis of these scientifically rigorous studies.

Objective: This systematic review and meta-analysis aimed to determine the effectiveness of smartphone apps for increasing objectively measured physical activity in adults.

Methods: A total of 7 electronic databases (EMBASE, EmCare, MEDLINE, Scopus, Sport Discus, The Cochrane Library, and Web of Science) were searched from 2007 to January 2018. Following the Population, Intervention, Comparator, Outcome and Study Design format, studies were eligible if they were randomized controlled trials involving adults, used a smartphone app as the primary or sole component of the physical activity intervention, used a no- or minimal-intervention control condition, and measured objective physical activity either in the form of moderate-to-vigorous physical activity minutes or steps. Study quality was assessed using a 25-item tool based on the Consolidated Standards of Reporting Trials checklist. A meta-analysis of study effects was conducted using a random effects model approach. Sensitivity analyses were conducted to examine whether intervention effectiveness differed on the basis of intervention length, target behavior (physical activity alone vs physical activity in combination with other health behaviors), or target population (general adult population vs specific health populations).

Results: Following removal of duplicates, a total of 6170 studies were identified from the original database searches. Of these, 9 studies, involving a total of 1740 participants, met eligibility criteria. Of these, 6 studies could be included in a meta-analysis of the effects of physical activity apps on steps per day. In comparison with the control conditions, smartphone apps produced a nonsignificant ($P=0.19$) increase in participants’ average steps per day, with a mean difference of 476.75 steps per day (95% CI $-229.57$ to $1183.07$) between groups. Sensitivity analyses suggested that physical activity programs with a duration of less than 3 months were more effective than apps evaluated across more than 3 months ($P=0.01$), and that physical activity apps that targeted physical activity in isolation were more effective than apps that targeted physical activity in combination with diet ($P=0.04$). Physical activity app effectiveness did not appear to differ on the basis of target population.

Conclusions: This meta-analysis provides modest evidence supporting the effectiveness of smartphone apps to increase physical activity. To date, apps have been most effective in the short term (eg, up to 3 months). Future research is needed to understand the time course of intervention effects and to investigate strategies to sustain intervention effects over time.

(J Med Internet Res 2019;21(3):e12053) doi:10.2196/12053)
Introduction

Background

Physical inactivity is the fourth largest behavioral risk factor contributing to ill health and mortality [1]. The number of adults who are physically inactive is on the rise in many countries, influencing the prevalence of noncommunicable diseases and the general health of the global population [2,3]. Current global recommendations on physical activity for health suggest adults (aged 18 to 64 years) participate in at least 150 min of moderate-intensity physical activity or 75 min of vigorous-intensity physical activity per week [4]. Participation in regular physical activity reduces the risk of noncommunicable diseases by improving muscular and cardiorespiratory fitness, functional health, and mental health [2,3,5]. However, currently, 1 in 4 adults globally do not meet physical activity recommendations [2]. As such, finding effective strategies to increase participation in regular physical activity is an essential public health objective.

Smartphone apps are being recognized as a potential and promising approach to increase adherence to physical activity guidelines. Globally, activated mobile phones outnumber citizens [6] with approximately 63% of the global adult population owning at least 1 smartphone in 2017 [7]. Smartphones are inexpensive and allow users to engage with health information technology in any environment and at any time [8]. They are equipped with advanced technological features, most notably their connection to the internet, global positioning system, and inbuilt accelerometers [9], and offer the capacity to create individualized and interactive apps that collect real-time data [10]. These features, as well as the high usage and convenience of smartphones, make them an attractive tool for researchers to deliver physical activity interventions.

Indeed, studies are increasingly using smartphone apps to try to motivate individuals to be physically active. In 2015, a systematic review and meta-analysis of 12 studies using smartphone apps to promote weight loss and increase physical activity found a nonsignificant difference in physical activity between the control group and smartphone intervention group [11]. In 2016, a systematic review of 15 studies, including both qualitative and quantitative research designs, found that smartphone apps can be effective in increasing physical activity although the effect size was modest [12]. However, these reviews are subject to limitations. For example, they only searched a small number of databases, and they included studies with self-reported physical activity data, which are susceptible to bias [13]. In addition, they included studies where smartphone apps were delivered in concert with other intervention elements (eg, face-to-face appointments and podcasts); thus, it is unclear whether intervention effects were truly due to the smartphone app itself, or rather the other intervention elements. Furthermore, the most recent review [12] included studies published until the end of 2015 only. Given the exponential growth in this field [14], the evidence base has expanded considerably since this time. Thus, it is imperative that smartphone intervention research is updated. Finally, these reviews incorporated studies varying widely in research design. Given the large growth of available research in the field, there are now likely to be enough studies using the “gold standard” of experimental design—the randomized controlled trial design—and employing objective measurement of physical activity to support a meta-analysis of scientifically rigorous studies. Examining only studies that meet this stringent methodological inclusion criteria will heighten the trustworthiness of findings.

Objectives

This systematic review aimed to (1) identify all published randomized controlled trials, which examine the efficacy of physical activity interventions delivered via smartphone apps on increasing objectively measured physical activity and (2) conduct a meta-analysis of these published studies to determine the current state of evidence regarding the effectiveness of smartphone app-based interventions for increasing physical activity in an adult population.

Methods

Information Sources and Search Strategy

This systematic review was completed according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [15].

A systematic search was conducted on January 8, 2018, and included 7 electronic databases: EMBASE, EmCare, MEDLINE, Scopus, Sport Discus, The Cochrane Library, and Web of Science. The search strategy was reviewed by an academic librarian before being finalized. Each database was searched individually, and the search strategy for 1 database, EMBASE, is presented in Table 1. In brief, the search strategy combined synonyms for the intervention (mobile phone apps) with synonyms for the outcomes (physical activity and weight loss), and these terms were mapped to MeSH headings where possible. Search results were limited to the English language, humans, and year of publication from 2007 to present (on the basis that the original iPhone was released in 2007). The search strategy for all databases is presented in Multimedia Appendix 1. The reference lists of all eligible studies and of relevant systematic reviews [11,12,16,17] were screened to identify any further studies for inclusion. In addition, 5 prominent researchers in the field were contacted with the list of identified studies and asked to recommend any additional studies that met the inclusion criteria.
Eligibility Criteria

Population

Study samples including healthy adults or adults with a specific health condition aged 18 years or over were eligible. Studies with participants characterized by intellectual or marked cognitive impairments or with a severe mobility disorder were excluded from this study as app designs may be specific for limited cognition and mobility.

Intervention

Studies that reported a smartphone app as the primary component to the physical activity intervention were included. The smartphone apps were required to explicitly be stand-alone apps available on a smartphone. Apps within other contexts, for example, Facebook apps, were excluded from the study. In addition, studies with interventions that incorporated secondary components such as ongoing personalized support, either in person or over the phone, were excluded.

Control or Comparator

Studies that included control groups, which received no intervention or minimal intervention (eg, given only a physical activity goal), were included.

Outcomes

For inclusion in the review, studies had to report objectively measured physical activity in the form of either moderate-to-vigorous physical activity (MVPA) min as measured by accelerometry or steps measured either by accelerometry or pedometry at baseline and follow-up.

Study Design

Only randomized controlled trials were included in this review. Conference abstracts were excluded.

Study Selection

Studies were screened for eligibility in duplicate under blinded conditions by 2 independent reviewers (selected from the author list, ie, AR, SE, RC, AC, IS, or JR) as per best practice for systematic reviews [15]. Search results were first screened based on the title and abstract, and any studies that appeared to meet the eligibility criteria, or where eligibility was unclear, progressed to full-text screening. Moreover, 2 independent reviewers then screened the full-text studies to determine eligibility for inclusion in the review. An interrater agreement of 96% (Cohen kappa= 0.53) was reached. Results from each round of screening were compared among reviewers, and conflicts were discussed until consensus was attained.

Data Collection Process

Pairs of reviewers (either AR, SE, RC, AC, or IS) independently extracted data from each included study using a standardized form developed specifically for this review (see Multimedia Appendix 2). Extracted data included country of study, study participants (population and sample size), study design (app features, description of intervention group and control group, and duration of follow-up), outcome measures (measurement tool and timing), and key study results (mean and SD for MVPA or steps at baseline and follow-up). Where the results were not adequately reported within the study paper, authors were contacted to provide additional data. Where there were discrepancies in data extraction, the author team discussed and rechecked the original study until consensus was reached.

Risk of Methodological Bias

Risk of bias was assessed using a 25-item tool developed by Maher [18] and based on the Consolidated Standards of Reporting Trials (CONSORT) checklist [19]. Each study was independently scored by 2 reviewers. Items were scored 1 if the study satisfactorily met the criteria, and 0 if the study did not satisfactorily meet the criteria or if the item was not applicable to the study. Disagreements between reviewers were resolved by checking and discussing the original study until consensus was reached. The most common disagreement related to whether items were not present or not applicable to the study, which did not have a large effect on assessment risk of bias as both were scored 0. Studies were also graded using the 2011 Centre for Evidence Based Medicine Levels of Evidence [20].

Synthesis of Results

The primary outcome measure meta-analyzed in this review was mean change in physical activity either reported in MVPA per day or steps per day. For studies that did not report mean change, it was calculated from the baseline data and follow-up (ie, the end of the intervention) data. Where studies included multiple intervention groups with similar app features, the intervention group with the most app features was included in the meta-analysis.

For the intervention and control group of each study, the mean change in physical activity from baseline to follow-up, SD of
the change, and the number of participants were entered into Review Manager software (Version 5.3, The Nordic Cochrane Centre) and used to calculate the mean difference and standardized mean difference between the change in the intervention group and the change in the control group for each study. Where data were available from 3 or more studies, a meta-analysis calculating the combined effects for all studies was performed.

A random effects model approach was used as study heterogeneity was anticipated because of the variance of study populations and intervention designs. The presence of heterogeneity was determined using the $I^2$ statistic, which describes the percentage of total variation in study estimates that are a result of heterogeneity [21]. The $I^2$ statistic was selected as the preferred measure of variance as it is robust for small sample sizes [21]. The mean difference and standardized mean difference size were interpreted using the Cohen [22] suggestion that 0.2 is considered a small effect size, 0.5 a medium effect, and 0.8 a large effect, with values smaller than 0.2 being trivial. Furthermore, 3 sensitivity analyses were performed to further assess the robustness of our study results by excluding either studies with an intervention duration of 3 months or more (or equivalent in weeks per days) or studies with an app designed to increase physical activity as well as other nonphysical activity behaviors or studies designed for disease population groups.

**Results**

**Study Selection**

After the removal of duplicates, a total of 6170 studies were identified from the original database search. An additional 5 studies were suggested by leading authors in the field; however, none of these studies met all inclusion criteria for the systematic review. In total, 9 studies were identified to meet the eligibility criteria for inclusion in this review, and 7 of these studies were included in the meta-analysis. Moreover, 1 study [23] had unusable baseline data due to a technical malfunction in their study; this meant that the mean change in physical activity from baseline to follow-up could not be calculated, and the results were unable to be included in the meta-analysis. In addition, despite best efforts to contact the authors of the study to provide further data, 1 study [24] was excluded from the meta-analysis owing to not reporting baseline or follow-up data for the control group. The study selection process is summarized in Figure 1.

**Figure 1.** Flowchart for the selection of studies in this meta-analysis. PA: physical activity; MVPA: moderate-to-vigorous physical activity; RCT: randomized controlled trial.
Study Characteristics

All 9 studies reported from this review were randomized controlled trials published in English between 2014 and 2017. The key characteristics of the included studies are presented in Table 2. A total of 3 studies reported being registered with a Clinical Trial Registry [24-26]. Sample sizes ranged from 23 to 833, with a total of 1740 participants across the 9 studies. All studies had a smartphone app designed to increase physical activity as the primary intervention, although the Recio-Rodriguez et al [27] app was also designed to increase both physical activity and adherence to a Mediterranean dietary pattern. Control groups received either no intervention [27-29], a wearable accelerometer only [30,31], or a basic version of a smartphone app [23-26]. Of the 9 studies, 4 reported their app as being based on a recognized behavior-change theory; the social cognitive theory was reported in 3 [24,25,30], and principles of re-enforcement [24], social influencers’ perspective [24], and taxonomy of behavior change [28] were reported in 1 study each. Physical activity data were collected using the smartphones’ in-built accelerometer in 3 of the studies [23,24,26] and using a separate wearable accelerometer in 6 of the studies [25,27-31]. Intervention length ranged from 6 weeks to 6 months. A total of 6 studies reported physical activity in terms of steps per day [26-31], supporting the meta-analysis of this outcome measure. Only 2 studies reported physical activity data in terms of MVPA in sufficient detail to calculate effect sizes, and meta-analysis for this outcome measure could, therefore, not be performed.

App Features

The intervention apps included a variety of features such as a physical activity performance summary [25,27,29,31], goal setting [24,25,27,28], visual display of goal achievement [24,26,28,29], and motivational prompts [24,30,31]. The only feature common to each of the intervention apps was a visible display of steps or MVPA (see Table 2 for a detailed description of each intervention apps’ features).

Risk of Bias in Included Studies

All studies were screened for risk of methodological bias using the CONSORT checklist [19] and scores varied from 15 [23,28,30] to 21 out of 25 [24]. Full details of the bias screening are presented in Multimedia Appendix 3. Each study was graded level 2 as a randomized trial using the 2011 Centre for Evidence Based Medicine Levels of Evidence [20]. All studies fulfilled the CONSORT checklist requirements to provide scientific rationale and clearly describe the intervention. The randomization procedure within most of the studies was considered adequate, with allocation concealment mechanisms detailed in all but 1 study [30]. All studies satisfied the CONSORT checklist criteria for providing primary and secondary outcomes and results for each group except for 2 studies [23,24], which were excluded from the meta-analysis.

Meta-Analysis of Smartphone App–Based Intervention and Steps Per Day

A total of 6 studies, involving a total of 1178 participants, reported change in physical activity in terms of steps per day [26-31]. In comparison with the control (the nature of which varied between studies), the intervention conditions showed a nonsignificant ($P=0.19$) increase in average steps per day, with a mean difference between groups of 476.75 steps per day (95% CI $-229.57$ to 1183.07; see Figure 2). The standardized mean difference between the control and intervention groups was small in magnitude and favored the intervention group (0.21; 95% CI $-0.07$ to 0.50; see Figure 3), yet was not statistically significant ($P=0.14$). The impact of heterogeneity within the studies was significant ($I^2=72\%$), suggesting that 72% of variation across studies was due to heterogeneity rather than chance [32]. Thus, the meta-analysis results should be interpreted with caution.
<table>
<thead>
<tr>
<th>Study</th>
<th>Study population/sample size</th>
<th>Smartphone app features</th>
<th>Intervention description</th>
<th>Outcome measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choi et al 2016 [28]</td>
<td>Sample size: Total n=30, intervention n=15, control n=15; Population: Pregnant women between 10 and 20 weeks of gestation with a sedentary lifestyle; Age: Mean 33.7 (SD 2.6); Male (%): 0; Country: United States of America; Attrition rate: 3%</td>
<td>Characteristics: Visual display of steps, distance, flights of stairs climbed, and estimated calories expended. A daily message prompt to support PA was available between 10 am and 7 pm, participants were able to respond to the message and receive feedback. Activity diary available after 7 pm each night. Theory: Social cognitive theory</td>
<td>Focus: Physical activity; Groups: (Intervention) Participants wore a Fitbit and had access to all features within a specifically designed smartphone app. Participants were given the goal of increasing their step count by 10% each week until 8500 steps a day was reached. (Control) Participants wore a Fitbit and were given the goal to increase steps gradually until 8500 steps a day was reached. Additional to app: One face-to-face goal setting session, information provided on healthy diets and recommendations for gestational weight gain, and safety instructions for PA during pregnancy. Duration: 12 weeks; Follow-up post baseline: Weeks 4, 8, and 12.</td>
<td>Primary outcome: Steps per day; Measuring tool: Fitbit Ultra Accelerometer; Secondary outcomes: TV/computer time, self-efficacy, barriers, social support, depressive symptoms, and pregnancy symptoms.</td>
</tr>
<tr>
<td>Fanning et al 2017 [30]</td>
<td>Sample size: Total n=116, Group A n=29, Group B n=31, Group C n=26, Group D n=30; Population: Low-active adults; Age: Mean 41.4 (SD 7.6); Male (%): 20; Country: United States of America; Attrition rate: 17%</td>
<td>Characteristics: Tracking of activities, instant feedback on weekly progress, weekly education modules within the app. Guided goal setting module with goals tied within all app features. Points system module with points provided for all in app tasks and accumulated to earn badges. Theory: Social cognitive theory</td>
<td>Focus: Physical activity; Groups: (A) goal setting module and point-based feedback module, (B) goal setting module, (C) point based feedback module, (D) standard app. Additional to app: Text messages reminding participants to set and be active and track activities. Support emails at the beginning of each week. Counseling on SMART goal setting (groups A and B). Duration: 12 weeks; Follow-up post baseline: 12 weeks</td>
<td>Primary outcome: Mean daily minutes of MVPA; Measuring tool: Actigraph accelerometers (model GT1 M or newer); Secondary outcomes: self-efficacy, perceived barriers, outcome expectations, goals, use, and usability.</td>
</tr>
<tr>
<td>Glynn et al 2014 [31]</td>
<td>Sample size: Total n=90, intervention n=45, control n=45; Population: Existing Android smartphone users; Age: Mean 44.1 (SD 11.5); Male (%): 36; Country: Ireland; Attrition rate: 14%</td>
<td>Characteristics: Automatic feedback and tracking of step count and calories burned, visually appealing display of step count history, and goal achievement. Theory: N/A</td>
<td>Focus: Physical activity; Groups: (Intervention) Access to app, instruction to interact with app and goal of 10,000 steps per day; (control) goal of 30 min activity per day, access to app without visible tracking or display. Additional to app: Physical activity goals, information on the benefits of exercise, and physical activity promotion brochure. Duration: 8 weeks; Follow-up post baseline: Weeks 2-8</td>
<td>Primary outcome: Steps per day; Measuring tool: Accelerometer within smartphone and share data function of the app. Secondary outcomes: Mean systolic blood pressure, mean diastolic blood pressure, mean resting heart rate, weight and body mass index, mental health quality of life, and quality of life.</td>
</tr>
<tr>
<td>Study</td>
<td>Study population/sample size</td>
<td>Smartphone app features</td>
<td>Intervention description</td>
<td>Outcome measures</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>---------------------------------------</td>
</tr>
<tr>
<td>Harries et al 2016 [23]</td>
<td>Sample size: Total n=165; intervention (group 1) n=55, intervention (group 2) n=55, control n=55; Population: Males with an existing mobile phone contract; Age range: 22-40 years; Male (%): 100; Country: United Kingdom; Attrition rate: 8%</td>
<td>Characteristics: Step count, steps taken, miles walked, and calories burned for the day and previous week viewable. Social feedback group were able to view their average step count in comparison with other users’ average step counts. Theory: N/A</td>
<td>Focus: Physical activity; Groups: (intervention group 1) App with feedback on step counts; (intervention group 2) App with feedback on step counts plus social comparison; (control) basic app, no feedback or social features. Additional to app: Standardized text-messages in the first 2 weeks to remind participants to carry their phones in their pockets. Intervention groups received weekly messages to encourage them to walk more. Duration: 6 weeks; Follow-up post baseline: N/A</td>
<td>Primary outcome: Steps per day; Measuring tool: Accelerometer within mobile phone. Secondary outcomes: N/A</td>
</tr>
<tr>
<td>King et al 2016 [24]</td>
<td>Sample size: Total n=89, affect group n=22, analytic group n=21, social group n=22, control n=24; Population: Underactive adults aged 45+; Age: Mean 60.0 (SD 9.3); Male (%): 24.7; Country: United States of America; Attrition rate: 6%</td>
<td>Characteristics: (Analytic app) goal-setting, behavioral feedback, tips promoting behavior change, and problem-solving strategies with 2 colorful meters showing progress toward MVPA and sedentary behavior goals; (Social app) social support for behavior change, &quot;just-in-time&quot; social normative feedback, modeling of behaviors by others using avatars on the display, and group-based collaboration and competition “virtual teams”; (affect app) utilized an avatar bird to mirror how active or sedentary the user was throughout the day. The bird avatar changed position, posture, and movement depending on how active/inactive user was. Users received “rewards” as PA levels increased; Theory: (Analytic) social cognitive theory; (social) social influence perspectives; (affect) principles of reinforcement scheduling and attachment, and nurturance motives.</td>
<td>Focus: Physical activity and sedentary behavior; Groups: (analytic) Access to analytic app; (social) access to social app; (affect) access to affect app; (control) access to commercially accessible nonphysical activity dietary app (calorific). Additional to app: Initial 1-hour training on how to use the smartphone app. Duration: 8 weeks; Follow-up post baseline: Weeks 2-8</td>
<td>Primary outcome: Mean daily mins of MVPA; Measuring tool: Accelerometer within smartphone. Secondary outcomes: estimated minutes of sedentary time, self-reported sociological momentary assessment of daily brisk walking and sitting time.</td>
</tr>
<tr>
<td>Study</td>
<td>Study population/sample size</td>
<td>Smartphone app features</td>
<td>Intervention description</td>
<td>Outcome measures</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Paul et al 2016 [26]</td>
<td>Sample size: Total n=23, intervention n=15, control n=8; Population: Stroke survivors who have had a single unilateral stroke and can walk independently with or without an aid; Age: Mean 55.8 (SD 10.7); Male (%): 48; Country: United Kingdom (Scotland); Attrition rate: 4%</td>
<td>Characteristics: Step count, goal-setting, planning, monitoring, and feedback, as well as rewards and social facilitation. Within the app, participants are represented by a fish within a fish tank. The fish swims and blows bubbles when the participant is active (which other participants can see). Fish fins and tail grow when targets are achieved. Theory: Taxonomy of behavior change</td>
<td>Focus: Physical activity; Groups: (Intervention) Received a smartphone with the STARFISH APP, individual step goals which increased by 5% each week if participants reached their step goal on 5 of 7 days. Individual and group rewards provided when goals achieved; (control) usual care after stroke (no active rehabilitation); Additional to app: (Intervention) face-to-face at week 3 to discuss progress with Clinical Research Facility; Duration: 6 weeks; Follow-up post baseline: 6 Weeks</td>
<td>Primary outcome: Steps per day; Measuring tool: Accelerometer; Secondary outcomes: Sedentary time, heart rate, blood pressure, body mass index, fatigue severity scale, instrumental activity of daily living scale, 10-meter walk test, stroke specific quality of life scale, and psychological general well-being index.</td>
</tr>
<tr>
<td>Recio-Rodriguez et al 2016 [25]</td>
<td>Sample Size: Total n=833, intervention n=415, control n=418; Population: Selected from the Multicenter Assessment of Experimental Program Promoting Physical Activity; Age: intervention mean 51.4 (SD 12.1); control mean 52.3 (SD 12); Male (%): intervention 40; control 36; Country: Spain; Attrition rate: 16%</td>
<td>Characteristics: Automatic feedback from accelerometer, goal-setting, and self-monitoring/entry of food intake. End of each day the app reported food intake. PA performance summary, and a balance of ingested and spent calories. This information was used by the app to generate a recommended plan for the following day to improve eating habits and increase PA. Theory: N/A</td>
<td>Focus: Physical activity and Mediterranean diet; Groups: (Intervention) Training and access to mobile phone app and initial standardized counseling in PA and the Mediterranean diet; (control) initial standardized counseling in PA and the Mediterranean diet. Additional to app: Initial counseling session on PA and the Mediterranean diet and print out of support materials. Duration: 3 months; Follow-up post baseline: 3 months</td>
<td>Primary outcome: MVPA and Steps per day; Measuring tool: Actigraph GT3X accelerometer; Secondary outcomes: Adherence to the Mediterranean diet, blood pressure, waist circumference, body mass index, and laboratory parameters.</td>
</tr>
<tr>
<td>Skrepnik et al 2017 [29]</td>
<td>Sample size: Total n=211, intervention n=107, control n=104; Population: Adults who have had unilateral knee OA and have been suitable for treatment with Hylan G-F 20. Age: mean 62.6 (SD 9.4); Male (%): 49; Country: United States of America; Attrition rate: 2%</td>
<td>Characteristics: The OA GO app provided motivational messages and requested participants enter mood and pain data once a day. The app displayed daily step count, calories burned, and sleep. Daily and monthly cumulative activity trends were available to view. Theory: N/A</td>
<td>Focus: Physical activity; Groups: (Intervention) Jawbone UP activity tracker and access to OA GO mobile app; (control) Jawbone UP activity tracker. Additional to app: All patients received a single 6 ml injection of Hylan G-F 20 and regular follow-ups as per standard of care. Duration: 90 days; Follow-up post baseline: 90 days</td>
<td>Primary outcome: Steps per day; Measuring tool: Jawbone UP 24 activity tracker; Secondary outcomes: Mean percentage change from baseline in the 6-min walk test, patient and physician satisfaction with treatment, percentage change in Patient Activation Measure (PAM)-13 questionnaire score, percentage change in sleep captured by the wearable activity monitor (light, sound, and duration of sleep), and Visual Analog Mood Scale.</td>
</tr>
</tbody>
</table>
Outcome measures

Vorrink et al 2016 [27]

Primary outcome: Steps per day; Measuring tool: SenseWear Pro or MF-SW mini armband accelerometers.
Secondary outcomes: Average METS, 6-min walking distance, dyspnea, fatigue, emotional function, mastery, and body mass index

**Figure 2.** Steps per day mean difference. IV: inverse variance.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention App Mean (SD)</th>
<th>Total</th>
<th>Control Mean (SD)</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choi et al 2016</td>
<td>1096.2 (1898.1)</td>
<td>14</td>
<td>236.7 (4603.7)</td>
<td>15</td>
<td>14.6%</td>
<td>837.50 (-445.94 to 2120.94)</td>
<td></td>
</tr>
<tr>
<td>Glynn et al 2014</td>
<td>1631.0 (3842.0)</td>
<td>37</td>
<td>-386.0 (3281.0)</td>
<td>40</td>
<td>11.5%</td>
<td>2017.00 (415.01 to 3618.99)</td>
<td></td>
</tr>
<tr>
<td>Paul et al 2016</td>
<td>1633.0 (3900.9)</td>
<td>15</td>
<td>-764.0 (4463.5)</td>
<td>8</td>
<td>3.3%</td>
<td>2379.00 (-1290.28 to 6058.28)</td>
<td></td>
</tr>
<tr>
<td>Recio-Rodríguez et al 2016</td>
<td>-1042.1 (3346.0)</td>
<td>335</td>
<td>-584.2 (3555.5)</td>
<td>386</td>
<td>24.7%</td>
<td>-457.90 (-962.07 to 46.27)</td>
<td></td>
</tr>
<tr>
<td>Skrepnik et al 2017</td>
<td>1199.0 (2111.0)</td>
<td>104</td>
<td>467.0 (2100.0)</td>
<td>103</td>
<td>23.8%</td>
<td>732.00 (358.35 to 1305.65)</td>
<td></td>
</tr>
<tr>
<td>Vorrink et al 2016</td>
<td>-1225.0 (1956.5)</td>
<td>62</td>
<td>-1148.0 (1975.2)</td>
<td>59</td>
<td>22.1%</td>
<td>-77.00 (-777.48 to 623.48)</td>
<td></td>
</tr>
</tbody>
</table>

Total (95% CI) 567 611 100% 476.75 (-229.57 to 1183.07)

Heterogeneity: Tau²=459864.82; chi²-square=17.66, df=5 (P=.003); I²=72% Test for overall effect: Z=1.32 (P=.19

**Figure 3.** Steps per day standardized mean difference. IV: inverse variance.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention App Mean (SD)</th>
<th>Total</th>
<th>Control Mean (SD)</th>
<th>Total</th>
<th>Weight</th>
<th>Mean Difference IV, Random, 95% CI</th>
<th>Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choi et al 2016</td>
<td>1096.2 (1898.1)</td>
<td>14</td>
<td>258.7 (4603.7)</td>
<td>15</td>
<td>9.6%</td>
<td>0.46 (-0.27 to 1.20)</td>
<td></td>
</tr>
<tr>
<td>Glynn et al 2014</td>
<td>1631.0 (3842.0)</td>
<td>37</td>
<td>-386.0 (3281.0)</td>
<td>40</td>
<td>16.1%</td>
<td>0.56 (0.10 to 1.02)</td>
<td></td>
</tr>
<tr>
<td>Paul et al 2016</td>
<td>1633.0 (3900.9)</td>
<td>15</td>
<td>-764.0 (4463.5)</td>
<td>8</td>
<td>7.6%</td>
<td>0.56 (-0.32 to 1.44)</td>
<td></td>
</tr>
<tr>
<td>Recio-Rodríguez et al 2016</td>
<td>-1042.1 (3346.0)</td>
<td>335</td>
<td>-584.2 (3555.5)</td>
<td>386</td>
<td>25.6%</td>
<td>-0.13 (-0.28 to 0.01)</td>
<td></td>
</tr>
<tr>
<td>Skrepnik et al 2017</td>
<td>1199.0 (2111.0)</td>
<td>104</td>
<td>467.0 (2100.0)</td>
<td>103</td>
<td>21.9%</td>
<td>0.35 (0.07 to 0.62)</td>
<td></td>
</tr>
<tr>
<td>Vorrink et al 2016</td>
<td>-1225.0 (1956.5)</td>
<td>62</td>
<td>-1148.0 (1975.2)</td>
<td>59</td>
<td>19.2%</td>
<td>-0.04 (-0.04 to 0.32)</td>
<td></td>
</tr>
</tbody>
</table>

Total (95% CI) 567 611 100% 476.75 (-229.57 to 1183.07)

Heterogeneity: Tau²=48; chi²-square=17.88, df=5 (P=.003); I²=72% Test for overall effect: Z=1.46 (P=.14)

Effects of Smartphone App–Based Intervention on Moderate-to-Vigorous Physical Activity Per Day

Time spent in MVPA was reported in 2 studies [25,27] that included a combined total of 732 participants. Both studies reported a nonsignificant trend for daily MVPA minutes to decrease in the intervention group (see Table 3). However, the effect sizes were less than 0.2 (trivial [22]) in magnitude as they were in the order of 2 to 3 min per day difference, or an effect size in the order of -0.1 (trivial [22]). Due to the small sample (two studies), meta-analysis was not performed.

Sensitivity Analyses

Sensitivity analyses were conducted to determine whether the meta-analysis results were consistent under different conditions. Figures for the results of the sensitivity analyses are available in Multimedia Appendix 4. In the first sensitivity analysis, studies with an intervention length of up to 3 months were included (ie, the studies with an intervention length more than or equal to 3 months were excluded) [27,29-31]. The meta-analysis results suggested physical activity apps significantly increased steps per day by 2074.96 steps per day (95% CI 606.80 to 3543.11, standardized mean difference 0.56, 95% CI 0.16 to 0.97, P=.01).
A second sensitivity analysis examined whether effects for studies that targeted physical activity alone (ie, the one study that intervened on physical activity and diet together was excluded [27]). The meta-analysis results suggested that physical activity apps increased physical activity by 716.86 steps per day (95% CI 38.37 to 1395.36, \( P = .04 \)) or by a standardized mean difference of 0.31 (95% CI 0.07 to 0; \( P = .01 \)).

A final sensitivity analysis examined whether the effects of physical activity apps were consistent for apps targeting a general adult population or populations with specific health conditions (eg, stroke survivors). In both cases, results were consistent with the main meta-analysis; that is, there was a nonsignificant trend for improvement in daily steps in both general adult populations (+649.54 steps per day; 95% CI −822.66 to 2121.74; standardized mean difference 0.24; 95% CI −0.30 to 0.78; \( P = .24 \)) and in populations with specific health conditions (+438.36 steps per day; 95% CI −335.94 to 1212.67; standardized mean difference 0.22; 95% CI −0.09 to 0.53; \( P = .17 \)).

**Discussion**

**Principal Findings**

This meta-analysis suggests that app-based physical activity interventions have a nonsignificant, positive influence on objectively measured physical activity. However, sensitivity analyses suggest that effects differ based on study parameters. In particular, there is evidence that smartphone apps have a significant positive effect on physical activity when used over a short-term period (ie, less than 3 months) and where apps target physical activity alone, rather than physical activity in combination with other health behaviors.

To the best of our knowledge, this is the first meta-analysis to establish the effectiveness of app-based physical activity interventions at increasing objectively measured physical activity. Only 1 meta-analysis of app-based physical activity interventions has been published [11], which differs from this study in that it reports on weight loss and subjective physical activity data from both nonrandomized and randomized controlled trials published through to August 2015. Despite these differences, our findings are broadly consistent with both studies finding a nonsignificant increase in physical activity in comparison with control. The other recent systematic review found smartphone apps to have a modest effect on physical activity and noted the limited number of randomized controlled trials that were available at that time to test the efficacy of smartphone apps at increasing physical activity [12]. Our study confirmed that the number of randomized controlled trials evaluating efficacy using objective measurements of physical activity has increased, yet is still limited.

Sensitivity analyses suggested that app-based physical activity interventions were effective when the intervention duration was 3 months or less, compared with longer interventions. This is consistent with findings from 2 other studies [33,34] who similarly reported that physical activity apps appear to be most effective with durations longer than 1 month and 8 weeks, respectively. Taken together, these findings suggest that intervention effects appear to peak within the first couple of months of intervention commencement, and dwindle over time. This raises the possibility that studies with an intervention duration of 3 months or more and those that take their first follow-up assessment at 3 months or later may, in fact, be failing to capture intervention effects, which may have peaked and already started to fade by the time assessments are performed.

That physical activity apps may be most effective in the short term is also consistent with previous studies of engagement with technology-based physical activity interventions, which typically find that engagement declines over time, and this decline corresponds with tapering of intervention effectiveness [18,34-37]. Engagement decline is especially prominent in smartphone-based interventions, as their design precludes human support and supportive accountability [37]. In Recio-Rodriguez et al’s [27] trial, just over half of the study population engaged with the app beyond 8 weeks, and the results of the trial favored the control group. Interestingly, the participants in that study who continued to engage with the app for more than 8 weeks actually showed a net increase in MVPA of a mean 44.0 min per week (95% CI 2.1 to 86.0) favoring the intervention group, but this effect was washed out by poor results for the participants who were no longer engaging. Exposure to the intervention is imperative for the intervention to have effect and exposure occurs through participant engagement with the app [36,38]. Thus, these results underscore the notion that ongoing participant engagement with an app is important for intervention effectiveness [36].

Results from the sensitivity analysis suggest that it may be more effective to intervene in physical activity alone rather than in combination with other health behaviors. Note that this interpretation can only be made with caution, given that only 1 study used a multibehavior approach. However, this interpretation is consistent with another recent review that also found apps targeting single health behaviors appear to produce larger improvements than those using a multibehavior approach [34]. In contrast, a recent case study examining the effectiveness of smartphone apps at increasing physical activity noted the limited number of randomized controlled trials that were available at that time to test the efficacy of smartphone apps at increasing physical activity [12].

**Table 3.** Moderate-to-vigorous physical activity effect size for mean difference and standardized mean difference.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention app</th>
<th>Control</th>
<th>Mean difference</th>
<th>Standardized mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>N</td>
<td>Mean (SD)</td>
<td>Weight (%)</td>
</tr>
<tr>
<td>Fanning et al 2017 [30]</td>
<td>11.9 (25.7)</td>
<td>26</td>
<td>14.1 (24.4)</td>
<td>27</td>
</tr>
<tr>
<td>Recio-Rodriguez et al 2016 [25]</td>
<td>−7.9 (27.1)</td>
<td>335</td>
<td>−4.3 (29.2)</td>
<td>344</td>
</tr>
</tbody>
</table>

\(^a\)IV: inverse variance.
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of physical activity apps from the perspective of users suggests apps which combined physical activity and diet components were perceived by users to be more effective than apps with physical activity components alone [33]. User preference for combined physical activity and diet apps is likely owing to the large amount of feedback participants received [33] and the correlation between receiving feedback and motivation to engage with health behaviors [39].

**Strengths and Limitations**

The stringent inclusion criteria are a key strength of this study, positioning it as the first meta-analysis examining the effectiveness of smartphone app–based interventions on objectively measured physical activity. Maturation of this fast-evolving field allowed us to limit the review to randomized controlled trial methodologies and objective outcomes, heightening the trustworthiness of findings and reducing the likelihood of results being influenced by recall or response bias. In addition, an extensive search of 7 databases was undertaken to reduce the risk of publication bias.

This study is also subject to limitations. Only a relatively small number of studies meeting our strict inclusion criteria were identified and, of these, most had small sample sizes and short intervention lengths. As a result, the confidence intervals for the effect size estimates were quite large, which may have impeded the meta-analysis from determining a significant effect. Despite our strict inclusion criteria, studies were still highly diverse in terms of intervention format, target populations, and study design elements, and heterogeneity scores suggest that the results do not reflect the same pool of data. In particular, some control groups received a minimal intervention [25,26,30,31], which potentially diluted the intervention effect. In addition, although we attempted to focus solely on smartphone apps, some of the included studies included other elements (eg, activity trackers), which in themselves may alter physical activity. This made it impossible to isolate the effects of the mobile phone app component of these interventions. It is acknowledged that although randomized controlled trials are considered the gold-standard experimental design, including only randomized controlled trials in our search criteria excludes studies conducted within ecologically valid designs. As a result, it is possible that our results, based on randomized controlled trials, may differ from those produced by more real-life study designs, impeding our ability to make comment on the generalizability of our results to real-world settings. It is also acknowledged that in addition to randomized controlled trials, other study designs with less positivistic assumptions will play an important role in progressing this scientific field [40].

**Future Recommendations**

This meta-analysis highlights that relatively few high-quality studies have been conducted examining the effectiveness of physical activity smartphone interventions. Future studies should describe their intervention and app features with adequate detail so that results are reproducible, can be learnt from, and advance this field of research.

Future research should be directed toward enhancing understanding of the time course of intervention effects. In particular, increased understanding of the timepoint at which peak effect size is reached, the timepoint at which user engagement decreases, and the factors that underpin these phenomena are required. This may involve future studies with longer follow-up periods and with outcome measurements taken at more regular and frequent timepoints. The relatively short-term nature of positive effects suggests that additional efforts are required to design app features which help sustain user engagement with the app over time, for example, perhaps through modules, unlockable content, and rewards. Sustaining user engagement is particularly important for smartphone-based interventions due to the absence of human support and supportive accountability [37]. Previous research determined the ease of use, function, feedback, tailored information, ability to personalize design, and design-aesthetic as highly ranked engagement strategies [38]. It will be useful for future app designs to incorporate these long-term engagement strategies, as increased exposure to the intervention is suggested to lead to larger, longer lasting effects [35]. Further research is required to confirm or refute our finding that intervening on 1 health behavior could be more effective than interventions targeting multiple health behaviors.

Key recommendations include the following:

1. Research utilizing randomized controlled trial design, in addition to more ecologically valid designs, is required to progress the field.
2. Studies should be designed to improve our understanding of the time course of intervention effects. This could be achieved through more regular assessments throughout the intervention period, rather than the current preponderance of few widely spaced assessments.
3. Strategies to boost ongoing engagement are required to aid sustainable effectiveness.
4. Further research is required to understand whether it is better to target physical activity as a single behavior or in concert with other health behaviors.

**Conclusions**

This is the first systematic review and meta-analysis of smartphone apps for increasing objectively measured physical activity. Results suggest that such apps lead to a nonsignificant increase in objectively measured physical activity, though effectiveness appears greater in physical activity apps when used in the short term and when the apps target physical activity alone. Overall, the meta-analysis offers modest support for the effectiveness of smartphone physical activity apps.
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Abstract

**Background:** Exercise referral schemes (ERSs) are recommended for patients with health conditions or risk factors. Evidence points to the initial effectiveness and cost-effectiveness of such schemes for increasing physical activity, but effects often diminish over time. Techniques such as goal setting, self-monitoring, and personalized feedback may support motivation for physical activity and maintenance of effects. Wearable technologies could provide an opportunity to integrate motivational techniques into exercise schemes. However, little is known about acceptability to exercise referral populations or implementation feasibility within exercise referral services.

**Objective:** To determine the feasibility and acceptability of implementing an activity-monitoring device within the Welsh National ERS to inform a decision on whether and how to proceed to an effectiveness trial.

**Methods:** We conducted a feasibility randomized controlled trial with embedded mixed-methods process evaluation and an exploratory economic analysis. Adults (N=156) were randomized to intervention (plus usual practice; n=88) or usual practice only (n=68). Usual practice was a 16-week structured exercise program. The intervention group additionally received an accelerometry-based activity monitor (MyWellnessKey) and associated Web platform (MyWellnessCloud). The primary outcomes were predefined progression criteria assessing acceptability and feasibility of the intervention and proposed evaluation. Postal questionnaires were completed at baseline (time 0:T0), 16 weeks (T1), and 12 months after T0 (T2). Routine data were accessed at the same time-points. A subsample of intervention participants and scheme staff were interviewed following the initiation of intervention delivery and at T2.

**Results:** Participants were on average aged 56.6 (SD 16.3) years and mostly female (101/156, 64.7%) and white (150/156, 96.2%). Only 2 of 5 progression criteria were met; recruitment and randomization methods were acceptable to participants, and contamination was low. However, recruitment and retention rates (11.3% and 67.3%, respectively) fell substantially short of target criteria (20% and 80%, respectively), and disproportionally recruited from the least deprived quintile. Only 57.4% of...
intervention participants reported receipt of the intervention (below the 80% progression threshold). Less than half reported the intervention to be acceptable at T2. Participant and staff interviews revealed barriers to intervention delivery and engagement related to the device design as well as context-specific technological challenges, all of which made it difficult to integrate the technology into the service. Routinely collected health economic measures had substantial missing data, suggesting that other methods for collecting these should be used in future.

**Conclusions:** To our knowledge, this is the first study to evaluate short- and long-term feasibility and acceptability of integrating wearable technologies into community-based ERSs. The findings highlight device- and context-specific barriers to doing this in routine practice, with typical exercise referral populations. Key criteria for progression to a full-scale evaluation were not met.

**Trial Registration:** ISRCTN Registry ISRCTN85785652; http://www.isrctn.com/ISRCTN85785652

**KEYWORDS**

exercise referral; physical activity; feasibility studies; wearable technologies; costs; economic evaluation; fitness trackers; activity trackers; exercise; physical activity; accelerometry

**Introduction**

**Background**

Physical inactivity is a major cause of chronic disease [1]. Addressing inactivity at the population level, and among at-risk groups, is a public health priority [2,3]. Interventions for at-risk groups often center around advice and signposting from primary care [4]. Exercise referral schemes (ERSs) are common [5], usually involving health professional referral to community-based structured exercise programs. Although sustained behavior change is consistently associated with internalized, or autonomous, motivation [6-8], patients often enter such schemes motivated by external sources such as general practitioner advice [9-11]. Thus, according to the self-determination theory [12], a key function for ERSs is supporting transition to autonomous motivation through supporting psychological needs for autonomy (volitional and self-endorsed engagement), competence (personal mastery and effectiveness), and relatedness (meaningful interpersonal connections). Although there is evidence of effectiveness of ERSs in the short-term [11,13-15], studies employing multiple follow-ups consistently demonstrate deteriorating effects over time [13,14], perhaps signaling a need for enhanced motivational support to optimize and maintain effects [11].

In Wales, United Kingdom, the National Exercise Referral Scheme (NERS) was established in 2007, which was implemented in 12 local authorities with embedded randomization to test effectiveness before a Wales-wide rollout [16]. After 12-month follow-up, NERS improved physical activity for patients at risk of coronary heart disease. Mediation analyses indicated that increases in autonomous motivation after scheme exit explained almost half of the between-group differences in physical activity 6 months later [17]. Effects on physical activity fell short of significance for the study population as a whole and among patients referred for mental health reasons [18], whereas process evaluation data highlighted a need for postintervention motivational support to maintain changes in the longer term [19,20].

Growing evidence points to potential motivational effects of behavior change techniques (BCTs) such as goal setting, self-monitoring, and personalized feedback on progress toward goals [21-24]. High-quality goal setting and feedback may support autonomous motivation by enhancing patients’ sense of competence. The increasing popularity of wearable technologies provides opportunities to enhance goal setting and feedback [25], allowing frequent, automatic feedback on goal progress and tailored updating of goals based on achievement [26]. Incorporation of social components such as remote contact with intervention providers and interaction with other service users may support motivation through promoting relatedness to others. Research on wearable technologies in exercise interventions is growing [27] and suggests that use of wearable technologies may increase physical activity levels [28-32]. Evidence, to date, suggests that the combination of wearable activity monitors (eg, pedometers and accelerometers) and accompanying Web components (eg, websites, social media, and cloud technology) can support exercise motivation [25,32-34].

Some research indicates that existing technologies may lack important BCTs, which are known to play a part in increasing physical activity, such as action planning and problem solving [35]. Thus, it is useful to explore the utility of such technologies as additions to physical activity interventions such as ERSs where they may align with or add to BCTs already in use. Furthermore, little is known about the acceptability of wearable technologies to ERS populations, who, due in part to the typically older age of ERS patients [13], may have less technology experience than, or use technology differently to, younger users [36]. Although several studies have examined the perception and use of activity monitors in older populations, this has not been explored specifically within the context of ERSs [37,38]. The role of ERS staff in supporting setup and use of technological interventions, and the feasibility of randomized trial methods to evaluate the supplementation of ERSs with technological interventions, remains to be established [39]. Hence, before a trial of effectiveness, which may fail to deliver definitive answers at great cost should the intervention or evaluation design prove infeasible, feasibility testing is required to investigate the suitability for technological intervention within an ERS context [40-42].
Table 1. Summary of progression criteria.

<table>
<thead>
<tr>
<th>Progression criteria^a</th>
<th>Measures used</th>
<th>Assessment of whether criteria have been met</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1. Feasibility to recruit a sufficient proportion of new NERS patients to participate in the trial, with appropriate retention to 12-month follow-up (T2)</td>
<td>Percentage of eligible patients recruited; Percentage of participants retained at T2; Regression models used to identify predictors of loss to follow-up</td>
<td>If &gt;20% of new patients recruited (proceed (green); if &lt;5%=full-scale trial unlikely to be feasible (red). If 5%-20% (amber) of the trial steering committee (TSC) will consider the feasibility of proceeding to a full-scale trial bearing in mind the data presented, representativeness of the sample, and possible steps to increase recruitment; If &gt;80% retained at T2=proceed (green), if &lt;60%=full-scale trial unlikely to be feasible (red). If 60%-80% (amber) of the TSC will consider the feasibility of proceeding based on available data and possible steps to increase retention</td>
</tr>
<tr>
<td>PC2a. Trial methodology delivered as intended</td>
<td>Summary statistics for intervention fidelity measures overall and by area; Compliance with study invite processes; Compliance with randomization processes</td>
<td>The TSC will consider the data presented and make a judgement about whether the intervention and trial methodology were delivered as intended</td>
</tr>
<tr>
<td>PC2b. Intervention delivered as intended</td>
<td>Percentages of participants reporting acceptability of intervention components on self-report questions; Issues regarding acceptability of the intervention components explored in qualitative interviews</td>
<td>The TSC will consider the quantitative and qualitative data and make an overall judgement on whether the intervention is acceptable</td>
</tr>
<tr>
<td>PC3. At least 1 of the 2 intervention components is acceptable to participants</td>
<td>Percentages of participants reporting acceptability of intervention components on self-report questionnaires; Exploration of understanding and acceptability of recruitment and randomization processes in qualitative interviews</td>
<td>&gt;50% of recruited participants report agree or strongly agree about the acceptability of recruitment and randomization processes; The TSC will apply discretion in judging whether this criterion has been met or could be addressed to improve acceptability in a full-scale trial</td>
</tr>
<tr>
<td>PC4. Recruitment and randomization processes acceptable to &gt;50% of recruited participants</td>
<td>Percentages of participants reporting acceptability of recruitment and randomization processes on patient questionnaires; Exploration of understanding and acceptability of recruitment and randomization processes in qualitative interviews</td>
<td>&lt;20% of control participants report they have used an MWK^b device during the study period; &lt;20% of control participants report that they have accessed MWC during study period</td>
</tr>
<tr>
<td>PC5. &lt;20% of control group exposed to the intervention components</td>
<td>Percentage of participants in intervention and control groups who report that they were provided with an MWK^b device or accessed the MWC Web platform</td>
<td></td>
</tr>
</tbody>
</table>

^aPC: progression criteria.  
^bMWK: MyWellnessKey.

In this study, we have described the results of a feasibility randomized controlled trial (RCT) [43] of the implementation of an activity monitor (MyWellnessKey [MWK], Technogym, Italy; [44]) and linked Web portal (MyWellnessCloud [MWC], Technogym, Italy) within the NERS in Wales.

Objectives

Our primary aim was to assess the feasibility and acceptability of implementing and evaluating the use of MWK activity monitors within the Welsh NERS, to inform decisions on whether to, or how to, proceed to a full trial (see Table 1 for details about the progression criteria). The main objectives were to investigate the following:

1. The feasibility of recruitment and retention.
2. The extent of contamination between arms.
3. The fidelity of intervention and trial methodology.
4. The acceptability of the intervention.
5. The acceptability of randomization.
6. The direction of effect of the intervention on the primary outcome (physical activity) and main hypothesized change mechanism (autonomous motivation).
7. The feasibility of collecting the primary and secondary outcomes, process outcome measures, and economic evaluation methods.

Methods

Design

This study was a feasibility RCT, with process evaluation and exploratory economic analysis. Full details of the methodology, including the intervention and measures, are provided in an open-access peer-reviewed study protocol [43].

Recruitment

Recruitment occurred from January to August 2016 from 8 local authorities in Wales, United Kingdom, purposively selected to provide variation in area characteristics (eg, deprivation, population size, and rurality). Participants were eligible if they (1) were referred to the NERS generic pathway (seeTextbox 1) and (2) had the capacity to use the activity monitor (ie, computer access or literacy and an email address). Participants were initially recruited using opportunistic invites from NERS authorities in Wales, United Kingdom, purposively selected to provide variation in area characteristics (eg, deprivation, population size, and rurality). Participants were eligible if they (1) were referred to the NERS generic pathway (seeTextbox 1) and (2) had the capacity to use the activity monitor (ie, computer access or literacy and an email address). Participants were initially recruited using opportunistic invites from NERS staff [43]. Initial recruitment rates were slower than anticipated. Hence, from week 16 until recruitment closed at week 28, local area co-ordinators forwarded invitation packs containing an information sheet and an expression of interest form (to return to the research team) to all new generic pathway referrals before their initial consultation. On receipt of expression of interest forms, the research team posted recruitment packs to formally recruit interested clients. Participants who returned signed
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consent forms and completed baseline questionnaires were randomly assigned 1:1 to receive either the intervention (NERS plus MWK) or the control treatment (usual NERS practice) via a computer-generated random allocation sequence created by the South East Wales Trials Unit. During the third month of recruitment, a chance imbalance in allocation of participants to intervention and control groups was noticed (26 control/46 intervention). The randomization algorithm was investigated and was not found to be erroneous; nonetheless, after consultation with the trial steering committee (TSC), it was agreed to amend the randomization to a 2:1 allocation to balance the groups sufficiently to investigate feasibility parameters. The proposed sample size for the study was 286 participants [43]; however, because of slow initial response rates previously mentioned, it was agreed by the TSC and study funder that the study could proceed with a reduced sample of 156 participants. This smaller sample allowed the estimation of feasibility proportions of adherence and retention to within at least 11.5 percentage points either side using 95% CIs (conservatively assuming proportions of 0.5). Owing to the delays in recruitment and study funding constraints, the 16-month follow-up accelerometer assessment could only be carried out with participants who reached the 16-month point before 31 August 2017; as such only 63.5% of the total sample (99/156) were eligible to complete this final measure. A subsample of intervention participants were recruited to participate in qualitative interviews following randomization. From the individuals who expressed an interest in taking part in the interviews, participants were purposively recruited to provide variation in local authority area, age, and sex.

**Procedure**

Questionnaire data were collected at baseline (time 0: T0), at the end of the 16-week NERS program (T1) and 12-months postbaseline (T2) via a postal survey. The data collected routinely within NERS were obtained from each of these time points. Semistructured telephone interviews were conducted with a subsample of intervention participants shortly after intervention receipt (n=19) and again at T2 (n=18) and with a sample of NERS exercise professionals (n=11) at the same time points. Participants received full information about the study procedures and the intervention before providing consent, including which intervention was the *intervention of interest*. This study was given favorable ethical opinion for conduct in the National Health Service on 1 December 2015 by the South East Scotland Research Ethics Committee 02 (REF: 189587) and registered with the International Standard Randomized Control Trial Number Register before recruitment. Figure 1 shows the flow of participants through the trial using a CONSORT flow diagram.

**Textbox 1.** The National Exercise Referral Scheme (NERS) generic pathway referral criteria.

<table>
<thead>
<tr>
<th>For referral into the NERS generic pathway, patients must:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• be aged 16 years or above;</td>
</tr>
<tr>
<td>• be sedentary (defined as not moderately active for 3 times per week or deconditioned through age or inactivity);</td>
</tr>
<tr>
<td><strong>have at least 1 of the following:</strong></td>
</tr>
<tr>
<td>• Raised blood pressure 140/90</td>
</tr>
<tr>
<td>• Body mass index &gt;28</td>
</tr>
<tr>
<td>• Cholesterol &gt;5.0</td>
</tr>
<tr>
<td>• Controlled diabetes or impaired glucose intolerance</td>
</tr>
<tr>
<td>• Family history of heart disease or diabetes</td>
</tr>
<tr>
<td>• At risk of osteoporosis and/or musculoskeletal pain</td>
</tr>
<tr>
<td>• Mild arthritis or poor mobility</td>
</tr>
<tr>
<td>• Mild-moderate chronic obstructive pulmonary disorder, asthma, bronchitis, and emphysema</td>
</tr>
<tr>
<td>• Mild anxiety, depression, or stress</td>
</tr>
<tr>
<td>• Multiple sclerosis</td>
</tr>
</tbody>
</table>
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Figure 1. Study flow diagram.
Intervention

The intervention was an enhanced exercise referral program, which includes usual care (NERS standard practice; [16]) and an accelerometry-based activity monitor (MWK) and associated Web platform (MWC). The MWK is a uniaxial accelerometer, worn at the hip, with a small screen that provides real-time visual feedback. The MWC allows for provision of more detailed feedback and facilitation of support for behavior change following connection of the MWK to a computer via a Universal Serial Bus (USB). For more information about the MWK and MWC, see the study protocol [43], the intervention logic model (Figure 2), and Multimedia Appendix 1. The MWK devices were chosen for use within the NERS in part because of existing use of other Technogym exercise equipment within the centers in which the scheme is delivered. The NERS exercise professionals followed a protocol to provide intervention participants with an MWK and set up their account on the MWC during their 4-week consultation. Participants could use the MWK and MWC up until their 12-month consultation. Control participants received usual NERS care (a 16-week structured exercise program supported with consultations with an exercise professional at the start, 4 weeks, scheme exit (16 weeks) and 12-month follow-up [16]).

Measures

A process evaluation was conducted to examine the acceptability and feasibility of intervention and evaluation methods, including intervention delivery and fidelity, potential contamination, and contextual influences. In total, 5 prespecified progression criteria were agreed among the research team and refined after discussion with the TSC. Various quantitative measures, supported by qualitative interview data, were used to assess whether these criteria (see Table 1) were met. This included a traffic light system for certain criteria (red=stop; amber=discuss with TSC whether there is evidence that sufficient improvements can be made to proceed to full trial without another feasibility assessment; and green=proceed). Questions related to acceptability of the intervention were based on key concepts in technology user acceptance such as ease of use and outcome expectations [45,46]. The data sources used to assess the progression criteria are summarized in Table 1. The feasibility of collecting the primary outcome measure for an effectiveness trial (objectively measured physical activity using accelerometry) was examined in a subsample of intervention and control participants using a separate research grade accelerometer (GT3X ActiGraph). Various secondary outcome measures were collected to inform a future trial including self-reported autonomous motivation (Behavioural Regulations in Exercise Questionnaire 3 [BREQ-3]; [47]), psychological need support, anxiety and depression symptoms, physical activity and routinely collected physiological health measures such as blood pressure, body mass index, and fitness (for more information see the protocol paper by Hawkins et al [43]). Measures for the feasibility of an economic evaluation included an adapted Client Service Receipt Inventory (CSRI) to capture client health and social care service use and health-related quality of life measured by the EQ-5D-5L [48]. Copies of the surveys used to collect the self-report measures can be obtained by contacting the corresponding author.

Figure 2. Intervention logic model with study progression criteria.
Data Analysis

Quantitative Analysis

The main quantitative analysis involved descriptive summary statistics for each of the study progression criteria (as outlined in Table 1) as follows:

- **PC1: Recruitment**: Percentage of new NERS generic pathway patients recruited to the trial (excluding the first 8 weeks on the assumption that recruitment rates would stabilize over time); and **Retention**: Percentage of participants retained to 12-month follow-up (returning a completed T2 questionnaire).

- **PC2: Trial methods fidelity**: A summary score of adherence to trial recruitment procedure within audio recordings of initial consultations. Recordings were scored according to whether 3 key pieces of essential information about the study were provided, with a total possible score of 3.

- **PC3: Intervention delivery fidelity**: Percentage of intervention participants reporting receipt of the intervention in the T2 questionnaire.

- **PC4: Percentages of intervention and control participants reporting understanding and acceptability of the randomization process in the T1 questionnaire.**

- **PC5: Percentages of intervention and control participants reporting exposure to the intervention (MWK and MWC) during the study in the T2 questionnaire.**

Regression models were used to estimate direction of intervention effects on accelerometer-measured physical activity (16 months) and autonomous motivation (16 weeks and 12 months) as measured with the BREQ-3 [47]. Accelerometer data were processed using standard procedures; periods of ≥60 min of zero counts were recorded as nonwear time and removed. Participants were included in the analysis if they provided ≥3 valid days of 500 min of data between 6 am and 11 pm; this value, which is at the lower end of thresholds typically used in the literature [49], was selected to maximize representativeness of the sample within the sedentary population under study. Threshold values for mean minutes of different intensity activity were based on Troiano et al [50]. Sedentary time was estimated based on a cut-point of less than 100 counts per minute, and mean sedentary minutes per day were derived. Linear regression models were fitted for each physical activity outcome controlling for age, gender, baseline self-reported physical activity, and allocation arm. Owing to skewness, mean minutes of moderate to vigorous activity were transformed using a square root transformation. For autonomous motivation, models were fitted for the Relative Autonomy Index (RAI; [47]) score of the BREQ-3 controlling for baseline RAI, age, gender, and number of referral reasons.

Health Economics Analysis

The economic analysis was conducted from a public sector multiagency perspective. Completeness and availability of data using descriptive statistics was used to examine the feasibility of calculating cost-effectiveness alongside a future RCT. Costs of the intervention were calculated by revisiting and revising the costing methodology used in previous economic analysis of the NERS [51]. Quality adjusted life years (QALYs) were calculated from the EQ-5D-5L using the area under the curve method [52]. To address uncertainty in outcomes (QALYs) and costs (service use), bootstrapping (5000 replications) was used to produce 95% CIs around differences in costs and outcomes. Further details can be found in the study protocol [43].

Qualitative Analysis

Qualitative data were transcribed verbatim and organized and coded into a thematic framework using NVivo 11 software (QSR International). The analytic approach incorporated a deductive and inductive approach [53] with data coded using an *a priori* coding scheme of categories aligning with the progression criteria as a means of organizing the data for subsequent interpretation. An element of flexibility was maintained to account for emergence of any new and unexpected themes.

Triangulation

Quantitative and qualitative data were analyzed in isolation with individuals responsible for each analysis blind to the other (eg, statistical analysis conducted by members of the team who were not present for management group meetings where qualitative findings were discussed). On completion of all analyses, the data were then brought together; qualitative data were used to provide further detail and highlight possible explanations for the quantitative findings. Data are organized thematically, drawing on both quantitative and qualitative data sets to provide insights into quantitative feasibility metrics and qualitative insights into barriers and facilitators from multiple perspectives, before an overall picture of progression criteria and decision making on proceeding is presented.

Results

Baseline Characteristics

Participants (N=156) were aged 56.6 (SD 16.3) years and mostly female (101/156, 64.7%) and white (Table 2). There was substantial socioeconomic bias in uptake, with more than half of recruited participants residing in the least deprived quintile of Wales.
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### Table 2. Baseline (T0) participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (N=88)</th>
<th>Control (N=68)</th>
<th>Total (N=156)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>55.1 (17.6)</td>
<td>58.5 (14.4)</td>
<td>56.6 (16.3)</td>
</tr>
<tr>
<td><strong>Female, n (%)</strong></td>
<td>51 (60)</td>
<td>50 (74)</td>
<td>101 (64.7)</td>
</tr>
<tr>
<td><strong>White, n (%)</strong></td>
<td>84 (96)</td>
<td>66 (97)</td>
<td>150 (96.2)</td>
</tr>
<tr>
<td><strong>Welsh Index of Multiple Deprivation, n&lt;sup&gt;a&lt;/sup&gt; (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–most deprived</td>
<td>2 (2)</td>
<td>0 (0)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>2</td>
<td>3 (3)</td>
<td>5 (8)</td>
<td>8 (5.2)</td>
</tr>
<tr>
<td>3</td>
<td>8 (9)</td>
<td>2 (3)</td>
<td>10 (6.5)</td>
</tr>
<tr>
<td>4</td>
<td>22 (25)</td>
<td>24 (36)</td>
<td>46 (29.9)</td>
</tr>
<tr>
<td>5–least deprived</td>
<td>52 (60)</td>
<td>36 (54)</td>
<td>88 (57.1)</td>
</tr>
<tr>
<td><strong>Income, n&lt;sup&gt;b&lt;/sup&gt; (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than £5000/year</td>
<td>4 (5)</td>
<td>4 (7)</td>
<td>8 (5.5)</td>
</tr>
<tr>
<td>£5000–£9999</td>
<td>7 (8)</td>
<td>11 (18)</td>
<td>18 (12.4)</td>
</tr>
<tr>
<td>£10,000–£15,499</td>
<td>22 (27)</td>
<td>15 (24)</td>
<td>37 (25.5)</td>
</tr>
<tr>
<td>£15,500–£20,999</td>
<td>18 (22)</td>
<td>10 (16)</td>
<td>28 (19.3)</td>
</tr>
<tr>
<td>£21,000–£30,999</td>
<td>12 (15)</td>
<td>10 (16)</td>
<td>22 (15.2)</td>
</tr>
<tr>
<td>£31,000–£50,999</td>
<td>16 (19)</td>
<td>7 (11)</td>
<td>23 (15.9)</td>
</tr>
<tr>
<td>£51,000 and more</td>
<td>4 (5)</td>
<td>5 (8)</td>
<td>9 (6.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>A total of 2 participants did not complete this measure, 1 from intervention and 1 from control.

<sup>b</sup>A total of 11 participants did not complete this measure, 5 from intervention and 6 from control.

### Recruitment and Retention to the Trial, Contamination, and Acceptability of Randomization (Progression Criteria 1, 2, 4, and 5)

#### Recruitment

Recruitment fell substantially short of the target of 20% (11.28% [156/1382] of new NERS patients were recruited). After excluding the first 8 weeks, this figure remained similar at 10.99% (111/1010), with 9.1% (31/339) recruitment achieved in the final 8 weeks. Only 6 of 26 (23%) staff provided the audio recordings (N=12) required for assessment of fidelity to the recruitment process. In total, 5 recordings scored 0, with the highest score achieved being 1.75 (out of a total of 3); key information was frequently omitted, which participants might require to make a decision about being contacted by the research team, such as the intervention involving an activity monitoring device or that using it required access to a computer. Qualitative interviews with staff provided explanations for limited adherence to the recruitment process. In total, 5 recordings scored 0, with the highest score achieved being 1.75 (out of a total of 3); key information was frequently omitted, which participants might require to make a decision about being contacted by the research team, such as the intervention involving an activity monitoring device or that using it required access to a computer. Qualitative interviews with staff provided explanations for limited adherence to the recruitment process. In total, 5 recordings scored 0, with the highest score achieved being 1.75 (out of a total of 3); key information was frequently omitted, which participants might require to make a decision about being contacted by the research team, such as the intervention involving an activity monitoring device or that using it required access to a computer.

*It’s quite difficult, ‘cause sometimes even during the consultations, you’re kind of talking through it, and ‘cause we’re on auto pilot, when it comes to asking about their interest in joining the study, I didn’t always remember to do it.* [EP22-T2]

#### Retention and Attrition

A retention rate below the target of 80% was achieved at T2 (105/156; 67.3%). Univariate logistic regression (Table 3) explored potential predictors of follow-up. Retention in the control group of 75% (51/68) was achieved versus 61% (54/88) in the intervention group (odds ratio (OR) 0.53 (95% CI 0.26 to 1.06).

In follow-up phone calls with the 21 participants who did not respond to the T2 questionnaire, 9 reported that disengagement from the NERS was the reason for not completing study questionnaires and 5 cited issues with the MWK as their reason. Staff perceptions of barriers to recruitment and retention also focused on technological problems with the MWK such as lack of internet access or use of another activity monitor and typical disengagement with the NERS:

*Yeah, there were a couple of older clients who weren’t computer literate, and there was one or two who said they didn’t have access to any sort of computing.* [EP51-T2]

*We have three attempts to get back in touch with [non-engaging] clients, like three phone calls and a letter, and if they don’t respond, I can’t harass them.* [EP82-T2]
Contamination and Fidelity to Random Allocation

At T2, 10% of control participants (5/51) reported exposure to 1 of the 2 intervention components, whereas 22% of responding intervention participants (12/54) reported that they had not been given an MWK during the study. The proportion of participants who reported using non-MWK activity monitors in the last 12 months was similar in both the control group (12/51, 24%) and intervention group (13/54, 24%). One individual from the control group reported that their decision to use another activity monitor was influenced by participation in the trial. In total, 2 intervention participants reported that they had used another device because of problems they had with the MWK. Staff interviews confirmed the occurrence of contamination, with 1 member reporting giving an MWK to a control participant and 3 reporting advising control participants on how they could access an MWK elsewhere.

Acceptability of Randomization

At T1, 93% (79/85) of participants reported understanding the use of a control group, whereas 84% (72/86) either agreed or strongly agreed that it was acceptable to only give the MWK to half of the participants and 96% (82/86) either agreed or strongly agreed that it was acceptable that the MWK was given to half of the participants at random. Despite high acceptability of randomization in quantitative data, the staff reported that some clients were disappointed by control group allocation. Although the use of other devices was similar across arms, interview data from intervention participants suggested that some might have bought a different activity monitor if they had themselves up with the MWK at home:

I’m aware that some had issues with our MWKs. I know we had issues with setting up the MWKs and with our IT...And also for me, as an instructor, it took a bit of time to set them up. [EP42-T2]

Most of these issues were linked to either the MWK device or the delivery context (eg, issues with USB devices and IT system security), with fewer being staff-specific (eg, having not attended training or low IT literacy):

Because our laptops are encrypted there sometimes can be a bit of an issue with trying to open up the MWC. Also, we couldn’t actually download the software to assign MWKs to people [because of firewalls] so the IT department had to over-ride it for us. [EP61-T1]

In some areas, the staff made attempts to overcome IT issues by using their own laptops or helping participants to set themselves up with the MWK at home:

Well I charge the MWK and I give it to them and I give them the instructions to do it at home [...] I ask them beforehand if they’re computer literate and would they be happy to do it themselves. [EP71-T1]

Intervention Acceptability (Progression Criterion 3)

Use of both intervention components was reported by approximately half of the participants, though in both cases this diminished over time. At T2, 57% of intervention participants (31/54) reported using the MWK at some point during the study. However, only 8% (4/49) had used it in the past month. Just under half reported using the MWC at some point during the study, with only 6% (3/47) having used the MWC within the past month. See Multimedia Appendix 2 for a summary of mean scores for acceptability and usage questions. Patient interviews suggested that some engaged with the device initially but stopped owing to a combination of device malfunctions and the novelty factor wearing off:

Over a few days, I did quite a lot of exercise and nothing was registering. So to be honest with you, I lost a lot of confidence in it. I explained it to my instructor, and he said just carry on with the exercise anyway. So I haven’t really used it because nothing was registering. [BL130-T2]

Other factors influencing engagement included lack of access to a computer and/or internet, poor IT literacy, and technical issues with charging and syncing the device, sometimes

Table 3. Predictors of loss to follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention group (N=156)</td>
<td>0.53 (0.26-1.06)</td>
</tr>
<tr>
<td>Female (N=156)</td>
<td>1.29 (0.65-2.58)</td>
</tr>
<tr>
<td>Most affluent (N=154)</td>
<td>0.62 (0.31-1.25)</td>
</tr>
<tr>
<td>Baseline motivation (N=129)</td>
<td>1.01 (0.99-1.02)</td>
</tr>
<tr>
<td>Baseline physical activity (N=134)</td>
<td>0.97 (0.61-1.54)</td>
</tr>
<tr>
<td>Multiple referral reasons (N=134)</td>
<td>0.73 (0.32-1.71)</td>
</tr>
</tbody>
</table>
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highlighting reliance on a relative or the instructor to support continued use:

I needed technological help to explain what had to be done really, and I wasn’t altogether the most brilliant at this technology on the system, so I had help from my instructor about that. [PE088-T2]

The proportion of patients rating the components as easy to use was 49% (21/43) for the MWK and 33% (14/42) for the MWC. Qualitative data highlighted challenges in understanding how the device worked, wearability issues, and not understanding how to use the MWC:

I don’t think it’s the best design to be perfectly honest, it’s difficult to attach to your clothing, I think perhaps for a chap it’s a little bit easier because they generally wear something with a waistband but women, especially in the summer time often don’t, and I think I’m going to struggle in the summer when I’m wearing dresses to find somewhere to put it where it’s horizontal. [AN080-T1]

The proportion of patients reporting that they would use either device in future if they could was 37% (17/46) for the MWK and only 15% (7/46) for the MWC. In the qualitative interviews, participants suggested that they would be more likely to use the intervention in the future if it was easier to understand, technical issues were addressed, and it had better wearability:

If it was easier to charge, ’cause the battery kept going, and if it was easier to wear. Being a girl...if I had a dress on for instance, there was nowhere to put it...if I didn’t have a pocket or anything like that, then there was nowhere to actually wear it. So if it’d been like on a wristband or something similar, then I probably would have worn it more, I would have just left it on the top with my watch and put it on every day and I’d probably still be using it. [MO106-T2]

A small majority (26/46, 57%) reported that the device met their expectations in terms of motivating them to be physically active; qualitative data suggest that the reasons it did not meet expectations were linked to the issues reported above:

It was beyond what I was hoping for, I’ve got to be honest, I enjoyed that you could manually enter [on the MWC] if you were doing individual weights and weight machines...or if you were in the garden, and these sorts of things, so I wasn’t expecting that. [PE154-T2]

I was hoping it’d be more like a Fitbit, ’cause Fitbits are generally quite easy. But it seemed to be a little bit more complicated than that, I thought, or needed more attention than the Fitbit. [BR148-T2]

**Direction of Effect on Physical Activity and Hypothesized Change Processes**

Of the 99 participants (53 control and 46 intervention participants) eligible to provide accelerometer data, 54% (53/99) consented to do so; and 89% of consenting participants provided valid useable data (26/30 control and 21/23 intervention). Of the 6 people who did not provide valid data, 3 did not record sufficient data to meet validity thresholds and 3 did not return the accelerometer. As displayed in Table 4, trends were in the direction of a positive outcome only for sedentary behavior, though with wide CIs for all outcomes. For autonomous motivation, trends were in the direction of a negative outcome at both 16 weeks and 52 weeks (Table 4).

**feasibility of conducting an economic evaluation**

**Response Rates and Level of Completion**

Overall, 156 participants completed baseline economic measures, 85 participants at T1 and 105 participants at T2. Missing data ranged from 0% to 22% (see Multimedia Appendix 3). The EQ-5D (5L) [54], which was obtained from the NERS database, had the largest proportion of missing data of the 2 economic measures. The limited missing data from the CSRI within the study questionnaire show that it is feasible to collect health and social care service use from patients in a future trial. There were limited missing data for measures of productivity losses, ranging from 0% to 18% (see Multimedia Appendix 3).

As shown in Table 5, a total of 25 cases were available for between group comparison of QALYs, and there were 105 cases available for between group comparison of total service use. Service use was lower in the control group, with a significant difference between groups of £386 (including cost of intervention), whereas there was a nonsignificant difference in QALYs between groups of 0.07 QALYs in the opposite direction, equating to 26 days.

**Table 4.** Direction of intervention effects on physical activity and autonomous motivation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderate to vigorous physical activity (N=45)</td>
<td>-0.23 (−1.54 to 1.09)</td>
</tr>
<tr>
<td>Volume of physical activity (N=45)</td>
<td>-1.20 (−8.42 to 80.0)</td>
</tr>
<tr>
<td>Sedentary behavior (N=45)</td>
<td>-18.5 (−81.99 to 44.91)</td>
</tr>
<tr>
<td>Autonomous motivation</td>
<td></td>
</tr>
<tr>
<td>16 weeks (N=74)</td>
<td>-3.63 (−14.24 to 6.97)</td>
</tr>
<tr>
<td>52 weeks (N=95)</td>
<td>-4.14 (−13.47 to 5.19)</td>
</tr>
</tbody>
</table>
Table 5. Mean quality adjusted life years (QALYs) at 52-week follow-up (T2) by group (mean QALYs at follow-up and 5000 bootstrapped 95% CIs all rounded to 2 decimal places). Mean total service use costs at 52-week follow-up (T2) including the cost of the intervention (mean total service use costs at follow-up and 5000 bootstrapped 95% CIs all rounded to 2 decimal places).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Difference between groups (5000 bootstrapped 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Mean (SD)</td>
<td>n</td>
</tr>
<tr>
<td>QALYs over one year (T2)</td>
<td>11</td>
<td>0.71 (.09)</td>
<td>14</td>
</tr>
<tr>
<td>Total service use costs at T2 including cost of intervention</td>
<td>54</td>
<td>£870 (1332.66)</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 6. Costs of delivering the National Exercise Referral Scheme (NERS) with MyWellnessKey (MWK) as part of the feasibility trial.

<table>
<thead>
<tr>
<th>National costs paid by the Welsh government</th>
<th>Total (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consultant</td>
<td>2384</td>
</tr>
<tr>
<td>Physical activity specialist (Grade 8a)</td>
<td>10,684</td>
</tr>
<tr>
<td>Administrative support</td>
<td>2530</td>
</tr>
<tr>
<td>Health improvement coordinator</td>
<td>1392</td>
</tr>
<tr>
<td>Meeting costs</td>
<td>300</td>
</tr>
<tr>
<td>Exercise professionals (91.5 Whole Time Equivalent [WTE])</td>
<td>2,631,385</td>
</tr>
<tr>
<td>Coordination and office costs (eg, printing and stationary) for all 22 local authorities</td>
<td>71,848</td>
</tr>
<tr>
<td>Training</td>
<td>64,495</td>
</tr>
<tr>
<td>Travel</td>
<td>80,547</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Joint national and local costs</th>
<th>846,757</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-ordinator salary (23 WTE) funding is split between local authorities (£368,438) and the Welsh Government (£478,319)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Local authority costs</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff management</td>
<td>75,000</td>
</tr>
<tr>
<td>Promotional material</td>
<td>22,000</td>
</tr>
<tr>
<td>Room hire (no charge as covered by session costs)</td>
<td>0</td>
</tr>
<tr>
<td>Attending conferences</td>
<td>2200</td>
</tr>
<tr>
<td>Total NERS annual operating costs (without MWK)</td>
<td>3,811,522</td>
</tr>
<tr>
<td>Participants in NERS(^b)</td>
<td>15,626</td>
</tr>
<tr>
<td>Cost per participant</td>
<td>244</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additional costs related to MWK</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of MWK activity monitor device (based on 88 units purchased for the trial intervention group)</td>
<td>3960 (£45 per monitor×88)</td>
</tr>
<tr>
<td>Cost of MWC annual license fee (professional Web cloud) including Value-Added Tax</td>
<td>3360</td>
</tr>
<tr>
<td>Total MWK operating costs</td>
<td>7320</td>
</tr>
<tr>
<td>Participants in receipt of MWK as part of the trial</td>
<td>88</td>
</tr>
<tr>
<td>Cost per participant for MWK</td>
<td>83</td>
</tr>
<tr>
<td>Total cost per participants for NERS with MWK(^c)</td>
<td>327</td>
</tr>
</tbody>
</table>

\(^a\)Costs rounded to the nearest pound (£).
\(^b\)Participants in the NERS based on 15,470 individuals who took up the NERS program from September 2016 to August 2017 including the 156 participants taking part in the trial (intervention n=88, control n=68).
\(^c\)Calculation—total annual operational cost per participant and total cost per participant for MWK.
Table 7. Summary of results of progression criteria assessment.

<table>
<thead>
<tr>
<th>Progression criteria</th>
<th>Results</th>
<th>Criteria met or not</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1. Feasibility to recruit a sufficient proportion of NERS patients, with appropriate retention rates to T2</td>
<td>11.3% of new NERS patients recruited; 67.3% of study participants retained at T2; No significant predictors of loss to follow-up identified</td>
<td>Not met</td>
</tr>
<tr>
<td>PC2a. Trial methodology delivered as intended; PC2b. Intervention delivered as intended</td>
<td>57.4% of intervention participants reported having received the intervention; 35.3% of intervention participants received sufficient information on how to use the MWK; 61.8% received sufficient information for both the MWK and MWC</td>
<td>Not met</td>
</tr>
<tr>
<td>PC3. At least 1 of the 2 intervention components is acceptable to participants</td>
<td>49% (MWK) and 33% (MWC) of participants reported the intervention components as easy to use; 37% (MWK) and 15% (MWC) of participants reported that they would use the intervention components in the future; Interview data highlighted challenges in IT and device literacy, technical issues, wearability, and computer access</td>
<td>Not met</td>
</tr>
<tr>
<td>PC4. Recruitment and randomization processes acceptable to &gt;50% of recruited participants</td>
<td>92.9% of participants reported understanding the use of a control group; 83.7% of participants agreed that it was acceptable to only give the intervention to half of participants and 95.4% agreed that random allocation was acceptable</td>
<td>Met</td>
</tr>
<tr>
<td>PC5. &lt;20% of control group exposed to the intervention components</td>
<td>9.3% of control group participants reported exposure to one of the 2 intervention components</td>
<td>Met</td>
</tr>
</tbody>
</table>

Costs of the Intervention
The costs of NERS are presented for the cost year 2016-2017. Under a delivery framework in which the intervention was absorbed into existing staff roles, the only additional cost of the intervention was the cost of the MWK devices and the annual licence fee for the MWC, which combined with the usual NERS delivery totals £3,818,842 equating to £327 per person based on the 88 intervention participants in this study (Table 6).

As part of a sensitivity analysis, the costs of the NERS were varied using the retail price of the MWK device of £90, rather than the lower price of £45 that they were purchased at. Multimedia Appendix 4 shows the cost of the NERS with MWK when varying the price of the MWK device was £3,822,802; this equates to a cost per person of £352, based on the 88 intervention participants in this study.

Willingness to Pay for Device
In the T2 questionnaire, participants (n=54) responded that they were willing to pay a mean of £29 to use the device during the NERS, reducing to £23 to keep the device afterward. Participants reported willingness to pay as much as £110 (n=2) for the device; however, the minimum amount participants were willing to pay was £0 (n=11).

Progression Criteria for a Full-Scale Trial
Only 2 of the 5 criteria for progressing to a full-scale evaluation were met (see Table 7). Recruitment and retention rates were within the amber progression zone, indicating the need for TSC discussion about the feasibility of proceeding, taking into account the data and feedback presented (Table 1). Although the qualitative data provided some insight into barriers to recruitment and retention and possible steps to improve this, it was felt that these issues could not be addressed sufficiently to justify progression without further feasibility work. In addition, the intervention acceptability data did not meet the criterion threshold and there were issues with fidelity of intervention delivery and compliance with randomization processes. In discussion with the TSC, it was agreed that an effectiveness trial would not be feasible given the issues faced with recruitment and retention and the feasibility and acceptability issues related to implementation of the intervention in practice.

Discussion
Principal Findings and Comparisons With Prior Work
This study identified a range of challenges in integrating accelerometer-based wearable technologies into an existing community-based exercise referral program and evaluating this using RCT methodology. There were a number of issues with recruitment and retention of participants and intervention implementation. High attrition, particularly in intervention groups, is common in technological and Web-based health intervention research [55], reflecting challenges in maintaining interest in utilizing such technologies; nonusage attrition often increases steadily over time, with disengagement over time typically observed [55,56]. In this study, less than 10% of intervention participants were still engaging with the device in the final month of the study.

Acceptability of the activity monitors to the ERS population was mixed, with various barriers to use identified. This included wearability and technical problems (eg, difficulty connecting the device to computers and accuracy problems with activity tracking). Comfort and practicality of device wearing has been commonly raised [57,58], particularly among females and within older populations (demographics who make up a large proportion of ERS participants). How a device looks and how secure it is when it is attached are key issues associated with device usage [59], with comfort and wearability closely tied to a device’s perceived ease of use and individuals’ decision to use [60]. Technical problems are also commonly reported as barriers to engagement [61,62], with individuals reporting issues including device malfunction [63], problems with accuracy of...
devices for tracking activities [57], and difficulties accessing feedback on the activity tracked [58]. In this study, some participants cited limited IT literacy as a barrier to engagement, with some noting their age as a factor in their unfamiliarity with such technology, consistent with previous evaluations in older populations. Possibly linked to this, engagement and acceptability ratings for the MWC Web platform were lower than those for the device itself.

Although some studies suggest that similar technologies are both acceptable and feasible to use with adults aged up to 75 years, some have cited difficulties with software installation and the use of associated websites [63]. New and emerging technologies have been perceived as outside the comfort zone of older populations, with an added need to learn the language of a device being a barrier to use [59]. Although research on wearable technologies has commonly focused on younger populations, evaluations in populations similar to that of the NERS have identified a need for more extensive support for participants in setup and troubleshooting devices [64], with some implementing high levels of training and troubleshooting within initial months of intervention delivery [38]. Although this study focused on a low-cost delivery model, which integrated this support into roles of existing scheme staff, it may be that such a model is appropriate only where interventions occur in a context of relatively high IT literacy populations. Challenges were perhaps exacerbated by some professionals’ lack of buy-in, with professionals describing being distracted by more pressing concerns during time with patients, which limited their ability or willingness to recruit to the study.

Long-term physical activity assessments revealed challenges in use of accelerometers as an outcome measure in this community-based intervention, including low response rates. This study was not intended to assess effectiveness, given its size and limited power. For measures of motivation and physical activity (although not sedentary behavior), directions of effect pointed toward negative impacts, although with wide CIs either side of 0. It is common practice to provide between group comparisons for primary outcomes within feasibility trials to demonstrate that a planned analysis approach is likely to be feasible. However, as feasibility studies are small and underpowered, interventions commonly continue to be refined after a feasibility study and as samples are likely to be unrepresentative of those recruited to a larger trial, such estimates are unlikely to provide meaningful estimates of the likely effect of an intervention. Hence, such data ought to be interpreted with extreme caution. There were substantial missing data from the health economic measures that were routinely collected within the NERS, providing difficulty with conducting an economic evaluation using these methods of data collection. Future work within this population should collect economic data through other self-report methods.

**Strengths and Limitations**

This study has a number of strengths and limitations. To our knowledge, it is the first to evaluate the use of wearables in an exercise referral population and to explore issues associated with embedding and evaluating technologies within an established community-based intervention. It employed a robust study design including a mixed-methods process evaluation at multiple time points to measure and understand engagement, acceptability, and usability of the intervention alongside piloting measures for an effectiveness study. However, although study sites were purposively sampled to provide a range in levels of area deprivation, the recruited sample was skewed toward a more affluent population, perhaps owing to the more affluent study sites having larger populations or reflecting differences in engagement with activity monitor interventions between socioeconomic groups. The study sample size was originally planned to provide power to detect an effect on the hypothesized mediator, autonomous motivation. However, owing to lower than expected recruitment, sample size targets were revised and hence analyses lack power. Finally, the study evaluated a commercially available device, which is no longer being manufactured. Although there are newer technologies available that overcome some of the issues identified with the MWK (lack of Bluetooth connectivity and issue of wearing at the hip), it is not clear whether these offer the same range of opportunities for behavior change support—particularly from exercise intervention providers.

Nevertheless, these findings offer a number of important insights for future studies. First, although the potential efficiency gains of integrating support and troubleshooting roles into those of existing staff may be appealing, where working with populations with more limited IT skills, additional investment in external support may be required. This is perhaps particularly the case where interventions operate in uncontrolled real-world settings, where professionals serve a large number of clients, as in the NERS, and hence cannot commit much time to supporting engagement with the intervention. Clearly, an introduction of additional technical support components would drive up intervention costs, meaning that effects would perhaps need to be relatively large to justify this investment. Second, recruiting participants to an RCT via routine consultations held by exercise professionals proved challenging; a future full-scale evaluation of similar interventions would require feasible alternative recruitment mechanisms to be established. Finally, as many issues were raised by participants related to the specifics of the MWK devices, the extent to which findings are generalizable to other wearable technology interventions is not always clear. The rapidly evolving nature of wearables and similar technologies presents challenges for efficient and timely evaluation, and RCT methods have been suggested as too slow an approach compared with other more efficient methodologies when evaluating technologies which become out of date during the study period [27].

**Conclusions**

This study provided an examination of the short- and long-term feasibility and acceptability of integrating wearable technologies into existing community-based ERSs, highlighting some of the possible device- and context-specific barriers. Key criteria for progression to a full-scale evaluation were not met owing to difficulties integrating the technology into routine practice, facilitating uptake by patients, and in methodological challenges relating to the collection of long-term follow-up data. This study demonstrated the importance of investing small amounts of research funding in feasibility assessment before conducting
expensive full-scale effectiveness evaluation, which may fail to be fully executed because of problems with implementing the intervention or evaluation methodology.
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Abstract

Background: Improper dosing of medications such as insulin can cause hypoglycemic episodes, which may lead to severe morbidity or even death. Although secure messaging was designed for exchanging nonurgent messages, patients sometimes report hypoglycemia events through secure messaging. Detecting these patient-reported adverse events may help alert clinical teams and enable early corrective actions to improve patient safety.

Objective: We aimed to develop a natural language processing system, called HypoDetect (Hypoglycemia Detector), to automatically identify hypoglycemia incidents reported in patients’ secure messages.

Methods: An expert in public health annotated 3000 secure message threads between patients with diabetes and US Department of Veterans Affairs clinical teams as containing patient-reported hypoglycemia incidents or not. A physician independently annotated 100 threads randomly selected from this dataset to determine interannotator agreement. We used this dataset to develop and evaluate HypoDetect. HypoDetect incorporates 3 machine learning algorithms widely used for text classification: linear support vector machines, random forest, and logistic regression. We explored different learning features, including new knowledge-driven features. Because only 114 (3.80%) messages were annotated as positive, we investigated cost-sensitive learning and oversampling methods to mitigate the challenge of imbalanced data.

Results: The interannotator agreement was Cohen kappa= 0.976. Using cross-validation, logistic regression with cost-sensitive learning achieved the best performance (area under the receiver operating characteristic curve=0.954, sensitivity=0.693, specificity=0.974, F1 score=0.590). Cost-sensitive learning and the ensembled synthetic minority oversampling technique improved the sensitivity of the baseline systems substantially (by 0.123 to 0.728 absolute gains). Our results show that a variety of features contributed to the best performance of HypoDetect.

Conclusions: Despite the challenge of data imbalance, HypoDetect achieved promising results for the task of detecting hypoglycemia incidents from secure messages. The system has a great potential to facilitate early detection and treatment of hypoglycemia.
Secure messaging is a popular functionality of patient portals that has been increasingly used in recent years. This technology allows for secure communication between patients and health care providers between episodic in-person clinic visits. The use of secure messaging has been associated with improved health care quality and outcomes. Although secure messaging was designed for exchanging nonurgent messages (eg, clinical teams in the US Veterans Affairs’ health care system are allowed up to 3 days to respond to patients’ messages), patients sometimes use it to report urgent issues that need immediate attention, including adverse events. It is important for health care providers to attend to these urgent issues early.

However, the volume of patient-provider secure messages can be huge. For example, the number of secure messages exchanged in the first quarter of 2018 at VA’s My HealthVet reached about 3.7 million. It is beneficial and necessary to use automated methods to facilitate inspection of these data.
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In the second stage, we sampled our evaluation set from the 2.3 million threads obtained in stage 1. We first randomly sampled 1000 threads. An expert in public health annotated those threads and found that only 1 contained a hypoglycemia incident. We therefore used an enrichment approach to sample 2 additional sets of threads. Specifically, we used 2 rule-based methods to improve the recall of positive examples. Both methods constrained their sampling to outpatient visits that had diagnosis codes related to hypoglycemia (ICD-9 codes: 251.0, 251.1, 251.2; ICD-10 codes: E16.1, E16.2) and to the secure message threads sent within 30 days before or after those outpatient visits.

The first method randomly sampled 1000 threads that contained at least one of the following keywords: blur, confused, dizzy, headache, hungry, pale, shake, sleepy, sweat, weak, dose, drop, and down. We selected these keywords based on information from the “Hypoglycemia” webpage posted on the US National Institute of Diabetes and Digestive and Kidney Diseases’ website [33]. The second method randomly sampled 1000 threads that contained the keyword sugar and at least one of the keywords used in the first method. We searched keywords by using a fuzzy match algorithm written in Transact-SQL that could retrieve inflectional variants of a keyword. We ensured that the 3 sets of threads had no duplicates and combined them into a single set (3000 threads in total) for this study.

Annotation

An expert in public health who has worked in the civilian and military health care fields for 18 years annotated each thread as containing a hypoglycemia incident (positive) or not (negative).

We created a simple annotation guideline based on the American Diabetes Association’s standard [34] and Miller et al [2] (see Multimedia Appendix 1). We deemed a message to be positive if it (1) mentioned a blood glucose level <70 mg/dL (<3.9 mmol/L) [34], or (2) described typical hypoglycemia symptoms [2] that could not be contextually attributed to other possible causes (eg, high blood sugar and low blood pressure). We annotated a message thread as positive if it contained at least one positive patient message.

Multimedia Appendix 1 shows excerpts from several deidentified positive and negative messages in our dataset. It is worth noting that we judged as positive any messages that did not report blood glucose levels or reported borderline values but included typical symptoms in a context where hypoglycemia was likely to have occurred (eg, skipping a meal, taking diabetes medication, and then feeling lightheaded and sweaty). Examples 2 and 3 in the first table in Multimedia Appendix 1 fall into this category. We judged as negative the messages that were too vague (ie, lacking clear context) to determine whether an incident of hypoglycemia had occurred. Examples 2 and 4 in the second table in Multimedia Appendix 1 fall into this category.

We further asked a physician who specializes in family medicine to annotate 100 threads from these data independently. The 100 threads combined 2 sets of data. The first set contained 50 threads randomly selected from the 3000 threads, with 5 positive and 45 negative threads. The second set contained 25 randomly selected positive threads and 25 randomly selected negative threads.

Training and Evaluation Data

We trained and evaluated HypoDetect by 10-fold cross-validation (detailed in Experimental Settings). We found that a secure message thread frequently contained 2 or more secure messages from patients and providers, with the first message being from the patient to raise questions or report problems. Because our goal was to develop a system to facilitate timely response to patient-reported hypoglycemia, we expected the system to make a prediction right after seeing the first patient message. In addition, we found that patients almost always reported hypoglycemia incidents in the first message of a thread. Therefore, we used the first message from each thread for our experiments.

This treatment also helped us to regularize the data. For example, it reduced the length variation of training and test examples, a factor that may affect the effectiveness of frequency-based features such as term frequency-inverse document frequency (TF-IDF). In addition, it helped the system focus on text regions where patients reported problems (including hypoglycemia events) and reduced distractive signals elsewhere.

The HypoDetect System

System Overview

HypoDetect processed the data in 4 steps: feature generation, training data sampling, training, and classification (Figure 1). We investigated 2 oversampling strategies in mitigating data imbalance (Figure 1, step 2) and 3 machine learning methods for text classification (Figure 1, step 3, trained using class weighting).

Cost-sensitive learning and data sampling are 2 strategies that have been widely used to address the problem of data imbalance [28,35,36], including problems in the clinical domain [29-32]. Cost-sensitive learning addresses data imbalance at the algorithm level by associating high costs with misclassifying minority examples (also called class weighting) when training machine learning models. Sampling methods modify the training data to make them balanced and thus suitable for standard learning algorithms. Details are as follows.
Data Sampling to Reduce Data Imbalance

Random Oversampling

This method randomly samples minority examples (positive examples in our case) with replacement to increase the number of positive examples. Previous work [31] found that sampling the training set to be completely balanced (i.e., having equal numbers of positive and negative instances) was an effective strategy. We therefore adopted this strategy for random oversampling and SMOTE (described below) in our study.

Synthetic Minority Oversampling Technique

Instead of randomly oversampling minority (positive) examples, SMOTE [37] creates “synthetic” positive examples. Specifically, for each positive example \(x_i\), SMOTE generates a new example by using this example and its \(k\) positive-class nearest neighbors in the feature space, as defined in equation (1) (Figure 2), where \(x'_i\) is the new example synthesized from the positive example \(x_i\) and the example \(x_j\) that is randomly selected from \(x_i\)'s \(k\) nearest neighbors, and \(\lambda\) is a random value ranged in \([0, 1]\). We set \(k = 5\) by following previous work [37].

By its definition in equation (1), SMOTE usually will not remove a word feature (i.e., set the feature value to 0) from a synthesized message if the word occurred in the positive message used to generate the synthesized message. Another property of SMOTE is that it can enrich the representation of a message by using additional words that occurred in messages similar to this message. This treatment may alleviate the data sparsity problem that often occurs when using word features.

SMOTE is widely used for learning from imbalanced data due to the simplicity of its sampling procedure and its robustness when applied to different types of problems [38], including clinical classification problems [31,32]. By comparing SMOTE with its 3 variations (borderline SMOTE, support vector machine [SVM] SMOTE, and adaptive synthetic sampling approach) in our preliminary experiments using the first fold of our data, we found that SMOTE worked consistently better with the 3 machine learning algorithms used by HypoDetect. We therefore chose SMOTE for this study.

Ensembled Oversampling Methods

We extended each oversampling method to an ensemble version to improve model robustness. Specifically, during the training phase, we ran an oversampling method on the training set 10 times to train 10 models. We then classified the test examples by voting from the 10 models.
Machine Learning Models and Class Weighting

While deep learning has shown success in text classification [39], it mostly worked well when the training dataset is large. Due to the knowledge bottleneck challenge, the clinical training dataset is frequently much smaller. Recent work showed that feature-based supervised machine learning approaches outperformed deep learning approaches in certain clinical classification tasks [40]. Therefore, we experimented with 3 feature-based machine learning algorithms (details in Multimedia Appendix 2) that have been widely used and are the state-of-the-art for text classification: linear support vector machines [41], random forest [42], and logistic regression.

We used balanced class weighting when training the cost-sensitive machine learning models. Specifically, we weighted each class by the reciprocal of the number of training instances belonging to that class.

Features for Machine Learning

Term Frequency-Inverse Document Frequency

TF is the number of occurrences of a word in each individual secure message. IDF and TF-IDF are calculated by equations (2) and (3) (Figure 2), where $t$ is a word, $DF(t)$ is the number of secure messages in a data collection that contained $t$ (also called document frequency of $t$), and $N$ is the total number of secure messages in the data collection. We computed IDF on the 3000 secure messages used in this study. We removed words that occurred in the stop-word list from scikit-learn [43] or occurred less than 3 times in our secure message corpus. In total, we generated 5910 normalized, real-valued TF-IDF features.

Topic Features

Topic features, as represented by $P(topic|d)$ ($i=1, 2, ..., K$), are real-valued features in [0,1] to indicate the probability of the $i$th topic given a document $d$ (ie, a secure message in our case). $K$ is the number of topics used in topic modeling.

Domain-Relevance Features

We defined domain-relevance features by word embeddings and predefined domain-specific keywords.

Word embeddings are distributed vector representations of words. Word embeddings have emerged as a powerful technique for word representation and proved beneficial in a variety of biomedical and clinical NLP tasks. We used word2vec software to create the word embeddings [46,47] and trained word2vec using 4.86 million electronic health record notes, including progress reports, discharge summaries, history and physical reports, and consult notes, from UMass Memorial Medical Center, Worcester, MA, USA. We used 200-dimension vectors by following Jagannatha et al [48] and Pyysalo et al [49]. We used the continuous bags of words model with a window set of 8, negative sampling (25 negative samples for each positive sample), and a subsampling threshold of 0.0001 for training.

To generate the domain-relevance features, we manually created 8 topics by keywords describing hypoglycemia symptoms or incidents (see the second table in Multimedia Appendix 3). We then used these topics to create 28 features in the following steps.
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We first used the latent Dirichlet allocation algorithm [44] implemented by the Machine Learning for Language Toolkit (MALLET) [45] to train a topic model on 10,000 secure messages that were randomly selected from the same data pool we used to select the evaluation data. We then applied the topic model to the 3000 secure messages to obtain the topic features, that is, the topic distribution over each secure message. We set the topic number $K$ to 100 after manually assessing the informativeness and granularity of topics generated by using different $K$s ($K=20, 30, 50, 100, 200$). We set other hyperparameters of topic modeling to default values. For example, we set the concentration parameters Alpha (for distribution of topics per document) and Beta (for distribution of words per topic) to 50/$K$ and 0.01. The first table in Multimedia Appendix 3 shows examples of topics generated by topic modeling.

Domain-Relevance Features

We defined domain-relevance features by word embeddings and predefined domain-specific keywords.
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Figure 2. Equations for (1) synthetic minority oversampling technique, (2) inverse document frequency (IDF), (3) term frequency-inverse document frequency (TF-IDF), and (4) F1 measure.

\[ x'_i = x_i + \lambda(x_j - x_i) \]  
(1)

\[ IDF(t) = \log \frac{N+1}{DF(t)+1} + 1 \]  
(2)

\[ TF-IDF(t) = TF(t) \times IDF(t) \]  
(3)

\[ F1 = \frac{2 \times Precision \times Recall}{Precision + Recall} \]  
(4)
We first included 8 binary-valued features indicating whether the message contained a word belonging to a topic. Then, we included 4 binary features indicating whether the message contained a domain-specific topic word, a number, a number lower than 70, and keywords such as hypoglycemia, low sugar, and low blood sugar.

To generate real-valued features, we represented a topic by the average word embeddings of its topic words [48,50]. For each secure message and each topic, we computed the cosine similarities between this topic and the words in this message and chose the maximum similarity score as the feature value for this topic. This way, we obtained 8 real-valued features associated with 8 topics. We then normalized the 8 features to obtain another 8 real-valued features.

Baseline Systems

To examine the effectiveness of using cost-sensitive learning and oversampling to mitigate the challenge of data imbalance, we compared the HypoDetect systems that use these strategies with 3 types of baselines: (1) a rule-based classifier, (2) the systems that did not treat data imbalance, and (3) the systems that used ensemble undersampling.

The rule-based method classified a message as positive if it satisfied either of the following criteria: (1) it contained the keyword low blood pressure, low sugar, hypoglycemia, or hypoglycemic; or (2) it contained the keyword sugar or glucose, and contained at least two typical symptoms related to hypoglycemia (details in Multimedia Appendix 4).

Ensembled undersampling extends undersampling that randomly selects a subset of examples from the majority class to balance the training data. It has been shown to be effective or even better than oversampling for some classification tasks [51]. However, this method may not work well when the number of positive instances is small and the feature space is large.

Experimental Settings

We used 2-layer 10-fold cross-validation to develop and evaluate supervised learning systems. Specifically, we divided the 3000 messages into 10 folds using stratified random sampling. Each fold had 300 messages, with 10 to 12 positive messages. For each fold, we used the remaining 9 folds to train the system and evaluated the system on this fold. By repeating this procedure for each fold, we obtained the evaluation results on the full dataset. When training the system, we used 10-fold cross-validation on the training data to find the optimal hyperparameters. This approach allows for all the data to be used as the evaluation set while ensuring that the training, validation, and evaluation data are separated.

When applying the data sampling techniques, we only sampled the training data by following Blagus and Lusa’s work [32]. After oversampling, the training set for each fold contains 5196 (2598 positive and 2598 negative) or 5194 (2597 positive and 2597 negative) examples. After undersampling, the training set for each fold contains 204, 206, or 208 (with equal numbers of positive and negative examples) examples.

We used the open source software scikit-learn [43], version 0.19.1, to build the systems and develop the ensembled sampling techniques.

We report our evaluation results at the corpus level (ie, first merging the system outputs from the 10 folds and then calculating the evaluation metrics) in the Results section and the fold-level results in Multimedia Appendix 5. In addition, in the third table in Multimedia Appendix 5, we provide statistics (mean, standard deviation, minimum, and maximum) of the performance scores of individual classifiers used by the ensembled oversampling models.

Evaluation Metrics

Sensitivity (Recall), Specificity, Precision, and F1 Score

Sensitivity, or recall, is the number of true positives (ie, secure messages that contained hypoglycemia events and were correctly predicted by the model) divided by the total number of positive instances (ie, total number of secure messages that contained hypoglycemia events).

Specificity is the number of true negatives divided by the total number of negative instances.

Precision is the number of true positives divided by the total number of instances that were predicted to be positive by the model.

The F1 score is the weighted average of precision and recall, as defined by equation (4) (Figure 2). The F1 score takes both false positives (measured by precision) and false negatives (measured by recall) into account. This measure is often used to assess a classifier’s performance on handling uneven class distribution, that is, imbalanced data [28,31,51].

Area Under the Receiver Operating Characteristic Curve

This computes the area under the receiver operating characteristic curve (AUC-ROC), which plots the true-positive rate (y-coordinate) against the false-positive rate (x-coordinate) at various threshold settings.

For each ensemble model, we used the mean of the probabilities output by its 10 single models to compute the AUC-ROC. To calculate the AUC-ROC for the rule-based method, we assigned 0 to messages that did not contain hypoglycemia symptoms, 1 to messages that contained hypoglycemia symptoms but did not satisfy the criteria used by the rule-based method to select positive messages (see the Baseline Systems subsection above for the criteria), 2 to messages that satisfied the second criterion used by the rule-based method, and 3 to messages that satisfied the first criterion.

Accuracy

Accuracy is the number of correctly classified instances divided by the total number of instances. Although traditionally accuracy is the most common measure for classification, it is less effective and sometimes even improper when measuring performance on imbalanced classes [52,53]. In this paper, we provide accuracy for readers’ interest, but we compared system performance based on other measures (eg, sensitivity and F1 score) [52,53].
Feature Analysis

We conducted feature ablation experiments to examine the effects of features. Specifically, we first selected the 3 best variants of HypoDetect that used different machine learning algorithms and different strategies to address data imbalance. We then compared these systems with their counterparts that dropped each single type of feature respectively.

To gain some understanding of the effects of individual features, we used a hybrid method to identify indicative features. Our method was motivated by the fact that our system, like typical NLP systems, uses a large number of features that are potentially redundant and may have dependencies among each other. As a result, the feature weights from the full model that used all the features may not accurately reflect a feature’s impact. To address this problem, our method took into account the feature’s adjusted (when used in the full model) and unadjusted (when used alone) effects. Specifically, we first used the best full model to identify 100 features with the largest positive feature weights. We then evaluated 100 single-feature models (which used the same machine learning method as the full model and used only 1 feature) through cross-validation and ranked the 100 features based on the corresponding F1 scores.

Error Analysis

To identify sources of errors, we analyzed hundreds of false-positive and false-negative instances that were predicted with high confidence by the 3 best variants of HypoDetect.

Results

Secure Messages and Patient-Reported Hypoglycemia Events

The interannotator agreement between the 2 annotators on the 100 secure message threads was Cohen kappa=.976.

Our dataset contained 3000 secure messages. The distribution of the number of words contained in these messages was right skewed (the first figure in Multimedia Appendix 5), with a median length of 92 (interquartile range 49-168) words. A total of 2850 (95.00%) of the 3000 messages had fewer than 435 words, and 114 (3.80%) messages were annotated as positive, indicating that the data were highly imbalanced.

Diabetic patients reported both mild and severe hypoglycemia incidents through secure messaging (see Textbox 1 and the first table in Multimedia Appendix 1). As Textbox 1 shows, patients wrote messages in diversified, informal ways (eg, “eating low carb” in example 1 and “blood sugar #” in example 2) and with typos (eg, “Glipizide,” “stablize,” and “to much” in example 2). In addition, patients often elaborated on symptoms rather than directly reporting blood glucose levels.

Performance of Different HypoDetect Systems on the Evaluation Set

Corpus-level evaluation (Table 1) showed that logistic regression with class weighting achieved the best AUC-ROC (0.954) and F1 score (0.590). This classifier had a high specificity (0.974) and balanced sensitivity (0.693) and precision (0.513).

The 3 baseline machine learning systems (without treating data imbalance) consistently had very high specificity and very low sensitivity because they classified most examples as negative. Class weighting and oversampling (ROS-ensemble and SMOTE-ensemble) improved the baselines’ sensitivity substantially (0.123-0.728 absolute gains) and their overall performance (as measured by the F1 score and AUC-ROC).

Class weighting worked best for linear SVMs and logistic regression, whereas SMOTE-ensemble worked best for random forest.

Undersampling (RUS-ensemble in Table 1) boosted the baselines’ sensitivity even higher but dropped their specificity and precision substantially. The rule-based method had higher sensitivity than the baseline machine learning systems but had lower performance than systems using class weighting or oversampling for all the metrics.

The fold-level evaluation showed similar results (see the first and second tables and the second figure in Multimedia Appendix 5). The individual classifiers used by an ensembled oversampling model had similar performance (the third table in Multimedia Appendix 5).

Effects of Features

We tested the effects of features on the 3 best variants of HypoDetect, namely linear SVMs with class weighting, random forest with SMOTE-ensemble, and logistic regression with class weighting. The results (Table 2) showed that dropping TF-IDF or domain-relevance features decreased the comprehensive metrics (AUC-ROC, F1 score, and accuracy) of all 3 systems and also decreased most single metrics (especially precision and specificity). Dropping topic features had mixed results. It decreased most metrics for logistic regression with class weighting and random forest with SMOTE-ensemble but increased most metrics for linear SVMs with class weighting.

Textbox 1. Excerpts from 2 secure messages reporting incidents of hypoglycemia.

Example 1: “Can you tell me what glucose level is too low? The last couple of nights, I’ve woken up in the middle of the night sweating profusely and shaky. I got up to check my blood sugar and it’s been 63 both nights. Is that too low? After testing, I eat a snack and rest again, and it goes up, to 73 Wednesday night/Thursday morning and to 70 Thursday night/Friday morning. I’m dieting, I’ve lost 7 pounds since the first of the month, but I’m not really eating low carb. This evening before I go to bed, I’m going to test my blood and if it’s low, eat something before going to bed.”

Example 2: “I took Gllipizide in the am before breakfast and one before dinner. Last night my blood sugars took a dive. I went to sleep and around 11 I woke up sweating and clammy, I took my blood sugar # and it had dropped to 57. My wife quickly brought me sugar tablets and I was able to stabilize them at 80. I think this is to much medication.”
Table 1. Performance of 3 variants of HypoDetect systems on the evaluation set.

<table>
<thead>
<tr>
<th>Systems</th>
<th>AUC-ROC(^a)</th>
<th>Precision</th>
<th>Sensitivity (recall)</th>
<th>Specificity</th>
<th>F1 score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-based method</td>
<td>0.815</td>
<td>0.284</td>
<td>0.491</td>
<td>0.951</td>
<td>0.360</td>
<td>0.934</td>
</tr>
<tr>
<td><strong>Linear support vector machines</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.945</td>
<td>0.614</td>
<td>0.377</td>
<td>0.991</td>
<td>0.467</td>
<td>0.966</td>
</tr>
<tr>
<td>Class weighting</td>
<td>0.952</td>
<td>0.529</td>
<td>0.561</td>
<td>0.980</td>
<td>0.545</td>
<td>0.964</td>
</tr>
<tr>
<td>RUS-ensemble(^b)</td>
<td>0.949</td>
<td>0.198</td>
<td>0.921</td>
<td>0.852</td>
<td>0.326</td>
<td>0.855</td>
</tr>
<tr>
<td>ROS-ensemble(^c)</td>
<td>0.950</td>
<td>0.559</td>
<td>0.500</td>
<td>0.984</td>
<td>0.528</td>
<td>0.966</td>
</tr>
<tr>
<td>SMOTE-ensemble(^d)</td>
<td>0.951</td>
<td>0.564</td>
<td>0.500</td>
<td>0.985</td>
<td>0.530</td>
<td>0.966</td>
</tr>
<tr>
<td><strong>Random forest</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.942</td>
<td>0.000</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
<td>0.962</td>
</tr>
<tr>
<td>Class weighting</td>
<td>0.927</td>
<td>0.428</td>
<td>0.570</td>
<td>0.970</td>
<td>0.489</td>
<td>0.955</td>
</tr>
<tr>
<td>RUS-ensemble</td>
<td>0.928</td>
<td>0.143</td>
<td>0.904</td>
<td>0.787</td>
<td>0.248</td>
<td>0.791</td>
</tr>
<tr>
<td>ROS-ensemble</td>
<td>0.931</td>
<td>0.318</td>
<td>0.728</td>
<td>0.938</td>
<td>0.443</td>
<td>0.930</td>
</tr>
<tr>
<td>SMOTE-ensemble</td>
<td>0.942</td>
<td>0.486</td>
<td>0.596</td>
<td>0.975</td>
<td>0.535</td>
<td>0.961</td>
</tr>
<tr>
<td><strong>Logistic regression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.947</td>
<td>0.660</td>
<td>0.307</td>
<td>0.994</td>
<td>0.419</td>
<td>0.968</td>
</tr>
<tr>
<td>Class weighting</td>
<td>0.954</td>
<td>0.513</td>
<td>0.693</td>
<td>0.974</td>
<td>0.590</td>
<td>0.963</td>
</tr>
<tr>
<td>RUS-ensemble</td>
<td>0.946</td>
<td>0.192</td>
<td>0.912</td>
<td>0.849</td>
<td>0.318</td>
<td>0.851</td>
</tr>
<tr>
<td>ROS-ensemble</td>
<td>0.951</td>
<td>0.536</td>
<td>0.526</td>
<td>0.982</td>
<td>0.531</td>
<td>0.965</td>
</tr>
<tr>
<td>SMOTE-ensemble</td>
<td>0.951</td>
<td>0.566</td>
<td>0.552</td>
<td>0.983</td>
<td>0.559</td>
<td>0.943</td>
</tr>
</tbody>
</table>

\(^a\)AUC-ROC: area under the receiver operating characteristic curve.

\(^b\)RUS-ensemble: ensemble models using random undersampling.

\(^c\)ROS-ensemble: ensemble models using random oversampling.

\(^d\)SMOTE-ensemble: ensemble models using synthetic minority oversampling technique.
Table 2. Performance of different HypoDetect systems implemented by using all types of features or by respectively dropping each individual type of feature.

<table>
<thead>
<tr>
<th>Systems</th>
<th>AUC-ROC\textsuperscript{a}</th>
<th>Precision</th>
<th>Sensitivity (recall)</th>
<th>Specificity</th>
<th>F1 score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear support vector machines with class weighting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.952</td>
<td>0.529</td>
<td>0.561</td>
<td>0.980</td>
<td>0.545</td>
<td>0.964</td>
</tr>
<tr>
<td>Without TF-IDF\textsuperscript{b}</td>
<td>0.920</td>
<td>0.263</td>
<td>0.737</td>
<td>0.919</td>
<td>0.388</td>
<td>0.912</td>
</tr>
<tr>
<td>Without topic</td>
<td>0.949</td>
<td>0.569</td>
<td>0.579</td>
<td>0.983</td>
<td>0.574</td>
<td>0.967</td>
</tr>
<tr>
<td>Without domain relevance</td>
<td>0.928</td>
<td>0.348</td>
<td>0.623</td>
<td>0.954</td>
<td>0.447</td>
<td>0.941</td>
</tr>
<tr>
<td>Random forest with SMOTE-ensemble\textsuperscript{c}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.942</td>
<td>0.486</td>
<td>0.596</td>
<td>0.975</td>
<td>0.535</td>
<td>0.961</td>
</tr>
<tr>
<td>Without TF-IDF</td>
<td>0.938</td>
<td>0.364</td>
<td>0.632</td>
<td>0.956</td>
<td>0.462</td>
<td>0.944</td>
</tr>
<tr>
<td>Without topic</td>
<td>0.935</td>
<td>0.392</td>
<td>0.640</td>
<td>0.961</td>
<td>0.487</td>
<td>0.949</td>
</tr>
<tr>
<td>Without domain relevance</td>
<td>0.901</td>
<td>0.365</td>
<td>0.237</td>
<td>0.984</td>
<td>0.287</td>
<td>0.955</td>
</tr>
<tr>
<td>Logistic regression with class weighting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.954</td>
<td>0.513</td>
<td>0.693</td>
<td>0.974</td>
<td>0.590</td>
<td>0.963</td>
</tr>
<tr>
<td>Without TF-IDF</td>
<td>0.917</td>
<td>0.248</td>
<td>0.754</td>
<td>0.910</td>
<td>0.373</td>
<td>0.904</td>
</tr>
<tr>
<td>Without topic</td>
<td>0.950</td>
<td>0.500</td>
<td>0.640</td>
<td>0.975</td>
<td>0.561</td>
<td>0.962</td>
</tr>
<tr>
<td>Without domain relevance</td>
<td>0.901</td>
<td>0.437</td>
<td>0.579</td>
<td>0.971</td>
<td>0.498</td>
<td>0.956</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AUC-ROC: area under the receiver operating characteristic curve.

\textsuperscript{b}TF-IDF: term frequency-inverse document frequency.

\textsuperscript{c}SMOTE-ensemble: ensemble models using synthetic minority oversampling technique.

We used the best model—that is, logistic regression with class weighting—to analyze fine-grained feature effects. The results from this analysis showed that “low,” “sweating,” “shaking,” “sugar,” and “took” were among the top-10 features. Other top-10 features included 2 topic features (corresponding to topics 37 and 49 in the first table in Multimedia Appendix 3) and 3 domain-relevance features (corresponding to domain-specific topics 3, 4, and 5 in the second table in Multimedia Appendix 3).

Discussion

Principal Findings

We developed HypoDetect, an NLP system that automatically detects patient-reported hypoglycemia incidents from secure messages to facilitate early response from health care providers. Despite the challenges caused by imbalanced data and informal language use by patients, HypoDetect using logistic regression with class weighting achieved an AUC-ROC of 0.954 and F1 score of 0.590 on the evaluation set. This system had a high specificity (0.974) and a moderate sensitivity (0.693).

The F1 score is often used to assess the system’s capability to tolerate data imbalance because it is sensitive to data imbalance. This score is usually much lower on imbalanced datasets than on balanced ones [28,54]. F1 scores reported by previous studies on highly imbalanced datasets typically ranged between 0.3 and 0.5 [31,51]. Therefore, the F1 score of 0.590 achieved by our system is very promising.

Our work has clinical relevance. As introduced previously, secure messaging is intended for exchanging nonurgent information. Secure messaging also follows a triage process. The messages are viewed first by a nurse. If he or she determines it is necessary, the message will be forwarded to the clinician for review. This process can lead to both underreporting of and delayed responses to hypoglycemia events. First, the nurse may address a secure message about hypoglycemia and then close out the message, so that the clinician is not aware of the incident and the incident is not recorded in the patient’s record. Second, the triage process means that responses from clinical teams could be delayed, putting patients at higher risk for severe consequences. Our system has the potential to serve as a surveillance tool to support a proactive and timely response in such situations and, therefore, improve patient safety.

Previous work predicted the occurrence of hypoglycemia in a future period by learning from physiological data, such as monitored glucose levels and heart rate variability [55-60]. In contrast, our goal was to identify hypoglycemia events that have already happened and have been reported by patients. The inputs for our system were patients’ descriptions about the adverse events, which were mainly symptoms and often did not contain information about blood sugar levels.

Previous work on automatic classification of secure messages focused on information needs and did not address data imbalance [25-27]. Our work contributed to this literature by introducing a new task and by investigating strategies for treating data imbalance. Paragraph embeddings were shown useful for classifying information needs in secure messages [27]. In the
future, we will study the effects of using document embeddings as learning features for our task.

There has been active research in using NLP to detect or facilitate manual review of adverse drug events in unstructured electronic health record notes [40,61-64]. The prior work identified adverse events at the entity (eg, medical terms representing side effects of a drug) or relation (eg, a pair of terms that represent a drug and its side effects) level. In this study, we annotated hypoglycemia events at the message-thread level because patient-reported hypoglycemia events often lacked pivot terms and were composed of a set of symptoms and pertinent context. Sentence-level annotation may further improve system performance, which we will explore in the future.

**Effects of Treating Data Imbalance**

Our results showed that cost-sensitive learning (ie, class weighting) and SMOTE-ensemble were most effective in boosting system performance on imbalanced data (Table 1). Without treating data imbalance, the baseline systems failed to detect most positive examples. Class weighting and oversampling improved the sensitivity of all 3 variants of HypoDetect substantially. As a tradeoff, the specificity and precision decreased to a certain extent, but the overall effects (as measured by F1 score and AUC-ROC) were positive. Because oversampling increases the size of training data, it is computationally more expensive than class weighting.

Oversampling (ROS-ensemble and SMOTE-ensemble in Table 1) performed much better than undersampling (RUS-ensemble in Table 1) on our task when measured by the AUC-ROC and F1 score that consider both false positives and false negatives. Like typical text classifiers that use word features, our system uses thousands of features. However, the training set created by undersampling contained only about 200 examples, which was likely too few to train the system.

Patient-reported hypoglycemia needs to be evaluated quickly to avoid severe consequences. Therefore, systems with low sensitivity (eg, the baseline systems in our study) cannot be used for surveillance. On the other hand, systems with high sensitivity but low precision (eg, the systems using ensemble undersampling) would generate many false alarms, adding undue burden on already time-strapped health care providers. An ideal system for hypoglycemia detection would have high sensitivity and precision. To achieve this goal, we will explore ensemble methods that combine different types of systems (eg, systems with high sensitivity and systems with high precision) in our future work.

**Effects of Features**

Our results showed that TF-IDF, topic features, and domain relevance all contributed to system performance.

TF-IDF has been widely used for text classification. However, one disadvantage of TF-IDF is that it ignores semantic information and treats words with the same or similar meanings as separate entities. As a result, there are often thousands of TF-IDF features, posing challenges for machine learning when the training set is of small or moderate size.

Topic features cluster terms into a small set of semantically related groups, which helps alleviate the data sparseness problem to a certain extent. Topic features and their variants have proved useful for text classification, including categorizing clinical reports [65-67]. However, automatically induced topics may not be accurate and may lose fine-grained information for document classification. Therefore, a combination of both types of features is likely more robust.

The domain-relevance features are new features that we designed for this task. Our results suggested that knowledge-driven features can effectively improve system performance for domain-specific classification tasks.

**Error Analysis**

First, the systems often failed on cases that required discourse-level comprehension or human knowledge. For example, they tended to classify positive messages as negative if the messages contained irrelevant information. They also often classified negative messages as positive if the messages mentioned “blood sugar” and symptoms that looked similar to but were not caused by hypoglycemia (eg, example 4 in the second table in Multimedia Appendix 1). We expect that more annotated data will help reduce this type of error.

Second, our systems did not have specific treatments on negation and questions and therefore could be confused by messages that mentioned symptomatic terms in a negative mode or mentioned “low sugar level” or “hypoglycemia” in hypothetical questions (eg, examples 2 and 3 in the second table in Multimedia Appendix 1). Negation and question detection systems could be integrated to reduce this type of error.

Third, the systems often failed to extract glucose testing results when patients reported these numbers in informal ways. Example 4 in the first table in Multimedia Appendix 1 is a typical example, where the patient mentioned “This morning I had a 66.” One way to reduce this type of error is to develop another classifier to judge whether the blood sugar level is normal or abnormal and then use the classification results as a feature for our hypoglycemia classifier.

**Limitations**

Within the scope of this study, we annotated hypoglycemia incidents based on information solely in secure messages and treated instances that lacked clear context as negative. Clinic visit notes from around the time of the message may provide more information to reduce uncertainty, which we will study in the future. In this study, we used keywords to sample more positive examples because the positive examples retrieved by random sampling were too few to train and evaluate supervised systems. This strategy may affect the system’s performance in a real-world setting. We included the original, randomly sampled 1000 messages (with 1 positive example only) into our training data as a way to alleviate this problem.

**Conclusions and Future Work**

We developed HypoDetect, an NLP system to automatically identify patient-reported hypoglycemia incidents from secure messages to facilitate early response and corrective actions by clinical teams. Despite the challenge of data imbalance,
HypoDetect using class weighting or SMOTE-ensemble achieved promising results on this task. In future, we will investigate advanced data-driven methods, including active learning and document embeddings, to improve HypoDetect.
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Abstract

Background: The potential for machine learning to disrupt the medical profession is the subject of ongoing debate within biomedical informatics and related fields.

Objective: This study aimed to explore general practitioners’ (GPs’) opinions about the potential impact of future technology on key tasks in primary care.

Methods: In June 2018, we conducted a Web-based survey of 720 UK GPs’ opinions about the likelihood of future technology to fully replace GPs in performing 6 key primary care tasks, and, if respondents considered replacement for a particular task likely, to estimate how soon the technological capacity might emerge. This study involved qualitative descriptive analysis of written responses (“comments”) to an open-ended question in the survey.

Results: Comments were classified into 3 major categories in relation to primary care: (1) limitations of future technology, (2) potential benefits of future technology, and (3) social and ethical concerns. Perceived limitations included the beliefs that communication and empathy are exclusively human competencies; many GPs also considered clinical reasoning and the ability to provide value-based care as necessitating physicians’ judgments. Perceived benefits of technology included expectations about improved efficiencies, in particular with respect to the reduction of administrative burdens on physicians. Social and ethical concerns encompassed multiple, divergent themes including the need to train more doctors to overcome workforce shortfalls and misgivings about the acceptability of future technology to patients. However, some GPs believed that the failure to adopt technological innovations could incur harms to both patients and physicians.

Conclusions: This study presents timely information on physicians’ views about the scope of artificial intelligence (AI) in primary care. Overwhelmingly, GPs considered the potential of AI to be limited. These views differ from the predictions of biomedical informaticians. More extensive, stand-alone qualitative work would provide a more in-depth understanding of GPs’ views.
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Introduction

Background
Although debate about the future of medicine persists, much of the discussion still focuses on recurrent themes such as how health care is paid for and organizational management. In recent years, however, researchers working in the fields of artificial intelligence (AI) and biomedical informatics have begun to raise questions about the potential impact of technology on the medical workforce [1-3]. Although a minority of experts in these fields remain more skeptical that health care is on the cusp of a technological revolution [4], the overwhelming majority of informaticians predict that big data, machine learning, and innovations in AI are poised to significantly overhaul the delivery of medicine [5]. The consensus among these researchers is that core functions of medical professionals—including, but not limited to patient monitoring, diagnostics, and prognostics—will be transformed by technology [6-8].

How might these innovations affect the medical professions? To date, many informaticians forecast that the work carried out by radiologists and anatomical pathologists is likely to be outsourced to algorithms and moreover, that, “The time scale for these disruptions is years, not decades” [9]. When it comes to primary care, however, the predictions appear to be less clear-cut. Many AI researchers suggest that future technology will augment current work practices and eliminate the need for many routine patient visits, but in complex clinical cases, physicians will still be needed to coordinate care and provide empathic support to patients [10-12]. Other AI experts hint at a stronger forecast, suggesting that, in the long term, primary care is vulnerable to disintermediation with physicians eventually being replaced by machine learning algorithms and paraprofessionals [3,8,13].

In opposition to these views are the perspectives of primary care physicians, some of whom claim that the threat of AI is exaggerated. For example, Verghese and colleagues forcefully argue that technological innovation will not significantly encroach on general medicine and “concerns about physician ‘unemployment’ and ‘de-skilling’ are overblown” [14]. They argue that, even if computers provide more accurate diagnoses and prognoses than humans, physicians’ clinical judgments will still be necessary in decision-making processes—as will their expertise in explaining medical information to patients and in the provision of care [14]. Even more emphatically, others have argued that the medical community must guard against, what are perceived to be, the damaging effects of current (and future) technology in general medicine [15]; the use of technology, it is claimed, threatens the quality of patient-centered care which, according to these commentators, necessitates a dyadic, face-to-face interaction between physicians and patients [16,17].

Objectives
Amid the debate and uncertainties surrounding the impact of AI on the future of the medical professions, we observe that limited attention has so far been paid to the views of practicing physicians [18-22]. Addressing this research gap, we employed quantitative methods to investigate UK-based general practitioners’ (GPs’) opinions about the potential impact of future technologies on primary care. Given the potential for finer-grained insights to be acquired using qualitative methods, we incorporated a single open-ended question into the survey. Our aim was to provide a preliminary investigation into GPs’ perspectives on the themes of the quantitative survey: namely, the bearing of technological innovations on the future of their profession. To our knowledge, this is the first such exploratory investigation of GPs’ opinions and attitudes about AI and the future of a medical specialism.

Methods

Main Survey
A complete description of the survey methods and quantitative results has been published previously [22]. In summary, we conducted an anonymous nationwide Web-based survey of UK GPs (response rate=48.84% [720/1474]). All procedures were approved by the ethics review board of University College Dublin; in addition, ethical exemption was approved by the institutional review board of Beth Israel Deaconess Medical Center, Harvard Medical School.

Participants were randomly sampled from membership of the clinician marketing service Doctors.net.uk [23]. This is the largest online medical network in the United Kingdom, and 86.95% (53,670/61,724) of registered and licensed UK GPs are members. We predicted a response rate of around 46% based on previous surveys using this platform [24-26]. Invitations were emailed and displayed on the Doctors.net.uk home pages of 1474 randomly selected GPs for 1 week (June 12-18, 2018). The sample was stratified according to gender and age using up-to-date demographic information about UK GPs provided by the General Medical Council [27]. Invited participants were advised that their identity would not be disclosed to the research team, and all respondents gave informed consent before participating. On completion, respondents were recompensed for the time with £10 (US $13, €11) worth of credit exchangeable for online shopping.

The study team devised an original survey instrument specifically designed to investigate GPs’ opinions about the impact of future technologies on primary care (see Multimedia Appendix 1). We avoided terms such as “algorithms” and “machine learning” in favor of generic descriptors such as “machines” and “future technology.” This was in part to avoid any confusion among physicians unfamiliar with this terminology and to avert technical debates about the explanatory adequacy of specific AI terms of art. The survey was developed in consultation with UK-based GPs (n=6) and primary care physicians in the United States (n=6) to ensure face validity.
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Qualitative Component

To maximize response rate for the qualitative component, the survey instrument included a single open-ended question that allowed participants to respond in more detail on the topic of the questionnaire. Specifically, respondents were asked to “...provide any comments on the survey topic.” Descriptive qualitative data analysis was used to investigate these responses [28,29].

We carried out inductive thematic coding of the data; in light of the limitations of the dataset, a full thematic analysis was not applicable [30]. Responses were collated and imported into QCMap (coUnity Software Development GmbH) for analysis. The comment transcripts were initially read numerous times by CB to achieve familiarization with the participant responses. Afterward, an inductive coding process was employed in which brief descriptive labels (“codes”) were applied to each comment. Multiple codes were applied to comments with multiple meanings. Comments and codes were reviewed and compared with investigate similarities and differences. CB and TJK met to discuss coding decisions, and subsequent revisions were made. First-order codes were grouped into second-order categories based on the commonality of their meaning to provide a descriptive summary of the responses.

Results

Overview

The survey had an overall response rate of 48.84% (of the 1474 GPs invited to participate, 720 responded) [22]. As outlined in the published quantitative survey, respondents were representative of UK GPs in terms of age and gender and from all regions of the United Kingdom [22]. A total of 9.1% of respondents (66/720) left comments (2096 words), which were typically brief (1 phrase or 1 or 2 sentences). GPs who submitted comments were not significantly different from those who did not both in terms of gender and whether they worked part time; however, older GPs (aged 45 years and older) were more likely to leave comments than younger GPs: 83% (55/66) of older GPs left comments, compared with 48.0% (314/654) of older GPs who did not; Table 1. A series of Mann-Whitney U tests verified that those who provided qualitative feedback did not differ from those who did not provide qualitative feedback, on the perceived likelihood that future technology would replace human doctors for any of the 6 tasks: p > .19.

As a result of the iterative process of thematic analysis, 3 major categories of GPs’ views were identified in relation to primary care: (1) limitations of future technology, (2) potential benefits of future technology, and (3) social and ethical issues. These categories were further subdivided into 8 themes, which are described below with illustrative comments; numbers in parentheses are identifiers that ascribe comments to individual participants.

Limitations of Future Technology in Primary Care

Empathy and Communication

Respondents’ comments encompassed a number of perspectives reflecting perceived limitations of future technology in general practice. One of the main themes identified was the importance of face-to-face, human communication, with the concurrently held belief that technology cannot substitute for humans in providing empathic care. GPs claimed, for example:

It is unlikely that the human element of empathy and the subtlety of human communication and non-verbal cues can be detected by robots or machines.

[Participant 517]

Technology will never attain a personal relationship with patients. We are essentially a people business. It’s personal relationships that count.

[Participant 45]

More strongly, some participants argued that physicians would be necessary to provide this care, and moreover, that patients would desire it. For example:

Technology will never be satisfactory as patients are looking for that interaction and dopamine squirt (doctor is the drug) which can only be achieved through empathic continuity of care of highly experienced General Practitioner specialists.

[Participant 686]

Clinical Reasoning

Multiple participants expressed skepticism about the capacity of technology to undertake processes related to clinical reasoning and diagnostic judgments. Some suggested that there was an ineffable aspect to medical decision making that renders it an intrinsically human pursuit:

Technology cannot replace doctors. There is definitely a 6th sense.

[Participant 635]

Technology cannot replace doctors. There is definitely a 6th sense.

[Participant 635]

Notably, some GPs also implied—either directly or indirectly—that physicians are necessary to gather patient information; a process which, in turn, was deemed indispensable to diagnostics:

The other issue is the inability of a machine/AI to be able to skillfully ascertain the data required from a patient for correct analysis.

[Participant 453]
Table 1. Comparison of general practitioners who did (n=66) and did not (n=654) supply qualitative comments.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Qualitative comments</th>
<th>No qualitative comments</th>
<th>Comparison Chi-square (df)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (N=720), n (%)</td>
<td>28 (42)</td>
<td>295 (45)</td>
<td>0.2 (1)</td>
<td>Not applicable</td>
<td>.68</td>
</tr>
<tr>
<td>Part time, (N=720), n (%)</td>
<td>36 (55)</td>
<td>353 (54)</td>
<td>0.01 (1)</td>
<td>Not applicable</td>
<td>.93</td>
</tr>
<tr>
<td>Year of qualification, mean (SD)</td>
<td>1990.1 (9.81)</td>
<td>1996.1 (9.04)</td>
<td>Not applicable</td>
<td>5.15 (718)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age≥45 years (N=720), n (%)</td>
<td>55 (83)</td>
<td>314 (48)</td>
<td>29.9 (1)</td>
<td>Not applicable</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

They [patients] are humans and subject to the vagaries of human recall, memory, and interpretation. AI may make it easier to interpret a blood result follow a protocol or order a test. But AI will always struggle when the same human can score 1/10 for a symptom today and 10/10 tomorrow. [Participant 201]

Patient-Centeredness

Comments expressed varying degrees of cynicism about how technology might provide care that is respectful of, and responsive to, individual patient preferences, needs, and values. Some participants considered it improbable that AI could oversee shared decision making, deeming these aspects of patient care to require human competencies. For example:

Medicine, particularly general practice, is an art; listening to ideas concerns and expectations and negotiating a shared plan with the patient. Often doing nothing other than listening is required. I wonder how well a computer will be able to do this? [Participant 285]

Technology won't replace GPs as patient management is about negotiation and managing risks and different patients have different views. [Participant 703]

In summary: many participants appeared unpersuaded about the potential for technology to overhaul general practice. This was supported by comments that accentuated the intricacies of the work carried out by physicians. For example:

So much of ill health is vague, complicated and psychological, and the lack of IT to any time soon pick up on individualized, non-verbal cues etc. I feel will still leave a huge role for people. [Participant 457]

Benefits of Future Technology in Primary Care

Although comments encompassed perceived benefits of AI advancements in primary care, notably these were frequently couched in wider perspectives about the predicted shortcomings of future technology. In the main, opinions suggested that such innovations would be restricted to improving performance within traditional GP roles.

Improved Efficiencies

A broad consideration was that future technology would improve GPs’ productivity and workflow efficiencies. Some individuals expressed this viewpoint forcefully:

Please hurry up with the technological advances to take away some of the crap that I still have to sort out–then I will be able to get back to proper diagnosing and doctoring. [Participant 693]

In this way, some GPs identified a positive paraprofessional role for technology in streamlining access to physicians:

Machines should be good at initial triage of uncomplicated patients presenting to primary care. [Participant 88]

Supporting this perspective, some respondents were adamant that advancements in AI would buttress rather than replace the core roles of GPs and “help GPs with workload issues” [Participant 517].

An Administrative Role

Extending this viewpoint, many GPs expressed the idea that AI would reduce the burdens of paperwork and provide clerical assistance. For example:

Be useful to develop AI to do analyses of pathology returns, and read all the letters, to provide another presence in the consulting room, and to write the referral letters, organize investigations and the like, ie, act like a personal assistant might do. [Participant 135]

I think technology’s place is more about informing patients about conditions and management booking appointments ordering prescriptions contacting the surgery via the internet rather than the phone. [Participant 683]

The dominant viewpoint was that technology will reduce the ounses of form-filling and provide administrative support.

Social and Ethical Concerns in Present and Future Primary Care

Understaffing

Interestingly, many participants chose not to interpret the question as directly asking about the impact of AI on the future of primary care, and instead, commented on the growing pressures on the GP workforce, including the risks that this was believed to pose to professionals and patients:

The only reason that I’m not burned out is that I reduced my workload and traded money for sanity. [Participant 280]

I changed job due to stress as where I worked I had an unsafe workload [Participant 608]

I hate the current stress due to understaffing which is so dangerous [Participant 516]
Perhaps, consistent with the prevalent viewpoint that technology would play a limited role in primary care, some respondents stated that increased recruitment of physicians would relieve current demands on the GP workforce:

*General Practice in the U.K. is teetering on the brink of collapse due to years of under investment in training adequate numbers of doctors to deal with an ageing population.* [Participant 331]

*Not enough is done to retain experienced GPs. Would save NHS a fortune.* [Participant 635]

**Acceptability of Artificial Intelligence**

The social implications for patients of possible advancements in AI received much less attention: comments instead were focused on whether the public would be satisfied with, or open to new technology or different ways of obtaining primary care:

*The question is whether they will be acceptable to patients although they may be very accessible compared to the current system.* [Participant 88]

*The somewhat blunt tool of technology as it stands will need to evolve some way before the culture of clinicians and patients will accept it.* [Participant 453]

**The Ethics of Innovation**

Some GPs conveyed greater certainty that AI would lead to major disruptions within general practice though they were unspecific about the nature of these disruptions; for example:

*Medicine will be unrecognizable compared to its current form in 25 years.* [Participant 282]

In respect of this, concerns about safety and accountability were touched on but not described in detail; for example:

*Technology will be supporting clinicians in the very near future – the issue is responsibility and liability in legal terms for such tools.* [Participant 453]

Striking, and in opposition to the overriding outlook among participants, a few respondents considered the preservation of current work practices to be a source of present and future harm. For example:

*Risk-taking is not admired or valued yet without it – or AI – general practice will be destroyed.* [Participant 464]

*Technology and non-medical clinicians can replace GPs easily. My burnout is because of my frustration with colleagues and their Luddite working practices.* [Participant 495]

**Discussion**

**Principal Findings**

This initial qualitative study affords new insights into how UK GPs view the impact of future technology on primary care. The dominant perspective among respondents was one of skepticism—most GPs believed that the scope of technological innovations will be considerably restricted within general practice. Empathy and communication, in particular, were viewed as quintessentially human skills, and some respondents were adamant that patients will always desire physician-mediated care. Other participants considered doctor-patient interaction as necessary to the process of efficient medical information gathering; similarly, clinical acumen was often assumed to be a uniquely human expertise. GPs viewed the provision of patient-centered care as an interpersonal process that is unlikely to be threatened by automation. Reflecting these themes, expected benefits of AI were generally limited to efficiencies within current models of practice and in particular, to reducing administrative burdens.

Weighing in on wider social and ethical concerns, many GPs reported high levels of burnout, stress, and fears about unsafe workloads. Some comments forcefully expressed the view that greater investment in physician manpower is required. Taking a different perspective, other comments predicted that radical change to primary care was imminent with some GPs claiming that embracing technological innovations is an ethical responsibility to reduce workloads and prevent patient harm.

This exploratory survey suggests that GPs and informaticians are far apart in their views about the impact of machine learning in primary care. In contrast with many of the comments in our study, biomedical informaticians forecast that—both in the short- and long-term—the key functions of primary care will be radically transformed by AI [3,5,6,8,13,31,32]. Indeed, evidence challenges the assumption that physicians are necessary to gather health information [33,34]. Mobile health (mHealth) apps already allow patients to track and monitor a growing number of their own signs and symptoms (eg, blood glucose levels, blood pressure, and levels of physical activity) without the need for traditional checkups with their physician. For example, recent research indicates that home monitoring may be preferable for controlling and preventing chronic conditions: evidence from systematic reviews and meta-analyses of patients with type 1 and type 2 diabetes suggests that mHealth provides clear improvement over clinical and nonmobile interventions in glycemic control and patient self-management [33,34]. Similarly, a 10-year multicenter study of home monitoring for high blood pressure found that ambulatory tracking was not only more accurate but also safer than readings conducted in doctors’ offices; the authors concluded that “white-coat hypertension is not benign” and can mask risk of hypertension among patients [35]. In summary: in contrast with GPs, AI health researchers predict that wearable devices with the capacity for real-time monitoring will improve precision in information gathering while also driving down unnecessary appointments and health care costs [36].

GPs also expressed broad cynicism about the prospects for AI undertaking diagnoses. Again, this perspective is diametrically opposed to the views of biomedical informaticians who argue that the accumulation of “big data”—the collection of vast amounts of information about individual patients (from the genomic and molecular levels, to information about diet, lifestyle, and other environmental factors)—when combined with machine learning, will yield more precise patterns about our individual health and medical outcomes and do so more quickly than humans are able to discern [5-7,9-11,35]. According to AI experts, the capacity to extract novel insights from large health scale data is “where machine learning shines,”
with the promise to afford discoveries of hitherto undetected subtypes of diseases [9]. Mining this information for regularities and patterns, and applying algorithmic predictions to new data, it is claimed, will lead to unprecedented personalized precision in diagnostics, prognostics, and treatment recommendations [7,9]. Indeed, aside from medical histories and patient reports, an exponentially increasing volume of health-related information generated from social media posts, apps, purchases, and credit card usage is already being used to support predictions about patient behavior and well-being [37]. In short, beyond the intentional use of digital health devices to undertake diagnostic and prognostic assessments, a vast range of nonmedical data are beginning to yield inferences about patient health, thereby challenging the traditional boundaries of medical expertise [35].

Despite these differences in outlook, GPs shared with many informaticians the view that technological advancements are unlikely to substitute physicians in the provision of empathic patient care [9,10]. Many AI experts argue that humanistic care will be improved with developments in machine learning: they suggest that by outsourcing precision clinical decision making to machine learning algorithms, physicians will be set to invest greater time attending to the needs of their patients. On the other hand, not all AI experts are sanguine about the future role of physicians, or indeed of people, in overseeing humanistic aspects of care [13]. For example, some researchers working in the field of affective computing point to findings that computers can already outperform humans when it comes to accurate discernment of facial expressions [38] and judgments about personality [39].

Comments also incorporated assumptions about patients’ preferences. Some GPs’ assumed that patients would prefer to receive medical care from physicians and raised concerns about the acceptability of future technology among health care users. Although there is limited research either to support or negate these claims, one recent US survey found significant differences between consumers and health providers with respect to their views about mobile technologies [19]. Boeldt and colleagues concluded that consumers were more likely to prefer, and to feel comfortable about, the use of technology for diagnoses than health providers [19].

Interestingly, few comments touched on safety issues: compared with GPs studied, AI researchers identify a wide range of serious concerns related to the design and use of machine learning algorithms. These include the risk of unfairness associated with “algorithmic biases,” which can arise when demographic groups are underrepresented in training phases of machine learning [40]; the reliability and validity of medical algorithms [40]; problems of transparency in determining how algorithms reach decisions [41]; the adequate regulation of apps and mobile technologies [42]; and issues related to privacy and security with respect to patients’ sensitive health information [43,44].

Finally, GPs’ comments about levels of burnout raise important questions about how AI might mitigate unsafe workloads. Even if new machine learning technologies aim to augment human clinical decision making, it is unclear whether these tools will alleviate current levels of physician burnout [8,45]. Conceivably, in the short- and medium-term, if such clinical decision support systems are not suitably designed for human clinical workflow, they may result in “alert fatigue,” undermining their utility [45,46]. Therefore, AI applications that aim to augment clinical judgments need to be designed with human and ergonomic factors in mind.

**Strengths and Limitations**

The study has a number of limitations. Comments were often brief, and because of the restrictions of online surveys, it was not possible to probe participants’ responses to obtain a richer understanding of their views. Focus groups or in-depth qualitative interviews would have allowed finer-grained analysis of GPs’ opinions. Given the often short, yet diverse range of opinions articulated in this survey, and in light of omissions of key questions about the potential impact of technology on primary care and the professional roles of physicians, further qualitative work is warranted.

Notwithstanding these limitations, this study provides a foundational exploration of physicians’ views about the future of a medical specialism. The themes support the results of the earlier published quantitative survey while providing more nuanced perspectives on GPs’ opinions about the future of primary care. We recommend that additional qualitative research focus on the attitudes of physicians working in other medical specialties as well as the views of nurse practitioners and physician assistants about how AI may encroach on both the future of patient care and the medical workforce. Finally, when it comes to technological advancements, we urge that greater attention be given to the attitudes and opinions of the users of primary care—patients.

**Conclusions**

This preliminary descriptive analysis provides insights into the ways in which GPs think about the impact of technological advancements on primary care. Perceived limitations and benefits of technology and social and ethical concerns about the future of general medicine have been elucidated. A variety of opinions were expressed reflecting some divergence in perspectives; overwhelmingly, however, participants were skeptical about the scope of technology to encroach on the traditional role of the GP (ie, in undertaking patient examinations; performing diagnoses; and providing personalized, empathic care) with only a few considering changes to current practices likely. Notably, this outlook stands in opposition to the predictions of biomedical informaticians and experts working in health care AI.

As we consider these findings, we cannot help but reflect on GPs’ contrastive expectations that future technology will procure benefits in reducing administrative tasks. Such views raise questions about the equanimity of participants’ forecasts. Similarly, some GPs were adamant that technology could not replace physicians in the delivery of empathic care. Although many AI experts appear to agree with this outlook, we suggest that this shared viewpoint does not yet future-proof the role of GPs in overseeing this task: conceivably, if informaticians’ predictions are borne out, nurse practitioners, or a new occupation of medical empathizers, may emerge to undertake humanistic tasks. Relatedly, comments that greater investment...
in primary care physicians could address workloads are challenged by findings of the World Health Organization, which claims that there will be a worldwide shortage of 18 million health care workers by 2030, over twice the current shortfall [47]. Increasing numbers of patients suffering from chronic illness and aging populations have therefore led many commentators to suggest that new strategies will be required to cope with growing national as well as global health care needs [9,48]. Nonetheless, we caution that the issue of physicians being overworked is unlikely to abate easily. As physicians and providers are currently overwhelmed, burnout itself may be a barrier in the implementation of new tools that are aimed at streamlining the medical care problem [45,49].

Although we cannot provide evidence of explanations for GPs’ skepticism, it seems plausible that respondents’ beliefs may reflect a level of disengagement from the literature on health care AI [50]. Our findings carry implications about the capacity of physicians to contribute in meaningful and objective ways to the many cutting-edge ethical and policy issues in relation to the advancement of AI in medicine [8,51,52]. Therefore, we conclude that our survey results raise important questions about the adequacy of medical curricula to equip future physicians for potential changes to clinical practice and, thereby, to lead and shape crucial debates about the future of patient care. Improvements in education, we suggest, may go some way to closing the rift between current AI health researchers and practitioners.
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Abstract

Background: It is expected that artificial intelligence (AI) will be used extensively in the medical field in the future.

Objective: The purpose of this study is to investigate the awareness of AI among Korean doctors and to assess physicians’ attitudes toward the medical application of AI.

Methods: We conducted an online survey composed of 11 closed-ended questions using Google Forms. The survey consisted of questions regarding the recognition of and attitudes toward AI, the development direction of AI in medicine, and the possible risks of using AI in the medical field.

Results: A total of 669 participants completed the survey. Only 40 (5.9%) answered that they had good familiarity with AI. However, most participants considered AI useful in the medical field (558/669, 83.4% agreement). The advantage of using AI was seen as the ability to analyze vast amounts of high-quality, clinically relevant data in real time. Respondents agreed that the area of medicine in which AI would be most useful is disease diagnosis (558/669, 83.4% agreement). One possible problem cited by the participants was that AI would not be able to assist in unexpected situations owing to inadequate information (196/669, 29.3%). Less than half of the participants (294/669, 43.9%) agreed that AI is diagnostically superior to human doctors. Only 237 (35.4%) answered that they agreed that AI could replace them in their jobs.

Conclusions: This study suggests that Korean doctors and medical students have favorable attitudes toward AI in the medical field. The majority of physicians surveyed believed that AI will not replace their roles in the future.

(J Med Internet Res 2019;21(3):e12422) doi:10.2196/12422
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Introduction

Research into and usage of artificial intelligence (AI) has been gaining popularity in the field of computer science [1-3]. Recently, various kinds of AI programs have been developed based on “big data” collected through the Internet of Things. AI programs have been widely used in the manufacturing sector, the information-communications industry [4], and the medical field [5-7]. The development and utilization of AI programs in the medical field are currently entering the stage of commercialization [8,9]. AI is defined as the ability of computer systems to perform tasks that would usually require human levels of intelligence. A subfield of AI is machine learning, which can be used to teach a computer to analyze a vast amount...
of data in a rapid, accurate, and efficient manner through the use of complex computing and statistical algorithms [10,11].

In the past, it was thought that AI would replace doctors in many areas [12-15]. However, this has not occurred. Recent scientific advances have been rapid, suggesting that this might be a possibility. IBM’s Watson was developed from a huge database of published literature and millions of medical records [16,17]. Based on this, it can assist in the establishment of precise diagnoses and proper treatment plans [16,17]. Furthermore, Watson provides advice on the best treatments for cancer and conducts genome analyses [18]. Similarly, Google’s DeepMind software is being used to test the feasibility of the automated grading of digital fundus photographs using optical coherence tomography [19]. Recently, AI has been used to predict genetic variations in low-grade gliomas [20], identify genetic phenotypes in small cell lung carcinoma [21], decrease false-positive rates in screening mammography computer-aided detection [22], improve pathologic mediastinal lymph node detection [23], and automatically perform bone age assessment [24]. These examples demonstrate the influence of AI in medicine. The application of AI will be further extended to other areas in the future, leading to fundamental changes in the role of physicians and the way they practice medicine [25].

Korea is regarded as a technologically advanced country. Among people aged 18 to 24 years in the Republic of Korea, mobile phone penetration is 97.7%. Of the approximately 19 million households in Korea, 99.2% have internet access via an optical local area network, digital subscriber line (xDSL), cable modem, mobile device, or other media compared to approximately 75% in the United States [26].

There are differing perspectives on the future of AI. A pessimistic view of AI is that AI will replace humans in many industries. Optimistic views also exist in which humans will have more opportunities to benefit from clinical advances in the future with AI support [27]. Recently the AlphaGo AI program defeated a human Go professional, which shocked Korean society and provoked controversy in Korea [28,29].

Recent news reports revealed that Korean patients would follow AI advice over a doctor’s advice about their cancer treatment [30]. However, there is no research on the opinions and attitudes of Korean physicians toward the application of AI programs in the medical field. Current medical students and young physicians will be affected by AI before they retire. Therefore, physicians need to be prepared for these changes to use AI effectively as a tool.

The purpose of this study is to investigate the awareness of AI programs among Korean medical doctors and to provide basic information about physicians’ awareness of and reactions to the introduction of AI in the future.

Methods

Participants

This study was approved by an institutional review board at Soonchunhyang Medical College Hospital Seoul (no. 2017-05-014). Using Google Forms, we surveyed medical students, doctors who graduated from Soonchunhyang Medical College, and doctors at hospitals affiliated with Soonchunhyang University. The survey was administered online through a mobile phone invitation. Demographic and professional information on the medical students and doctors were obtained. Each participant was sent a unique link to the online survey. Participants were informed about the goal of the survey (medical research) in the preface of the questionnaire. By voluntarily participating in the survey after being given adequate information on its purpose, informed consent was implied. We confirm that participation was voluntary; participants could not be identified from the material presented and no plausible harm to participating individuals could arise from the study. Responses were made on a single Web page with one “submit” button that only allowed submissions through these unique links, thus making noninvited responses extremely unlikely.

Measurement Instruments

Survey

In May 2017, our online survey, consisting of 11 closed-ended questions, was conducted (Textbox 1 and Multimedia Appendix 1). Survey content validity was reviewed by study researchers (n=5) and a panel of physicians (n=5) who were accepting patients at their sites. Following this, pilot testing was performed by medical college students (n=20) and physicians (n=80) who did not participate in developing the survey. Our survey was in accordance with the Checklist for Reporting Results of Internet E-survey (CHERRIES) [31]. The contents of the survey consisted of a questionnaire regarding the recognition of and attitudes toward AI, the direction of AI development in medicine, and the possible risks of using AI in the medical field. Three internal medicine physicians consulted the latest journals on AI and composed the questionnaire [5,6,9,16-18,32-34]. We sent 3000 doctors and medical students Web links to the questionnaire. These potential participants were almost entirely alumni of Soonchunhyang Medical College or were employed at hospitals affiliated with Soonchunhyang University.

The answers to five questions (Q1-Q5) were assessed using a five-point ordinal Likert scale (1=strongly disagree to 5=strongly agree). For three additional questions (Q6, Q8, Q10), 50 sample respondents were given to the questions in an open-ended format, and the five most commonly given answers were selected to be the five possible answer choices for survey participants.
Textbox 1. Questions asked in the online survey regarding artificial intelligence (AI) in the medical field. The answers to questions 1-5 were assessed with a five-point Likert scale (1=strongly disagree to 5=strongly agree).

Attitudes
Q1. Do you agree that you have good familiarity with artificial intelligence?
Q2. Do you agree that artificial intelligence has useful applications in the medical field?
Q3. Do you agree that the diagnostic ability of AI is superior to the clinical experience of a human doctor?
Q4. Do you agree that artificial intelligence could replace your job?
Q5. Do you agree that you would always use AI when making medical decisions in the future?
Q6. What are the advantages of using artificial intelligence?
   • AI can speed up processes in health care
   • AI can help reduce medical errors.
   • AI can deliver vast amounts of clinically relevant high-quality data in real time
   • AI has no space-time constraint
   • AI has no emotional exhaustion nor physical limitation
Q7. If your medical judgment and an artificial intelligence’s judgments differ, which will you follow?
   • Doctor’s opinion
   • Artificial intelligence’s opinion
   • Patients’ choice

Expected Applications in Medicine
Q8. In which field of medicine do you think artificial intelligence will be most useful?
   • Making a diagnosis
   • Making treatment decisions
   • Direct treatment (including surgery)
   • Biopharmaceutical research and development
   • Providing medical assistance in underserved areas
   • Development of social insurance program
Q9. Which sector of health care do you think will be the first to commercialize artificial intelligence?
   • Public primary care such as public health centers
   • Primary care in private clinics
   • Specialized clinics (spine, knee, obstetrics and gynecology, etc)
   • University hospitals

Possible Risks
Q10. What are you concerned about application of AI in medicine? It cannot be used to provide opinions in unpredicted situations due to inadequate
   • Information
   • It is not flexible enough to be applied to every patient
   • It is difficult to apply to controversial subjects
   • The low ability to sympathize and consider the emotional well-being of the patient
   • It is developed by a specialist with little clinical experience in medical practice
Q11. Who do you think will be liable for legal problems caused by artificial intelligence?
   • Doctor in charge
   • Company that created the artificial intelligence
   • Patient who consented to follow artificial intelligence’s input
**Questionnaire**

1. Attitudes: the first part of the survey asked about the physician’s attitude toward the medical application of AI. The questions and possible answer choices (if applicable) are detailed in Multimedia Appendix 1. A total of seven closed-ended questions were included (Q1-Q7).

2. Expected applications in medicine: medical students and physicians were asked about the medical fields in which AI could be applied. The questions and possible answer choices are detailed in Multimedia Appendix 1. A total of two closed-ended questions were included (Q8 and Q9).

3. Possible risks: medical students and physicians were asked which problems they were concerned about regarding the application of AI in medicine. It is not clear who is liable when there are adverse clinical outcomes between humans and AI; therefore, we included a question about liability for AI decisions in medicine. The questions and possible answer choices for each question are detailed in Multimedia Appendix 1. A total of two closed-ended questions were included (Q10 and Q11).

**Subgroup Analyses: Specialty, Working Status, and Medical Experience**

We investigated whether attitudes differed regarding the medical applications of AI depending on the respondent’s specialty degree of medical experience, working status, and work location.

For this study, the categories for department were medical student, physician, surgeon, or other. The categories for working status were medical student, training physician (intern, resident, or clinical fellow), university professor, or nonuniversity physician. The categories for amount of medical experience were the number of years licensed from medical school graduation: less than 10 years, between 10 and 20 years, or more than 20 years. The categories for working location were in and around Seoul, large cities outside of Seoul, small cities outside of Seoul, or small towns or rural areas.

**Statistical Analysis**

Basic statistics (mean and standard deviation or total number and percent) were computed for all covariates. In the subgroup analysis, Kruskal-Wallis tests served for evaluating the effect of gender factors of questionnaire items. The differences in the questionnaire responses according to working state, location, licensed years, and medical specialty were analyzed using the Mann-Whitney test. For all tests, the level of significance was set at $P \leq 0.05$.

**Results**

**Participants**

During the study period, 669 participants, out of approximately 3000, completed the survey (22.3% rate of return). There were 121 medical students, 162 training physicians, and 386 physicians. Among these participants, 22.4% (150/669) were younger than 30 years, and 22.1% (148/669) were female. The demographic and professional characteristics of the participants are listed in Table 1.

**Questionnaire**

The results of the questionnaire are summarized in Table 2.

**Responses to the Questionnaire**

**Attitudes**

Generally, familiarity with AI was low. Only 40 of 669 respondents (6.0%) answered that they had good familiarity with AI (Figure 1). Many participants considered AI useful in the medical field (73.4%, 558/669). The respondents agreed that the advantages of using AI were its ability to quickly obtain vast amounts of clinically relevant, high-quality data in real time (62.3%, 417/669), speed up processes in health care (19.1%, 128/669), and decrease the number of medical errors (9.6%, 64/669) (Figure 1). However, fewer than half of the participants agreed that “AI is superior to a doctor’s experience” (44%, 294/669), “AI could replace a doctor” (35.4%, 237/669), or “AI would be used whenever medical decisions need to be made” (42%, 281/669) (Figures 1 and 2). If there were differences between an AI’s decision and a doctor’s opinion regarding a medical decision, 79% (528/669) of participants would follow the doctor’s opinion. The results from the attitudes section of the questionnaire are summarized in Table 2.

**Expected Application in Medicine**

Respondents felt the areas in medicine where AI would be most useful in the future were reaching a diagnosis (83.4%, 558/669) and forming a treatment plan (53.8%, 360/669). Fewer than 10% felt it would be useful in providing medical assistance in underserved areas (9.6%, 64/669), treating patients independently (eg, performing surgery, 9.0%, 60/669), or developing medical insurance guidelines (6.1%, 41/669). Additionally, most participants (66.2%, 443/669) thought that AI would be first commercialized at a university hospital. The results from the expected fields section of the questionnaire are summarized in Table 2.

**Possible Risks**

According to the respondents, the possible problems with AI are that AI would be unable to provide an opinion in an unpredicted situation owing to inadequate information (29.3%, 196/669) and that it would not be applied to every patient (34.1%, 228/669). In the case of a medical problem caused by AI, respondents felt responsibility should lie with the doctors (49.3%, 330/669), patients who consented to the use of AI (31.2%, 209/669), and the company that created the AI (19.4%, 130/669). The results from the possible risks section of the questionnaire are summarized in Table 2.

**Subgroup Analysis**

The results of subgroup analysis according to the demographic characteristics of participants are summarized in Table 3.
Table 1. Demographic characteristics of participants surveyed about physicians and artificial intelligence (N=669).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>150 (22.4)</td>
</tr>
<tr>
<td>31-40</td>
<td>197 (29.4)</td>
</tr>
<tr>
<td>41-50</td>
<td>159 (23.8)</td>
</tr>
<tr>
<td>51-60</td>
<td>137 (20.5)</td>
</tr>
<tr>
<td>61-70</td>
<td>18 (2.7)</td>
</tr>
<tr>
<td>≥71</td>
<td>8 (1.2)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>514 (76.8)</td>
</tr>
<tr>
<td>Female</td>
<td>148 (22.1)</td>
</tr>
<tr>
<td>No response</td>
<td>7 (1.0)</td>
</tr>
<tr>
<td><strong>Working status</strong></td>
<td></td>
</tr>
<tr>
<td>Medical student</td>
<td>121 (18.1)</td>
</tr>
<tr>
<td>Training physicians (intern, residents, fellows)</td>
<td>112 (16.7)</td>
</tr>
<tr>
<td>University professors</td>
<td>90 (13.5)</td>
</tr>
<tr>
<td>Nonuniversity physicians</td>
<td>346 (51.7)</td>
</tr>
<tr>
<td><strong>Licensed years</strong></td>
<td></td>
</tr>
<tr>
<td>Medical student</td>
<td>121 (18.1)</td>
</tr>
<tr>
<td>&lt;10 years</td>
<td>177 (26.5)</td>
</tr>
<tr>
<td>10-20 years</td>
<td>170 (25.4)</td>
</tr>
<tr>
<td>&gt;40 years</td>
<td>201 (30.0)</td>
</tr>
<tr>
<td><strong>Medical specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Medical student</td>
<td>121 (18.1)</td>
</tr>
<tr>
<td>Medical department</td>
<td>284 (42.5)</td>
</tr>
<tr>
<td>Surgical department</td>
<td>204 (30.5)</td>
</tr>
<tr>
<td>Extra department</td>
<td>60 (9.0)</td>
</tr>
<tr>
<td><strong>Hospital status</strong></td>
<td></td>
</tr>
<tr>
<td>Medical school</td>
<td>121 (18.1)</td>
</tr>
<tr>
<td>University hospital</td>
<td>162 (24.2)</td>
</tr>
<tr>
<td>District general hospital</td>
<td>67 (10.0)</td>
</tr>
<tr>
<td>Solo practice</td>
<td>217 (32.4)</td>
</tr>
<tr>
<td>Group practice</td>
<td>30 (4.5)</td>
</tr>
<tr>
<td>Long-term care hospital</td>
<td>24 (3.6)</td>
</tr>
<tr>
<td>Community health center or military hospital</td>
<td>29 (4.3)</td>
</tr>
<tr>
<td>Others</td>
<td>19 (2.8)</td>
</tr>
<tr>
<td><strong>Location of the clinics</strong></td>
<td></td>
</tr>
<tr>
<td>Seoul (Capital city)</td>
<td>278 (41.6)</td>
</tr>
<tr>
<td>Seoul Metropolitan Area (Capital area)</td>
<td>162 (24.2)</td>
</tr>
<tr>
<td>Regional Metropolitan City</td>
<td>44 (6.6)</td>
</tr>
<tr>
<td>Cities</td>
<td>128 (19.1)</td>
</tr>
<tr>
<td>Rural</td>
<td>57 (8.5)</td>
</tr>
</tbody>
</table>
Table 2. Participant’s attitudes on artificial intelligence (AI), the expected applications in medicine, and possible risks (N=669).

<table>
<thead>
<tr>
<th>Question</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attitudes</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Q1. Do you agree that you have good familiarity with artificial intelligence?</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree/agree</td>
<td>40 (6.0)</td>
</tr>
<tr>
<td>Neither disagree nor agree</td>
<td>320 (47.8)</td>
</tr>
<tr>
<td>Strongly disagree/disagree</td>
<td>309 (46.2)</td>
</tr>
<tr>
<td><strong>Q2. Do you agree that AI has useful applications in the medical field?</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree/agree</td>
<td>558 (73.4)</td>
</tr>
<tr>
<td>Neither disagree nor agree</td>
<td>97 (14.5)</td>
</tr>
<tr>
<td>Strongly disagree/disagree</td>
<td>14 (2.1)</td>
</tr>
<tr>
<td><strong>Q3. Do you agree that the diagnostic ability of AI is superior to the clinical experience of human doctors?</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree/agree</td>
<td>294 (44.0)</td>
</tr>
<tr>
<td>Neither disagree nor agree</td>
<td>206 (30.8)</td>
</tr>
<tr>
<td>Strongly disagree/disagree</td>
<td>169 (25.2)</td>
</tr>
<tr>
<td><strong>Q4. Do you agree that AI could replace you in your job?</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree/agree</td>
<td>237 (35.4)</td>
</tr>
<tr>
<td>Neither disagree nor agree</td>
<td>220 (32.9)</td>
</tr>
<tr>
<td>Strongly disagree/disagree</td>
<td>212 (31.7)</td>
</tr>
<tr>
<td><strong>Q5. Do you agree that you will always use AI to make medical judgments in the future?</strong></td>
<td></td>
</tr>
<tr>
<td>Strongly agree/agree (=always/often)</td>
<td>281 (42.0)</td>
</tr>
<tr>
<td>Neither disagree nor agree (=occasionally)</td>
<td>87 (13.0)</td>
</tr>
<tr>
<td>Strongly disagree/disagree (=never/seldom)</td>
<td>301 (45.0)</td>
</tr>
<tr>
<td><strong>Q6. What are the advantages of using AI?</strong></td>
<td></td>
</tr>
<tr>
<td>AI can speed up the process in health care</td>
<td>128 (19.1)</td>
</tr>
<tr>
<td>AI can help in reducing the number of medical errors</td>
<td>64 (9.6)</td>
</tr>
<tr>
<td>AI can deliver clinically relevant, vast amounts of high-quality data in real time</td>
<td>417 (62.3)</td>
</tr>
<tr>
<td>AI has no space-time constraint</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td>AI has no emotional exhaustion or physical limitation</td>
<td>3 (0.4)</td>
</tr>
<tr>
<td><strong>Q7. If your judgment and AI judgments differ, which will you follow?</strong></td>
<td></td>
</tr>
<tr>
<td>Doctor’s opinion</td>
<td>528 (78.9)</td>
</tr>
<tr>
<td>Artificial intelligence’s opinion</td>
<td>110 (16.4)</td>
</tr>
<tr>
<td>Patients’ choice</td>
<td>31 (4.6)</td>
</tr>
<tr>
<td><strong>Expected fields</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Q8. In which field of medicine do you think AI will be most useful?</strong></td>
<td></td>
</tr>
<tr>
<td>Making diagnoses</td>
<td>558 (83.4)</td>
</tr>
<tr>
<td>Making the decision for treatment</td>
<td>360 (53.8)</td>
</tr>
<tr>
<td>Direct treatment (including surgery)</td>
<td>60 (9.0)</td>
</tr>
<tr>
<td>Biopharmaceutical research and development</td>
<td>84 (12.6)</td>
</tr>
<tr>
<td>Provide medical assistance in underserved areas</td>
<td>64 (9.6)</td>
</tr>
<tr>
<td>Development of social insurance program</td>
<td>41 (6.1)</td>
</tr>
<tr>
<td><strong>Q9. Which sector of health care do you think will be the first to commercialize AI?</strong></td>
<td></td>
</tr>
<tr>
<td>Public primary care such as public health centers</td>
<td>98 (14.6)</td>
</tr>
<tr>
<td>Primary care in private clinics</td>
<td>31 (4.6)</td>
</tr>
</tbody>
</table>
### Questionnaire Results

#### Specialty
There was no significant difference in attitude toward AI according to the department of the respondent for any of the questions (Q1-Q5).

#### Working Status
There were no significant differences according to working status for three questions (Q2, Q4, Q5). There were significant differences for two questions (Q1, Q3). For the question about the recognition of AI (Q1), the outcomes for training physicians are summarized in **Table 4**.

#### Amount of Medical Experience
There was no statistical difference according to the degree of medical experience for three questions (Q2, Q4, Q5). There were significant differences between two questions (Q1, Q3). For the question about the recognition of AI (Q1), the outcomes for physicians licensed for less than 10 years, physicians licensed between 10 and 20 years, and physicians licensed more than 20 years were higher than for medical students. For the
question about the superiority of AI in diagnostic ability (Q3),
the outcomes of medical students and physicians licensed for
fewer than 10 years were higher than for physicians licensed
between 10 and 20 years and physicians licensed more than 20
years. The results of the subgroup analysis according to the
amount of medical experience and age are summarized in Table
4. Age showed a similar result as the analysis according to
license year.

**Working Location**
There was no significant difference in attitudes toward AI
according to working location.

**Figure 2.** Responses about the advantage of artificial intelligence (AI) in medicine.
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**Table 3.** Subgroup analysis according to the demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Question</th>
<th>P valuea</th>
<th>Working status</th>
<th>License year</th>
<th>Age</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. Familiarity of AIb</td>
<td>.06</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.54</td>
</tr>
<tr>
<td>Q2. Usefulness of AI</td>
<td>.07</td>
<td>.11</td>
<td>.24</td>
<td>.24</td>
<td>.10</td>
</tr>
<tr>
<td>Q3. Diagnostic ability of AI</td>
<td>.38</td>
<td>.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.07</td>
</tr>
<tr>
<td>Q4. Replacement human job (doctor)</td>
<td>.46</td>
<td>.19</td>
<td>.35</td>
<td>.32</td>
<td>.52</td>
</tr>
<tr>
<td>Q5. Frequency of using AI</td>
<td>.92</td>
<td>.95</td>
<td>.92</td>
<td>.43</td>
<td>.17</td>
</tr>
</tbody>
</table>

aP values for categorical variables are based on Kruskal-Wallis tests.
bAI: artificial intelligence.
Table 4. Subgroup analysis according to working status.

<table>
<thead>
<tr>
<th>Subgroup and question</th>
<th>Median (IQR&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Post hoc</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Working status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. Familiarity with AI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>A&lt;B, C, D</td>
<td></td>
</tr>
<tr>
<td>A. Students</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. Training physician</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Professor</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. Clinical physicians</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3. Diagnostic ability of AI</td>
<td>.001</td>
<td>A=B&gt;C=D</td>
<td></td>
</tr>
<tr>
<td>A. Students</td>
<td>4 (3-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. Training physician</td>
<td>4 (3-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. Professor</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. Clinical physicians</td>
<td>3 (2-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>License year</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. Familiarity with AI</td>
<td>&lt;.001</td>
<td>A=B=C=D</td>
<td></td>
</tr>
<tr>
<td>A. Students</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. &lt;10 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. 10-20 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. &gt;20 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3. Diagnostic ability of AI</td>
<td>&lt;.001</td>
<td>A=B&gt;C=D</td>
<td></td>
</tr>
<tr>
<td>A. Students</td>
<td>4 (3-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. &lt;10 years</td>
<td>4 (3-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. 10-20 years</td>
<td>3 (2-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. &gt;20 years</td>
<td>3 (2-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1. Familiarity with AI</td>
<td>&lt;.001</td>
<td>A&lt;B=C=D=E</td>
<td></td>
</tr>
<tr>
<td>A. 20-29 years</td>
<td>2 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. 30-39 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. 40-49 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. 50-59 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E. &gt;60 years</td>
<td>3 (2-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3. Diagnostic ability of AI</td>
<td>&lt;.001</td>
<td>A=B&gt;C=D=E</td>
<td></td>
</tr>
<tr>
<td>A. 20-29 years</td>
<td>3 (3-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. 30-39 years</td>
<td>4 (3-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. 40-49 years</td>
<td>3 (2-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. 50-59 years</td>
<td>3 (2-4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E. &gt;60 years</td>
<td>3 (2-4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.

<sup>b</sup>P values for categorical variables are based on Mann-Whitney tests.

<sup>c</sup>AI: artificial intelligence.
Discussion

Principal Results and Comparison With Prior Work

To the best of our knowledge, this study is the first survey of the attitudes of physicians toward AI. The results of this survey suggest that the recognition of AI by medical students and doctors is low. However, they regarded AI to be useful in the medical field. Physicians and medical students felt that AI would be most useful for reaching a diagnosis and formulating a treatment in the future. The majority of Korean doctors do not believe that AI will replace them.

Precision medicine is “an emerging approach for disease treatment and prevention that takes into account individual variability in genes, environment, and lifestyle for each person” [35]. This approach allows doctors to choose treatment and prevention strategies for their patients. It requires significant computing power and algorithms that can learn by themselves at an unprecedented rate. Therefore, there is no precision medicine without AI. In our study, most physicians expected that AI would be helpful with diagnoses and in planning treatment by providing the latest clinically relevant data.

We asked the participants about the diagnostic superiority of AI compared to that of doctors. Fewer than half of the participants agreed that AI would be diagnostically superior. In the subgroup analysis, doctors in academic positions and office clinicians who had more clinical experience were less likely than medical students and training physicians to agree that AI is diagnostically superior. Additionally, experienced clinicians (licensed for more than 10 years) were less likely to agree that AI has superior diagnostic ability. Our questions were about general clinical practice. Although pathologists and radiologists were among the respondents, there were relatively few (27/669, 4.0%).

In contrast to our study, recent studies have shown that image recognition technology might make predictions or recognize diseases as effectively as or even better than physicians [17,36]. Liu and colleagues [36] from Google used an AI technique called convolutional neural network machine learning and demonstrated that AI achieves image-level area under the curve scores greater than 97% on both the Camelyon16 test set (metastasis detection of lymph nodes) and an independent set of 110 slides compared to a human pathologist, who achieved 73.2% sensitivity. Metastasis detection is currently performed by pathologists when reviewing large expanses of biological tissue. This process is labor intensive and error prone. However, AI machine learning saves time and is less likely to make errors [37]. In the case of radiology and pathology, some believe that AI will replace doctors based on diagnostic superiority [9,25,38]. Furthermore, AI could be able to extract fine information about tissues invisible to the human eye and process these data quickly and accurately [39,40].

Generally, AI has been used in imaging and pathology and is considered favorably in these fields [41-45]. Pathology and radiology have a common destiny as “informational specialists” with regard to images and pathology [38]. However, we did not investigate the reasons for their choices. They might believe that technical progress in the field of AI will not reach the level of human intelligence. It is also possible that Korean physicians have not examined the recent data on AI in the medical field.

In our study, 35.4% of participants agreed that doctors will be replaced by AI. This is not consistent with previous studies about AI. A 2017 survey by the Pew Research Center conducted with 4135 participants found that the public is roughly twice as likely to express worry (72%) than enthusiasm (33%) about a future in which robots and computers are capable of doing many human jobs [46]. Unlike other occupations, doctors felt that there would be difficulties in replacing doctors. Krittanawong [40] argued that AI cannot replace doctors yet at the bedside, given its limitations. First, AI cannot engage in high-level conversation with patients to gain their trust, reassure them, or express empathy [47]. These are all important parts of the doctor-patient relationship. Second, although AI sensors may glean valuable information to help with diagnosis, physicians will still be needed for interpretation in ambiguous situations to integrate medical histories, conduct physical exams, and facilitate further discussion [40]. It is possible that many Korean doctors believe this intuitively.

Skepticism can arise when applying AI to medical care. Regulations and principles of AI application need to be defined. AI can provoke ethical and legal problems in medicine. A regulatory authority should control AI algorithms for public safety. This issue will require debate from a social perspective.

Our survey response rate was 22.3%, which seems to be a lower response rate. However, previous studies demonstrated that electronic modalities often have lower response rates than paper mailed surveys [48-50]. Internet-based surveys demonstrated a lower response rate (45%) than the mail questionnaires (58%) (absolute difference 13%, 95% confidence interval 4%-22%, P<.01) [48]. A Cochrane review of randomized controlled trials identified numerous methods to increase response rates for both postal and electronic surveys [51]. With reference to this study, we made the questionnaire short, used a simple header, and gave a deadline. However, there were no monetary incentives, one of the major factors that increase the response rate. Plus, we could not provide a prenotification nor send reminder messages or have follow-up contact because we could not distinguish between those who already responded and the nonresponders.

Limitations

Some limitations of our study should be noted. First, we did not ask background questions concerning how much the individual participants technically understood AI. Each participant may have had different conceptualizations of AI. Second, there is the possibility of selection bias. Participants may have been more motivated and might have expressed more positive attitudes compared to nonparticipants. Because the data were self-reported, a bias owing to social desirability cannot be excluded. In addition, the selected participants may not have been a good representation of Korean doctors in general. However, our study did include various ages and clinical backgrounds. Third, the questionnaire about AI was created by doctors rather than AI experts.
Conclusion
This study found that physicians felt the application of AI to medicine would be useful. Physicians felt that the areas in medicine where AI would be most useful were diagnosis and treatment planning. However, more than half of the physicians did not believe AI would replace their role as health care providers. From a diagnostic point of view, doctors who had more experience favored a physician’s experience over AI. Follow-up surveys and multinational studies should be conducted to further explore these issues.
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Abstract

Background: Systems incorporating virtual agents can play a major role in electronic-mental (e-mental) health care, as barriers to care still prevent some patients from receiving the help they need. To properly assist the users of these systems, a virtual agent needs to promote motivation. This can be done by offering motivational messages.

Objective: The objective of this study was two-fold. The first was to build a motivational message system for a virtual agent assisting in post-traumatic stress disorder (PTSD) therapy based on domain knowledge from experts. The second was to test the hypotheses that (1) computer-generated motivating messages influence users’ motivation to continue with therapy, trust in a good therapy outcome, and the feeling of being heard by the agent and (2) personalized messages outperform generic messages on these factors.

Methods: A system capable of generating motivational messages was built by analyzing expert (N=13) knowledge on what types of motivational statements to use in what situation. To test the 2 hypotheses, a Web-based study was performed (N=207). Participants were asked to imagine they were in a certain situation, specified by the progression of their symptoms and initial trust in a good therapy outcome. After this, they received a message from a virtual agent containing either personalized motivation as generated by the system, general motivation, or no motivational content. They were asked how this message changed their motivation to continue and trust in a good therapy outcome as well as how much they felt they were being heard by the agent.

Results: Overall, findings confirmed the first hypothesis, as well as the second hypothesis for the measure feeling of being heard by the agent. Personalization of the messages was also shown to be important in those situations where the symptoms were getting worse. In these situations, personalized messages outperformed general messages both in terms of motivation to continue and trust in a good therapy outcome.

Conclusions: Expert input can successfully be used to develop a personalized motivational message system. Messages generated by such a system seem to improve people’s motivation and trust in PTSD therapy as well as the user’s feeling of being heard by a virtual agent. Given the importance of motivation, trust, and therapeutic alliance for successful therapy, we anticipate that the proposed system can improve adherence in e-mental therapy for PTSD and that it can provide a blueprint for the development of an adaptive system for persuasive messages based on expert input.

(J Med Internet Res 2019;21(3):e9240) doi:10.2196/jmir.9240
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Introduction

Untreated mental disorders account for 13% of the total global burden of disease, and the gap between treatment needed and treatment received is wide [1]. Electronic health (eHealth) can help remove some of the barriers to care for mental health, offering a cost-effective, accessible, and privacy-sensitive solution to mental health problems [2,3]. A broad range of e-mental health systems exists, differing in purpose and domain. Some systems are only meant for monitoring [4], whereas others offer full therapeutic interventions [5,6]. The latter may be classified as behavior change support systems (BCSS), aiming to change unhealthy behavior patterns. Such systems can be developed for a range of different disorders such as substance abuse [7], anxiety [8], depression [9], or post-traumatic stress disorder (PTSD) [10]. For the success of such BCSS for mental health, the users need to stay motivated to use the system, because behavior change is difficult [11]. Motivational messages can, therefore, be a useful addition to e-mental health systems.

In this study, we focus on an eHealth system for PTSD treatment. PTSD patients have experienced one or more traumatic experiences and have symptoms such as intrusive memories, a persistent negative state, and active avoidance of anything related to their trauma [12]. Of the most common types of therapy for PTSD, 1 is cognitive behavioral therapy including an exposure component. During this exposure, patients need to break the pattern of avoidance by actively recollecting their traumatic experiences [13]. The idea behind exposure is that although tension will initially rise, the automatic fear reaction will eventually fade away [14]. This initial tension means, however, that the situation might temporarily get worse, something that is reflected in treatment manuals [13] and patient reports [15]. This potential worsening also highlights the importance of trust and motivation; it is important that patients still believe they will get better if they persevere. Although shown to be effective [16], exposure therapy is therefore also challenging. This means that in an eHealth therapy system for PTSD treatment such as in the study by Tieman et al [10], motivational messages can be particularly useful.

A therapy system for PTSD can present motivational messages in several ways. Increasingly, BCSS for mental health care include virtual agents to present content to patients [17]. These agents are virtual characters that communicate with the users of a system in some way, and they have been applied, for instance, for dementia [18], substance abuse [19], and PTSD [20]. Virtual agents are perceived more positively by users than a text-based interface [21]. Moreover, they have the potential to positively affect treatment compliance and outcome [22]. This implies that virtual agents can successfully influence users simply by being present. Their impact might partially be explained by self-determination theory, which describes the concept of motivation [12]. It distinguishes between extrinsic motivation, coming from external sources, and intrinsic motivation, which stems from an internal drive and is more powerful of the two. Motivation from BCSS is always extrinsic, but extrinsic motivation might be internalized, a process that is supported by relatedness [23]. When a person feels closer in relation to the source of the extrinsic motivation, the motivation is more likely to be internalized. Virtual agents have the potential to increase relatedness more than simple text messages [24], and are, therefore, suitable to present motivational messages.

Besides the presentation mode of motivational messages, their content is also an important factor. An important question when designing this content is how to tailor it to the user so it is sufficiently effective. This tailoring can be done based on several different factors. One possible factor is readiness to change, which is the underlying concept of the transtheoretical model (TTM) [25]. This is a motivational model that identifies 6 stages of change for health behavior, from where people are not ready yet to make a change to where a change has occurred but needs to be maintained. To change behavior, TTM states a person should move from one stage to the next. Motivational interviewing (MI) is a motivational tactic also based on the readiness to change concept, focusing on increasing motivation by highlighting the discrepancies between the current and the ideal situation [26]. In this way, readiness to change is slowly increased. Both MI and TTM have been applied to virtual agents in various applications [27-30]. However, these models are best considered as full motivational strategies as they focus less on the content of individual motivational messages. Moreover, people in different stages of change do not also prefer different motivational messages [31], making this a less suitable factor for tailoring.

Another possible way to tailor motivation to the user is to consider personality traits. Studies have shown that this influences what type of motivational messages is found preferable [32]. Similar results were found for the effect of masculinity and femininity [33]. Interpersonal differences seem to influence what type of motivation is preferred, but effect sizes in these studies are small. Other factors might, therefore, also be useful to tailor messages in an e-mental health system for PTSD. Moreover, studies with personality traits are commonly performed in the general population and are not focused on specific situations. In PTSD therapy, however, motivation is necessary for a specific task. It seems more useful, therefore, to tailor the messages to the specific health situation of the user instead.

To tailor motivational messages for PTSD therapy to the user’s situation, specific parameters to describe a situation need to be established. In the remainder of this paper, situation will, therefore, be defined in terms of the progression of PTSD symptoms and the user’s trust in a good therapy outcome. These 2 parameters can be related to several theories on health behavior and motivation. Protection motivation theory proposes threat appraisal and coping appraisal as main predictors of health behavior [34]. Progression of PTSD symptoms relates to threat appraisal, as progression allows one to predict how successful therapy will be. Trust in a good therapy outcome, on the other hand, relates to coping appraisal, that is, how much a person feels they will be able to handle what is coming. Similar concepts are found in other theories such as the health belief model [35], which describes parameters such as perceived threat, perceived barriers, and self-efficacy.
To actually develop situation-based motivational messages for a virtual agent assisting in PTSD therapy, their specific content needs to be established. Some systems base the content of their motivational messages on concepts from the literature [36]. However, literature appropriate to the domain is not always available. If larger amounts of data are available on the motivational messages used by therapists, machine-learning techniques could, in principle, also be used to classify which messages are used in which situations. However, such data are rare, given the private nature of conversations between therapists and patients. Another way to build a motivational message system is to code human-human interactions for the use of a virtual agent [37]. This assumes, however, that the virtual agent has the same input from the user as a human would. This is usually not the case as it includes visual cues such as facial expression and posture, which are not always available for analysis. A final option to gather content for motivational messages is to rely on experts to write the messages [8]. This results in an appropriate list, but experts need to write many full messages to allow the system to vary its messages. A way to bypass this final problem would be to break up the messages into smaller, categorized statements that can be recombined into a new message. This allows for the generation of more variation in messages and avoids repetitiveness, which is especially desirable for agents used for long-term interactions [38]. Moreover, by also asking experts to write messages for specific situations, the categorized statements in these messages could be matched to those situations in which they are most suitable.

Therefore, the first objective of this paper is to introduce a method for designing a situation-based motivational system in the domain of PTSD therapy based on expert input. However, the question then remains what effect these motivational messages have on users when they are presented by a virtual agent. Therefore, the second objective of this paper is to empirically study the effect of these motivational messages.

The Methods section presents our vision for the motivational system and introduces clear hypotheses for the empirical study. It then first outlines the methods for actually creating this message system using expert input. Second, it describes the methods of an empirical study, which was conducted to test the effect of personalized motivational messages presented by a virtual agent. The Results section describes the results of this empirical study, and the Discussion section discusses our findings.

**Methods**

**Vision**

This paper envisions a situation-based motivational message system for a virtual agent for PTSD therapy, as shown in Figure 1. The system generates motivational messages based on a patient’s **situation**, which is defined by the PTSD symptom trend and the patient’s trust in a good therapy outcome in this context. Such messages consist of different types of statements. These **statement types** are sentences distinguished by their content, for instance, pointing out the situation, asking a question, or giving a compliment. Although questions are not technically statements, we are categorizing them here as such, as we use term “statement” to refer to a sentence that is a part of a motivational message. As the experts knew the virtual agent would never be able to understand any answers to the questions, we interpret these as rhetorical questions. To enable the system to process PTSD symptom trend data, the brief PTSD-check-list (PCL) is used [39]. Through showing PCL scores for past sessions in a graph, PCL trend can be defined as dropping (symptoms improve), stable (symptoms stay roughly the same over sessions), or rising (symptoms worsen). Initial trust in a good therapy outcome is defined at 3 levels as well and can be either low, medium, or high. This results in a total of 9 possible situations for the system to adapt to.

Given these situations, a suitable motivational message can be composed of different **motivational statements**, which are the shorter motivational phrases, categorized by **statement type**. This is done using a database with different types of such motivational statements. The database includes likelihoods that express how suitable a motivational statement of a certain type is, given the situation. By combining specific motivational statements from each type, the system can generate diverse motivational messages suitable for a patient’s situation.

This database, therefore, consists of specific motivational statements, their type, and their suitability for a given situation. This paper envisions that this database can be composed using input from experts familiar with PTSD therapy. Consequently, the first objective is to build a system that composes motivational messages personalized to user situation based on input from PTSD therapy experts.

This objective is addressed in the Expert Study section, describing the expert study that was performed and how the eventual motivation system was composed based on the results. In addition, we are also interested in testing the effect of these motivational messages on the people receiving them. The motivational message system is first meant to increase a patient’s motivation to continue with therapy. Second, it should also increase their trust in a good therapy outcome. Finally, given the importance of therapeutic alliance on the therapeutic process [40], the personalization also serves to increase the patients’ feeling that they are being taken seriously and heard by the virtual agent. The 2 hypotheses were therefore formulated. First, this paper hypothesizes that motivational messages can increase the 3 variables mentioned above. Second, it hypothesizes that by personalizing the motivational messages to a user’s situation, the motivation, trust, and feeling of being heard will improve even further. The following 2 hypotheses were evaluated in a second study performed with users, as presented in the User Study section:

- **H₁**: Motivational messages improve trust in a good outcome, motivation to continue, and the feeling of being heard more than messages without motivational content.
- **H₂**: Personalized motivational messages as generated by the motivational system improve trust in a good outcome, motivation to continue, and the feeling of being heard more than general motivational messages.
Expert Study

To achieve the first objective, the motivational message system was created. A database was built including motivational statements, their types, and the likelihood they would be used by experts in a given situation.

Participants

A total of 13 therapists (5 male and 8 female) were recruited from 6 different mental health clinics. All experts had professional experience in treating patients with PTSD.

Procedure

All experts were presented with 9 different situations expressed by patient trust in therapy outcome and a graph representing PCL trend. Every situation was presented twice, using 2 different graphs, as shown in Figure 2. This was done to ensure the responses would not reflect 1 specific peculiarity of the graph, but the trend shown therein. For every situation, the expert was asked to write what they would say to the patient to increase their motivation to continue and their trust in a good therapy outcome. As context, the experts were given the example of the PTSD therapy system presented in the study by Tielman et al. [10]. All situations described a patient in session 8 out of the total 12, which is right in the middle of the most intense phase of treatment. The design of this expert study was approved by the university ethics committee, ID number 134.

Expert Answer Analysis

From this study, we received 234 motivational answers, that is, motivational messages written by the experts for the situations. These answers were first split into shorter motivational statements and categorized to provide them with a statement type, after which an analysis was done to calculate the likelihood of the statement types occurring in each situation.

Expert Input Categorization

The motivational answers given by the experts were between 1 and 143 words long (Mean 40.40, SD 24.68). The single word Dutch statement “Terecht,” which translates into English as “and you should!,” was used once in a positive situation with high trust. As this word was also included in longer statements, it was categorized as the other “terecht’s”, which were part of larger answers and incorporated in the analysis in this manner. Most answers contained several sentences, including a number of messages to the patient. To allow for a more fine-grained categorization, the answers were split into motivational statements based on topic. Splitting generally happened after commas or between sentences. This relatively low-inference procedure was as follows: whenever a statement could be categorized in multiple ways and ambiguity could be resolved by splitting, the statement was split. Splitting yielded 844 motivational statements. The rounded mean number of motivational statements per motivational answer was 3 for the dropping PCL-high trust, dropping PCL-medium trust, and stable PCL-high trust situations, and 4 for the others. All motivational statements were manually sorted into types based on their topic. These statement types were not predefined but arose during the analysis. For some, additional subtypes were defined to better describe nuances.

After initial categorization, all statement types that included less than 10 motivational statements (in the total set of 844) were removed. After this selection, 97% of the motivational statements were left to be included in the analysis, namely, those with a statement type shown in Figure 3. To analyze the reliability of the coding process, a sample of 32 statements was selected (including 2 full motivational answers for every situation) and rated by a second coder. Comparison between coders showed a substantial interrater reliability (κ=.73, P<.001).

It is interesting to note that medium trust was not mentioned explicitly by the experts, and thus does not occur in the list of statement types. Although this medium level was included in the situations (defined as “doubts about a good outcome”), in categorizing the answers of experts, no distinction between low and medium trust could be made. Although differences between these situations can be seen in how much other statement types were used, the specific mentions of trust were similar in both situations. This might be because both were interpreted as low trust, one just even lower than the other.
Extraction of Likelihood Rates

To calculate the likelihood of a statement type occurring in the motivational answer given a certain situation, the data were analyzed with R 3.3. First, it was noted whether a statement type was present for every motivational answer given by the experts. A multilevel analysis with expert as random intercept was done, showing that adding statement type as a fixed factor significantly improved the model predicting whether a statement type occurred in the motivational answers ($F_{49,11638}=88.86; P<.001$). This indicates that there were differences in how many different statement types were used. Second, an additional analysis showed that the model containing only statement type was significantly improved by adding the 3-way interaction effects for PCL trend, trust, and statement type as a fixed factor ($\chi^2_{3}=1954.80; P<.001$). This shows that the situation influenced whether a statement type was used in the motivational answer. Therefore, a second multilevel logistic regression was fit for each statement type separately, predicting if a statement type occurred in the motivational answers for that situation. This analysis used expert as the random intercept and the 2-way interaction between PCL trend and trust as the fixed effect. This resulted in the probability of each statement type occurring in a motivational message in a given situation.

These probabilities form the basis of our database. It was supplemented with a list of motivational statements and their type. Motivational statements were included in this list only if the probability for their statement type was above .05 for at least one of the situations. So, those statements with rare statement types were excluded. The list of motivational statements in the system is, therefore, a subset of the motivational statements used in the analysis. All motivational statements were slightly rewritten from how they originally occurred in the motivational answers to ensure they could be used consecutively. Both the full probability table as well as the resulting motivational statements are available online [41].

Generating Motivational Messages

Our analysis resulted in a database with motivational statements, their statement types, and their likelihood in any situation. This section describes how this database is used to generate full motivational messages. We have developed an algorithm which selects motivational statements of certain types from the database, given a situation, and which combines them into 1
message. Throughout this section, we will use a running example of generating a message for the situation with rising PCL and low trust.

First, the length of the motivational message is determined. The motivational answers by the experts revealed that some situations might warrant more motivational statements than others. Therefore, either 3 or 4 motivational statements were combined, depending on the rounded mean number of motivational statements given by the experts in their motivational answers for that situation. For our example message for a situation with rising PCL and low trust, the motivational message will contain 4 motivational statements.

Second, the statement types are selected. In this, we follow the probability table for the situation. First, any statement types with probabilities above .5 are always included. For our example, this means that the statement types motivation, give perspective, and note PCL will be included.

If any of these statement types with a probability above .5 is a super-type, all subtypes with a probability above .5 are included; if none meet this criterion, one is chosen based on a weighted randomized selection strategy. This strategy entails that all probabilities are added, and every statement type is assigned an interval equal to their probability. By generating a random number between zero and the total sum of the probabilities, the statement type belonging to the interval in which the random number occurred is selected. For our example, the statement types motivation and note PCL are super types, so a subtype needs to be selected. For motivation, none of the subtypes have a probability over .5, so a choice is made with the weighted random selection strategy. For this example, let us say we end up choosing hold on. For the note PCL type, we do have a subtype with a probability over .5, namely, rising, so this will be chosen.

Then, if the expected number of statements is not met after this initial selection, additional statement types are added one by one using the weighted randomized selection strategy. Duplicate statement types are avoided so that if a statement type is already included, it cannot be chosen again. For our example, we still need one more statement type. A final type is chosen with the selection strategy, let us say we end up with the statement type empathy.

The full selection process for the statement types is described in Figure 4. This process was designed to fit different probability tables. For instance, for our probability table (see the resource by Tielman et al [41]), no statement type has 2 subtypes with probabilities higher than .5, but this algorithm could deal with this situation as well. For application to other probability tables, the only possible change would be the threshold of .5 to always include a statement type. This number was chosen because for our results it meant 2 or 3 statement types are always automatically selected, whereas at least one is always added via the weighted randomized strategy. This ensures variation while also ensuring the most important statement types are always included.

Third, to complete the motivational message, a motivational statement is selected at random for every statement type that is included. This means that even if the statement types for a certain situation are always the same, the specific motivational statements making up the motivational message can differ. The ordering of the motivational statements within the message is inspired by the original motivational answers given by the experts. They are sorted based on statement type, such that noting the situation always comes first, followed by empathy, giving perspective, and statements about tackling things together. General motivation is always near the end, only followed by statements about the future.

For example, this final step means randomly choosing motivational statements from the database for the statement types and putting them in the order: note PCL-rising, empathy, give perspective, and motivation-hold on. This could result in the following motivational message (translated from the original Dutch):

I see you indicate that your complaints have gotten substantially worse. [note rising PCL]
I’m sorry to hear that. [Empathy]
However, it’s always hard work before we see any results. [Give perspective]
Hold on! [Motivation hold on]

Figure 4. Selection process for choosing the statement types for the motivational message system.
User Study
To test hypotheses 1 and 2, an empirical user study was done. The personalized motivational messages as generated by the motivational message system described in the previous section were compared with 2 other message types, namely, general motivational messages and messages with no motivational content.

The motivational message system is designed for PTSD patients following therapy assisted by a virtual agent. However, to evaluate the message system with patients in therapy would mean a full clinical trial, which traditionally mainly focuses on clinical outcome. Instead, eHealth systems are often evaluated in phases [42], and separate components are first tested using proximal outcome measures such as motivation [43,44]. Testing components separately also allows for a clearer picture of exactly what effect a certain manipulation, such as motivational message type (ie, personalized, generic or no motivational message), has on specific outcome variables, such as motivation to continue, trust in a good therapy outcome, or the feeling the user has of being heard. This abstraction strategy is, for instance, also used in game design to reduce surrounding and complicating factors and speed up the process [45]. The evaluation of the motivational message system takes this component-focused approach. As it was tested in isolation instead of incorporated into a full therapy, participants were asked to imagine they were in a certain situation during PTSD therapy, as defined by symptom trend and trust in therapy outcome. One can imagine, however, that people who have experience with PTSD exposure therapy will interpret the situations differently from people who do not. Participants were, therefore, also asked for their experience with PTSD symptoms and exposure therapy so that these factors could be taken into account as potential covariates.

The message system was tested in a 3×3×3 mixed design. Message type (personalized, general, or no motivation) was measured between-subject, whereas the 3 graphs describing PTSD symptom trend and the 3 levels of initial trust in therapy outcome were presented to all participants within-subject. After seeing the situation, participants were presented with a virtual agent presenting a personalized motivational message, a general motivational message, or a message with no motivational content. Following this, participants were asked to indicate changes in their motivation to continue and trust in a good therapy outcome for that situation. The design of this user study was approved by the university ethics committee as well, ID number 184.

Participants
To study the effect of the situation-based motivational message system, participants were recruited via Amazon Mechanical Turk. An a priori power analysis was performed (G*Power 3.1) to determine the necessary number of participants. Given a one-way Analysis of variance (ANOVA) with 3 groups, a medium effect size of 0.25, and power of 0.9, a preferred sample size of 207 was calculated. A total of 529 participants started the experiment. Participants were excluded if they incorrectly answered a control question (to check if they had read all situations and questions; n=189), if they did not complete the survey (n=128), or in case of administrative errors (n=5). Participants were excluded directly after completing the study, which kept running until the required number of 207 included participants was met. Of the excluded participants, 25.5% were in the personalized motivation condition, 27.6% in the general motivation condition, 29.5% in the no motivation condition, and 30.1% stopped before being assigned a condition. Of the 207 included participants, 34.3% were in the personalized motivation condition, 34.3% in the general motivation condition, and 31.4% in the no motivation condition. All participants were aged 18 years and above and native English speakers and received a small monetary compensation for their time. Due to an administrative error, specific age and gender data of participants were not collected.

Measures
A total of 5 different measures were collected via questionnaires, 2 of them repeatedly for every situation that was presented. A list of all questions is available online [41].

Primary Measures
Trust in a good therapy outcome was measured in terms of change. After each situation and message, the question of how much the message of the virtual agent changed trust in a good therapy outcome was posed. Answers ranged on an analog scale from −10 (it decreased a lot) via the neutral point of 0 (nothing changed) to 10 (it increased a lot). This question was repeated at the end of the study, asking for the overall change in trust.

Motivation to continue was measured similarly to trust, in terms of change caused by the message of the virtual agent, asked for in every situation. The analog scale also ranged from −10 (it decreased a lot) via the neutral point of 0 (nothing changed) to 10 (it increased a lot), and this question too was repeated at the end asking for the overall change in motivation.

Feeling of being heard was measured only at the end of the experiment and was included to get a measure of how much the participants felt the agent took them seriously and really heard them. This questionnaire consisted of items 1 and 4 of the short patient satisfaction questionnaire [46], and items 5 and 8 from the trust in physician scale [47]. Questions were slightly adapted to be positively phrased statements. Moreover, 3 additional questions were added to complete the questionnaire, stating that the virtual agent took you seriously, the virtual agent replied appropriately to you, and the virtual agent listened to your preferences.

Descriptive Measures
To get an indication of whether participants had experience with PTSD symptoms, a brief version of the PCL was presented at the beginning of the study, including questions 2, 3, 6, 7, 16, and 17. People were asked to keep in mind their most stressful or traumatic experience when answering these questions. Participants were also asked if they had experience in following exposure therapy, and if so for what disorder.

Procedure
After accepting the assignment on Amazon Mechanical Turk, participants were redirected to Qualtrics for the main experiment. They were first presented with an information form.
outlining the procedure of the experiment and the consent form. Then, they were given the PCL and asked if they had ever followed exposure therapy. Before the main part of the experiment, all participants saw an example situation with a PCL graph that was not reused in the remainder of the experiment, a clip from the virtual agent introducing itself, and the motivation and trust questions. This example included the explicit instruction that a rising PCL trend meant symptoms were getting worse and vice versa. After the example, participants were randomly divided into the 3 conditions (with personalized, general, or no motivation messages). The virtual agent always appeared as a video clip and displayed idle and mouth movement, speaking with a computer-generated text-to-speech voice. The virtual agent is shown in Figure 5.

In all conditions, participants were asked to repeatedly imagine they were in therapy and had just answered the PCL resulting in the situation shown. All 9 situations representing the combinations of PCL trend (rising, stable, and dropping) and trust level (no trust, doubt, and high trust) were shown in a randomized order. To avoid overfitting, a new set of PCL graphs was used, slightly different than the one shown to the experts. These new graphs used in the user study are shown in Figure 6. After reading the situation, participants could view the message by the virtual agent. In the condition with the personalized motivational messages, 1 of the 3 comments generated by the motivational message system for that particular situation was used, translated from the original Dutch to English. For the condition with general motivational messages, 9 different general motivational messages were written by 3 different experts and translated into English. These general messages were matched with the situations in 3 different ways, such that each general message occurred once for each PCL trend and each trust level in the final set. Participants were randomly presented with 1 of these 3 combinations. The same type of randomization was performed for the messages without motivational content. In this condition, the virtual agent merely thanked the participant for filling in the PCL and announced the continuation of the session, using 9 different formulations. An example of a message from each condition is shown in Table 1. All messages for the different conditions can be found in the resource by Tielman et al [41].

After the message by the virtual agent, participants were presented with the question of how much their trust in a good outcome and motivation to continue had changed. Both the situation and the virtual agent were still visible at this point; so, participants had the option to review both the situation and the message. After all situations, these 2 questions were repeated for the overall experience, and the feeling of being heard questionnaire was presented. Figure 7 shows a full outline of the procedure.

Data Preparation and Analysis
Data were analyzed with R 3.3; the full data table and analyses are available online [41]. Following the guidelines for the PCL [39], a participant was classified as potentially having PTSD if question 2 or 3 was 3 or higher, question 6 or 7 was 3 or higher, and question 16 or 17 was 3 or higher. Reliability for the feeling of being heard scale was high with a Cronbach alpha of .96, so answers to the items of the feeling of being heard scale were averaged to form 1 score.

Covariates
To examine potentially having PTSD and having experience with exposure as potential covariate factors in the analysis, ANOVAs were done with these variables as predictors of overall change in motivation, trust, and feeling of being heard score. As these analyses did not find any effects, neither potential PTSD nor exposure experience were further taken into account as covariates.

Figure 5. Virtual agent.
Table 1. Examples of the different types of messages presented.

<table>
<thead>
<tr>
<th>Type</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalized to stable post-traumatic stress disorder-check-list scores and doubts</td>
<td>Your complaints show little consistency. Sometimes they get less, and then they get worse again. That makes sense, you're working on your past and that's tough. Stick to it now! Let's see together what you need to continue.</td>
</tr>
<tr>
<td>General</td>
<td>You've now been working on this treatment for a while. Perhaps you've noticed already that your complaints are slowly getting less. It's important to stick with it now, so we can achieve the largest result.</td>
</tr>
<tr>
<td>No motivation</td>
<td>Thank you for filling in the questionnaires. We'll now continue with the session.</td>
</tr>
</tbody>
</table>


Overall Measures
For all overall measures, a linear regression model with only the intercept was fit to establish a deviation from zero. Type of message was added to the model to establish if it affected the overall outcome measures. When this analysis showed a significant effect of type of message, individual post hoc analyses were run on data containing only 2 message types to test for differences between them.

Per Situation
To analyze the data per situation, every situation was treated as a separate data point. A multilevel regression was run with participant as random intercept. For both change in motivation to continue and trust in a good outcome, the null model with only a fixed intercept was compared with model 1, including message type (3 levels) as fixed effect. Model 2 built on model 1 and added PCL trend as fixed effect; model 3 added initial trust level. Further models were built, adding first the 2-way interaction effects and finally the 3-way interaction effect. Post hoc analyses were run on subsets of the data to find the differences between each of the 3 message types. This was done for the 3 possible PCL trends, the 3 levels of initial trust, and for the 3×3 combination of these measures resulting in all 9 situations.
Results

Descriptive Measures

Table 2 shows the descriptive measures including their influence on the overall outcome measures. Scores on PCL show that almost a third of participants showed an indication of having PTSD. A total of 14 participants had experience with exposure therapy. Out of the 7 participants with experience with exposure therapy, 5 also showed an indication of PTSD. The other specific disorders mentioned were obsessive-compulsive disorder and both specific and general anxiety disorders. Table 2 also shows that an indication of PTSD or exposure experience were not found to affect overall change in motivation, trust, or feeling of being heard score. There was, therefore, no indication found that experience with PTSD or exposure therapy influenced the interpretation of the situations and the effect of the messages.
by the virtual agent. This supports the generalizability of the results to clinical populations.

**Overall Experiences**

Table 3 shows the mean values of all overall outcome variables measured at the end of the experiment as well as their deviance from the neutral point of 0. Both change in motivation and trust were rated significantly above neutral, indicating that overall motivation and trust improved. The feeling of being heard did not deviate significantly from 0. For all 3 outcome measures, linear regression analyses revealed a significant effect for message type.

Post hoc analyses revealed the differences between each of the 3 message types for the overall variables. Figure 8 visualizes the results from this analysis, showing that motivational messages significantly improve overall increase in motivation and trust. Moreover, the feeling of being heard increases significantly not only if a motivational message is present but even more if this message is personalized to the participant’s situation. The confidence intervals show that if a personalized message was presented, motivation, trust, and the feeling of being heard improved, whereas a message without motivational content always resulted in a decrease.

**Per Situation**

Table 4 shows the effects of message type, PCL trend, and initial trust on the outcome measures of motivation to continue and trust in a good outcome, as measured per situation. This table also includes the effects of the 2- and 3-way interactions.

This table shows that both message type and the 2 situational factors influence motivation and trust as measured per situation. Figure 9 visualizes the pair-wise comparison of the effect of message type, showing that motivational messages outperform messages with no motivational content. The differences between the 3 levels of PCL trend and initial trust are displayed in Figures 10 and 11, respectively, showing how these situational factors affected the outcome measures.

Besides individual effects, Table 4 also shows the existence of an interaction effect between message type and PCL trend for both motivation and trust and a further effect between message type and initial trust for motivation. Given these results, a pair-wise analysis was done comparing each of the message types given the 3 possible values of initial trust and PCL trend, shown in Figures 12 and 13, respectively. Figure 13 shows that initial trust level effects how much motivation and trust improve. Moreover, if the initial trust level is doubtful of low, receiving a message without motivation seems to even reduce motivation to continue and trust in a good outcome. Figure 13 shows that when the PCL trend is rising and the situation, therefore, is getting worse, personalized motivational messages significantly outperformed general motivational messages in terms of both, motivation to continue and trust in therapy outcome.

Finally, Table 4 shows the existence of a 3-way interaction effect of message type, initial trust, and PCL trend on motivation to continue. Figure 14 shows the effect of message type on motivation to continue for all 9 situations, combining PCL trend and initial trust level. These graphs show that the exact effect of message type differs per situation. In the situations where symptoms are getting worse, but initial trust is doubtful or high, personalized motivational messages show an advantage over general motivational messages. The same is true for the situation with dropping PCL trend and high initial trust, which shows not only that personalized motivation is best but also that general motivational messages do not even outperform messages without motivational content. In most other situations, motivational messages of some type outperform messages without motivational content. The only exception is the situation with dropping PCL trend and low initial trust, where motivation is improved most by general motivational messages.

### Table 2. Descriptive characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
<th>Motivation</th>
<th>Trust</th>
<th>Feeling of being heard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F value (1, 205)</td>
<td>P value</td>
<td>F value (1, 205)</td>
</tr>
<tr>
<td>Post-traumatic stress disorder indication</td>
<td>66 (32)</td>
<td>0.99</td>
<td>.32</td>
<td>0.13</td>
</tr>
<tr>
<td>Exposure experience</td>
<td>14 (7)</td>
<td>1.48</td>
<td>.22</td>
<td>1.18</td>
</tr>
<tr>
<td>Post-traumatic stress disorder</td>
<td>7 (3)</td>
<td>a</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Anxiety</td>
<td>6 (3)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Obsessive-compulsive disorder</td>
<td>1 (0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not applicable.*

### Table 3. Description, overall measures, and effects of condition.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Deviance from 0</th>
<th>Effect of message type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t test (206)</td>
<td>P value</td>
<td>F value (2, 204)</td>
</tr>
<tr>
<td>Motivation</td>
<td>1.06 (4.05)</td>
<td>3.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trust</td>
<td>0.74 (4.16)</td>
<td>2.56</td>
<td>.011</td>
</tr>
<tr>
<td>Feeling of being heard</td>
<td>−0.66 (4.83)</td>
<td>−1.96</td>
<td>.051</td>
</tr>
</tbody>
</table>
Figure 8. Effect of message type on the overall outcome measures. *P<.05, **P<.01. Error bars indicate 95% Confidence Intervals. FBH: feeling of being heard.

Table 4. Influence of situation and feedback type on motivation to continue and trust in therapy outcome (n=1863).

<table>
<thead>
<tr>
<th>Model comparison</th>
<th>$\chi^2$ (degrees of freedom)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivation to continue</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Add Message type (M₀ vs M₁)</td>
<td>29.1 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add PCL&lt;sup&gt;a&lt;/sup&gt; Trend (M₁ vs M₂)</td>
<td>27.5 (7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add initial trust (M₂ vs M₃)</td>
<td>40.5 (9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add initial trust × PCL Trend (M₃ vs M₄)</td>
<td>9.4 (13)</td>
<td>.05</td>
</tr>
<tr>
<td>Add message type × PCL Trend (M₄ vs M₅)</td>
<td>25.2 (17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add message type × Initial Trust (M₅ vs M₆)</td>
<td>11.2 (21)</td>
<td>.03</td>
</tr>
<tr>
<td>Add message type × Initial Trust × PCL Trend (M₆ vs M₇)</td>
<td>17.1 (29)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Trust in outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Add message type (M₀ vs M₁)</td>
<td>22.9 (5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add PCL trend (M₁ vs M₂)</td>
<td>55.7 (7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add initial trust (M₂ vs M₃)</td>
<td>59.9 (9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add initial trust × PCL Trend (M₃ vs M₄)</td>
<td>5.3 (13)</td>
<td>.26</td>
</tr>
<tr>
<td>Add message type × PCL Trend (M₄ vs M₅)</td>
<td>20.5 (17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Add message type × initial trust (M₅ vs M₆)</td>
<td>7.4 (21)</td>
<td>.12</td>
</tr>
<tr>
<td>Add message type × initial trust × PCL trend (M₆ vs M₇)</td>
<td>12.7 (29)</td>
<td>.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>PCL: post-traumatic stress disorder-check-list.
Figure 9. Influence of message type on motivation and trust per situation. **$P<.01$. 

Figure 10. Influence of post-traumatic stress disorder-check-list trend on motivation and trust per situation. PCL: post-traumatic stress disorder-check-list. **$P<.01$. 

Figure 11. Influence of initial trust on motivation and trust per situation. **$P<.01$. 

http://www.jmir.org/2019/3/e9240/
Figure 12. Effect of message type on motivation and trust, per initial trust level. *P<.05, **P<.01.

Figure 13. Effect of message type on motivation and trust, per post-traumatic stress disorder-check-list trend. *P<.05, and **P<.01. PCL: post-traumatic stress disorder-check-list.

Figure 14. Effect of message type on motivation in all separate situations. *P<.05 and **P<.01. PCL: post-traumatic stress disorder-check-list.
Discussion

Results of the User Study

The aim of the user study was to test 2 hypotheses about the effect of the (personalized) motivational messages on the motivation to continue, trust in a good therapy outcome, and the feeling of being heard by the agent. The results show that the content of a message influences motivation to continue, trust in a good outcome, and how much participants felt heard by the agent. More specifically, messages with motivational content outperform messages without such content. This confirms hypothesis 1 and is in line with recommendations by experts that motivational messages are relevant [48].

The results regarding hypothesis 2 are a bit more complex. We hypothesized that motivational messages could be improved through personalization with our motivational system. Some findings support this hypothesis. This study shows that personalization can increase how much users feel the agent really hears them and takes them seriously. This result is important as it shows that personalization could increase a feeling of relatedness to an agent. Studies on motivation have shown that extrinsic motivation (such as our messages) is less powerful than intrinsic motivation and that for extrinsic motivation to be internalized, a feeling of relatedness is important [23]. More work is needed to identify to what extent the feeling of being heard increases relatedness exactly. However, the result that the content of a motivational message can influence this variable is a promising first step to further increase the impact of personalized motivational messages.

Our system aims to improve motivational messages by personalizing them based on the type of situation the user was in. This seems to have worked as these personalized messages were more effective in terms of motivation to continue and trust in a good outcome in the situation with worsening PTSD symptoms in particular. This is an interesting result as it indicates that personalization is more effective in those situations where motivation is most important.

However, results also indicate that the effect of personalization can only be truly understood if we consider not just the symptoms of the user but also their initial trust levels. These results give a slightly more nuanced picture and do not directly fully support hypothesis 2. For situations with worsening symptoms, personalization improved motivation only when the initial trust level was doubtful or high. Therefore, in the situation where symptoms were getting worse and initial trust was low, personalization did not have as much effect. A closer look at the results (see Figure 14) reveals that in this situation, neither type of motivational message (general or personalized) led to a very large increase in motivation in the first place. An effect between the types of messages was shown, but mostly because a message without motivation led to a decrease in motivation. These results could indicate that if symptoms are worsening and trust is low, a simple message by a virtual agent is not enough to truly improve motivation of the user. Still, these messages might prevent a further decrease in motivation, as was the case with the nonmotivational message. They would, therefore, nevertheless be useful, but should perhaps be supplemented with other types of motivation.

The situations where PTSD symptoms are reducing also show a clear impact of initial trust level on the effect of personalization. Although personalization improves motivation in situations with high trust, situations with low trust show an opposite effect, with general motivational messages outperforming personalization. This result is surprising, but 1 possible explanation might be that the personalized messages will point out that scores are dropping, which is already a good sign. If trust level is low, however, people might instead prefer to get reassurance that it is normal to find therapy difficult. Nearly all general motivational messages included this reassurance, whereas the personalized messages for this situation did not, as things were actually going well. This could mean that the messages our experts wrote for this situation were not quite as suitable as believed. Obviously, this result warrants more study into why, exactly, our general messages outperformed those based on the experts’ answers.

Although the overall results, as well as the results from other situations, confirm hypothesis 2, this final result that in 1 situation general motivation outperforms personalized motivation suggests a rejection. A full rejection might, however, be too strong, as it might also be the case that our particular way of personalizing was not effective in this situation. Instead, it might be more fitting to argue that for this specific situation with a reduction of PTSD symptoms and low trust, general motivation is more suitable. To explain why this is the case would require more research.

Implications for Motivational Models

The evaluation of the personalized motivational messages shows that they are capable of increasing motivation and trust as well as the feeling of being heard by a virtual agent. However, it also shows that personalization is more effective in some situations than in others. These results indicate that it is worthwhile to take a closer look at the motivational model itself and what aspects might be improved in the future.

Impact of Situational Variable on Statement Type Choice

The motivational model used 2 input variables to describe user situation, namely, initial trust in a good therapy outcome and PCL trend. These variables describe aspects of current motivation and symptom progress, respectively. The analysis of our results reveals that to predict which statement types are best, both of these factors are necessary. Moreover, an interaction effect was found, which shows that they cannot be seen separately from each other. However, a closer inspection of the probabilities for each statement type shows that for some, either PCL trend or initial trust seems more important than the other [41].

Most noticeable is that the note PCL statement type has a very high probability for all situations, but whether the subtype is note stable, note dropping, or note rising is highly dependent on the PCL trend and does not seem to be influenced as much by initial trust. This makes sense, as this statement type directly refers to the PCL trend. For the note trust statement type, the story seems a little more complex. Whether trust is noted at all
seems dependent on both initial trust and PCL trend. However, whether high trust is noted or low trust, strongly depends on initial trust level only, which again makes sense as that is what it refers to. Another interesting statement type is that of general motivational comments, where overall, the initial trust level seems to influence whether such a statement is used, whereas PCL trend does not have much impact. This is probably because most such general statements were positive in nature, so they were compliments, or they confirmed that it was going well. Initial trust level seems to influence whether these are more suitable than symptom progression.

Improving the Model
Looking at the empirical results, our model shows promise, but also that there is room for improvement. First, there was 1 situation in which the general messages outperformed the personalized messages. This means that for this situation, the personalized system needs to be improved. However, to do this properly, the first step would be to examine why the general motivation worked better. It is unclear whether this was truly, as suggested, because people prefer reassurance when trust is low even if symptoms are actually reducing. If this is the case, the likelihood table would need to be adapted for this situation.

Besides this specific situation, general improvements could also be made. These improvements could be made at different stages of building the model. These stages can be seen in Figure 15. First, the model might be improved by providing more information about the situation. Adding variables such as stage in the therapy or personality might allow for a more fine-grained personalization. Another option would be to include more expert participants to create a larger corpus of sentences as well as making the likelihood table more stable. Our current model is based completely on the answers of these experts, so their role in building this model is large. Then, the categorization might be improved further as well. One option would be to let the experts rate the categorization or provide the statement types they believe they have used themselves. To improve the statistical analysis, 1 possible method would be to let the experts rate each other’s answers and use these as weights. Another method for improvement would be to analyze the order in which motivational statement types are used. Our current system orders the statements similarly for every situation, but perhaps, our input variables could be used to personalize this order as well. This would possibly improve the way the motivational messages are generated. All these options are aimed to eventually improve the content motivational system.

Something that is increasingly receiving attention in the literature is the goal to learn about the preferences of the user over time. However, this requires a measure of the success of the motivational message as well as enough time to learn. Given our current application domain, this might not be completely suitable. The only measure of success would be whether someone drops out of therapy, but that would mean no more messages are provided in any case. Moreover, participants only participate in 12 sessions, so by the time a learned model becomes good enough, the therapy might be over. Given the severity of PTSD and the importance of therapy, it is preferable to start with motivational messages, which are optimized beforehand.

Limitations
To fully appreciate the system and results presented in this paper, it is important to also consider the limitations. Although the motivational message system is based on the patient’s situation, it only considers 2 parameters, namely, symptom trend and initial trust. However, other factors such as interpersonal differences in personality and gender could, for instance, also be used [32]. Moreover, the system currently does not take into account the patient’s stage in therapy, for instance, if they have just started or are near the end. However, this might also affect what statement types are most suitable to use in the motivational message [49]. Another limitation is that the data gathered from experts were all in Dutch, whereas the user study was performed in English. In both cases, this was the native language of our participants, and as Dutch and English are quite similar in structure, it was possible to make relatively direct translations. However, future work would be necessary to better study the effect of language on motivational effect. This ties in with possible cultural differences that might need to be reflected on in the content of the motivational messages.

In the user study design, all the participants were presented with all the different situations, something which would not happen in a real therapy. Responder bias might have caused participants to feel the need to reply differently to each situation, whereas some messages might actually have had the same effect. Although this might have caused more variance, that is, noise, it is unlikely to have caused any systematic bias as this was mitigated by randomization of the order in which participants were exposed to the situations. Another limitation is that the variables measured in this experiment relied on self-reports of the participant and responder bias might have, therefore, played a role. Moreover, they were asked to indicate what effect messages would have, given an imaginary situation. This imaginary aspect of our manipulation and measures could have affected our results. Similarly, the experiment was not performed with PTSD patients currently in therapy. However, we did not find indications that experience with exposure therapy influenced the results, which sheds a favorable light on the generalizability of the results. It is more difficult to say what the effect of the message system would be for a full therapy, as participants were only presented with situations in a single session. Further research would have to be done to study what results repeated motivation during the course of therapy would have. Such research could also shed light on the influence of a more interactive virtual agent. In the user study, video clips were used, but a more adaptive agent might further influence how motivation by this agent is perceived.
Contributions
The main scientific contribution of the work presented in this paper is the motivational message system and its empirical evaluation. The motivational messages generated by this system could be used in other applications for PTSD therapy. Moreover, with minimal rewording of the messages, it might also be usable for exposure therapy systems for other disorders. Although we would not recommend using the exact statements and likelihoods for other domains, the underlying development approach could be applied to many other health care systems as well. An implemented version of the model described in this paper can be found in the study by Tielman et al [50]. Our study shows that a method involving the analysis of expert knowledge can be used to produce motivational messages that work to motivate users. The use of such an approach could be of benefit to other systems that currently rely exclusively on theory due to lack of data [36].

Similar systems could be applied to many different interventions, as shown by the broad range of mental health applications using motivational statements [8,22,51]. Moreover, our system sheds light on exactly how to motivate patients during therapy. The different statement types reveal what topics domain experts would address and that the patient’s personal situation has an effect on the type of language used. For instance, it was very common for experts to not just use purely motivational language but also to first explicitly refer to the user’s situation. Many experts used sentences to explain that negative feelings were normal, but would eventually go away, indicating that it is important to refer to a positive future. Moreover, the exact type of motivational statement did differ per situation, with, for instance, compliments being more suitable when people trusted in a good outcome, regardless of their symptoms, whereas phrases such as “go on like this” were used much more when symptoms were decreasing and trust was also good. These insights could be used to better tailor motivational messages in other applications as well.

Conclusions
Google Assistant, Amazon Alexa, and Apple Siri are popular conversational agents that allow people to access a variety of services. Their capability and popularity seem to be growing. This paper shows how such agents could generate motivational messages personalized to the users’ situation and successfully increase their trust in a good outcome and motivation to continue. Moreover, it outperforms general motivational messages in several situations as well as making the user feel more heard by the system. This successful application shows how domain knowledge can be gathered from experts to build smarter technology. Especially in domains such as mental health care, where data on how to give therapy are not always available, such methods can be valuable. Moreover, given the importance of motivation in mental health applications in general, a suitable motivational message system could have the potential to increase adherence and reduce dropouts. Moreover, we hope, this will eventually even improve the overall effectiveness of e-mental health therapy.
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Abstract

Background: Despite the increasing prevalence of diabetes and the increasing use of eHealth, little is known about the association between provider-based health services and eHealth among people with diabetes. This is the second study in a project exploring the associations between the use of eHealth and the use of provider-based health services.

Objective: The objective of this study was to investigate which eHealth services are used among out-of-hours (OOH) visitors with type 1 diabetes (T1D), and whether the use of eHealth (eg, apps, search engines, video services, and social media) was associated with the use of OOH services. We also wanted to investigate associations between anxiety, reassurance, and change in doctor-seeking behavior because of health information acquired from the Internet, and the use of OOH services.

Methods: We used data from a 2018 email survey of members of the Norwegian Diabetes Association (18-89 years old). Respondents with T1D were eligible for analyses. Using descriptive statistics, we estimated the use of OOH services and eHealth. Using logistic regressions, we studied the associations between the use of OOH services and the use of eHealth, as well as associations between the use of OOH services and reported consequences of using Internet-based health information.

Results: In the sample of 523 people with T1D (mean age 47 years), 26.7% (129/484) visited OOH services once or more during the previous year. Among the OOH visitors, search engines were used for health purposes by 86.7% (111/128), apps (health apps in general) by 63.6% (82/129), social media by 45.3% (58/128), and video services by 28.4% (36/127). The use of OOH services was positively associated with self-reported anxiety/depression (odds ratio [OR] 4.53, 95% CI 1.43-14.32) and with the use of apps (OR 1.73, 95% CI 1.05-2.85), but not with other types of eHealth. Those who had felt anxious based on information from the Internet were more likely to visit OOH services compared with those who had not felt anxious (OR 2.38, 95% CI 1.50-3.78). People who had decided to consult a doctor based on information from the Internet were more likely to visit OOH services (OR 2.76, 95% CI 1.64-4.66), compared to those who had not made such an Internet-based decision.

Conclusions: People with T1D were frequent users of OOH services, and the OOH visitors were frequent users of eHealth. The use of OOH services was positively associated with the use of health apps, with self-reported anxiety/depression, and with feeling anxious based on information from the Internet. Likewise, deciding to consult a doctor based on information from the Internet was positively associated with OOH visits. The use of eHealth seems to have a significant impact on people with T1D.

(J Med Internet Res 2019;21(3):e13465) doi:10.2196/13465
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Introduction

Increasing Prevalence of Diabetes

The prevalence of diabetes is increasing worldwide. Global prevalence in adults is estimated at 8.8% [1] and the Norwegian prevalence at 4.7% [2]. Around 245,000 people are diagnosed with diabetes in Norway. Of these, around 28,000 have type 1 diabetes (T1D) [2]. Patients represent a large proportion of health care contacts, and diabetes is a considerable burden on patients regarding morbidity and mortality [3]. Most patients do not reach the combined national treatment targets for prevention of complications [4-6].

Consequences of Increasing Use of eHealth Services

Electronic health (eHealth) is defined as “the transfer of health resources and health care by electronic means” [7]. Most Norwegian households (98%) had Internet access and access to a smart phone in 2017 [8,9]. Use of the Internet for health purposes has increased rapidly in the past decades [10-12], and 75%-80% of Internet users in the United States and Europe report conducting health-related searches [10-13]. Our first study in this project found that 87% of Norwegians with T1D used eHealth in one or more forms, exceeding the use of about 78% in the general population [14,15]. Although T1D is a prevalent chronic and challenging disease, the consequences of patients seeking health information from the Internet have not been comprehensively explored. Medlock et al studied the consequences of health information seeking among seniors in the Netherlands, finding that 38% had felt anxiety and 56% had felt reassured. Some had changed their plans regarding doctor visits: 48% had decided to go to the doctor, and 24% had decided not to go based on health information from the Internet [16].

Norwegian Health Care and Use of Out-of-Hours Services

Norwegian health care is based on universal insurance. However, consultations for adults are co-paid through a small fee [14]. Primary health care, including a regular general practitioner (GP) and GP-based out-of-hours (OOH) services, is provided to all residents by the municipalities through the patient list system. This includes almost all Norwegian residents [17]. Specialist services are operated by regional and local health enterprises owned by the national government. Access to specialist care is usually through referral from GPs or OOH services (the gatekeeper role). People with T1D are recommended to visit specialist services at least annually. There are indications that many patients miss this check-up [14]. We know little about the extent to which people with T1D visit Norwegian OOH services, but we know that people with any type of diabetes and people with chronic disease constitute a significant proportion of visitors [18]. Regarding the general population, 27.4% of listed patients contacted OOH services in 2008 (all contact types) [19], and 17% of the population visited OOH services in 2017 [20]. Norway has a high OOH contact rate compared to other countries, and 75% of contacts have been classified as non-urgent [21].

Associations Between Use of eHealth and Use of Out-of-Hours Services

Research on the association between the use of eHealth and provider-based health care is scarce [22,23]. However, frequent users of health services seem more likely to seek health information on the Internet compared with non-users [12]. This study is a part of the DIACare project, aiming to investigate associations between eHealth and different provider-based health care services. The project also aims to investigate the associations between socioeconomic status and the use of eHealth, whether eHealth information is discussed in the clinical encounter, and whether the use of eHealth might lead to (or prevent) doctor visits [24]. Our first study in this project revealed no association between the use of eHealth and GP visits for T1D patients, whereas we found a positive association between the use of search engines and somatic specialist services [14]. This second study focuses on the association between the use of eHealth and the use of OOH services in persons with T1D. Understanding the associations between eHealth and the use of provider-based health services is important for patients as well as for health care providers, policy makers, and society, in order to enable evidence-based planning for future health care services in a society where eHealth is increasingly used.

Aim

The aim of this study was to investigate which eHealth services were used among OOH visitors with T1D, and the associations between the use of eHealth (ie, health apps in general, search engines, video services, and social media) and the use of OOH services. Furthermore, we aimed to investigate whether anxiety, reassurance, and change of doctor-seeking behavior because of the use of eHealth were associated with the use of OOH services.

Methods

Data

This cross-sectional study used data obtained in 2018 from members of the Norwegian Diabetes Association (NDA). As of December 31, 2017, the organization had 33,908 members, of which about 30% have T1D [25]. The Norwegian Social Science Data Service (NSD) Web survey distributed the invitations to a randomly selected sample of 5971 individuals who had their email addresses recorded by NDA. Initially, we planned to use data from the seventh Tromsø Study, conducted in 2015/2016 [24]. However, the Tromsø Study could not give us access, and we developed a tailored questionnaire based on the specific objectives of our study, using relevant questions from other published surveys [26,27].

Information about the study was posted together with the invitation. The questionnaire (Multimedia Appendix 1) included questions about health status including specific questions about disease duration, severity and treatment of diabetes, use of and experiences with eHealth and health care services, as well as demographic and socioeconomic information. We reviewed and tested the questionnaire several times before distribution to the informants. Non-respondents were given one reminder, submitted by email 15 days after the first request.
Participants

The respondents could not fill in the questionnaire more than once. Starting from 1250 participants, we first excluded the 66 individuals who did not suffer from diabetes themselves (eg, family members, health personnel, and others). We also excluded those who failed to respond to most of the questions (n=5), those who did not give information about gender (n=93), and participants with diabetes types other than T1D (n=563). The analyzed sample consisted of 523 respondents with T1D.

For a flowchart of the study population, we refer to our previous study [14].

Variables

The dependent variable in all analyses was the use of OOH services once or more during the previous 12 months. The use of eHealth was subdivided into 4 variables: apps for mobile phone or tablet computers (health apps in general, not necessarily diabetes self-care apps), search engines (eg, Google), social media (eg, Facebook), and video services (eg, YouTube). We dichotomized these variables by merging the original four response options into “never or once” and “sometimes or often,” in line with previous research [16].

The following questions were also asked: “Based on information from the Internet, have you felt anxious/felt reassured/decided to consult a doctor when you would otherwise not have consulted one/decided not to consult a doctor when you would otherwise have consulted one?” The answering options “no, once, sometimes, or often” were merged into “no” and “once, sometimes or often” for an easier interpretation of logistic regressions. Since we were interested in whether changes in decisions had ever taken place, we placed “no” in a separate category. Age was grouped in 20-year age groups. The education categories were labeled low (primary/part of secondary school), middle (high school), high (college/university <4 years), and highest (college/university 4 years or more). Response options for self-rated health were excellent, good, fair, bad, and very bad. We merged the bad and very bad categories due to low numbers in the very bad category (4 respondents). Response options for self-reported degree of anxiety/depression were none, slight, moderate, severe, and extreme. We merged the severe and extreme categories due to only 1 respondent in the extreme category.

Since the use of health apps in general turned out to be an issue in this study, we wanted to inform the readers about the answers obtained from the following question in the questionnaire: “During the past 12 months, have you used apps for smartphone or tablet computer for follow-up of your own diabetes?” The answering options were “never, less than once a month, once a month, once a week, and every day.” According to the study protocol, this variable was not included in the regression analyses.

Due to the relatively low participation rate, we constructed a dichotomous response time variable in order to compare late respondents with early respondents, assuming that the late respondents were more similar to non-respondents [28]. All participants who responded initially were placed in one group, and those who responded after the reminder were placed in the other group.

Analyses

Data were analyzed by means of descriptive statistics and logistic regressions. Correlations were tested with Spearman correlation test.

Use of OOH services was the dependent variable in all the analyses. In the first multivariate regression, the independent variables were the use of apps (general health apps), search engines, social media, and video services, gender, age, education, self-rated health, and self-reported degree of anxiety/depression. For the second set of analyses, we performed four univariate and four multivariate regression analyses. The independent variables in the four univariate analyses were “felt anxious,” “felt reassured,” “decided to consult a doctor when you would otherwise not have consulted one,” and “decided not to consult a doctor when you would otherwise have consulted one.” These were key independent variables in the multivariate analyses, which we adjusted for gender, age, education, and self-rated health. All the independent variables were introduced collectively into the multivariate models.

We compared those who did not respond to our initial inquiry, but eventually consented, with the early respondents. This was done by subsequently introducing the response time variable into the regression models. We used 95% confidence intervals (CI) throughout the study. All analyses were accomplished using Stata, version 14.2.

Ethics

The Regional Committee for Medical and Health Research Ethics (REK) found that an application for this project was not required according to the Norwegian Health Research Act (ref 2015/1779/REK nord). The data protection officer (Personvernombudet) at the University Hospital of North-Norway approved the study (ref. 2017/6579). The NSD data bureau received no information about the participants other than the email addresses.

Results

Participation

In total, 1250 persons aged 18-89 years answered the questionnaire, constituting a minimum response rate of 20.9%. We assume the real response rate to be higher since we had more than 400 bounce backs from email servers unable to deliver the invitation, and we do not know how many actually received the survey email. Eligible for analysis were the 523 persons who reported to have T1D.

Characteristics of Users of Out-of-Hours Services

Among the users of OOH services, the largest groups were men (66/129, 51.2%), people aged 40-59 years (53/129, 41.1%), married/cohabitants (87/99, 87.9%), people employed full-time or part-time (81/129, 62.8%), people with the highest education (41/128, 32.0%), the highest household income (63/126, 50.0%), good self-rated health (59/128, 46.1%), good self-rated regulation of diabetes (66/127, 51.9%), no anxiety/depression.
(71/128, 55.5%), and who had lived with diabetes for 30 years or more (43/129, 33.3%) (Table 1).

Based on information from the Internet, 44.5% (57/128) of OOH users reported that they had felt anxious, 55.9% (71/127) had felt reassured, 28.7% (37/129) had decided to consult a doctor when they would otherwise not have consulted one, whereas 21.9% (28/128) had decided not to consult a doctor when they would otherwise have consulted one (Table 1).

Mean age among the users of OOH services was 47.2 years, 44.3 years for women, and 50.0 years for men. Median age was 48 years. Mean disease duration was 21.9 years (median 20 years).

Use of Out-of-Hours Services and eHealth
During the previous year, 26.7% (129/484) visited OOH services once or more. Men visited slightly more than women (29.1% versus 24.5%), and people aged 60 years and over visited slightly more than younger age groups (Table 2).

Among the OOH users, 63.0% (80/127) visited once and 26.8% (34/127) visited twice during the previous year. Only 2.4% (3/127) visited 5 times or more.

In the total sample as well as among the OOH users, search engines were the most widely used form of eHealth, followed by the use of health apps (all kinds). Among the OOH users, search engines were used by 86.7% (111/128), health apps (all kinds) by 63.6% (82/129), social media by 45.3% (58/128), and video services by 28.4% (36/127). Users of OOH services used apps slightly more than the total sample (Table 3).

Among the OOH users who reported having used health apps (all kinds) sometimes or often, the largest group (32/82, 39%) had never used apps for self-care of their diabetes, and the second largest group (28/82, 34%) had used apps for self-care less than once a month. Only 11% (9/82) had used apps for diabetes self-care every day (Table 4).

Associations Between Use of Out-of-Hours Services and eHealth
Visits to OOH services were positively associated with the use of health apps (odds ratio [OR] 1.73, 95% CI 1.05-2.85), but not associated with the use of any other type of eHealth. OOH services visits were positively associated with self-reported moderate or severe anxiety/depression, compared with no anxiety/depression (OR 2.18, CI 1.04-4.54, and OR 4.53, CI 1.43-14.32, respectively). Gender, age, education, and self-rated health were not associated with the use of OOH services (Table 5).
Table 1. Characteristics of total T1D sample and sample using out-of-hours services once or more during the previous 12 months.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample % (n/N)</th>
<th>Users of OOH services % (n/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>53.7 (281/523)</td>
<td>48.8 (63/129)</td>
</tr>
<tr>
<td>Male</td>
<td>46.3 (242/523)</td>
<td>51.2 (66/129)</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39 years</td>
<td>34.0 (178/523)</td>
<td>32.5 (42/129)</td>
</tr>
<tr>
<td>40-59 years</td>
<td>42.6 (223/523)</td>
<td>41.1 (53/129)</td>
</tr>
<tr>
<td>60+ years</td>
<td>23.4 (122/523)</td>
<td>26.4 (34/129)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>11.0 (42/380)</td>
<td>12.1 (12/9)</td>
</tr>
<tr>
<td>Married/cohabitant</td>
<td>89.0 (338/380)</td>
<td>87.9 (87/99)</td>
</tr>
<tr>
<td><strong>Main daily activity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working¹</td>
<td>64.0 (308/481)</td>
<td>62.8 (81/129)</td>
</tr>
<tr>
<td>Pensioner, old age</td>
<td>13.5 (65/481)</td>
<td>14.0 (18/129)</td>
</tr>
<tr>
<td>Pensioner, disability</td>
<td>11.0 (53/481)</td>
<td>10.1 (13/129)</td>
</tr>
<tr>
<td>Pupil/student</td>
<td>7.3 (35/481)</td>
<td>7.0 (9/129)</td>
</tr>
<tr>
<td>Other</td>
<td>4.2 (20/481)</td>
<td>6.1 (8/129)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>8.1 (39/480)</td>
<td>11.0 (14/128)</td>
</tr>
<tr>
<td>Middle</td>
<td>29.0 (139/480)</td>
<td>28.9 (37/128)</td>
</tr>
<tr>
<td>High</td>
<td>31.7 (152/480)</td>
<td>28.1 (36/128)</td>
</tr>
<tr>
<td>Highest</td>
<td>31.2 (150/480)</td>
<td>32.0 (41/128)</td>
</tr>
<tr>
<td><strong>Household income</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>14.1 (66/467)</td>
<td>16.7 (21/126)</td>
</tr>
<tr>
<td>Middle</td>
<td>34.9 (163/467)</td>
<td>33.3 (42/126)</td>
</tr>
<tr>
<td>High</td>
<td>51.0 (238/467)</td>
<td>50.0 (63/126)</td>
</tr>
<tr>
<td><strong>Duration of diabetes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10 years</td>
<td>24.3 (127/522)</td>
<td>27.9 (36/129)</td>
</tr>
<tr>
<td>10-19 years</td>
<td>20.5 (107/522)</td>
<td>20.2 (26/129)</td>
</tr>
<tr>
<td>20-29 years</td>
<td>19.4 (101/522)</td>
<td>18.6 (24/129)</td>
</tr>
<tr>
<td>30 years and over</td>
<td>35.8 (187/522)</td>
<td>33.3 (43/129)</td>
</tr>
<tr>
<td><strong>Self-rated regulation of diabetes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>19.4 (101/520)</td>
<td>20.5 (26/127)</td>
</tr>
<tr>
<td>Good</td>
<td>56.2 (292/520)</td>
<td>51.9 (66/127)</td>
</tr>
<tr>
<td>Fair</td>
<td>19.8 (103/520)</td>
<td>20.5 (26/127)</td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>4.6 (24/520)</td>
<td>7.1 (9/127)</td>
</tr>
<tr>
<td><strong>Self-rated health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>17.9 (93/521)</td>
<td>14.1 (18/128)</td>
</tr>
<tr>
<td>Good</td>
<td>51.6 (269/521)</td>
<td>46.1 (59/128)</td>
</tr>
<tr>
<td>Fair</td>
<td>21.7 (113/521)</td>
<td>28.9 (37/128)</td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>8.8 (46/521)</td>
<td>10.9 (14/128)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Total sample</td>
<td>Users of OOH services</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td></td>
<td>% (n/N)</td>
<td>% (n/N)</td>
</tr>
<tr>
<td>Degree of anxiety/depression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>65.0 (334/514)</td>
<td>55.5 (71/128)</td>
</tr>
<tr>
<td>Slight</td>
<td>22.2 (114/514)</td>
<td>21.9 (28/128)</td>
</tr>
<tr>
<td>Moderate</td>
<td>9.5 (49/514)</td>
<td>16.4 (21/128)</td>
</tr>
<tr>
<td>Severe</td>
<td>3.3 (17/514)</td>
<td>6.2 (8/128)</td>
</tr>
<tr>
<td>Based on information from the Internet, have you:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Felt anxious (yes, once/sometimes/often)</td>
<td>31.8 (155/487)</td>
<td>44.5 (57/128)</td>
</tr>
<tr>
<td>Felt reassured (yes, once/sometimes/often)</td>
<td>54.6 (263/482)</td>
<td>55.9 (71/127)</td>
</tr>
<tr>
<td>Decided to consult a doctor when you would otherwise not have consulted one (yes, once/sometimes/often)</td>
<td>17.5 (87/497)</td>
<td>28.7 (37/129)</td>
</tr>
<tr>
<td>Decided not to consult a doctor when you would otherwise have consulted one (yes, once/sometimes/often)</td>
<td>18.3 (90/495)</td>
<td>21.9 (28/128)</td>
</tr>
</tbody>
</table>

Table 2. Proportion using out-of-hours services once or more during the previous 12 months, according to gender and age.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>n/N</th>
<th>%</th>
<th>95% CI</th>
<th>n/N</th>
<th>%</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample</td>
<td>129/484</td>
<td>26.7</td>
<td>22.7-30.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>63/257</td>
<td>24.5</td>
<td>19.2-29.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>66/227</td>
<td>29.1</td>
<td>23.5-35.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By age, years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39</td>
<td>42/156</td>
<td>26.9</td>
<td>19.9-33.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>53/211</td>
<td>25.1</td>
<td>19.2-31.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60+</td>
<td>34/117</td>
<td>29.1</td>
<td>20.8-37.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Proportion using different kinds of eHealth sometimes or often during the previous 12 months.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total sample</th>
<th>Users of out-of-hours services</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n/N</td>
<td>%</td>
</tr>
<tr>
<td>Health apps (all kinds)</td>
<td>285/514</td>
<td>55.5</td>
</tr>
<tr>
<td>Search engines</td>
<td>431/513</td>
<td>84.0</td>
</tr>
<tr>
<td>Social media</td>
<td>232/513</td>
<td>45.2</td>
</tr>
<tr>
<td>Video services</td>
<td>118/506</td>
<td>23.3</td>
</tr>
</tbody>
</table>

Table 4. Proportion using apps for self-care of diabetes during the previous 12 months.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Total sample (N=509)</th>
<th>Users of out-of-hours services (N=127)</th>
<th>Users of out-of-hours services and apps (N=82)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>95% CI</td>
</tr>
<tr>
<td>Never</td>
<td>282</td>
<td>55.4</td>
<td>51.0-59.7</td>
</tr>
<tr>
<td>&lt;1x per month</td>
<td>135</td>
<td>26.5</td>
<td>22.9-30.5</td>
</tr>
<tr>
<td>1x per month</td>
<td>41</td>
<td>8.1</td>
<td>6.0-10.8</td>
</tr>
<tr>
<td>1x per week</td>
<td>21</td>
<td>4.1</td>
<td>2.7-6.3</td>
</tr>
<tr>
<td>Every day</td>
<td>30</td>
<td>5.9</td>
<td>4.1-8.3</td>
</tr>
</tbody>
</table>

aFull-time or part-time.
bLow (primary/part of secondary school), middle (high school), high (college/university <4 years), highest (college/university ≥4 years).
cLow (350,000 NOK or less), Middle (351,000-750,000 NOK), High (751,000 NOK or more).
<table>
<thead>
<tr>
<th>Variables</th>
<th>Use of out-of-hours services (yes/no)</th>
<th>95% CI</th>
<th>P</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health apps (all kinds)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/once^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes/often</td>
<td>1.73^b</td>
<td>0.03^b</td>
<td>1.05-2.85^b</td>
<td></td>
</tr>
<tr>
<td><strong>Search engines</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/once^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes/often</td>
<td>1.17</td>
<td>0.67</td>
<td>0.57-2.40</td>
<td></td>
</tr>
<tr>
<td><strong>Social media</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/once^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes/often</td>
<td>0.76</td>
<td>0.29</td>
<td>0.46-1.26</td>
<td></td>
</tr>
<tr>
<td><strong>Video services</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never/once^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes/often</td>
<td>1.23</td>
<td>0.45</td>
<td>0.72-2.10</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.26</td>
<td>0.31</td>
<td>0.81-1.96</td>
<td></td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-39^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>0.88</td>
<td>0.63</td>
<td>0.53-1.47</td>
<td></td>
</tr>
<tr>
<td>60+</td>
<td>1.32</td>
<td>0.36</td>
<td>0.73-2.36</td>
<td></td>
</tr>
<tr>
<td><strong>Education^b</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>0.71</td>
<td>0.44</td>
<td>0.31-1.65</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.65</td>
<td>0.32</td>
<td>0.28-1.51</td>
<td></td>
</tr>
<tr>
<td>Highest</td>
<td>0.82</td>
<td>0.65</td>
<td>0.35-1.91</td>
<td></td>
</tr>
<tr>
<td><strong>Self-rated health</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent^a</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1.15</td>
<td>0.66</td>
<td>0.62-2.15</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>1.53</td>
<td>0.25</td>
<td>0.75-3.15</td>
<td></td>
</tr>
<tr>
<td>Bad/very bad</td>
<td>1.26</td>
<td>0.63</td>
<td>0.50-3.16</td>
<td></td>
</tr>
<tr>
<td><strong>Self-reported anxiety/depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slight</td>
<td>1.13</td>
<td>0.65</td>
<td>0.66-1.96</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>2.18</td>
<td>0.04</td>
<td>1.04-4.54</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>4.53^b</td>
<td>0.01^b</td>
<td>1.43-14.32^b</td>
<td></td>
</tr>
</tbody>
</table>

^aReference groups.
^bLow (primary/part of secondary school), Middle (high school), High (college/university < 4 years), Highest (college/university 4 years or more.)
**Table 6. Probability of using out-of-hours services once or more during the previous 12 months according to reported effects of using the Internet for health information (univariate and multivariate logistic regressions).**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Use of out-of-hours services (univariate logistic regressions)</th>
<th>Use of out-of-hours services (multivariate logistic regressions)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR</td>
<td>P</td>
</tr>
<tr>
<td>Felt anxious(^b)</td>
<td>2.13</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Felt reassured(^b)</td>
<td>1.04</td>
<td>.83</td>
</tr>
<tr>
<td>Decided to consult a doctor, when you would otherwise not have consulted one(^b)</td>
<td>2.70</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>Decided not to consult a doctor, when you would otherwise have consulted one(^b)</td>
<td>1.34</td>
<td>.25</td>
</tr>
</tbody>
</table>

Statistically significant findings are marked in italics.
\(^a\) adjusted for gender, age, education, and self-rated health.
\(^b\) 0=no (reference), 1=once, sometimes, or often.

**Associations Between Use of Out-of-Hours Services and Reported Effects of Using the Internet for Health Information**

Those who had felt anxious based on information from the Internet were more than twice as likely to visit OOH services compared with those who had not felt anxious, both in univariate (OR 2.13, CI 1.40-3.25) and in multivariate regression models (OR 2.38, CI 1.50-3.78). People who had decided to consult a doctor based on Internet information (when they would otherwise not have consulted one) were almost three times as likely to visit OOH services compared with those who had not made a decision to consult a doctor based on information from the Internet.

Feeling reassured based on information from the Internet was not associated with the use of OOH services. Likewise, we found no association between deciding not to consult a doctor (when they would otherwise have consulted one) and the use of OOH services (Table 6).

All findings presented in Tables 5 and 6 persisted after including the response time variable in the regression analyses. There were no strong correlations (defined as Spearman rho >.5) between the independent variables in any of the models.

**Discussion**

**Principal Findings**

We found that 26.7% (129/484) of people with T1D visited OOH services once or more during the previous year. Search engines were used sometimes or often by 86.7% (111/128) of the OOH visitors, apps by 63.6% (82/129), social media by 45.3% (58/128), and video services by 28.4% (36/127). Visits to OOH services were positively associated with self-reported anxiety/depression and with the use of health apps, but not with other forms of eHealth. Among those who had used OOH services as well as health apps during the previous year, 39% (32/82) had never used apps for self-care of their diabetes. Those who had felt anxious based on information from the Internet were more than twice as likely to visit OOH services compared with those who had not felt anxious. People who had decided to consult a doctor based on information from the Internet (when they would otherwise not have consulted one) were almost three times as likely to visit OOH services compared with those who had not made a decision to consult a doctor based on information from the Internet.
Health Apps Widely Used by Attenders of Out-of-Hours Services

In the first paper in this project, we documented that people with T1D are frequent users of all the investigated four forms of eHealth [14]. OOH attendees with T1D used all forms of eHealth equally or more than the total T1D sample, and the largest difference was found for apps (Table 3). This extensive use is in line with the illness behavior model stating that people in poorer health more likely seek Web-based disease-related information [32]. It is also in line with a German study reporting that app users were more likely to report chronic conditions, such as diabetes [33].

Low Daily Use of Diabetes Self-Care Apps

Most of the combined OOH and app users had used apps for self-care of their diabetes; however, only 11.0% of them used diabetes self-care apps every day (Table 4). Only 5.9% of the total T1D sample used diabetes self-care apps every day, which is a low percentage compared to 24% in adults with T1D reported in a recent Australian study [34]. They found that the use of self-care apps was positively associated with female gender and lower age. More female participants and a lower mean age in the Australian study may explain some of the differences from our rate. However, the study methodology and question wording vary, and the figures are not directly comparable.

Positive Associations Between Out-of-Hours Services Visits and Use of Health Apps and Self-Reported Anxiety or Depression

The possibility of visiting OOH services was higher for persons with T1D who used health apps (all kinds), compared with those who did not (Table 5). We found no other studies investigating this relation.

Moderate and severe self-reported anxiety/depression was more prevalent among the users of OOH services, compared with the total sample (Table 1). Severe anxiety/depression increased the possibility of visiting OOH services 4-5 times, compared with those who reported no anxiety or depression (Table 5). Extensive use of OOH services among people with mental problems and psychiatric disease is well documented in previous research [18,30,35,36].

In many countries, Norway included, there is concern about unnecessary use of emergency medical services [19]. Patients, as well as GPs, consider worry an important reason for contact [37,38]. From a medical perspective, most OOH use is non-urgent, and motives for contacting OOH services are primarily patient-related [21,38]. Self-reported anxiety/depression and the use of health apps might be such patient-related factors. A common feature of apps, OOH services, and anxiety/depression is that they operate independently of opening hours. We consider this a possible explanation of the association between the use of health apps and the use of OOH services, as well as the association between anxiety/depression and the use of OOH services. Unsatisfactory design and functionality of many apps might also partly explain this finding [39]. Furthermore, a lack of GP availability or accessibility during daytime might contribute in some regions [19,38,40].

The extensive use of OOH services among people with T1D, and particularly among those reporting anxiety/depression, indicates that some patients do visit OOH services rather than waiting for a consultation with the regular physician. This might indicate that policy makers and GPs should consider increasing the regular GPs’ capacity and/or extending opening hours. In this regard, eHealth consultations could be a valuable supplement to face-to face consultations.

Many studies regarding mobile apps and worries, anxiety, or emotional distress focus on apps as possible tools in coping with these problems [41]. However, some have studied the potential of digital devices to create or intensify worries and anxiety in susceptible individuals. Recent research found that the Internet has the potential to reduce as well as exacerbate health anxiety [42-44] and that individuals with moderate to high levels of health anxiety experienced more anxiety during and after online symptom checking, whereas those with low illness anxiety experienced relief [44]. Thus, the use of eHealth might as a side effect intensify health anxiety and, used in the wrong context, cause harm instead of benefit to health. If this is the case, it might contribute to explaining the positive association between the use of health apps and the use of OOH services.

Many apps used for monitoring of disease may meet the definition of a medical device [45]. Still, most apps have not been evaluated by authorization authorities and are not CE-marked (Conformité Européenne, European Conformity) according to European Union directives, or regulated by the US Food and Drug Administration [45,46]. Possible risks related to the app itself have been focused [39]; however, little is known about the use of apps outside tightly controlled research settings [34]. A wider focus on effectiveness related to the use by different individuals in different settings has not been addressed thoroughly [42,43,47]. In our opinion, such possible side effects should be evaluated for all equipment considered as medical devices, apps included.

Anxiousness and Change of Health Care Seeking Behavior Based on Internet Information

We found that 31.8% (115/487) of people with T1D and 44.5% (57/128) of the OOH users had felt anxious based on information from the Internet (Table 1). According to data collected by the Tromsø Study (general population), 25.8% had felt anxious [27], whereas 38.0% among elderly people in the Netherlands had felt anxious based on information from the Internet [16]. Our figures for people with T1D are placed between them, whereas figures for the OOH users exceed the other rates.

The differences between the T1D sample and the OOH users among them were greater for feeling anxious (31.8% vs 44.5%) than for feeling reassured (54.6% vs 55.9%), which might indicate that using the Internet for health purposes could have more negative effects for the OOH users, compared with the T1D sample. Even if many people reported anxiety, more people had felt reassured based on Internet information in our study,
as well as in the Tromsø Study and in the Dutch study (47.7% and 56.0%, respectively) [16,27].

We found that 17.5% (87/497) of the total T1D sample and 28.7% (37/129) of the OOH users among them decided to consult a doctor based on Internet information—when they would otherwise not have consulted one (Table 1). The similar rate from the Tromsø Study data was 23.6% [27]. Again, our rate for the OOH users exceeds the rates for the total T1D sample, as well as the general population rate obtained from the Tromsø Study. This might indicate that information from the Internet has a larger influence on the OOH users in this regard. Among elderly people in the Netherlands, almost half of the participants (48%) had decided to consult a doctor based on Internet information, which might be explained by cultural diversities, differences in the use and in trusting information from the Internet, as well as methodological differences [16].

Those who had felt anxious based on information from the Internet were 2-3 times more likely to visit OOH services than those who had not felt anxious. People who had decided to consult a doctor based on information from the Internet—when they would otherwise not have consulted one—were almost three times as likely to visit OOH services compared with those who had not changed their decision regarding consulting a doctor. A recent systematic review and meta-analyses found a positive correlation between health anxiety and online health information seeking [48]. As health anxiety levels increase, the relationship between health information seeking online and visiting a doctor based on information found online also increases [42,49]. Other studies asked whether use of the Internet had changed the frequency of doctor visits. Around 90% in these general population studies reported that use of the Internet for health purposes did not change their health care seeking behavior (United States 94%, Japan 88.9%, France 88.6%) [50-52]. Consequently, around 10% did change their health care seeking behavior, as they made either more visits or fewer visits due to information from the Internet. However, other available studies in different populations, most of them general populations, cannot be directly compared with the current study of people with T1D. Our findings may suggest that when decisions to consult a doctor are based on Internet information, people tend to consult as soon as possible. Since OOH services are available at any time, they might be a natural choice.

**Strengths and Limitations**

Strengths and limitations have been explored in detail in our first study in this project [14]. The strengths of this study are similar to the strengths discussed in the first paper in this project [14]. The most important strength is the focus on a scarcely investigated research field, which might contribute to evidence-based planning for future health care services in a society where eHealth is increasingly used. Other strengths are the detailed questionnaire specifically tailored to people with diabetes, the recruitment of participants from all of Norway, the inclusion of a wide age span of participants, and that we were able to analyze the data shortly after they were collected. Finally, the collection of data in cooperation with NDA enabled us to develop excellent user participation with a large and important group of health care users.

A limitation of this study is the low estimated participation rate. However, response rate must not be confused with response quality [28]. We found that older people dominated among the late respondents compared with the early respondents [14]. As late respondents might be more similar to non-respondents, younger individuals might be overrepresented.

Distribution of the questionnaire by email is another limitation, which excluded those who do not use the Internet or do not have an email address. Since 97% of Norwegian households have Internet access, we do not think that this affected our results significantly [14]. It is well known that women, healthier persons, higher socioeconomic groups, and middle-aged people are more likely to participate in surveys [14]. This suggests that women, people around 40 to 80 years, people in better health, and higher socioeconomic groups might be overrepresented in our study, thus tending to level out a possible skewness in the opposite directions.

Other relevant limitations were recall bias, the validity of self-reported data, and the cross-sectional study design, as reported and discussed in detail in the first study in the DIAcare project [14]. It is not possible to judge the magnitude or direction of a possible non-response bias, since different factors might pull the tendency in different directions or level each other out. The low response rate is in itself not an indication of low representativeness, as non-response bias may be a problem even if response rates are high [53]. We suggested that non-response bias posed a limited threat to our study’s validity; however, generalization must be made with caution.

Increasing travel distance is associated with reduced use of OOH services in Norway [54]. The lack of information about travel distance is thus a study limitation. However, we have no reasons to believe that the use of apps or other of the independent variables are influenced by travel distance and do not consider this a confounding threat to our results.

It should also be mentioned that worries/anxiety/depression/emotional distress are not defined according to diagnostic manuals in this study and rely solely on self-report. We consider self-report to be interesting as such in this field and do not think that this has disturbed the validity of our results.

**Future Research**

This study investigated the use of health apps in general and associations with the use of OOH services. For future research, the more specific use of diabetes self-care apps and associations with the use of different health care services would be beneficial. Nor did this study investigate the reasons for visiting OOH services, which would be interesting as well: were visits directly related to the use of eHealth for diabetes self-care, or were they due to other health care needs? Furthermore, the finding that information acquired from the Internet is associated with making decisions to attend OOH services merits further investigations.

**Conclusions**

We found that people with T1D were extensive users of OOH services and that OOH service users were extensive users of eHealth. There was a positive association between the use of OOH services and the use of health apps, as well as between...
the use of OOH services and self-reported anxiety or depression. Feeling anxious based on information from the Internet was positively associated with visiting OOH services. Likewise, there was a positive association between deciding to consult a doctor based on information from the Internet and the probability of visiting OOH services. The use of eHealth seems to have a large impact on people with T1D. This study investigated the use of health apps in general, and we think that the more specific use of diabetes self-care apps and associations with the use of different health care services would be of interest for future research. Decision making regarding doctor visits based on information from the Internet also merits further investigations, along with specific investigations regarding reasons for visiting.
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Abstract

Background: There are various complex reasons that influence sustainable adoption of innovations in health care systems. Low adoption can be caused by a lack of support from one or more stakeholders because their needs and expectations are not always considered or aligned.

Objective: This study aimed to identify stakeholders’ perceptions of barriers and facilitators toward the sustainable adoption of digital health innovations.

Methods: A stakeholder workshop was attended by 12 participants with a range of backgrounds on August 25, 2017, including people representing the views from patients, carers, local hospitals, pharmacy retailers, health insurers, health services researchers, engineers, and technology and pharmaceutical companies in Switzerland. On the basis of adoption of innovation frameworks, we asked participants to interview each other about 3 factors influencing the adoption of digitally delivered health interventions: (1) Facilitators and barriers in the external system, (2) Needs and expectations of stakeholders, and (3) Safety, quality, and usability of innovations. The worksheets and videos generated from the workshop were qualitatively analyzed and summarized.

Results: Facilitators for adoption mentioned were high levels of income and education, and digital health is a high priority to stakeholders. Main common interests of different stakeholders were patient satisfaction and job protection. Health care spending was a misaligned interest: although some stakeholders were keen on spending more to obtain or provide the highest quality of care, others were focused on reducing health care spending to provide cost-effective services. Switzerland’s diversity and complexity, in terms of its organization with 26 cantons (administrative divisions), were barriers as these made it harder to ensure interoperability of interventions. A culture of innovation was considered a push factor, but adoption was inhibited by persistent paper-based systems, a fear of change, and unwillingness to share data. The sustainability of interventions can be promoted by making them patient-centered, meaning that patients should be involved throughout their development.

Conclusions: Promoting sustainable adoption of digital health remains challenging despite various push factors being in place. Barriers related to fragmentation, patient-centeredness, data security, privacy, trust, and job security need to be addressed. A strength is that people from a wide range of backgrounds attended the workshop. A limitation is that the findings are focused on the macro level. In-depth case studies of specific issues need to be conducted in different settings.

(J Med Internet Res 2019;21(3):e11922) doi:10.2196/11922
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Introduction

Background

There is an ongoing discussion of how digital innovation can be used to improve health systems (the organization of people, institutions, and resources that deliver health care services to meet the health needs of people) around the world. Some countries have successfully adopted digital health innovation, for example, patient portals for Web access to clinicians are widespread in the United States [1]. However, health systems are notorious for slow and unsuccessful adoption of digital health innovation [2]. Currently, relatively few digital health innovations have been efficiently used despite various actors having expressed enthusiasm for digital health, and large investments are being made [3]. There are promising digital health innovations that are not widely adopted, for example, in the United Kingdom, general practice emails [4] or outpatient video consultations [5] are still not commonly used, or they are abandoned when people fail to scale them up or sustain use over time at an organization or system level. For example, a personal electronic health (eHealth) records program implemented in the United Kingdom between 2007 and 2010 was discontinued because very few people opened an account. Those who did, found it not easy or useful to use, and their expectations regarding self-management were not met [6].

Digital health innovations, also known as digitally delivered interventions, can be categorized in ways in which digital and mobile technologies are being used to support health system needs, including interventions for the public and patients, health care workers, health system managers, and data services [7]. Digital health innovations involve interactions within the health system, as well as the wider social, legal, political, and economic context [8]. There are numerous frameworks, theories, and systematic reviews of studies on the adoption of information and technology in health care [6,9-13]. This research has shown that not enough is known about the social, organizational, and cultural elements of successful implementation and adoption of digital health. Recently, a comprehensive framework on the diffusion of innovation in service organizations researched the spread, and sustainability of innovation in health services was expanded to research issues beyond adoption [14]. Factors influencing nonadoption and abandonment are complex and include the health condition, technology, value proposition, adopter system (comprising professional staff, patient, and lay caregivers), organizations, wider context, and interaction and mutual adaptation among all these factors over time. For example, more specific mentioned reasons for nonuse are complexities related to regulation [15,16], dealing with changes in workflow [17], the trust of the population regarding the privacy and security of data, and the conflicting interest of different stakeholders in the health care system [18,19].

Objectives

One of the reasons for low adoption of innovations is a lack of support from 1 or more health care stakeholders, such as hospitals, health insurers, pharmaceutical companies, retailers, regulators, and patients [2]. The needs and expectations of different stakeholders are not always considered or aligned, and in some cases, there are conflicts among stakeholders. The aim of the workshop was to identify stakeholders’ perceptions as facilitators and barriers toward the successful adoption of digital health innovations, using Switzerland as a case study.

Methods

Setting

This stakeholder workshop took place on August 25, 2017 at the International Institute for Management Development (IMD) Business School in Lausanne, Switzerland. In this qualitative study, participants took part in small group exercises where examples from the Swiss health care system were discussed using relevant frameworks.

Participants

Participants were selected through personal connections by searching the internet for relevant contacts and snowballing (eg, asking participants whether they know another relevant person). A total of 12 participants with a wide range of backgrounds attended the workshop, including people representing the views from patients, carers, local hospitals, pharmacy retailers, health insurers, health services researchers, engineers, and technology and pharmaceutical companies (Table 1). All participants provided verbal permission for the information they gave during the day to be used for research purposes. They were neither asked to pay for the workshop nor did they receive payments. Refreshments and lunch were provided during the day.

Questions

On the basis of the nonadoption, abandonment, spread, scale-up, and sustainability framework for digital health innovations [14], we focused on 3 aspects from this framework: (1) Facilitators and barriers in the wider external system (political, regulatory, professional, and sociocultural), (2) Needs and expectations of stakeholders (eg, patients and the public, health professionals, health clinics/hospitals, pharmaceuticals, and insurers), and (3) development of safe, high-quality, and usable digital health innovations (technology). This framework and these aspects were chosen as they provide insights into the most recent and comprehensive thinking on the adoption of digital health innovations.
Exercise
We asked participants to take part in a “Round Robin exercise” in which they interviewed each other on 3 questions (see Multimedia Appendix 1). This method was chosen because it facilitates participants who are less assertive to contribute to a discussion by incorporating the responses of all participants to questions. Furthermore, participants are asked to provide answers without having listened to other participants, which reduces participants being influenced by others. This helps to overcome the issue that 1 or a few of the most talkative and dominant participants set the tone for the discussion, which might result in overlooking the ideas from others. We provided participants with detailed instructions on the exercise. A total of 3 groups of 4 participants were formed and given separate rooms. We provided each group 1 of the 3 questions to discuss (participants in group 1, question 1, etc). To ensure that all participants understood the exercise, they were given 15 min to discuss their question and the process of the exercise in their group and feed their understanding back to the facilitators. A total of 2 participants of each group rotated among the groups. During these rounds, 1 participant interviewed a member of another group (interviewee). After a 10-min interview, the participants reversed roles, and the interviewee became an interviewer. After the interview rounds, participants gathered in their own group to discuss and summarize their findings. Afterwards, all participants returned to the large room where each group presented their findings, and in-depth discussions explored their views on facilitators and barriers toward the adoption of digital health innovations.

Data Collection and Analysis
We asked participants to write out their findings on large A4 worksheets. An assistant filmed the general discussion at the end of the workshop and took photos of the A4 sheets. The authors of this study were the moderators and observers of the workshop. They greeted the participants individually as they arrived and provided a welcome and introduction talk at the start of the workshop. They observed how the participants engaged in the exercise, answered questions, and listened to comments. Thematic analysis was conducted by the authors through separately watching videos in an active way (searching for meaning) to obtain an overview of the findings for each question and note their thoughts. Initial codes were given to findings (units of texts). The authors compared and discussed their coding, searched for themes, and sorted codes into potential themes. The authors carried out this process independently and discussed and compared their findings. Themes were related to each other to develop an explanation in relation to the research question. Close attention was paid to how the general discussion linked to the A4 sheets with findings. Data were summarized, and participants were sent the results and asked for feedback that was incorporated in the results.

Results
Overview
In the context of Switzerland, we describe 3 aspects of adoption of digital health innovations: (1) Facilitators and barriers in the wider external system (political, regulatory, professional, and sociocultural), (2) Interests of stakeholders (eg, patients and the public, health professionals, health clinics/hospitals, pharmaceuticals, and insurers), and (3) Development of safe, high-quality, and usable digital health innovations (technology).

Key Facilitators and Barriers for Digital Health Adoption
Facilitators for digital health adoption mentioned were Switzerland being a rich country with high levels of education and digital health being a high priority to different stakeholders (Table 2). Diversity and complexity, particularly in terms of Switzerland’s organization with 26 cantons, were barriers as this was thought to make it harder to ensure interoperability of interventions. An innovation culture was seen as beneficial, but at the same time, it was thought that Swiss people feared change and were not willing to share data, and there is a tradition of paper-based systems in the country. A key success factor for digital health adoption involved clarification of the context around interventions, such as regulation for security and privacy.

Table 1. Workshop participants’ background.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Stakeholder and position, and background</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>University hospital: medical director</td>
</tr>
<tr>
<td>2</td>
<td>University hospital: head of electronic health domain</td>
</tr>
<tr>
<td>3</td>
<td>Patient representative: medical writer background</td>
</tr>
<tr>
<td>4</td>
<td>Patient representative: insurance consultant background</td>
</tr>
<tr>
<td>5</td>
<td>Patient representative: caretaker background</td>
</tr>
<tr>
<td>6</td>
<td>Academic: health sciences researcher</td>
</tr>
<tr>
<td>7</td>
<td>Pharmaceutical company: consumer health director</td>
</tr>
<tr>
<td>8</td>
<td>Pharmaceutical/technological company: computer engineer lead</td>
</tr>
<tr>
<td>9</td>
<td>Private equity: health investor specialist</td>
</tr>
<tr>
<td>10</td>
<td>Health insurance company: senior project manager</td>
</tr>
<tr>
<td>11</td>
<td>Pharmaceutical retail: specialist</td>
</tr>
<tr>
<td>12</td>
<td>Business: digital transformation specialist</td>
</tr>
</tbody>
</table>
### Table 2. Key facilitators, barriers, and success factors for digital health adoption.

<table>
<thead>
<tr>
<th>Facilitators</th>
<th>Barriers</th>
<th>Success factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority: Digital health is a priority to improve the quality of health services in Switzerland; politicians are educated on the importance and issues related to digitization</td>
<td>Decentralization and lack of interoperability: Switzerland has 26 cantons and different health laws; there is no common interface for electronic patient record interoperability. Furthermore, there are 4 different languages used (French, German, Italian, and Romansh)</td>
<td>Context clarification: There is a need to put national regulation in place for security, privacy, and “hacking” of digital health innovations (medical devices)</td>
</tr>
<tr>
<td>High-income country: Large investments are being made in innovation; furthermore, most people are educated and have personal technologies such as smartphones</td>
<td>Lack of long-term planning: People can change health insurance every year, which limits long-term investment of insurance companies</td>
<td>Responsibilities clarification: The responsibilities of different stakeholders need to be clarified, for example, who pays which costs</td>
</tr>
<tr>
<td>Size: Switzerland is a small country where people know each other</td>
<td>Experience: There is relatively limited experience within Switzerland</td>
<td>Import: Switzerland could make better use of the considerable number of expats bringing in their expertise</td>
</tr>
<tr>
<td>Culture of innovation: Switzerland has a thriving start-up, and health companies’ “valley” and local initiatives are trialed. Many initiatives over the past two decades have taken place, including the establishment of pharma companies</td>
<td>High health care costs: The overuse of health care is insufficiently limited. Patients pay high insurance and in return want high-quality services. There is a lack of willingness to pay for digital health</td>
<td>Value proposition clarification: The benefits and impact on costs for citizens, for example, fees for services, need to be clarified</td>
</tr>
<tr>
<td>Consensus: Swiss people like to solve problems together with all stakeholders and common agreement. Opportunities to share data are provided</td>
<td>Low agility: There is a general lack of willingness to share personal data. Rigid and slow adoption of innovation, for example, a paper billing system (“System de Tarification”)</td>
<td>Change enablement: Change processes need to be better enabled to achieve an appropriate proportion of people using a digital health innovation</td>
</tr>
</tbody>
</table>

Furthermore, the benefits and costs for patients and the public would have to be better explained.

### Aligned and Differing Interests of Stakeholders

The main common interest for different stakeholders (see Table 3) was increased efficiency, which could lead to a reduction in cost. It was mentioned that these savings could then be used, for example, for research and development of drugs for rare diseases. Conflicts were mentioned for health care spending, although some stakeholders such as patient groups and certain companies were keen on spending more to obtain the highest-quality care, and in the long-term, this could make health care spending unsustainable. Furthermore, there were conflicting interests mentioned for the better use of data, for example, although patients would be interested in contributing to research and development of drugs and devices, they were concerned about threats to their privacy.

### Facilitators and Barriers Toward Developing Digital Health Interventions

To develop safe, high-quality, and usable innovations, it was mentioned that agile engineer approaches could be used to more rapidly develop innovations with measurable outcomes, but traditional health care companies such as pharmaceutical companies are more used to lengthy drug development processes (see Table 4). Patient-facing interventions should be patient-centered, meaning that patients should be involved in their development. However, there was said to be a lack of studies on patient involvement in digital health studies. Data derived from digital health tools could be used for individualization of health care if personal data were to be obtained. Although more jobs are needed to enable digitization in health care, there were concerns about the loss of jobs caused by digitization.
Table 3. Aligned and conflicting interests of stakeholders.

<table>
<thead>
<tr>
<th>Stakeholders, aligned interests</th>
<th>Conflicting interests</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pharmaceutical companies</strong></td>
<td></td>
</tr>
<tr>
<td>The possibility to access more targeted data to be used in the development of drugs</td>
<td>The possibility of being left behind when data are not shared</td>
</tr>
<tr>
<td>Potentially increased customer satisfaction</td>
<td>Patients could become more demanding, which could result in the need to change culture and processes</td>
</tr>
<tr>
<td>Increased efficiency in the use of resources, for example, by increased compliance of patients taking drugs</td>
<td>A potential reduction in drug sales, for example, by paying per pill versus paying per box of pills, which improves the accuracy of drugs dispensing</td>
</tr>
<tr>
<td>Increase in rare disease research and development on the basis of gains from other disease areas</td>
<td>Costs could be escalating by investment in digital health with uncertain returns</td>
</tr>
<tr>
<td><strong>Hospitals and health workers</strong></td>
<td></td>
</tr>
<tr>
<td>Saving staff time and lowering costs</td>
<td>Uncertainty about who pays for what time</td>
</tr>
<tr>
<td>Better collaboration with colleagues, for example, by opportunities for information sharing</td>
<td>Health workers could be losing some of their autonomy, for example, by more traceable work by tracking what a staff member is doing</td>
</tr>
<tr>
<td><strong>Patients and the public</strong></td>
<td></td>
</tr>
<tr>
<td>The opportunity to contribute feedback to research and development, for example, postmarket feedback on adverse effects of drugs</td>
<td>Threats to privacy, for example, it being uncertain what happens to personal data</td>
</tr>
<tr>
<td><strong>Insurers</strong></td>
<td></td>
</tr>
<tr>
<td>An increased efficiency in treatment, for example, reduced time in the hospital</td>
<td>Challenges for balancing expensive treatment versus the cost to society. It might be the right decision to pay for expensive treatment if the patient can return to society sooner</td>
</tr>
<tr>
<td>Expert high-quality care for patients</td>
<td>Private versus mandatory insurance, for example, risk selection on the basis of available personal data. Even though legally this is not possible, it is happening unofficially</td>
</tr>
</tbody>
</table>

Table 4. Facilitators and barriers toward developing safe, high-quality, and usability innovations.

<table>
<thead>
<tr>
<th>Facilitators</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agile approaches can be used to develop digital health innovations</td>
<td>Pharmaceutical companies are not used to using agile approaches</td>
</tr>
<tr>
<td>A sufficient mass of secure data, for example, use of data for individualization of treatment</td>
<td>People do not want to share data and are concerned about data ownership</td>
</tr>
<tr>
<td>The government is seen as credible and could use this to, for example, define what a medical device is and support the establishment of standards for safety</td>
<td>Companies developing digital health innovations are not always seen as credible</td>
</tr>
<tr>
<td>Patient-facing interventions should be focused on patients, which can be achieved by, for example, involving them throughout the development process</td>
<td>Lack of understanding what patient-centeredness really means through studies on patient involvement</td>
</tr>
<tr>
<td>Clinicians would like to be involved</td>
<td>Clinicians’ role for involvement needs to be defined</td>
</tr>
<tr>
<td>Interventions need to have shared benefits and measurable outcomes</td>
<td>There are concerns about how to measure cost-effectiveness</td>
</tr>
<tr>
<td>There is a need for more jobs in digital health</td>
<td>People are concerned about job losses</td>
</tr>
<tr>
<td>Insurers need to be transparent about their willingness to pay for digital health innovations</td>
<td>People are able to change their health care insurance</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This paper reports on findings from a workshop with the aim to identify stakeholders’ perceptions of barriers and facilitators toward the successful adoption of digital health innovations. The workshop led to 3 main interesting insights. First, there was a lack of understanding of how the different stakeholders in the ecosystem work and how they are incentivized. For example, it was assumed that 1 of the key roles of health insurance is to control health care costs. However, the reality in Switzerland and other countries with mandatory health insurance is that there is neither incentive nor a role for insurers to control or reduce health care–related costs [20]. Second, there is a lack of patient involvement in the development of digital health initiatives. Despite the push for patient-centeredness [21], 2 representatives from patient organizations in our workshop explained that they were never consulted by any of the other stakeholders. Third, stakeholders launch initiatives with a lack
of understanding of the basics of digital solutions. Usability was frequently mentioned as the main problem in digital solutions in health care even though there is a considerable amount of literature on developing user-centered and engaging interventions [22-24].

Topics that were expected to be discussed included issues around data security, as they are frequently discussed in popular media [25]. According to the World Health Organization (WHO), Switzerland adopted a national eHealth policy in 2007 and a policy on multilingualism in eHealth in 2010 [26]. Switzerland does not have a national policy or strategy on the use of social media by government organizations; health care organizations promote health messages as part of health promotion campaigns, and individuals use social media to learn about health issues. Furthermore, there is no policy or strategy for governing the use of data in the health sector or by private companies [26].

Putting these policies in place could help to clarify the context in which digital health innovations can be safely and securely used in Switzerland. Participants mentioned that Swiss people do not like to share data and that Switzerland is a “paper country.” The culture of change was not discussed even though there is a lot of academic literature on this topic [17,27], because participants assumed that in our connected world, people are open to digital innovation adoption. It was not expected that the risk of losing employment was an important issue in Switzerland given its high employment rate and difficulty with hiring specialized people.

Strengths and Limitations

Strengths of this workshop include that we invited people from a wide range of backgrounds and we purposively selected a small number of people to allow for in-depth discussions. Limitations include that the workshop was only held for 1 day and that the findings are focused on the macrolevel and do not provide meso or microlevel insights. The findings are contextual to Switzerland and not necessarily generalizable to other settings.
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Abstract

Background: Wikipedia is one of the most consulted health resources in the world. Since the public is using health information from Wikipedia to make health care decisions, improving the quality of that health information is in the public interest. The open editable content design of Wikipedia and quality control processes in place provide an opportunity to add high-value, evidence-based information and take an active role in improving the health care information infrastructure.

Objective: The aim of this project was to enhance Wikipedia health pages using high-quality, current research findings and track the persistence of those edits and number of page views after the changes to assess the reach of this initiative.

Methods: We conducted Wikipedia Editathons with 3 different cohorts of Physical Therapy (PT) students to add high-quality health information to existing Wikipedia pages. Students synthesized best evidence information and updated and/or corrected existing Wikipedia entries on specific health pages. To evaluate the impact of these contributions, we examined two factors: (1) response to our contributions from the Wikipedia editing community, including number and type of subsequent edits as well as persistence of the student contributions and (2) number of page views by the public from the time of the page edits.

Results: A total of 98 PT students in 3 different cohorts engaged in Editathons, editing 24 health pages. Of the 24 edits, 22 persisted at the end of the observation period (from time of entry to May 31, 2018) and received nearly 8 million page views. Each health page had an average of 354,724 page views.

Conclusions: The Wikipedia Editathon is an effective way to continuously enhance the quality of health information available on Wikipedia. It is also an excellent way of bridging health technology with best-evidence medical facts and disseminating accurate, useful information to the public.

(J Med Internet Res 2019;21(3):e12450) doi:10.2196/12450
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Introduction

Wikipedia is one of the most, if not the most, consulted health resources in the world [1]. Therefore, improving the quality of its content ensures the dissemination of high-level information to all who visit its pages. The open editable content design of Wikipedia and the quality control processes in place provide an opportunity to add high-value, evidence-based information and take an active role in improving the health care information infrastructure.
The internet is a major source for the dissemination of health information. Research has shown that 50% of American adults seek health information from online resources [2]. This information can potentially influence health beliefs and health behaviors. The US government set the following goal in its Healthy People 2020 initiative: “use health communication strategies and health information technology to improve population health outcomes and health care quality, and to achieve health equity.” The internet’s reach and potential for improving the health of individuals as well as populations should be recognized by health care professionals as another tool in their toolbox to improve health care quality and equity.

When accessing information on the internet, users begin with a search engine and then select from the results. Wikipedia, which launched in 2001 as a free online encyclopedia, is frequently in one of the top five search result options. Traffic to Wikipedia’s English-language medical content places it in the lead among other health internet sites, including WebMD and Mayo Clinic [1]. The English-language Wikipedia held approximately 30,000 articles on health-related topics in 2017 [3]. Across Wikipedia encyclopedias, in all languages, there were 155,000 health articles, which collectively received 4.8 billion page views in 2013. Those articles contained 950,000 citations [1]. The page view counts continue to increase with monthly averages estimated at 170 million views between July 2009 and April 2018, approximating more than 16 billion views during this period (see Multimedia Appendix 1 for spreadsheet data on page views).

Despite the fact that Wikipedia is a primary source for public health information, many health care professionals reject Wikipedia as a reliable source of information because of the open editable content. A more detailed understanding of Wikipedia’s inner workings highlights the quality control processes in place to ensure inclusion of worthwhile information and detect misinformation. Because the articles are wiki documents, they are continuously editable and never considered final. Volunteer editors from all over the globe edit Wikipedia entries, and a history of all changes is tracked within the page and available for review. This nontraditional editorial model allows anyone with an internet connection to contribute and make changes. Typically, subject-matter experts, such as health care professionals and medical students, take on this role [4]. Therefore, as evidence-supported information from reliable and verifiable sources is added and misinformation or outdated content is removed, the quality of the information presented is continually enhanced. This is something that cannot be said for traditional publications. Using this crowdsourcing model facilitates disseminating a great deal of high-level information to large segments of the population.

Researchers have begun delving deeper into the quality of Wikipedia health content, utility of citations, and the editorial process. The Wikipedia standards demand the inclusion of citations, while most internet health sources do not impose this same standard. Hunter et al [5] compared both content and the relevant use of supporting references on Lexicomp (an online drug information source for clinicians) and Wikipedia. The results showed that although Wikipedia contained less content overall, all Wikipedia content was supported by peer-reviewed citations, while the same was true for only 63% of the Lexicomp information [5]. It has also been noted that the citations in Wikipedia’s health pages become a “gateway to biomedical research,” as clinicians use these links to launch further investigation into a particular topic [6].

A report by the Intercontinental Marketing Services Institute for Healthcare Informatics revealed that as many as 96% of all edits made in Wikipedia health pages are geared toward the patient [7]. It stands to reason that if the public uses the health information from Wikipedia to make health care decisions, improving the quality of that health information is in the public interest. While much has been written about the open editable content, the impact of the edits has not been assessed in terms of their reach. The purpose of editing the pages is to improve the health information retrieved by the public. Therefore, examining the page views since the edits is a necessary part of that process.

The aim of this project was to enhance Wikipedia health pages using high-quality, current research findings and track the persistence of those edits and the number of page views after the changes. Page views are reflective of public interest in a topic, with more page views demonstrating greater public interest. The Touro College Doctor of Physical Therapy (PT) program initiated Wikipedia Editathons supported by a grant from Consumer Reports magazine to add high-quality health information to existing Wikipedia pages. By adding accurate, current, best evidence to specific Wikipedia pages in layman’s terms, enhanced information can be widely disseminated. Consumers benefit by using information that can guide evidence-based health decisions. Clinicians benefit by engaging with patients who are well informed, prepared to partner in their health care process and aware of self-care strategies that may promote well-being. It is important to note that increasing page readership was not a goal of this initiative, as attracting readers to specific pages was beyond the scope of this project.

Methods

The Editathon is a 3-hour event that is embedded within an existing course in the PT curriculum. The goal was for each student to add, at minimum, one claim backed with one citation to one Wikipedia page.

Preparing for the Editathon

The preparation for the Editathon involved several steps prior to the day of the actual event. First, we educated the students on how to search the literature and how to assess quality evidence. All students received 6 hours of training from two experienced physical therapy researchers on where to search, how to search, and how to assess the quality of sources within their physical therapy coursework. The next step was for each student to create a personal Wikipedia account and username. Simultaneously, we set up a program page under the “programs and events” dashboard in Wikipedia (meta.wikimedia.org/wiki/Programs_&_Events_Dashboard) listing all of the editors in the cohort.

Working closely with a resident Wikipedia (Wikipedia expert), we then used Wikipedia’s tracking and algorithms to identify...
the pages with the greatest need for updates, defined as pages that were frequently visited, with high page views, but with a low number of supporting citations. The focus on frequently visited pages suggests that these topics are of great interest to the public, and the lack of citations demonstrates the need for editorial update. While the number of citations tracked by Wikipedia does not infer quality of those citations on those health pages, our directive was to add high-quality findings from recent (within 5 years when possible) systematic reviews. Those health pages that could be enhanced by physical therapy information were specifically identified for inclusion and added to the program’s event dashboard. It should be noted that some topics that are listed on our dashboard are closely related. This is because some common conditions are referred to by different terms and therefore have distinct Wikipedia pages. One such example is back pain and low back pain. The presence of both pages may foster greater access to the public based on preferred user terminology.

We established small working student groups and each group chose a topic of interest. Groups began by reading the chosen Wikipedia page looking for any PT-related information or lack thereof as well as the accuracy of the information and the recency and quality of the citations. While reading the chosen page, students asked themselves the following as they relate to PT: (1) What would I have liked to know more about when reading the Wikipedia entry? (2) What more might others who seek out this Wikipedia page like to know about this topic? (3) Is there more current evidence that should be added or more recent references that might better support the topic? We instructed students to locate 3 to 5 systematic reviews (Cochrane Reviews when available) that were less than 5 years from publication and related to the topic of interest. Of primary importance was that the reference could provide information that may complement, update, or correct the existing Wikipedia entry and better inform the reader of this topic. The preparatory process concluded with the reading, synthesis, and extraction of information to be added to the Wikipedia pages. Edits were reviewed by faculty and finalized prior to the Editathon.

**Executing the Editathon**

During the first half of the Editathon, a Wikipedia expert educated students on the scope, infrastructure, and metrics maintained by Wikipedia. The students were instructed on the editing process for adding information to a Wikipedia page and adding citations for these edits. The goal of the day was for each student to contribute a minimum of one edit ranging from a sentence to a paragraph along with corresponding references. The Wikipedian and faculty agreed that no deletions were to be made of existing Wikipedia entries during this Editathon. If students identified information on a page that contradicted current evidence, they were advised to use a format that recognized the previous information while providing updated accurate information along with supporting citations (for example, “While previous conventional wisdom suggested [erroneous information], more recent evidence suggests [current, accurate information]”). During the second half of the Editathon, students entered their edits and citations on their pages. As this process was finalized, students monitored their entries for responses in real time from the Wikipedia community at large by monitoring the edit link of their topic. At the conclusion of the Editathon, the facilitator shared suggestions for participants to follow-up on their changes, such as returning to Wikipedia to receive feedback on their contributions from editors-at-large or view audience traffic for the edited articles. The facilitator also encouraged all workshop participants to continue to use their account and edit live Wikipedia articles independent of the Editathon.

**Analysis**

To evaluate the impact of our contributions on the dissemination of health information, we examined two specific factors: number of page views by the public since the time of the page edits and response to our contributions from the Wikipedia editing community including number and type of subsequent edits and persistence of the student contributions. Page views prior to the Editathon were used to identify pages with considerable traffic but were not considered in the outcome, as the primary purpose was to monitor the rate of dissemination from the time of the student contributions. Page views were recorded for 4 months for all pages following each Editathon. Page views were only tracked if the edit persisted. In addition, we monitored total page views from the inception of each of the 3 cohort Editathons through May 31, 2018. While time frames vary for follow-up as the Editathons took place in 3 different years, total views are relevant since our target was health information dissemination. As no standard methodology exists to describe the impact of a new Wikipedia contribution, we developed our own systematic approach, which is easily reproducible. We ran the Editathon in the same 1-day format annually for 3 years. Our observation period began on the day the students submitted their edits, March 29, 2016, April 4, 2017, or February 5, 2018, and ended on May 31, 2018.

Using the history tab on each edited Wikipedia page, we identified the log of the student edits by student username and timestamp of the edit. We first insured that only those contributions that met the criteria of adding new health-related content with an acceptable citation to an academic source were included in our metrics. We then used the “compare selected revisions” link (also known as “track changes”) located within the history tab to compare the text of a Wikipedia article as it existed at 2 different points in time—at the time it was added and on May 31, 2018, our end date.

All edits that we tracked were categorized as those that persisted (contribution remained on the page in original or modified format) or those that did not (contribution removed). For all edits that persisted, we further subdivided the responses into 3 categories based on how subsequent Wikipedia editors altered the content: (1) additions (student information was enhanced), (2) partial deletions, or (3) copy edits. We also tracked the number of subsequent edits and the number of editors who made those edits. To assess our impact on dissemination of health information for all edits that persisted, we used the “page view statistics” link to access the count of Web traffic on each Wikipedia page. We began our page view counts from the date of the Editathon through a 4-month follow-up period and monitored page counts for all Editathons collectively through May 31, 2018, the end of the observation period.
Results

As of the end of the observation period, 98 PT students in 3 different cohorts engaged in Editathons. Students edited 26 Wikipedia articles, with 7 articles in the March 2016 cohort, 8 articles in the April 2017 cohort, and 11 articles in the February 2018 cohort. Of these 26 articles, 24 articles met the criteria of having a student add health information and a relevant citation. The other 2 articles involved student copy editing without making a claim or adding a citation. Of the 24 edits, 22 persisted at the end of the observation period.

Wikipedia’s in-platform communication system solicits a diverse base of editors to check recent editorial changes. From the date of edit through May 31, 2018, the 24 articles received between 2 and 556 edits each. Edits include those made in direct response to the student additions and other changes to the content between the time of student entries through the completion of the observation period. On average, each article received 90 subsequent edits, with a median of 36 edits per target article. While time frames vary for follow-up, as the Editathons took place in 3 different years, our target was sustainability of student entries and thus total edits are relevant. Subsequent edits may be influenced by newly published or conflicting research findings. In 17 of the 24 cases, the Wikipedia community editorial response was entered within 1 day, which is typical for new content submissions. This demonstrates the attentiveness of the Wikipedia editors at large, who monitor for changes and quality control. For the remaining 7 articles, the response time ranged from 11 to 323 days, with a median response time of 23 days. The 24 articles had 16 different reviewing editors inserting a wide range of edits (Table 1).

Two examples that illustrate the outcome of the editorial process are highlighted. In the first example, a student added 2 sentences related to the evidence regarding surgery and bracing for carpal tunnel syndrome to the Carpal Tunnel Wikipedia page and cited a systematic review from 2015 during the March 29, 2016, Editathon (Figure 1). The original contribution is on the left and the version of that page as of May 31, 2018, is on the right.

In this example, a Wikipedia community reviewer changed the student’s use of “an orthosis” to “a brace” to meet Wikipedia's Manual of Style for Medicine, which targets a lay audience. Users operating semi-automated Wikipedia copyediting tools made subsequent edits to add the date of publication and a PubMed identifier (PMID) to the citation and convert a hyphen to an en dash. For our statistics on this contribution, we judged that the student edits persisted and noted all of the changes described above as copy edits. There were no sentence or citation deletions noted for this entry.

Table 1. Editorial activity on Wikipedia within 24 hours of student contributions.

<table>
<thead>
<tr>
<th>Distinct Wikipedia editors</th>
<th>Instances when editor responded within 24 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Editor 1</td>
<td>10</td>
</tr>
<tr>
<td>Editor 2</td>
<td>5</td>
</tr>
<tr>
<td>Editor 3</td>
<td>2</td>
</tr>
<tr>
<td>Editor 4</td>
<td>2</td>
</tr>
<tr>
<td>Editors 5-16</td>
<td>12 (1 per editor)</td>
</tr>
</tbody>
</table>

Figure 1. Edits to the Wikipedia page titled Carpal Tunnel Syndrome at the editing event on March 29, 2016.
The second example (see Figure 2) describes an edit added to the Fall Prevention health page from the Edithathon held on February 5, 2018. The student summarized information from a 2017 systematic review demonstrating that resistance training leads to enhanced functional mobility such as improvement in balance and reduction in falls. The student contributed to the page with 5 separate additions of new information that would be useful to someone seeking information on how to prevent falls and added the systematic review as the reference for each edit. The next day, a Wikipedia editor noted that the systematic review was listed as a new source each time and posted as citations 10, 11, 12, 13, and 14. The editor combined the repeated citations but did not make any changes to the actual content of the edits. At the most recent review of the page on May 31, 2018, all the edits persisted and the number of the citations, originally 10, was now 33, indicating that 23 more references had been added to the page above the section edited by the student.

For our statistics on this contribution, we judged this contribution as follows: the student edits persisted and the contribution underwent copy edits. The total number of edits by the Wikipedia community to the 22 persisting contributions are described in Table 2.

Figure 2. Edits to the Wikipedia page titled Fall Prevention at the editing event on February 5, 2018.

Table 2. Summary of edits to 22 Wikipedia pages with persisting contributions.

<table>
<thead>
<tr>
<th>Change type</th>
<th>Amount (n)</th>
<th>Description of change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additions</td>
<td>10</td>
<td>Enhanced student prose or replaced a student citation with an alternative relevant citation</td>
</tr>
<tr>
<td>Partial deletions</td>
<td>6</td>
<td>Deleted at least one sentence of prose</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Shortened student explanation</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Kept at least one citation and deleted at least one citation</td>
</tr>
<tr>
<td>Copy edits</td>
<td>21</td>
<td>Changes to software code, punctuation, or citation format</td>
</tr>
</tbody>
</table>
Table 3. Page views from time of contribution through May 31, 2018, and within 4 months after the edit (for years 2016 and 2017).

<table>
<thead>
<tr>
<th>PT-relevant Wikipedia page</th>
<th>Date of initial edit</th>
<th>Page views through May 31, 2018</th>
<th>Page views at 4 months from entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back pain</td>
<td>March 29, 2016</td>
<td>700,575</td>
<td>98,613</td>
</tr>
<tr>
<td>Carpal tunnel syndrome</td>
<td>March 29, 2016</td>
<td>2,374,443</td>
<td>357,717</td>
</tr>
<tr>
<td>Developmental coordination disorder</td>
<td>March 29, 2016</td>
<td>684,635</td>
<td>120,323</td>
</tr>
<tr>
<td>Patient education</td>
<td>March 29, 2016</td>
<td>43,405</td>
<td>5871</td>
</tr>
<tr>
<td>Physical exercise</td>
<td>March 29, 2016</td>
<td>167,147</td>
<td>175,413</td>
</tr>
<tr>
<td>Urinary incontinence</td>
<td>March 29, 2016</td>
<td>774,051</td>
<td>102,126</td>
</tr>
<tr>
<td>Sports injury</td>
<td>March 29, 2016</td>
<td>150,767</td>
<td>19,645</td>
</tr>
<tr>
<td>Sports injury(^b)</td>
<td>April 4, 2017</td>
<td>—</td>
<td>19,903</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>April 4, 2017</td>
<td>165,432</td>
<td>49,267</td>
</tr>
<tr>
<td>Joint dislocation</td>
<td>April 4, 2017</td>
<td>89,410</td>
<td>23,080</td>
</tr>
<tr>
<td>Physical therapy</td>
<td>April 4, 2017</td>
<td>666,181</td>
<td>191,090</td>
</tr>
<tr>
<td>Physical therapy education</td>
<td>April 4, 2017</td>
<td>51,875</td>
<td>17,894</td>
</tr>
<tr>
<td>Spinal cord injury</td>
<td>April 4, 2017</td>
<td>307,377</td>
<td>83,308</td>
</tr>
<tr>
<td>Spinal disease</td>
<td>April 4, 2017</td>
<td>37,006</td>
<td>9453</td>
</tr>
<tr>
<td>Telerehabilitation</td>
<td>April 4, 2017</td>
<td>10,182</td>
<td>2849</td>
</tr>
<tr>
<td>Angina</td>
<td>February 5, 2018</td>
<td>218,465</td>
<td>218,465</td>
</tr>
<tr>
<td>Cerebral palsy</td>
<td>February 5, 2018</td>
<td>539,542</td>
<td>539,542</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>February 5, 2018</td>
<td>484,912</td>
<td>484,912</td>
</tr>
<tr>
<td>Disabled sports</td>
<td>February 5, 2018</td>
<td>19,324</td>
<td>19,324</td>
</tr>
<tr>
<td>Fall prevention</td>
<td>February 5, 2018</td>
<td>5135</td>
<td>5135</td>
</tr>
<tr>
<td>Low back pain</td>
<td>February 5, 2018</td>
<td>162,590</td>
<td>162,590</td>
</tr>
<tr>
<td>Plagiocephaly</td>
<td>February 5, 2018</td>
<td>50,988</td>
<td>50,988</td>
</tr>
<tr>
<td>Prosthesis</td>
<td>February 5, 2018</td>
<td>100,478</td>
<td>100,478</td>
</tr>
</tbody>
</table>

\(^a\)PT: physical therapy.
\(^b\)The same topic was edited during two Editathons—page views represents sum total from time of initial edit.

Last, to measure impact using the Wikipedia Pageviews Analysis tool, we found that the 22 articles with persisting student edits received 7,803,920 page views (Table 3). The number of page views from date of the student entries through the first 4 months after the entries and through May 31, 2018, are shown. Four months was chosen to compare activity on each edited page for the same time frame across the different years. At the end of the observation period, each edited Wikipedia health page had an average of 354,724 page views while the median number of page views was 164,011. It is interesting to note the student-edited Wikipedia pages with the highest (Carpal Tunnel Syndrome and Urinary Incontinence) and lowest (Telerehabilitation and Fall Prevention) page views.

**Discussion**

**Principal Findings**

The objective of the Editathons within the PT program at Touro College was to disseminate best-evidence PT-relevant health information to the public using principles of health literacy. These principles include assuring that health information for the public is presented in an easy-to-understand format. Based on the persistence of student contributions and total page views, this initiative was successful in accomplishing that goal. Although the doctoral PT student editors had never done this before and may have anticipated editorial criticism or deletions [4], most student contributions persisted. This persistence demonstrates that the Editathon is an effective method for improving the quality of Wikipedia’s health pages. It is important to emphasize that high-quality, timely information is presented in a format that is accessible to typical Wikipedia users. Wikipedia’s history logs show that the Wikipedia community responded to project contributions in all 24 cases and usually within 1 day of the submission. In all cases, the edits enhanced the student contributions and added more information for the public to access. Examining the editorial response to these 24 health pages for three Editathons may not be sufficient to generalize how all reviewing happens in Wikipedia. However, these findings demonstrate that Wikipedia’s internal communication systems facilitate the editorial process by matching reviewers to incoming edits and providing guidelines to assist reviewers in the editorial process [8,9].
An added benefit of the student edits is that these changes evoked interest in the health page by the editorial community. This in turn led to additional edits and inclusion of citations that further enhanced the content quality, improving the delivery of timely information to the reader. This is evident in Figure 2, where it is noted that 23 additional citations were added between February 5, 2018 (the date of the Editathon), and May 31, 2018 (the end of the observation period).

As deficiencies in the translation of research into practice are widely recognized [10-12], the Wikipedia model is one way to close this gap, bringing current, relevant information to the masses. Taking on the role of Wikipedia editor compelled students to gather and synthesize current, best-evidence information, promoting learning [13]. Living reviews, where current research findings are added to existing best-evidence documents, have the potential to expedite the dissemination of current research findings and translation of knowledge to practice. Ultimately, the public benefits from these collective efforts. Despite this systematic approach, there are those who continue to reject Wikipedia as a useful health resource. While one may argue that editors cannot capture all misinformation, and organizers are aware of this limitation [14], Wikipedia remains one of the most accessed health information sites [1].

Limitations

There are several limitations to this study that must be considered. One limitation is the fact that we chose the same end date for tracking page views, and thus the length of follow-up time for each Editathon varied. Edits that existed longer than others could potentially have had more views. However, to address this limitation we also tracked the number of page views during a 4-month period following each Editathon for a more uniform comparison. As our goal was to report on the reach/dissemination of the added information, the final page view count is relevant. In addition, since there was no established methodology for monitoring the persistence of edits, we devised a systematic approach that has not yet been reproduced. Finally, it is not possible to ascertain if the viewers read the part of the page with the added health information or if the information was useful to the reader. Our data only tells us that the page was viewed.

Conclusion

Physical therapists and most health care professionals value the importance of patient education for optimizing outcomes. Patient education is key to promoting self-management, knowing when and where to seek care and which treatments are helpful or harmful, and facilitating compliance with lifestyle and medical regimens that promote optimal health. Through three Editathons, 98 students added best-evidence information to 24 Wikipedia pages that were viewed nearly 8 million times with an average of approximately 350,000 views per page. The Wikipedia Editathon is an excellent way of bridging health technology with best-evidence approaches to care and bringing accurate, useful information to the public. Understanding the editing infrastructure built into the Wikipedia framework allows clinicians to effectively use this vast resource. The Editathon is inexpensive and has far-reaching and lasting impact. Future efforts may include interprofessional collaboration and assessment of the utility of health information in Wikipedia target articles.
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Abstract

Background: With the widespread application of a robot to surgery, growing literature related to robotics in surgery (RS) documents widespread concerns from scientific researchers worldwide. Although such application is helpful to considerably improve the accuracy of surgery, we still lack the understanding of the multidiscipline-crossing status and topic distribution related to RS.

Objective: The aim of this study was to detect the interdisciplinary nature and topic hotspots on RS by analyzing the current publication outputs related to RS.

Methods: The authors collected publications related to RS in the last 21 years, indexed by the Web of Science Core Collection. Various bibliometric methods and tools were used, including literature distribution analysis at the country and institution level and interdisciplinary collaboration analysis in the different periods of time. Co-word analysis was performed based on the keywords with high frequency. The temporal visualization bar presented the evolution of topics over time.

Results: A total of 7732 bibliographic records related to RS were identified. The United States plays a leading role in the publication output related to RS, followed by Italy and Germany. It should be noted that the Yonsei University in South Korea published the highest number of RS-related publications. Furthermore, the interdisciplinary collaboration is uneven; the number of disciplines involved in each paper dropped from the initial 1.60 to the current 1.31. Surgery; Engineering; Radiology, Nuclear Medicine, and Medical Imaging; and Neurosciences and Neurology are the 4 core disciplines in the field of RS, all of which have extensive cooperation with other disciplines. The distribution of topic hotspots is in imbalanced status, which can be categorized into 7 clusters. Moreover, 3 areas about the evolution of topic were identified, namely (1) the exploration of techniques that make RS implemented, (2) rapid development of robotic systems and related applications in surgery, and (3) application of a robot to excision of tissues or organs targeted at various specific diseases.

Conclusions: This study provided important insights into the interdisciplinary nature related to RS, which indicates that the researchers with different disciplinary backgrounds should strengthen cooperation to publish a high-quality output. The research topic hotspots related to RS are relatively scattered, which has begun to turn to the application of RS targeted at specific diseases. Our study is helpful to provide a potential guide to the direction of the field of RS for future research in the field of RS.

(J Med Internet Res 2019;21(3):e12625) doi:10.2196/12625
Introduction

Background

A robot is a mechatronic device that can be programmed to perform some tasks automatically, the emergence of which has significantly improved people’s quality of life. Apart from revolutionizing the manufacturing sector, robots have now found their way out of the factory and into applications such as agriculture, aerospace, and education [1], with no exception of medicine. One of the advantages of surgical robots over traditional surgery is that they are smart and precise and can accomplish their purpose more accurately. Dexterous robots have emerged in the last decade in response to the need for fine motor control assistance in applications as diverse as surgery, undersea welding, and mechanical manipulation in space [2]. For example, robots have also been integrated into operating rooms around the world and have enabled or improved many new minimally invasive surgical procedures [3-5].

Growing literature related to robotics in surgery (RS) documents widespread concerns from scientific researchers worldwide. As described in the literature, robots were introduced to the medical industry in the last century, initially for auxiliary work such as nursing and image transmission, so that doctors can get better examination results [6]. For example, installing a camera on the robotic arm and then sending the captured results to the screen can help the doctor to perform a more accurate examination for patients. Some researchers pointed out that surgical robots have also been used to try to solve some intractable diseases and increase the accuracy and safety of surgery [7,8]. Furthermore, with the development of information technology, the application of surgical robots has not only been limited to examination functions. However, other researchers believed that long-term feasibility still needs further assessment, although the treatment effect is acceptable in the short term [9]. In addition, the greatest surgical innovation of the past 3 decades has been the emergence of minimally invasive surgery in which many surgical robots are currently used. Therefore, the effect of minimally invasive surgery will also be greatly improved by means of a magnified view and improved ergonomics and dexterity provided by robotic platforms [6], which can reduce patient discomfort, costs, and hospital time [1]. However, limited data are available regarding safety and efficacy [10]. Therefore, some researchers compared the difference between robotic surgery and traditional surgery in detail [11] and evaluated the clinical effectiveness of surgical robots through function and outcomes [12].

Obviously, scientific researchers mainly focused on the clinical applications of surgical robots. However, to the best of our knowledge, little is known about the research situation, interdisciplinary nature, and research hotspots related to RS from the perspective of bibliometrics, which can help us comprehensively understand the process of the evolution of the related disciplines and research themes involved in RS.

Objectives

This study analyzed RS-related publications from the perspective of bibliometrics to address the above limitations. Specifically, the purposes of this study were listed as follows:

1. How did the literature in the field of RS be distributed worldwide?
2. What was the interdisciplinary collaboration of RS in the last decades?
3. What were the topic hotspots and evolution process in the field of RS?

Methods

Sample and Data Collection

In this study, we chose publications indexed in the Web of Science Core Collection (WoSCC) database as the data source. As WoSCC adheres to a strict evaluation process and provides the most influential, relevant, and credible information, it is most suitable for subsequent bibliometric analysis in this study [13].

To fully retrieve RS-related publications, combining with the above literature review on RS, we constructed the following search strategy: #1 TS=("robot* AND *assist*") AND *surg*); #2 TS=("robot* AND *guid*") AND *surg*); #3 TI=(robot*AND *surg*); #4 #1 OR #2 OR #3. Moreover, the document type was limited to article and review; the time span of publications covered the period from 1986 to 2017.

Subsequently, a total of 10,087 bibliographic records were identified and downloaded on September 20, 2018. To perfect the research, the main inclusion and exclusion criteria were formulated after 2 researchers independently reviewed and evaluated the 1000 pilot bibliographic records. The inclusion criteria were as follows: (1) the content of the papers primarily focused on RS and (2) all study designs. The main exclusion criteria were as follows: (1) the record had no subject categorizations or keywords (eg, book review and notification), (2) the study merely mentioned robotic surgery as one of the surgical approaches [14], and (3) the content of the research did not focus on RS but patients with no robotic surgery [15]. Any discrepancies were discussed until consensus was reached in this process. Subsequently, 1 researcher reviewed the remaining records according to the above criteria. Finally, a total of 7732 bibliographic records were obtained for further bibliometric analysis, with 2355 inappropriate or irrelevant records removed, so as to elucidate the interdisciplinary nature and research topic hotspots in the field of RS internationally.

Design of Data Analysis Method

There are various indicators used in the study to better demonstrate distribution of the literature. The total local citation score (TLCS) and the total global citation score (TGCS) were calculated in this study, which have been the key indicators capable of evaluating the relevance of each research paper in...
our sample [16]. TLCS refers to the number of times that a set of papers included in a collection has been cited by other papers within the same collection, whereas TGCS refers to the number of times that a set of papers included in a collection has been cited in the WoSCC [17]. In addition, the average global citation score (AGCS) is the mean value of TGCS. However, it should be noted that TLCS presents the important papers in a chosen research area, whereas TGCS mainly displays the effects of the papers related to a chosen research area on the papers in the WoSCC [18]. Distribution of the literature was presented using the HistCite tool, which is an analysis and visualization software that helps us to obtain information at the country and institution level [19]. Meanwhile, we divided the 21 years into 4 periods of time to exam the distribution at the country level.

Furthermore, interdisciplinarity and cross-disciplinarity have been buzzwords for the last few years, which are used to describe contributions from and collaborations among several or more disciplines. Interdisciplinary means that the content of research is not only a method or ability in a field but a field that involves more [20]. Through interdisciplinary research, we can more comprehensively understand the research content of a field. Interdisciplinary inevitably exists between disciplines, indicating that the scope involved in a certain field is constantly expanding [21]. Meanwhile, research areas constitute a subject categorization scheme that is shared by all Web of Science product databases. The literature indexed by WoSCC is assigned to at least 1 subject category, which is mapped to 1 research area [22]. VOSviewer—a software tool developed by Nees Jan van Eck and Ludo Waltman at Leiden University’s Centre for Science and Technology Studies [23]—was employed to visualize the interdisciplinary collaboration on the basis of subject categorization of publication [24]. Each node represents a discipline, whereas the connection between nodes represents collaborations between disciplines. In addition, nodes with a close connection are assigned the same color to form their respective clusters. Furthermore, a co-occurrence matrix was generated by using the Bibliographic Item Co-occurrence Mining System (BICOMS) [25] to calculate the centrality, which includes degree centrality, closeness centrality, and betweenness centrality by using Ucinet6.6 [26]. Degree centrality is simply the number of tie of a given type that a node has; closeness is an inverse measure of centrality in the sense that large numbers indicate that a node is highly peripheral, whereas small numbers indicate that a node is more central; betweenness centrality is a measure of how often a given node falls along the shortest path between 2 other nodes [27]. Moreover, we analyzed the centrality in the different periods of time based on the top 5 centralities over the period from 1997 to 2017.

In addition, we used Cortext to visualize the evolution of individual disciplines and interdisciplinary clusters. The tubes layout represents the transformation of cluster of discipline over time [28-30]. The width of tubes represents the number of records in which they appear in the same cluster. Darker tubes mean more disciplines are shared between 2 consecutive time periods.

Finally, 3 stages were completed, as follows, regarding the analysis of research hotspots. First, BICOMS was employed to calculate the frequency of keywords. Subsequently, a total of 13,706 keywords were obtained and merged based on the following 4 criteria [31]: (1) merging some keywords into corresponding Medical Subject Headings terms using PubMed (eg, “gynaecology” and “lymphadenectomy” were merged into “gynecology” and “lymph node excision,” respectively); (2) unifying the uppercase and lowercase of some keywords (eg, “Laparoscopy” and “Bladder cancer” were changed to “laparoscopy” and “bladder cancer,” respectively); (3) standardizing the singular and plural of keywords (eg, “child” and “pediatric” were changed to “children” and “pediatrics,” respectively); and (4) merging some synonym keywords (eg, “minimal invasive surgery” and “MIS” were replaced by “minimally invasive surgery”). After merging, 90 keywords with frequencies not less than 40 were obtained.

Second, we used BICOMS to generate the 88×88 co-occurrence matrix of keywords with a frequency not less than 40. It is worth noting that we removed robotic surgery and surgical robot because they are our research object. Then, a social network map was drawn with respect to these 88 keywords by Ucinet6.6 and VOSviewer [26,32,33], which intuitively reflects the relationship between keywords of high frequency. The relative size of nodes is proportional to the frequency of keywords, whereas the relative width of lines is proportional to the correlation between keywords [34].

Third, we detected the burst strength of the cleaned keywords and drew a temporal bar graph for high-burst strength keywords. Burst strength depicts the intensity of the burst, that is, how great the change is in the word frequency that triggered the burst. Kleinberg burst detection algorithm [35] can recognize the sudden increase of word frequency over time and detect the burst of keyword popularity effectively. We chose Science of Science (Sci2) [36], which can implement this algorithm to find out the burst terms in the processed data and calculate the burst strength. Finally, 48 keywords with a burst strength of not less than 4 were obtained. However, these keywords may only be core keywords to a certain extent. Further screening by word frequency can improve the quality of core keywords. The higher the number of keyword frequency, the more likely it is to become a hot topic in future. Then we drew a temporal visualization map of 26 keywords with a frequency no less than 40 and burst strength more than 4 by Sci2 [37]. Each keyword has its own starting and ending time, and the area of each bar reflects its burst strength.

Results

Literature Distribution

A total of 22,470 authors were identified with 7732 papers, which are affiliated to 4721 institutions from 74 countries. All of these papers were published in 1030 journals with 105,835 citations. In total, 12 publication languages were included, of which, English ranks the first, followed by German and French. It can be found that the quantity of literature related to RS is growing rapidly over time, and the United States takes the top spot at every time slice (Figure 1). It should be noted that the developed countries had contributed to the majority of the publication, although China is among the top 10 (for the publication output of top 10 countries, see Multimedia Appendix).
In addition, South Korea ranked the fifth in the publication output from 2008 to 2012 and 2013 to 2017. The distribution of institutions is shown in Table 1. Obviously, Yonsei University in South Korea takes the first place, with the highest TLCS and TGCS, followed by Cleveland Clinic and Mayo Clinic. Memorial Sloan-Kettering Cancer Center has the highest AGCS, with high academic influence and collaboration in RS-related research, followed by Stanford University.

Figure 1. Top 5 countries of robotics in surgery-related research in each period of time.

Table 1. Distribution of the top 10 institutions with robotics in surgery-related research.

<table>
<thead>
<tr>
<th>Number</th>
<th>Institution</th>
<th>Recs^a</th>
<th>Publication, %</th>
<th>Cumulative percentage</th>
<th>TLCS^b</th>
<th>TGCS^c</th>
<th>AGCS^d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yonsei University</td>
<td>197</td>
<td>2.55</td>
<td>2.55</td>
<td>1498</td>
<td>3579</td>
<td>18.17</td>
</tr>
<tr>
<td>2</td>
<td>Cleveland Clinic</td>
<td>167</td>
<td>2.16</td>
<td>4.71</td>
<td>990</td>
<td>3268</td>
<td>19.57</td>
</tr>
<tr>
<td>3</td>
<td>Mayo Clinic</td>
<td>111</td>
<td>1.44</td>
<td>6.15</td>
<td>978</td>
<td>2674</td>
<td>24.09</td>
</tr>
<tr>
<td>4</td>
<td>The Johns Hopkins University</td>
<td>104</td>
<td>1.35</td>
<td>7.50</td>
<td>701</td>
<td>3485</td>
<td>33.51</td>
</tr>
<tr>
<td>5</td>
<td>University of Pittsburgh</td>
<td>102</td>
<td>1.32</td>
<td>8.82</td>
<td>416</td>
<td>2108</td>
<td>20.67</td>
</tr>
<tr>
<td>6</td>
<td>Imperial College London</td>
<td>98</td>
<td>1.27</td>
<td>10.09</td>
<td>424</td>
<td>1799</td>
<td>18.36</td>
</tr>
<tr>
<td>7</td>
<td>Harvard University</td>
<td>96</td>
<td>1.24</td>
<td>11.33</td>
<td>714</td>
<td>2759</td>
<td>28.74</td>
</tr>
<tr>
<td>8</td>
<td>Stanford University</td>
<td>90</td>
<td>1.16</td>
<td>12.49</td>
<td>908</td>
<td>3327</td>
<td>36.97</td>
</tr>
<tr>
<td>9</td>
<td>Vanderbilt University</td>
<td>83</td>
<td>1.07</td>
<td>13.56</td>
<td>585</td>
<td>1986</td>
<td>23.93</td>
</tr>
<tr>
<td>10</td>
<td>Memorial Sloan-Kettering Cancer Center</td>
<td>78</td>
<td>1.01</td>
<td>14.57</td>
<td>867</td>
<td>3262</td>
<td>41.82</td>
</tr>
</tbody>
</table>

^aRecs: number of published papers.
^bTLCS: total local citation score.
^cTGCS: total global citation score.
^dAGCS: average global citation score.
Interdisciplinary Nature

Visualization of the Interdisciplinary Collaboration on Robotics in Surgery–Related Research

The number of disciplines is increasing over the 4 time slices; a total of 91 disciplines are involved as shown in Table 2. The disciplines covered by RS have expanded from 34 in the first 6 years to 85 in the last 5 years. A downward trend is presented for the average number of disciplines in each paper, from 1.60 to 1.31.

Figures 2 to 6 visualize the interdisciplinary collaboration for RS-related research for each period of time and overall (for detailed clusters, see Multimedia Appendix 2). The links between disciplines have been clearly shown in proportion, and the collaboration of disciplines within the cluster is significantly more than that between clusters. Although the number of clusters changed over time, there were still several clusters in each period of time, each of which has 1 or several major disciplines. For example, Surgery, Oncology, Engineering, and Urology and Nephrology appear most frequently, each of which leads a cluster in each of the maps. Thus, such a cluster is the main research direction in the field of RS. In general, the main disciplines from 1997 to 2017 were Surgery and Urology and Nephrology, with a frequency of 2802 and 1837, respectively, accounting for 45.06% (4639/10295) of the total frequency in the period of time.

Table 2. The overall distribution of disciplines and clusters.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Time span</th>
<th>Number of papers</th>
<th>Number of disciplines</th>
<th>Number of clusters</th>
<th>Number of discipline occurrences in papers</th>
<th>Mean disciplines in each paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997-2002</td>
<td>6</td>
<td>217</td>
<td>34</td>
<td>10</td>
<td>347</td>
<td>1.60</td>
</tr>
<tr>
<td>2003-2007</td>
<td>5</td>
<td>665</td>
<td>55</td>
<td>10</td>
<td>974</td>
<td>1.46</td>
</tr>
<tr>
<td>2008-2012</td>
<td>5</td>
<td>1985</td>
<td>64</td>
<td>15</td>
<td>2563</td>
<td>1.29</td>
</tr>
<tr>
<td>2013-2017</td>
<td>5</td>
<td>4865</td>
<td>85</td>
<td>12</td>
<td>6411</td>
<td>1.31</td>
</tr>
<tr>
<td>1997-2017</td>
<td>21</td>
<td>7732</td>
<td>91</td>
<td>13</td>
<td>10295</td>
<td>1.33</td>
</tr>
</tbody>
</table>

Figure 2. Interdisciplinary collaboration on robotics in surgery-related research from 1997 to 2002.

Figure 3. Interdisciplinary collaboration on robotics in surgery-related research from 2003 to 2007.
Figure 4. Interdisciplinary collaboration on robotics in surgery-related research from 2008 to 2012.

Figure 5. Interdisciplinary collaboration on robotics in surgery-related research from 2013 to 2017.

Figure 6. Interdisciplinary collaboration on robotics in surgery-related research from 1997 to 2017.
Network Analysis of Interdisciplinary Collaboration

Figures 7 to 9 show degree centrality, closeness centrality, and betweenness centrality for top 5 disciplines, which have held top 5 centralities over the years from 1997 to 2017 in different periods of time. The degree centrality of the top 5 disciplines is increasing continuously, whose trend is similar to the closeness centrality; although, there is a significant difference between them. The betweenness centrality of different disciplines intersected over time; there is no obviously upward or downward trend. From the perspective of degree centrality, the impact of Surgery on RS-related research is significantly higher than other disciplines. From the perspective of closeness centrality, Science and Technology played a more important role in RS-related research in the first 10 years. However, the evolution trend of the betweenness centrality is significantly different from the degree centrality and the closeness centrality, which shows that the position of top 5 disciplines, as an intermediary bridge, is not fixed.

Figure 7. Degree centrality of top 5 disciplines.

Figure 8. Closeness centrality of top 5 disciplines.
Evolution of Discipline Clusters Over Time

Figure 10 shows the overall evolution of discipline clusters related to RS over time. The 4 columns represent the 4 periods of time above. For example, the fourth column represents the data from 2013 to 2017. The cluster related to Cardiovascular System and Cardiology was integrated with other disciplines to form a larger cluster during the period from 2003 to 2007, which was independent over the years from 1997 to 2002. Optics was separated from Radiology, Nuclear Medicine, and Medical Imaging from 2003 to 2007 to form an independent cluster with Physics. Obstetrics and Gynecology and other disciplines were merged into a larger cluster during the years from 2013 to 2017. Transplantation and other related disciplines constituted a relatively independent cluster in the time period from 2008 to 2012. Respiratory System was integrated with Anesthesiology to form a larger community with Anesthesiology from 2013 to 2017. In addition, the records in Psychology and Behavior Sciences are in an increasing trend from 2008 to 2017. It should be noted that Engineering and Computer Science were merged into a cluster in the period from 2008 to 2012, then gradually grew over time. In general, the results are consistent with the above analysis to some extent.
Research Hotspots

Distribution of Research Topic

There are 7 clusters for 88 high-frequency keywords in the field of RS. The name was refined according to the main keywords contained in each cluster, as shown in Table 3. Cluster 1 is mainly related to robotic-assisted laparoscopy and some applicable diseases, mainly including gynecological and bladder diseases; Cluster 2 refers to the related technologies involved in surgical robots such as microsurgery, image-guided surgery, navigation, and telesurgery; Cluster 3 focuses on the robotic-assisted laparoscopic surgery and some applicable disease, such as colorectal and gastric disease; Cluster 4 is about the da Vinci robot and transoral robotic surgery; Cluster 5 is associated with prostate diseases and corresponding surgery; Cluster 6 is related to the training of surgical robot; and Cluster 7 refers to kidney diseases and corresponding surgery.

All of these clusters are visualized in Figure 11. Each of the 7 colors represents a cluster. For example, the purple on the left side represents Cluster 5, of which, the keywords are mainly related to prostatectomy; the green, located in the right represents Cluster 2, which covers keywords related to techniques of computer-assisted surgery. These 7 clusters of keywords may be better identified in a density visualization (Figure 12), which immediately reveals the general structure. It can be seen that laparoscopy and minimally invasive surgery are the most important keywords in the RS-related research, in addition to robotic.

In general, the above 7 clusters of keywords on RS-related research can be combined into 3 themes according to the main content covered in each cluster: (1) various technologies, which include Cluster 2 and Cluster 6; (2) the robotic systems (ie, device and software) and related applications in surgery, which mostly contain Cluster 1, Cluster 3, and Cluster 4; and (3) prostate and kidney diseases and their corresponding operations, which include Cluster 5 and Cluster 7.

Table 3. 7 clusters of robotics in surgery-related research.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of keywords</th>
<th>Cluster name</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19</td>
<td>Robotic-assisted Laparoscopy and some applicable diseases</td>
<td>Laparoscopy; robotic-assisted; complications; outcomes; endometrial cancer; hysterectomy; cystectomy; bladder cancer; cervical cancer; sacrocolpopexy; cost; radical cystectomy; pelvic organ prolapse; robotic-assisted laparoscopy; obesity; gynecology; myomectomy; robotic assisted; recurrence</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>Related technologies involved in surgical robots</td>
<td>Medical robotic; computer-assisted surgery; image-guided surgery; cyberknife; lung cancer; radiosurgery; navigation; telesurgery; microsurgery; augmented reality; notes; neurosurgery; haptics; teleoperation; technique; stereotactic radiosurgery</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>Robotic-assisted laparoscopic surgery and some applicable diseases</td>
<td>Minimally invasive surgery; robotic-assisted surgery; laparoscopic surgery; learning curve; rectal cancer; robotic surgical procedures; lymphadenectomy; gastric cancer; colorectal surgery; meta-analysis; colorectal cancer; gastrectomy; total mesorectal excision</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>da Vinci robot and transoral robotic surgery</td>
<td>da Vinci robot; transoral robotic surgery; minimally invasive; quality of life; endoscopy; head and neck cancer; endoscopic surgery; surgical procedures; surgical technique; oropharyngeal cancer; thyroidectomy; robotic thyroidectomy</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>Prostate diseases and corresponding surgery</td>
<td>Prostate cancer; prostatectomy; radical prostatectomy; robotic-assisted prostatectomy; prostatic neoplasms; prostate; robotic prostatectomy; robotic-assisted laparoscopic prostatectomy; urinary incontinence; oncological outcomes; continence</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>Training of surgical robot</td>
<td>Robotic; surgery; training; pyeloplasty; cancer; urology; pediatrics; simulation; children; education</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>Kidney diseases and corresponding surgery</td>
<td>Partial nephrectomy; nephrectomy; renal cell cancer; kidney; nephron-sparing surgery; robotic-assisted partial nephrectomy; kidney cancer</td>
</tr>
</tbody>
</table>
Figure 11. Visualization of the original 88×88 co-occurrence matrix.
Figure 12. Co-occurrence density map.
There are 26 keywords whose burst strength is more than 4 and the frequency is not less than 40 (for details, see Multimedia Appendix 3). All 26 keywords represent the frontiers of research on RS to some extent. In addition, the frequencies of these 26 keywords are 5849, showing that 0.23% (26/11,303) of keywords account for 16.02% (5849/36,505) of the total 36,505 frequencies.

The temporal bar graph of 26 keywords visually demonstrates the evolution of the topic on RS-related research over time. As shown in Figure 13, it can be seen that early research mainly focused on computer-assisted surgery, microsurgery, image-guided surgery, and medical robotic during the period from 1997 to 2007, indicating that people began to pay attention to the application of computer technology in surgery. From 2000 to 2009, the representative burst keywords were robotic, da Vinci robot, laparoscopy, and prostate, suggesting that the various robotic systems began to appear and assisted the diagnosis and surgery of some diseases. The major burst keywords from 2009 to 2015 were prostatectomy, radical prostatectomy, and partial nephrectomy, showing that the robot was mainly used in the excision of various tissues and organs. In the past 2 years, the burst keywords were robotic surgical procedures and lung cancer. It is noteworthy that the term “robotic surgical procedures” was included in Medical Subject Headings terms in 2015, suggesting that the terms of RS have been standardized, and surgical robots have been applied to a wider field of treatment of tumor and cancer.

Discussion

Principal Findings

This study analyzed distribution of the literature related to RS, presented that the United States plays a leading role in the publication output, and presented that the Yonsei University in South Korea published the highest number of RS-related publications. Moreover, the disciplines covered by RS have expanded rapidly over the past years, the total number of which is more than 90. There exist some core disciplines in the field of RS, all of which have extensive cooperation with other disciplines. Obviously, these 4 disciplines make the majority of contributions to RS-related research. Furthermore, there are 7 clusters for the topic hotspots related to RS with imbalanced status, the evolution of which can be divided into 3 areas.

In this study, the distribution of RS-related research is imbalanced, although the RS-related research has caused global concerns. From the perspective of the country, the G7 (the United States, the United Kingdom, Germany, Canada, Italy, France, and Japan), which are headed by the United States, occupied a dominant position in this field. The research and development of surgical robots requires a large amount of human and financial resources. Apparently, the economic foundation plays an important role in the level of research and development
Therefore, countries with high economic levels are also relatively advanced in this field. From the perspective of the institution, 8 of the top 10 institutions belong to the United States, which further illustrates that the United States holds strongest research forces related to RS. Yonsei University in South Korea ranks the first with the most publication output because there are more than 10 hospitals affiliated to Yonsei Medical College [39], Severance Hospital, as one of which is the core institution for RS-related research in Asia.

This study showed that interdisciplinary collaboration of RS is widespread and has become more and more intensive in recent years. First, the number of clusters generated by visualization is gradually stable at around 13. The close connections among these disciplines aggregated into communities indicate how they support and supplement each other. However, the average number of disciplines in each paper has been reduced from 1.61 to 1.31, suggesting that the research content of each paper is more concentrated and more stable, although the disciplines of RS-related research are increasingly extensive [40]. This study on RS is mainly about how to cure a specific disease, such as various cancers, rather than a broad study of robotic surgery. Furthermore, several disciplines, such as Surgery, Oncology, Engineering, and Urology and Nephrology, are prominent in the cluster, and their collaborations with other disciplines are relatively close, showing that the main research related to RS is developed around these directions [41]. For example, Surgery has been in a dominant position for the last 21 years because it is the research topic in this study, but the relative position of Engineering disciplines that provide fundamentals and devices for RS is gradually declining, which may be due to the introduction of new disciplines with the deepening of RS-related research.

Obviously, cooperation between core disciplines needs to be further strengthened, as well as between other disciplines and core disciplines. The main disciplines in the field of RS are relatively stable, whereas other supporting disciplines are continuously changing at each period of time [42]. Surgery; Engineering; Radiology, Nuclear Medicine, and Medical Imaging; Neurosciences and Neurology have appeared in Figures 7 to 9, suggesting that these 4 disciplines are the core disciplines in the field of RS [43]. RS-related research is a relatively emerging interdisciplinary field, with a great potential impact on many areas of health care [44]. The exchange of ideas across disciplines promotes the progress of science. Medical robotics is fundamentally a team activity, involving academic researchers, clinicians, and industry. Each of these groups has unique expertise, and success comes from effective, highly interactive partnerships drawing upon this expertise [45]. Researchers with different disciplinary backgrounds have different professional knowledge, among which the cross-cooperation can promote the progress of a certain research subject. For example, in recent years, the treatment of tumor is a research hotspot in the field of RS, which needs not only doctors in Oncology but also researchers in other disciplines, such as Surgery and Engineering, who may come from different countries and institutions. Researchers with a background of different disciplines will provide different knowledge and skills to promote research on the subject of tumor treatment in the RS-related field. Therefore, more cooperation is needed in the field of RS, and the strengthening of cooperation can lead to the integration of knowledge, which means that RS is a more comprehensive research subject that includes technologies, devices, and the treatment of diseases.

Our study showed that the research focus on RS was relatively scattered and that each cluster has its own research emphasis but, in general, they can be merged into 3 main areas. Research hotspots clustering intuitively shows the relationship between 7 clusters of keywords, each of which represents a major research topic related to RS. However, some of these clusters have something in common. The clusters can be further divided into the following 3 parts: the first is the various technologies that make RS realized, such as computer-assisted surgery and image-guiding [46,47]; the second is various kinds of robotic systems and related applications in surgery, such as da Vinci robot, robotic-assisted laparoscopy, and robotic-assisted laparoscopic surgery [48-50]; the third is the application of RS in a variety of diseases and corresponding surgery, mainly tissue and organ excision, such as prostate and bladder [51].

Moreover, the research focus of several periods of time on RS reflected in the temporal bar graph is consistent with the results of the research hotspots clustering to some extent. It can be seen that the earliest research on RS is mainly about various technologies. RS is ultimately an application-driven research field. When technologies were relatively mature and measurable, the robotic systems and their related application began to emerge and became the research frontier, and surgeons began to accept and apply them in surgery. Then, the research focus began to turn to various diseases and their corresponding surgery. Apparently, it is undeniable that the robotic systems and surgery for various diseases are complementary to each other throughout the development of RS. Correspondingly, there were 3 aspects of researches in each period of time, but the focus was different. Generally, research on RS should be further promoted in these 3 areas to better strengthen the integration between surgery and robotics.

In addition, to clearly present the frontiers of RS-related research, we reduced the burst strength of keywords to 2.5 targeted at the dataset in the recent 3 years (2015 to 2017), which mainly contains lung cancer and lobectomy [52], rectal cancer and colorectal surgery [53,54], and esophageal cancer and esophagectomy [55]. It is obvious that RS-related research has begun to play an important role in the diagnosis and treatment of various specific cancers. Clearly, as the application of robots to surgery, targeted at specific diseases, has been rapidly expanded, better regulations and standards should be developed and implemented; and methods to assess safety should be adopted in future, which is conducive to exploit the full potential of robotics in medicine, especially in surgery, for the improved welfare of society everywhere [56]. In addition, other ethical concerns will emerge as robotic technologies become more intelligent with advances in cognitive software.

**Limitations**

There still exist several limitations in this study. First, it is difficult to visually observe several disciplines that are most closely related because the algorithm performed in VOSviewer...
stipulates that the distance of disciplines in the visualization graph is closer if more collaborations between them exist. Second, the subject categorization indexed by WoSCC may be inaccurate, which may have a certain impact on the result of research and lead to some bias for the visualization of interdisciplinary collaboration. Finally, results of the topic hotspots analysis are affected by the keyword merging. This study merely merged the keyword with a frequency more than 5, that is, there are still some synonym keywords that should be merged. All of these may have some influence on the results of the topic clustering.

**Conclusions**
In this study, various bibliometric measures on RS-related research were performed using the corresponding visual tool. In all, on the base of the above study, some valuable results from RS-related research were obtained, including information on interdisciplinary collaboration and research hotspots, which offer a comprehensive understanding of RS-related research. Moreover, with the development of artificial intelligence and the further widespread application of robots to surgery, it should be reasonable to believe that the literature related to RS research will continue to grow in future. In addition, as the research develops, some new application of robots in surgery will form, which will give rise to new problems, such as the degree of interdisciplinary collaboration and its effect on research productivity, all of which are the future research focus. Furthermore, the research of application will be the strength to further improve the accuracy and safety and reduce cost, although the surgery remains the core discipline of RS-related research.
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Abstract

Background: The widening gap between innovations in the medical field and the dissemination of such information to doctors may affect the quality of care. Offline computer-based digital education (OCDE) may be a potential solution to overcoming the geographical, financial, and temporal obstacles faced by doctors.

Objective: The objectives of this systematic review were to evaluate the effectiveness of OCDE compared with face-to-face learning, no intervention, or other types of digital learning for improving medical doctors’ knowledge, cognitive skills, and patient-related outcomes. Secondary objectives were to assess the cost-effectiveness (CE) of OCDE and any adverse effects.

Methods: We searched major bibliographic databases from 1990 to August 2017 to identify relevant articles and followed the Cochrane methodology for systematic reviews of intervention.

Results: Overall, 27 randomized controlled trials (RCTs), 1 cluster RCT (cRCT), and 1 quasi-RCT were included in this review. The total number of participants was 1690 in addition to the cRCT, which included 24 practices. Due to the heterogeneity of the participants, interventions, and outcomes, meta-analysis was not feasible, and the results were presented as narrative summary. Compared with face-to-face learning, the effect of OCDE on knowledge gain is uncertain (ratio of the means [RM] range 0.95-1.17; 8 studies, 495 participants; very low grade of evidence). From the same comparison, the effect of OCDE on cognitive skill gain is uncertain (RM range 1.1-1.15; 4 trials, 495 participants; very low grade of evidence). OCDE may improve knowledge gain (RM range 0.95-1.00; 8 studies, 495 participants; very low grade of evidence). From the same comparison, the effect of OCDE on cognitive skill gain is uncertain (RM range 1.1-1.15; 4 trials, 495 participants; very low grade of evidence). One cRCT, involving 24 practices, investigated patients’ outcome in this comparison and showed
no difference between the 2 groups with low-grade evidence. Compared with text-based learning, the effect of OCDE on cognitive skills gain is uncertain (RM range 0.91-1.46; 3 trials with 4 interventions; 68 participants; very low-grade evidence). No study in this comparison investigated knowledge gain or patients’ outcomes. One study assessed the CE and showed that OCDE was cost-effective when compared with face-to-face learning if the cost is less than or equal to Can $200. No trial evaluated the adverse effect of OCDE.

**Conclusions:** The effect of OCDE compared with other methods of education on medical doctors’ knowledge and cognitive skill gain is uncertain. OCDE may improve doctors’ knowledge compared with no intervention but its effect on doctors’ cognitive skills is uncertain. OCDE may have little or no effect in improving patients’ outcome.

(J Med Internet Res 2019;21(3):e12998) doi:10.2196/12998
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**Introduction**

**Background**

Faced with the rapid innovations in medicine, structured postgraduate residency programs, in addition to continuing professional development (CPD) and continuing medical education, (CME), have been developed to advance and update the skills and knowledge of medical doctors and other health professions [1]. Evidence suggested that these programs are effective in improving the diagnostic and therapeutic competencies of health care professionals and patient-related outcomes [2-6]. Although face-to-face learning is the dominant method of teaching in these programs, it is being increasingly supplemented or replaced with digital learning using both Web-based and offline options [7]. Digital education involves the delivery of educational material through Information and Communication Technology using a wide variety of pedagogical designs and formats [8,9].

Digital learning is a plausible low-cost platform that provides convenient access to educational materials with flexibility in terms of pace, place, and time [10]. It has many advantages over traditional learning, such as outreach, flexibility, and adaptability, as it has the potential to reach a large number of learners regardless of the physical distance; in addition, it caters for the pace and time of the individual participant while reducing the overhead costs of the learning process [11-13]. These features of digital learning could prove it to be a plausible solution to the constraints faced by medical education in low- and middle-income countries (LMICs) where digital learning has been used effectively to improve existing health services [12] and the diagnostic and therapeutic competencies of the health care providers [2].

Despite the potential of digital learning to be the leading learning method in sciences, including medical education, some disadvantages have been reported for this method of learning. Lack of interaction with other learners and the instructor, because of flexibility in the timing of learning, may lead to social isolation and discouragement of team work [11,14].

Although digital learning caters for students’ learning pace, it tends to deindividualize the instructor and fails to respond to the learners’ individual needs [15]. Although digital learning is associated with reduced cost for the learner, the potentially large cost of designing some courses, such as those that involve virtual reality and simulation, cannot be ignored [15].

Unlike other learning methods, digitally-based courses must be designed carefully to meet the instructional objectives as the absence of an instructor for explanation makes such courses more susceptible to design flaws [15,16]. For effective digital learning in medical education, many essential design characteristics have been suggested, such as effective communication among the learners and validation and assessment of knowledge gained in addition to use of real-world scenarios [17].

Currently, there are many different technological platforms for digital learning, including Web-based learning activities, computer-based instruction, and mobile learning. The availability of many platforms paved the way for many learning opportunities in medical education, such as massive open Web-based courses, serious gaming and gamification, and virtual patient-based learning. The focus of this review is offline computer-based digital education (OCDE).

This type of digital education does not require internet or local area network connection, and the learning material is typically kept in either magnetic storage such as floppy discs or optical storage such as CD, digital versatile disc, flash memory, multimedia cards, and external hard discs, which facilitates the delivery of various educational material such as text, images, audio, and video material [18-20]. OCDE has many advantages, especially in settings where internet access is absent or limited. It has many of the advantages over other digital learning platforms as it provides a solution for those learners faced with geographical, financial, and temporal barriers to face-to-face education without compromising on the teaching and learning process or the intended outcomes [18,19,21].

**Objectives**

The objective of this systematic review was to evaluate the effectiveness of OCDE compared with face-to-face learning, no intervention, text-based learning, or other type of digital learning for improving medical doctors’ knowledge, cognitive skills, and patient-related outcomes. The secondary objectives were to assess the cost and cost-effectiveness (CE) of OCDE and adverse effects of the interventions.
Methods

Eligibility Criteria

Types of Studies

We included randomized controlled trials (RCTs), cluster RCTs (cRCTs), and quasi-randomized trials that compared OCDE (personal computer or laptop) methods for medical doctors and dentists with face-to-face learning, written information, no intervention, or other OCDE. We excluded crossover trials because of the high likelihood of a carry-over effect [22]. We included trials reported in conference proceedings and abstracts when information could be obtained by contacting the authors. For a detailed description of the methodology, please refer to the study by Car et al [23].

Types of Participants

We included studies in which participants (learners) were medical doctors and dentists who were enrolled in postgraduate medical education programs. Studies with mixed participant groups, such as doctors and nurses, in which results for medical doctors could not be obtained separately, were excluded.

Types of Interventions

We included studies in which OCDE interventions were used to deliver educational content. Residency training programs and CME- and CPD-based programs that involved the use of OCDE interventions were included [24,25].

OCDE intervention refers to the use of personal computers or laptops that have assisted in the delivery of standalone multimedia materials without the need for internet or local area network connections [24,25].

We only considered studies that made the following intervention comparisons:

- Offline-based intervention versus traditional face-to-face learning.
- Offline-based intervention versus no intervention.
- Offline-based digital learning versus written text-based learning.

Primary Outcomes

We included studies that reported at least one of the following primary or secondary outcomes

- Learner’s knowledge: defined as the learners’ factual or conceptual understanding.
- Learner’s cognitive skills: defined as skills used in the process of acquiring knowledge, for example, skills learned for reading an x-ray film or learning the steps of performing a procedure.
- Patients’ outcomes: defined as the direct observation of the application of knowledge and skills on the patients where the outcome of the trial is patients’ physical, mental, and psychological condition, such as the clinical effect of optimizing medication regimens. In addition, we considered studies that aimed at improving health services, such as improving existing screening programs, as patients’ outcomes.

Secondary Outcomes

- CE of digital learning
- Any adverse outcome

Types of Outcome Measures

These outcomes were assessed using any validated or non-validated instrument to measure the difference in pre and posttest scores. These assessments were either subjective (eg, self-reported) or objective (eg, questionnaire). When several posttest results were available, data were recorded as to when those tests were conducted and the difference between the pretest and the first posttest was used for the analysis.

Search Methods

We searched major bibliographic databases from 1990, when the virtual learning environments began and schools started delivering Web-based courses, till August 2017 to identify all relevant articles. We searched in English but included papers published in any language.

Electronic Searches

We searched the following databases: Medical Literature Analysis and Retrieval System Online (MEDLINE, via Ovid), EMBASE (via Ovid), Web of Science, Educational Resource Information Centre (via Ovid), Cochrane Central Register of Controlled Trials, Cochrane Library, PsyCINFO (Ovid), Cumulative Index to Nursing and Allied Health Literature (via EBSCO), and ProQuest Dissertation and Theses Database. The MEDLINE search strategy was adapted to search other databases (Multimedia Appendix 1).

Searching Other Resources

We searched the reference lists of all included studies and relevant systematic reviews. We also searched the International Clinical Trials Registry Platform Search Portal and Current Controlled Trials metaRegister of Controlled Trials to identify the unpublished trials and contacted relevant investigators for further information.

Data Collection and Analysis

Study Selection

Two reviewers independently screened the titles and abstracts and identified studies potentially meeting the inclusion criteria. The full-text versions were retrieved and read in full. Finally, 2 review authors independently assessed the articles against the eligibility criteria. Any disagreements were resolved through discussion between the 2 authors. If no agreement was reached, a third author acted as an arbiter. Two reviewers verified the final list of included studies.

Data Extraction and Management

Two reviewers independently extracted and managed the data for each of the included studies and used a structured data recording form. In addition to the usual information on the study design and participants’ demographics, we extracted data on relevant fields such as the country where the trial was conducted.
funding source, and duration of intervention. Disagreements between the review authors were resolved by discussion. A third review author acted as an arbiter in case disagreements were not resolved.

**Dealing with Missing Data**

Whenever possible, we attempted to obtain missing data from the original authors.

**Assessment of Risk of Bias in Included Studies**

Two reviewers independently assessed the risk of bias of each of the included studies using the Cochrane Collaboration’s risk of bias tool [22]. Studies were assessed for the risk of bias in the following domains: random sequence generation, allocation concealment, blinding of participants or personnel, blinding of outcome assessors, completeness of outcome data (attrition bias), selective outcome reporting (reporting bias), and other sources of bias including baseline imbalance and contamination. For cRCTs, we assessed and reported the risk of bias associated with an additional domain: selective recruitment of cluster participants, baseline imbalance, attrition of clusters, and not accounting for cluster effect in analysis [26].

We judged the risk of bias for each study to be of 1 of 3 levels: high, low, or unclear risk of bias. We scored each study for risk of bias as follows: low if all key domains were scored as low risk or if 1 domain is scored as unclear. We scored the trial as unclear if 2 key domains were scored as unclear risk and high if more than 2 key domains were scored unclear risk or 1 domain scored high risk, adapted from the study by Davey et al [27].

We used Evers checklist [28] to evaluate risk of bias in articles that examined the CE of OCDE.

**Data Synthesis**

We reported post intervention values for the outcomes of intervention and control groups and the effect size as reported by the authors (P value). In addition, we calculated the ratio of the means (RM) [4] whenever feasible. As the heterogeneity of populations, outcomes, and comparisons precluded meta-analysis, we provided a narrative summary of the results.

**Summary of Findings Tables**

For main comparisons, 2 authors used the Grading of Recommendations Assessment, Development and Evaluation (GRADE) criteria independently of one another to assess the quality of evidence [29]. We considered the following limitations: risk of bias, inconsistency of results, indirectness of the evidence, imprecision, or publication bias, and subsequently downgraded the quality of evidence where appropriate [30].

**Results**

**Overview**

The study selection process is shown in the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram (Figure 1).

The initial search yielded 21,849 records. After screening the titles and abstracts, we obtained the full-text reports for 197 records and assessed them for inclusion in the review. Of these, we excluded 168 studies that did not meet the eligibility criteria (Multimedia Appendix 2). The remaining 29 articles were included in this review.

We contacted authors of abstracts for further information and data on their trials [31-37], we received a response from 2 authors, Rae et al [37], where the data were subsequently included in the review, and Ukabiala et al [36], which was subsequently excluded. We tried to contact the authors of the cRCT [38] for data and information to assess the risk of bias and to calculate the intracluster correlation coefficients (ICC); however, the contact information was void.

**Included Studies**

A total of 24 of the 29 included trials were parallel RCTs, each included 2 arms and 1 trial had 4 arms, 3 of which were included in this review, resulting in 2 interventions [37]. In addition, 1 trial had 3 arms [39], 1 was a factorial RCT [40], 1 was a cRCT [38], and 1 was a quasi-RCT [41]. All trials were published in peer-reviewed journals except for 1 trial where unpublished data were obtained from the authors [37]. Overall, 24 studies (83%, 24/29) were conducted in high-income countries [37-60], and the remaining 5 studies (17%, 5/29) were conducted in upper middle-income countries [61-65].

Two studies investigated OCDE in dentistry [39,45], whereas the rest investigated it in medicine, including 6 in surgery or anesthesia [37,47,48,50,51,54], 7 in internal medicine or family medicine [40,44,49,53,57,60,65], 5 in pediatrics [38,41,46,56,58], 3 in psychiatry [52,61,63], 1 in obstetrics and gynecology [42], and 1 in radiology [43]. In the 4 remaining trials, the subject of intervention was evidence-based medicine [55] or advanced life support [59,62,64]. We included 1 cRCT in this review [38]. We obtained data at the participants’ level to estimate the outcome effect; however, the effect of clustering was not adjusted for and sufficient information was not available to perform reanalysis to account for ICC (Multimedia Appendix 3).
Participants’ Characteristics

The total number of participants included across all trials was 1690 in addition to 1 cRCT [38], which was conducted in 24 medical practices, but the number of participants was not specified. The study with the largest number of participants included 88 dentists in the control group and 86 in the intervention group [45], and the smallest study included 5 participants in the control and 6 participants in the intervention group [58]. Most of the participants were trainees. In addition, 4 studies were conducted among 377 medical interns [55,62-64], 16 trials among a total of 686 postgraduate residents [37,42,44,46-50,52,54,58-61,65], and 1 study included 49 residents and faculty members [43], of the remaining studies, 7 were performed on 578 practicing doctors [39-41,45,53,56,57] (Multimedia Appendix 3).

Intervention Characteristics

Overall, 15 studies compared OCDE with classroom or face-to-face learning [41,43,47-51,53-55,60-64], 3 studies with 4 interventions [37,46,58] compared OCDE with text-based resources, and 9 studies [38-40,42,44,45,52,56,59] compared OCDE with no intervention. The other 2 trials compared OCDE with another OCDE [57,65]. In addition, 23 trials reported the duration of the exposure to the intervention [38-40,42-46,51-53,65], which ranged between 2.5 min [58] and 12 months [38,59] (Multimedia Appendix 3).

All the studies used OCDE that was delivered by either personal computers or laptops. In addition, 19 studies used software- or computer-based programs delivered via a variety of sources such as CD-ROM and stored in the computer [38-41,44,46,47,50,52,53,55-57,59,60,62-65], 6 studies used video recording [42,48,49,51,58,61], 3 studies [43,45,54] investigated the use of multimedia, and 1 study used both computer-based program and video recording [37].

Primary Outcomes

As meta-analysis was not feasible, we presented the results in a narrative summary format (Multimedia Appendix 4) and Summary of Findings (Multimedia Appendix 3).

Doctors’ Knowledge

Among the 29 studies that compared OCDE with other interventions or to no intervention, knowledge was assessed in 13 studies (44%) [41-45,47,49,55,59,60,63-65]. Knowledge gain was assessed by multiple choice questions (MCQs) in 5 studies [42,47,59,63,64] and by test of true or false questions in 2 studies [44,60], none of the tests were validated. Either non-validated or low-internal validity open-ended questions were used in 3 studies to assess knowledge [43,49,65]: 1 study used a validated questionnaire comprising MCQs and structured questions [55], 1 used non-validated Likert scale questions [45], and 1 used invalided anonymous scoring by the authors compared with a gold standard prepared by 3 neurologists [41] (Multimedia Appendix 3).

Doctors’ Cognitive Skills

Overall, 16 RCTs with 17 interventions [37,39,43,45-48,50,52-54,56,58,61,62,65] assessed cognitive skills as an outcome. A total of 3 studies [48,50,54] used the validated anesthetist nontechnical skills scoring system to assess doctors’ cognitive skills. One study [62] used the objective structured clinical examination (OSCE) tool for evaluation of skills. Four
studies [52,53,58,65] used thematic analysis to assess skills gain, including thinking process [58], task completion rate [65], number of empathetic statement responses to patients [53], and agreement between expert and participant in mental health capacity assessment [52].

Cognitive skills gain was assessed by many tools including calculating the accuracy of decision making within and between the study groups [39], questionnaires [45,56], and a 36-item checklist [37]. Multiple assessment tools were used in 2 studies to assess cognitive skills, Ottolini et al [46] used 2 tools, thematic analysis and a questionnaire, whereas Esfahani et al [61] used both the Jefferson empathy scale and OSCE. A questionnaire with open-ended questions was used in 1 study [43], and an MCQ test was used in another [47] (Multimedia Appendix 3).

Patients’ Outcomes
A total of 4 studies [38,40,53,57] assessed patient outcomes. Bonevski et al [57] examined doctors’ improved screening and detection of the patients’ risk behaviors using a self-reported survey. Millard et al [40] evaluated the improvement in dementia diagnosis, following a computer-generated audit of the participants’ practices. Tulsky et al [53] used a telephone survey to evaluate the patients’ trust in their oncologists and the oncologists’ perceived empathy and knowledge of the patients, following CD-ROM–based education. Lavigne et al [38] evaluated patients’ outcomes by measuring the improvement in the children’s attention-deficit/hyperactivity disorder (ADHD) symptoms using the Beck Anxiety Inventory, Swanson, Nolan, and Pehlam-IV Rating Scale, and the ADHD Rating Scales-IV completed by teachers and parents following the use of computer software education in medication dose titration (Multimedia Appendix 3).

Secondary Outcomes
The CE of OCDE computer-based digital learning was examined in 1 study [51]. The study used data from an RCT included in this review [48]. It compared the cost and effectiveness of self-debriefing versus instructor debriefing using net benefit regression. The CE estimate was reported as the incremental net benefit, and the uncertainty was presented using a CE acceptability curve. The study concluded that digital learning was cost-effective if the intervention cost was less than or equal to Can $200 in the 2012 rate.

We did not find any RCT that compared the adverse effects of OCDE with other interventions.

Risk of Bias in Included Studies
The assessment of risk of bias is described in detail in Multimedia Appendix 4 and shown on Figures 2 and 3. A total of 24 of the 29 included trials (83%) were judged to be at a high risk of bias [37-41,43-48,50-53,56-64]. In addition, 2 trials were judged to be of unclear risk of bias [42,49], whereas only 3 trials were judged to be at low risk of bias [54,55,65]. The assessment of the methodological quality of economic evaluation using the Evers checklist is presented in Multimedia Appendix 5.

Figure 2. Risk of bias graph.
### Effects of the Interventions

The studies were divided into 4 comparisons, which evaluate the impact of OCDE compared with face-to-face learning, with no intervention, OCDE with text-based learning, and with another OCDE method.

#### Offline Computer-Based Digital Education Compared With Face-To-Face Learning

The characteristics of the studies are presented in (Multimedia Appendix 3); GRADE of evidence is presented in Summary of Findings (Multimedia Appendix 6).

#### Knowledge Gain

Overall, 4 studies [43,49,55,64] showed no significant difference in posttest knowledge scores between digital learning and face-to-face learning (ratio of the mean [RM] ranges from 1.0 to 1.13). In addition, 3 studies [41,60,63] showed the OCDE group to have significantly higher scores than the face-to-face group. However, the difference among the posttest mean scores of the participants was modest, as indicated by the small RM (RM=1.1, RM=1.17, and RM=1.13, respectively). One study [47] showed face-to-face participants to score higher than OCDE group (RM=0.95). The grade of evidence for this outcome is very low because of the high risk of bias in the included studies, the heterogeneity of participants and interventions, and the indirectness of evidence; therefore, it is uncertain whether OCDE and face-to-face learning differ in knowledge gain.

#### Cognitive Skills Gain

Overall, 4 RCTs showed no significant difference in posttest mean scores of skills [43,48,50,54] (RM range 0.94-1.0). In 2 studies [47,61], the mean posttest scores of face-to-face participants were significantly higher than those of the OCDE intervention (RM 0.91 and 0.95, respectively). In addition, 2 studies [62,53] showed the mean posttest score for the participants of the OCDE to be significantly higher than that of the face-to-face controls. The grade of evidence for this outcome is very low because of the high risk of bias in the included studies, the heterogeneity of participants and interventions, and the indirectness of evidence; therefore, it is uncertain whether OCDE and face-to-face learning differ in cognitive skill gain.

#### Patients’ Outcomes

Patients’ outcomes were examined in 2 trials [40,53]. Patients’ outcomes significantly improved in the OCDE group. The grade of evidence for this outcome is low because of the high risk of bias and heterogeneity of participants and interventions; therefore, OCDE may improve patients’ outcome compared with face-to-face learning.

#### Offline Computer-Based Digital Education Compared With No Intervention

The characteristics of the studies are presented in (Multimedia Appendix 3); GRADE of evidence is presented in Summary of Findings (Multimedia Appendix 6).

#### Knowledge Gain

Four RCTs [42,44,45,59] investigated the effect of OCDE compared with no intervention on knowledge gain. Of them, 3 trials [42,44,45] showed that OCDE was significantly more effective than no intervention with modest effect (RM range 1.11-1.36). The fourth trial [59] showed no significant difference in the posttest knowledge scores between intervention and control (RM=0.98). The grade of evidence for this outcome is low because of the high risk of bias and heterogeneity of participants and interventions; therefore, digital learning may improve knowledge gain compared with no intervention.

Overall, 3 trials [39,45,52] showed that OCDE had similar effect to no intervention in cognitive skills gain (RM=1.01), whereas Gordon et al [56] showed that participants in OCDE had significantly higher posttest scores compared with control (RM=1.25). The grade of evidence for this outcome is very low because of the high risk of bias, heterogeneity of participants and interventions, and indirectness of evidence; therefore, there is uncertainty about the effectiveness of OCDE compared with no intervention in cognitive skill gain.

#### Patients’ Outcomes

Only 1 cRCT, at high risk of bias, investigated the effect of OCDE compared with no intervention on patients’ outcome [38]. The trial was conducted among doctors of 24 pediatric practices where the number of doctors was not specified. It showed similar effectiveness in the treatment of patients with ADHD in intervention and control groups. The grade of evidence for this outcome was low because of the high risk of bias and the fact that evidence was drawn from a single study; therefore, OCDE may have an equal effect as no intervention in patients’ outcomes.
Offline Computer-Based Digital Education Compared With Text-Based Learning: Cognitive Skills Gain

The characteristics of the studies are presented in Multimedia Appendix 3; GRADE of evidence is presented in Summary of Findings Table (Multimedia Appendix 6).

Overall, 3 RCTs with 4 interventions [37,46,58] investigated the effect of OCDE compared with text-based learning on cognitive skills gain. In the 3 comparisons [37,46,58], OCDE was significantly more effective than text (RM range 1.14-1.46). In the fourth comparison [37], there was no difference in the posttest scores between the intervention and control groups (RM=0.91). The grade of evidence is very low because of the high risk of bias, small number of participants, and indirectness of evidence; therefore, there is uncertainty about the effect of OCDE compared with text-based learning in cognitive skills gain.

Offline Computer-Based Digital Education Compared With Other Digital Learning

The characteristics of the studies are presented in Multimedia Appendix 3.

Knowledge Gain

Only 1 trial at low risk of bias investigated knowledge gain [65]. It showed no difference in the effects of 2 methods of digital learning (RM=0.98). The body of evidence is considered low grade as the evidence is driven from a single study with a small number of participants.

Cognitive Skills Gain

Only 1 RCT, at low risk of bias, in this comparison investigated cognitive skill gain [65]. It showed equal effects from 2 methods of OCDE (RM=0.98). The body of evidence is considered low grade as the evidence is driven from a single study with a small number of participants.

Patients’ Outcomes

One RCT compared offline computer-based CME with feedback with the same CME without feedback in improving screening behavior as patients’ outcome [57]. The RCT showed better patients’ outcomes for CME with audit compared with the same program without audit. The body of evidence is considered very low grade as the evidence is driven from a single study at high risk of bias with a small number of participants.

Discussion

Principal Findings

This systematic review showed that the effectiveness of OCDE compared with other methods of education, on medical doctors’ knowledge and cognitive skill gain, is uncertain. OCDE may improve doctors’ knowledge compared with no intervention, but its effect on doctors’ cognitive skills is uncertain. OCDE may have little or no effect in improving patients’ outcomes.

The evidence for this review is driven from 29 RCTs, which covered a wide range of offline digital learning interventions in a variety of clinical and nonclinical medical disciplines. The studies investigated multiple outcomes of the intervention in 1690 doctors and dentists; therefore, they provide a considerable body of evidence. However, heterogeneity of participants, interventions, and methods of assessment of outcomes, in addition to the poor methodological quality of the trials, resulted in uncertainty about the effectiveness of OCDE compared with other instruction methods.

The quality of evidence for all outcomes was rated as low or very low (for different outcomes) on the GRADE scale because of the poor methodological quality of the included studies, as 24 out of the 29 included studies were judged to be at high risk of bias in addition to the marked clinical heterogeneity of the body of evidence.

It is worth noting that in all trials that compared OCDE with other types of learning, the measured outcome was the participants’ improved knowledge or skills (contents) rather than the methods of learning. This surrogate outcome (indirectness of evidence) is valid for the evaluation of the methods of learning as long as the assumption that the participants in the intervention and control groups had equal baseline knowledge with respect to the contents of the interventions is valid. Nevertheless, bias can be introduced if the participants have different levels of knowledge about the contents (eg, same content was taught in medical school, participants at different level of training) and no pre-intervention test was performed or was completed with an invalidated tool, which is the case in most of the trials included in this review. Furthermore, the body of evidence in this review has been drawn from small individual studies, as 12 of the included studies had less than 50 participants.

The external validity of the interventions in this review has been compromised by the recruitment of volunteers, which might have resulted in the selection of participants who were more computer literate, and therefore overestimated the effect of offline OCDE by excluding participants who did not know how to use the technology or were unwilling to do so. We believe variation in computer literacy and cultural differences may influence the generalization of our results to LMICs. Furthermore, most of the included studies were experimental trials conducted in ideal university hospital settings rather than implemented in programs in the field; therefore, the true applicability of OCDE could not be examined by this review.

The results of this review are inconsistent with previous evidence about the effectiveness of digital learning for health care professionals in improving knowledge and skills gain. A systematic review of 15 RCTs on the effects of digital learning (both on the Web and offline) showed digital learning to outperform or have equal effects as face-to-face learning in knowledge gain and practice improvement [10]. Similar effects of Web-based continuing education compared with face-to-face learning for medical doctors were found by Wulto et al [66] in their systematic review, which included 16 RCTs. Another systematic review [67], which examined the effectiveness of computer-based programs on the dentists’ performance, time spent, and attitude toward the programs, showed that in all the 12 included studies except 1, the computer-based programs were either better or similar to face-to-face learning in knowledge gain and that dentists had a positive attitude toward
the program. More recent systematic reviews that investigated the effectiveness of a specific type of digital learning on the knowledge and skills gain of health professionals have shown similar results [68,69]. However, our conclusion of the effect of OCDE has been based on grading the evidence base of the effectiveness of OCDE, which we believe gives a more accurate evaluation of the effectiveness of the intervention on the desired outcomes. To that end, our conclusion agrees with a recently published Cochrane systematic review [70], which considered grading the body of evidence an integral part of its conclusion.

**Strengths and Limitations**

To complete this review, we followed the robust methodology outlined by the Cochrane collaboration for searching, assessing, and reporting of the body of evidence for the effectiveness of OCDE in improving medical doctors’ knowledge and cognitive skills.

The review comprehensively evaluated the OCDE for medical doctors and dentists. The participants of the included studies are representative of the target population of medical doctors and dentists in training and non-training posts. Furthermore, the interventions accommodated participants from almost all clinical disciplines in addition to 4 fields of general knowledge and skills, including evidence-based medicine, research methodology, advanced life support, and cardiopulmonary resuscitation.

However, the heterogeneity of the participants, interventions, and outcomes precluded meta-analysis and subgroup analysis, which would have improved our certainty about the effectiveness of the intervention.

**Implications for Practice and Research**

The uncertainty associated with the effectiveness of OCDE for medical doctors’ education calls for limited-scale implementation of OCDE in the context of experimental settings and research.

Research in digital education should be employed to investigate effectiveness in updating medical doctors’ knowledge and skills, considering the patient as the center of care and the improvement of patients’ health as the main outcome, especially in LMICs. Future trials should follow a robust methodology, focusing on avoiding major biases by employing valid methods for randomization and allocation concealment, in addition to the use of validated tests to assess the outcomes. As most of the participants are not blinded to the intervention in these types of studies, there is high risk of attrition bias for any outcome that relied on active participation and follow-up (eg, demonstrating skills or taking a knowledge test). Such bias can be reduced by securing the anonymity of the participants, for example, replacing their names with numbers or letters.

The indirectness of evidence will continue to downgrade the evidence base of the effectiveness of OCDE unless validated pre and posttests are used to evaluate the outcomes in addition to attentive selection of trial participants who have no previous knowledge about the subject of the education (eg, new imaging technique).

Furthermore, we believe that the development of a common taxonomy for digital learning will facilitate easier comparison among studies and therefore better the quality of evidence. Evaluating the CE of the various methods of digital learning is an important field for future research, considering the need of such interventions in LMICs.

**Conclusions**

The effectiveness of OCDE when compared with other methods of education, on medical doctors’ knowledge and cognitive skill gain, is uncertain. OCDE may improve doctors’ knowledge when compared with no intervention, but its effect on doctors’ cognitive skills is uncertain. OCDE may have little or no effect in improving patients’ outcome.
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Abstract

Background: Tobacco smoking, one of the leading causes of preventable death and disease, is associated with 7 million deaths every year. This is estimated to rise to more than 8 million deaths per year by 2030, with 80% occurring in low- and middle-income countries. Digital education, teaching, and learning using digital technologies have the potential to increase educational opportunities, supplement teaching activities, and decrease distance barriers in health professions education.

Objective: The primary objective of this systematic review was to evaluate the effectiveness of digital education compared with various controls in improving learners' knowledge, skills, attitudes, and satisfaction to deliver smoking cessation therapy. The secondary objectives were to assess patient-related outcomes, change in health professionals' practice or behavior, self-efficacy or self-rated competence of health professionals in delivering smoking cessation therapy, and cost-effectiveness of the interventions.

Methods: We searched 7 electronic databases and 2 trial registers for randomized controlled trials published between January 1990 and August 2017. We used gold standard Cochrane methods to select and extract data and appraise eligible studies.

Results: A total of 11 studies (number of participants, n=2684) were included in the review. All studies found that digital education was at least as effective as traditional or usual learning. There was some suggestion that blended education results in similar or greater improvements in knowledge (standardized mean difference, SMD=0.19, 95% CI −0.35 to 0.72), skill (SMD=0.58, 95% CI 0.08-1.08), and satisfaction (SMD=0.62, 95% CI 0.12-1.12) compared with digital education or usual learning alone. There was also some evidence for improved attitude (SMD=0.45, 95% CI 0.18-0.72) following digital education compared with usual learning. Only 1 study reported patient outcomes and the setup cost of blended education but did not compare outcomes among groups. There were insufficient data to investigate what components of the digital education interventions were associated with the greatest improvements in learning outcomes.

Conclusions: The evidence suggests that digital education is at least as effective as usual learning in improving health professionals’ knowledge and skill for delivering smoking cessation therapy. However, limitations in the evidence base mean that these conclusions should be interpreted with some caution.

Trial Registration: PROSPERO CRD42016046815; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=46815
Introduction

Tobacco smoking, one of the leading causes of preventable death and disease, is associated with 7 million deaths every year. This is estimated to rise to more than 8 million deaths per year by 2030, with 80% occurring in low- and middle-income countries [1]. There is promising evidence to show that interventions delivered by health professionals are effective in preventing and stopping tobacco smoking [2-4]. Health professionals’ advice has been shown to increase attempts to stop smoking and use medications aimed at stopping smoking. An intervention as brief as 3 min can result in a significant increase in smoking cessation rates [5]. However, the lack of relevant knowledge and skill is a significant barrier reported by health professionals, preventing them from providing smoking cessation advice to their patients who are tobacco smokers [6,7]. Timely and cost-effective training and education are essential to ensure that health professionals have appropriate knowledge and skill to deliver smoking cessation–related interventions.

Digital education, teaching, and learning using digital technologies have the potential to increase educational opportunities, supplement teaching activities, and decrease distance barriers in health professional education [8]. Encompassing a broad spectrum of interventions, digital education can combine self-directed learning with practical skill-based training to successfully deliver smoking cessation therapy to health professionals [9,10]. The different intervention modalities such as mobile phone apps, computer-assisted learning, simulation-based learning, and social networking can create active learning environments that provide real-time feedback and enable health professionals to participate in in-depth discussions of relevant topics. Digital education also offers the opportunity for professionals to become specialists in comprehensive smoking cessation by delivering more smoking cessation training than usually provided in the traditional classroom setting [8,11,12].

Previous systematic reviews that have evaluated digital education for smoking cessation and prevention have focused on interventions aimed at patients rather than training health professionals [13-16]. This systematic review is 1 of a series of reviews evaluating the scope for implementation and potential impact of a wide range of digital health education interventions for pre and postregistration health professionals. The primary objective of this systematic review is to evaluate the effectiveness of digital education compared with various controls in improving learners’ knowledge, skills, attitudes, and satisfaction to deliver smoking cessation therapy. The secondary objectives are to assess patient-related outcomes, change in health professionals’ practice or behavior, self-efficacy or self-rated competence of health professionals in delivering smoking cessation therapy, and cost-effectiveness of the interventions.

If digital education is at least as effective as standard face-to-face learning methods, then there is the potential for digital education to be used to deliver training in smoking cessation therapy with associated benefits such as being able to reach a much larger audience and allowing more flexibility in when and where the training is undertaken. The evidence could be used to make recommendations regarding the optimal digital education approach to train health professionals to deliver smoking cessation therapy.

Methods

The Cochrane recommendations for the conduct of systematic review were followed, and this review is reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidance [17,18]. A protocol detailing the review methods was also produced and followed throughout the review. This protocol was registered with PROSPERO (ID: CRD42016046815). For a detailed description of the methodology, please refer to the study by Car et al [19].

Data Sources

This review is a part of a global evidence synthesis initiative on digital health professions education for which a wider search strategy was developed (Multimedia Appendix 1). The following databases were searched from January 1990 to August 2017: Medical Literature Analysis and Retrieval System Online (Ovid), Excerpta Medica dataBASE (Ovid), Central Register of Controlled Trials (CENTRAL; Cochrane Library), PsycINFO (Ovid), Education Resources Information Center (Ovid), Cumulative Index to Nursing and Allied Health Literature (EBSCO), and Web of Science Core Collection (Thomson Reuters). The search was limited to studies reported after 1990, as before this, the use of computers was limited to very basic tasks.

No language or publication restrictions were applied. We searched reference lists of all included studies and relevant systematic reviews. The International Clinical Trials Registry Platform Search Portal and Current Controlled Trials metaRegister of Controlled Trials were also searched to identify unpublished or ongoing trials, as well as meeting abstracts and PhD theses. We contacted study authors of included studies to ask if they were aware of other relevant studies and to provide full reports where these were not identified by the searches. Search results from different sources were combined in a single library and duplicate records were removed.

Study Selection

We included individual or cluster randomized trials (cRCTs) that compared digital education to self and usual or traditional learning or other forms of digital education to train pre or postregistration health professionals to deliver smoking cessation therapy. Health professionals with qualifications listed in the Health Field of Education and Training (091) in the International
Standard Classification of Education [20] were included. We excluded studies of students and/or practitioners of traditional, alternative, and complementary medicine. Digital education interventions could be delivered as the main mode of the education intervention or as a part of a complex, multicomponent intervention (ie, blended education). We accepted any type of digital education such as offline and Web-based, computer-based digital education, Serious Gaming and Gamification, massive open online courses, virtual reality environments, virtual patient simulations, psychomotor skill trainers, and mobile learning or mLearning [21-25]. No restrictions on outcomes were applied.

Moreover, 2 reviewers (MS and SB) independently screened titles and abstracts identified by the searches. Full texts of potentially relevant articles were obtained and independently assessed for inclusion by 2 reviewers (MS and SB). Where data were missing or incomplete, authors were contacted for additional information [26,27]. Any disagreements were resolved through discussions between the 2 reviewers with a third reviewer acting as an arbiter (RB).

Data Extraction and Quality Assessment
A total of 2 reviewers (MS and SB) independently extracted data using a standardized data extraction form, which was piloted and amended on the basis of feedback. Data were extracted on study design, participants’ demographics, type of digital education, intervention content, and outcomes. We contacted study authors of the included studies in case of any unclear or missing information. Disagreements between reviewers were resolved by discussion. A third reviewer (RB) acted as an arbiter in cases where disagreements persisted.

Data on the following primary outcomes were extracted:

1. Learners’ knowledge postintervention. Knowledge is defined as the learners’ factual or conceptual understanding measured using difference in pre and posttest scores.
2. Learners’ skill postintervention. Skill is defined as the learners’ ability to demonstrate a procedure or technique in an educational setting.
3. Learners’ attitudes postintervention toward digital education or toward new clinical knowledge and skill or patients (eg, awareness of moral and ethical responsibilities involved in patient contact). Attitude is defined as the tendency to respond positively or negatively toward the intervention.
4. Learners’ satisfaction postintervention with the learning intervention (eg, retention rates, dropout rates, and survey satisfaction scores). This is defined as the level of approval when comparing the perceived performance of digital education with one’s expectations.

We also extracted data on the following secondary outcomes:

1. Patient-related outcomes (eg, heaviness of smoking index, number of patients who are stopping smoking).
2. Change in health professionals’ practice or behavior.
3. Self-efficacy referred to as self-rated competence of health professionals in delivering smoking cessation therapy.
4. Cost and cost effectiveness of the intervention.

For continuous outcomes, we extracted data to calculate standardized mean difference (SMD) and associated 95% CIs in change from baseline or at follow-up between intervention and control groups. For studies that reported median and range for the various outcomes, we converted this to mean and standard deviation [28]. For dichotomous outcomes, we extracted data to calculate relative risks (RRs) and 95% CIs. Where studies reported more than 1 measure for each outcome, the primary measure as defined by the study authors was extracted.

Risk of Bias Assessment
The methodological quality of included randomized controlled trials was independently assessed by 2 reviewers (MS and SB) using the Cochrane risk of bias tool, which includes the following domains: random sequence generation, allocation concealment, blinding of participants to the intervention, blinding of outcome assessment, attrition, and selective reporting. We also assessed the additional domain of baseline imbalances [17]. The following additional criteria were included for the assessment of cRCTs: recruitment bias that can occur when individuals are recruited to the trial after the clusters have been randomized, loss of clusters, incorrect analysis, and comparability with individually randomized trials [17].

Data Synthesis and Analysis
We grouped studies according to outcomes assessed—skill, knowledge, attitude, satisfaction, practice and behavior change, self-efficacy, patient outcomes, and cost. Within these outcomes, we further grouped studies on the basis of intervention (digital education or blended education) and comparison (usual learning or traditional education, blended education, or other forms of digital education).

Heterogeneity was assessed visually using forest plots and by considering differences in participants, interventions, and outcomes across studies. Due to substantial differences among studies, we used a narrative approach to data synthesis. We were unable to identify a clinically meaningful interpretation of effect size in the literature for digital education interventions. Therefore, in line with other research in the field, we present outcomes using postintervention SMD and interpret the effect size using the rule of thumb (ie, with 0.2 representing a small effect, 0.5 a moderate effect, and 0.8 a large effect) [17]. For dichotomous outcomes, we summarized RRs and associated 95% CIs across studies. Subgroup analyses were not feasible because of the small number of studies.

Results
Our search strategy for a series of systematic reviews focusing on different digital health professional education modalities yielded 30,532 unique references. Upon screening of titles and abstracts, we excluded 30,051 ineligible references and retrieved full texts for 22 potentially eligible studies. We excluded 10 studies that did not meet the inclusion criteria: 3 were not randomized trials, 4 did not evaluate digital education intervention, and 3 did not target health professionals. A total of 11 studies (12 reports; 2684 health professionals) were included in the review—8 individually randomized trials and...
3 cluster randomized trials. Furthermore, 1 study was reported in 2 separate journal articles [29]. The flow of studies through the systematic review process is shown in Figure 1. Characteristics of the 11 included studies are summarized in Table 1.

All included studies were published in English. In addition, 7 studies focused on postregistration health professionals—3 were restricted to doctors [26,29,34] and 4 included mixed populations of doctors and other health professionals [27,31,35,36]. The remaining 4 studies included preregistration health professionals—2 studies included medical students [33,37] and 2 included pharmacy students [30,32]. Furthermore, 10 studies were conducted in high-income countries, 2 in Australia [26,34], 6 in the United States [29,31-33,35,36], and single studies in the United Kingdom [27] and Switzerland [37].

In addition, 1 study was conducted in Thailand, a middle-income country [30]. A total of 4 studies compared digital education with usual learning, 2 studies compared different digital education interventions [34,35], and 2 studies compared blended education with digital education [36,37]. The 3 cRCTs compared blended education with usual learning [27,29,33].

Several modalities were used to deliver the digital education intervention. Web-based systems were used in 6 studies where participants could access learning materials through a Web gateway [27-31,37]. Of these, 2 studies used computer-based programs, 1 with computerized feedback [34], and the other was an interactive multimedia program [30]. Technology-enabled student response systems or clickers were used to provide instructions in 1 study [32]. Moreover, 5 studies blended digital education components utilizing CD-ROM, computer or Web-based interface with usual learning modalities such as face-to-face interactions, lectures, and seminars [27,29,33,36,37]. Although most interventions focused on improving knowledge about smoking cessation and skill in delivering smoking cessation therapy [26,29,30,33-37], the content of the smoking cessation education varied widely. Table 1 provides a detailed overview of the interventions compared in each study.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram. RCT: randomized controlled trial.
<table>
<thead>
<tr>
<th>Study, country, design</th>
<th>Participants (N)</th>
<th>Participants details</th>
<th>Intervention</th>
<th>Control</th>
<th>Learning outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital education versus usual learning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chaiikoolvatana 2009, Thailand (RCT(^a)) [30]</td>
<td>85</td>
<td>Pharmacy students</td>
<td>Interactive computer program for smoking cessation counseling</td>
<td>Classroom lectures</td>
<td>Knowledge and attitude toward intervention</td>
</tr>
<tr>
<td>Gordon 2013, United States of America (RCT) [31]</td>
<td>215</td>
<td>Respiratory therapists, nurses, and nurse practitioners</td>
<td>Web-based smoking cessation education program</td>
<td>Usual traditional learning</td>
<td>Behavior, attitude, and self-rated efficacy in providing smoking cessation therapy</td>
</tr>
<tr>
<td>Young 2002, Australia (RCT) [26]</td>
<td>53</td>
<td>Family physicians</td>
<td>Web-based distance learning module for delivering smoking cessation advice</td>
<td>Preventive care guidelines sent via postal mail</td>
<td>Knowledge, skill, readiness to change, and self-rated competence</td>
</tr>
<tr>
<td>Galal 2015, United States of America (RCT) [32]</td>
<td>214</td>
<td>Pharmacy students</td>
<td>Use of student response systems (SRS) or “clickers” for instruction in a smoking cessation module</td>
<td>Instruction without student response systems</td>
<td>Learner’s attitude toward intervention</td>
</tr>
<tr>
<td><strong>Blended education versus usual learning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Butler 2013, United Kingdom (cRCT(^b)) [27]</td>
<td>53</td>
<td>General practitioners, and nurses</td>
<td>Web-based learning program with face-to-face trainings to deliver behavior change counseling in smoking cessation</td>
<td>Usual traditional learning</td>
<td>Patient reported changes in smoking behavior after health professionals training</td>
</tr>
<tr>
<td>Hymowitz 2007, United States of America (cRCT) [29]</td>
<td>16</td>
<td>Pediatric residents</td>
<td>Hybrid CD-ROM/web-site training program and seminars series to deliver smoking cessation therapy</td>
<td>Usual learning with reading materials on smoking cessation</td>
<td>Skill, practice, and behavior change</td>
</tr>
<tr>
<td>Ockene 2015, United States of America (cRCT) [33]</td>
<td>1503</td>
<td>Medical students</td>
<td>Web-based multi-modal education and face-to-face trainings for smoking cessation counseling</td>
<td>Usual learning with traditional tobacco education in the medical curricula</td>
<td>Smoking cessation counseling skill and self-rated competence</td>
</tr>
<tr>
<td><strong>Digital education versus digital education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bonevski 1999, Australia (RCT) [34]</td>
<td>19</td>
<td>General practitioners</td>
<td>Computer-based program with performance specific feedback system for screening smoking behavior</td>
<td>Computer program without feedback system for smoking cessation behavior</td>
<td>Screening smoking behavior (smoking status classification)</td>
</tr>
<tr>
<td>Stoner 2014, United States of America (RCT) [35]</td>
<td>92</td>
<td>Physicians, nurse practitioners, and physician assistants</td>
<td>Web-based multimedia training program for screening, brief intervention, and referral to treatment</td>
<td>Website with hyperlinks to downloadable reading materials</td>
<td>Knowledge, satisfaction, self-efficacy, and change in clinical practice</td>
</tr>
<tr>
<td><strong>Blended education versus digital education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brunette 2015, United States of America (RCT) [36]</td>
<td>46</td>
<td>Psychiatrists, advanced nurse practitioners</td>
<td>Videoconference educational outreach and use of printed slides, handouts, and questionnaires for cessation pharmacotherapy</td>
<td>Interactive in-person lecture with slides and handouts</td>
<td>Knowledge and attitude toward intervention</td>
</tr>
<tr>
<td>Stolz 2012, Switzerland (RCT) [37]</td>
<td>129</td>
<td>Medical students</td>
<td>Self-directed Web-based module</td>
<td>Lectures with video demonstration on smoking cessation</td>
<td>Knowledge, skill, satisfaction, and self-rated smoking cessation counseling skill</td>
</tr>
</tbody>
</table>

\(a\)RCT: randomized controlled trial.

\(b\)cRCT: cluster randomized controlled trial.
Comparison interventions also varied across the studies. A total of 7 studies included a traditional learning control group: face-to-face workshops or lectures in 3 studies [33], reading materials in 1 study [29], and preventive care guidelines sent via postal mail in 1 study [26]. Furthermore, 2 studies did not specify details of the traditional learning intervention [27,31]. In addition, 4 studies evaluated other forms of digital education in the control group: computer-based offline learning in 3 studies [25,26,33] and Web-based learning in 1 study [35].

Methodological Quality of Included Studies

A total of 3 studies were judged as high risk of bias for at least 1 domain; all other studies were rated as unclear risk of bias. Concealment of treatment allocation and blinding of outcome assessors were particularly poorly reported with only 2 studies judged as low risk of bias for each of these domains. Information on incomplete outcome data and selective outcome reporting was better reported with 2 studies judged as unclear risk of bias for incomplete outcome data and 1 for selective outcome reporting. Furthermore, 2 studies were judged as high risk of bias for incomplete outcome reporting and 1 for selective outcome reporting. No other domains were judged high risk of bias for any of the included trials (Figure 2). For cRCTs, none of the studies were judged as high risk of bias for any domain; all studies were judged as either low or unclear risk of bias for recruitment, loss of clusters, and incorrect analysis.

Primary Outcomes

Knowledge

A total of 5 studies (313 participants) assessed postintervention knowledge gain using multiple-choice questions (MCQs) [26,30,35,37] or questionnaires [36] (Multimedia Appendix 2). None of the studies used validated instruments to measure knowledge. Moreover, 3 studies provided quantitative data and found that knowledge gain was similar with digital education compared with usual learning and for blended education compared with digital education (Figure 3). Furthermore, 2 studies did not provide numerical data. One study compared 2 different types of digital education (Web-based multimedia training compared with a website with hyperlinks to downloadable reading material) and found no difference between the interventions [35]. The other study compared blended education with digital education and found no difference in postintervention knowledge between groups [36].

Skill

A total of 5 studies (3293 participants) assessed postintervention skill to deliver smoking cessation therapy using objective structured clinical examination scores, [29,33,37] a Likert scale [26], or practitioner checklist [34] (Multimedia Appendix 2). Only 1 study used a validated assessment tool [33]. Furthermore, 1 study found that blended education was associated with greater improvement in skill for delivering smoking cessation advice compared with digital education alone (SMD=0.58, 95% CI 0.08-1.08) [37]. A second study found greater improvement in skill with blended education compared with usual learning (RR=2.04, 95% CI 1.51-2.76) [29]. However, a further study that compared blended education with usual learning found no difference between groups (SMD=-0.05, 95% CI -0.15 to 0.05) [33]. A study that compared 2 types of digital education involving a computer-based program with or without a performance specific feedback system found no difference in skill between groups (RR=1.01, 95% CI 0.96-1.08) [34].

Figure 2. Risk of bias summary: reviewers' judgements about each risk of bias item for each included study (RCTs and cRCTs).
Another study reported small improvements in postintervention skill of health professionals compared with usual learning; however, no numerical data were reported for quantitative analysis [26].

**Attitude**

A total of 4 studies (532 participants) assessed postintervention attitude toward educational interventions [30,32] and new knowledge [31,36] using Likert scales [30-32] and a questionnaire [36] (Multimedia Appendix 2). None of the studies used a validated instrument.

Moreover, 1 study reported improved attitudes following digital education compared with usual learning (SMD=0.45; 95% CI 0.18-0.72) [31]. Furthermore, 3 studies did not provide quantitative data. In addition, 2 of these compared digital education to usual learning and reported positive attitudes toward digital education [30,32]. Another study reported no difference in postintervention attitude between blended education and digital education [36].

**Satisfaction**

A total of 3 studies (415 participants) assessed postintervention satisfaction with the educational interventions using nonvalidated MCQs [37] and Likert scales [31,35] (Multimedia Appendix 2). Moreover, 1 study reported greater satisfaction after blended education compared with digital education (SMD=0.62, 95% CI 0.12-1.12) [37]. In addition, 2 studies did not provide any quantitative outcome data. Out of these, 1 reported higher postintervention satisfaction in digital education compared with usual learning [31]. Another study reported that postintervention satisfaction was higher with Web-based digital education compared with digital education through websites with hyperlinks [35].

**Secondary Outcomes**

**Practice and Behavior Change**

A total of 4 studies (650 participants) assessed postintervention practice and behavior change using nonvalidated surveys [29] and Likert scales [26,31,35,36] (Multimedia Appendix 2). Furthermore, 1 study reported higher postintervention readiness to change practice and behavior to help patients quit smoking with blended education compared with the usual learning (RR=1.58, 95% CI 1.25-2.00) [29]. Another study reported no difference in tobacco cessation–related behaviors between the digital education and usual learning groups (SMD=0.13, 95% CI −0.14 to 0.40) [31]. Furthermore, 1 study reported no difference in postintervention practice and behavior change between 2 modalities of digital education [35]. Similarly, no...
difference was observed between digital education compared with usual learning in another study [26,36]. No numerical data were reported for these 2 studies to be included in the quantitative analysis.

**Self-Efficacy**

A total of 6 studies (1988 participants) assessed postintervention self-efficacy using nonvalidated questionnaires [30,37], Likert scales [26,31,35], and a 6 item checklist [33] (Multimedia Appendix 2). Moreover, 1 study reported no difference in postintervention self-rated smoking cessation counseling skill between blended education and digital education (RR=0.38, 95% CI 0.12-1.13) [37]. Another study reported no difference in self-efficacy scores toward providing tobacco cessation interventions in the digital education and usual learning group (SMD=0.17, 95% CI web 0.10 to 0.44) [31]. In 1 study, higher number of participants receiving blended education reported self-efficacy for performing smoking cessation-related counseling compared with usual learning (P<.05) [33]. In another study, change in self-efficacy between baseline and postintervention was significantly greater with digital education compared with usual learning (P=.03) [26]. Moreover, 1 study reported no difference in postintervention self-efficacy between 2 modalities of digital education [35]. In another study, where self-efficacy was measured only in the intervention group, computer-based program was reported to be effective in improving smoking cessation counseling skill by 73.34% of intervention group participants [30]. No numerical data were reported for these 4 studies to be included in the quantitative analysis [29,31,35,37].

**Patient Outcomes and Cost**

There was 1 study which assessed postintervention patient outcomes such as smoking index, general health score, quality of life score, and the cost associated with the blended education intervention (Multimedia Appendix 2). The total cost including intervention and health care cost per practice was estimated to be US $2384. However, no quantitative data were reported [27].

**Discussion**

**Overview**

Our review included 11 studies that investigated the effectiveness of digital education for training health professionals to deliver smoking cessation therapy. No difference was found between digital education and traditional or usual learning. There was some suggestion that blended education results in greater improvements in satisfaction, skill, and knowledge compared with digital education alone. There was also some evidence for improved attitude following digital education compared with usual learning. Only 1 study reported patient outcomes and the setup cost of digital education. There were insufficient data to investigate what components of the digital education interventions were associated with the greatest improvements in learning outcomes. Studies were poorly reported, heterogeneous, assessed a broad range of different outcomes, and compared different types of interventions on the range of pre and postregistration health professionals. The findings of this review should therefore be interpreted with some caution.

**Strengths and Weaknesses**

As far as we are aware, this is the first review to address the topic of digital education to train health professionals to deliver smoking cessation therapy. We followed best practice methods for systematic reviews, which attempted to minimize risk of bias and errors in the review process. We conducted a comprehensive sensitive search across a broad range of databases and included additional steps to identify unpublished studies such as searching trials registers, meeting abstracts and PhD theses, screened references of included studies, and contacted authors of abstracts for further information. It was not possible to formally assess the risk of publication bias because of the small number of heterogeneous studies included in our review, but given our extensive search, we consider it unlikely that relevant studies have been missed. Moreover, 2 independent reviewers were involved in all stages of the review process, standardized data extraction forms were used, and we used an accepted tool to assess the risk of bias in the included studies. This identified potential limitations in the included studies, particularly in reporting, which meant that many of the risk of bias domains were judged as unclear for the majority of studies. The included studies evaluated a broad range of interventions and outcomes; therefore, it was not appropriate to calculate summary effect estimates. The included digital education interventions mostly comprised asynchronous Web-based programs aimed at postregistration health professionals. For busy health professionals, digital education is a convenient avenue for fulfilling continuing medical education requirements and promoting knowledge and skill in particular areas in which they may not have previously had training in. Furthermore, 2 studies included an interactive or feedback component in the digital education intervention [34,36]. Evidence suggests that interventions with feedback and interactivity can enhance engagement and consequently the effectiveness of learning [38,39]. However, there were insufficient data available in our review to perform subgroup analyses or a more advanced statistical analysis to evaluate what components of the included interventions contributed to the greatest improvement in outcomes.

There were a number of limitations with the included studies. Reporting of the digital education interventions, especially the description of the intervention, aims and outcomes, pedagogical approach, and use of validated outcome assessment instruments was inconsistent across the studies. There was also a lack of baseline assessment in some studies, meaning that only postintervention data could be used in the analysis, potentially biasing results. Several studies did not report numerical data; therefore, they could not be formally included in our synthesis. We have included results available from these studies, but had additional data been available in the included studies, these would have allowed us to conduct a more informative analysis.

**Implications for Practice**

When considering the implications of the findings of our review for practice, it is important to consider the implications of the differences in the effectiveness of different types of education.
For forms of digital education that have additional benefits compared with standard education (eg, ability to target larger numbers of people, self-paced learning), showing that these are as effective as standard education is likely to be sufficient to recommend the use of these types of education. In contrast, for types of digital education where technology is supplementing standard face-to-face learning (eg, blended education or use of “clickers”), outcomes would need to be better with digital education than with standard education. For example, the study evaluating the use of clickers to give instructions during classroom lectures reported a positive impact of technology on learners’ attitudes, which consequently improved learning outcomes [32]. Our findings suggest that computer-based education, both Web-based and offline, is at least as effective as usual or traditional learning for smoking cessation therapy training in health professionals. This suggests that computer-based learning is an appropriate method to deliver training for health professionals. We found that blended education appears to offer additional benefits compared with digital education or traditional education alone. However, given the additional costs of this type of education, further studies on the cost effectiveness of blended education are needed before this can be recommended for use in practice. There were insufficient data from the studies included in our review to make specific recommendations regarding what types of digital education or components of digital education are likely to be most effective.

Implications for Research

There is a need for further robust studies in a range of settings to determine the true potential of digital education to train health professionals to deliver smoking cessation therapy. More studies evaluating patient outcomes such as postintervention smoking cessation rates, smoking status, and abstinence are needed to assess the effectiveness of digital education for health professionals. Before recommending implementation of digital education programs, information on cost effectiveness, sustainability, as well as the direct and indirect costs such as time to develop as well as implement a smoking cessation module is needed. This will help policy makers to make practical recommendations and allocate resources appropriately. More research is needed to understand the feasibility of integrating digital smoking cessation training methods into the curriculum and continued medical education; research is also needed to understand the short-term and long-term effects in different geographical, socioeconomic, and cultural settings. In addition, sustainability, cost savings, and accreditation of digital smoking cessation therapies in health professional training need to be further researched.

Many digital education interventions in the included studies were based on smoking cessation guidelines. However, validation of the course content and use of underpinning learning theories to develop the pedagogy were lacking in most of the studies. Largely, the studies focused on integrating the new technology into the existing curriculum as opposed to using learning theories to design the digital education intervention for successful delivery of education. An increasing body of evidence reveals that theory-based interventions have greater impact than those that are not based on theory. Appropriate use of learning theory and pedagogy framework along with sound methodology can enable more robust studies to be conducted on digital education with research questions adequately addressed through theoretically informed research design, data collection, and analysis [40-42]. Future studies should therefore focus on developing, delivering, and evaluating digital education with a strong pedagogical foundation.

Digital education can contribute significantly to the World Health Organization (WHO) mission to transform and scale up health professionals’ education by filling the medical education divide between low- and high-income countries [43]. Given the greater prevalence of smoking in low-income countries and lesser awareness of harms of smoking compared with high-income countries, being able to train health professionals to deliver smoking cessation advice is of particular importance for low-income countries. However, none of the studies included in our review assessed the use of digital education in such resource-constraint settings. This is an important area for future research.

We did not identify any studies on advanced educational technologies for digital education such as mobile learning, virtual patients, virtual reality environments, or serious gaming, which have the potential to transform education for health professionals. The lack of smoking cessation studies evaluating these educational technologies makes it difficult to make recommendations for integrating such pivotal digital technologies into health professional education. In the future, it is important to have a more detailed reporting of different components of digital education interventions to allow for a more thorough analysis of the most active and effective components.

Conclusions

Digital education appears to be at least as effective as usual or traditional learning in improving health professionals’ knowledge and skill for delivering smoking cessation therapy. This suggests that digital education is an appropriate method to deliver training for health professionals on how to deliver smoking cessation therapy. However, limitations in the evidence base mean that these conclusions should be interpreted with some caution. There was insufficient evidence to determine what components of digital education are associated with the greatest improvements in outcomes, although there was some evidence that blended education may be more effective than either digital education or usual learning alone.
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Abstract

Background: Learning theory is an essential component for designing an effective educational curriculum. Reviews of existing literature consistently lack sufficient evidence to support the effectiveness of digital interventions for health professions’ education, which may reflect disconnections among learning theories, curriculum design, use of technology, and outcome evaluation.

Objective: The aim of this review was to identify, map, and evaluate the use of learning theories in designing and implementing intervention trials of health professions’ digital education, as well as highlight areas for future research on technology-enhanced education via the establishment of a development framework for practice and research.

Methods: We performed a systematic search of Medical Literature Analysis and Retrieval System Online, Excerpta Medica database, Cochrane Central Register of Controlled Trials (Cochrane Library), PsycINFO, Cumulative Index to Nursing and Allied Health Literature, Education Resources Information Center, and Web of Science for randomized controlled trials (RCTs) published between 2007 and 2016.

Results: A total of 874 RCTs on digital health education were identified and categorized into online-offline, mobile digital education, and simulation-based modalities for pre and postregistration health professions’ education. Of these, 242 studies were randomly selected for methodological review and thematic analysis. Data were extracted by one author using a standardized form, with a (48/242, 20%) random sample extracted by a second author, in duplicate. One-third (81/242, 33.4%) of the studies reported single or multiple learning theories in design, assessment, conceptualization, or interpretation of outcomes of the digital education interventions. Commonly reported learning theories were problem-based learning (16/81, 20%), social learning theory (11/81, 14%), and cognitive theory of multimedia learning (10/81, 12%). Most of these studies assessed knowledge (118/242, 48.8%), skills (62/242, 25.6%), and performance (59/242, 24.3%) as primary outcomes with nonvalidated assessment tools (151/242, 62.4%). Studies with reported learning theories ($\chi^2 = 8.2; P = .002$) and validated instruments ($\chi^2 = 12.6; P = .006$) have shown effective acquisition of learning outcomes.

Conclusions: We proposed a Theory-Technology Alignment Framework to safeguard the robustness and integrity of the design and implementation of future digital education programs for the training of health professionals.

http://www.jmir.org/2019/3/e12912/
Introduction

Background

Digital education is one of the most popular and rapidly evolving approaches to teaching and learning in health professions' education. It offers a wide range of intervention modalities using information and communication technologies, such as computer-assisted learning, mobile learning, and digital simulation–based learning, which enable individuals to acquire knowledge and skills in a timely and cost-effective manner with greater personal control [1,2]. The Mayo Clinic, a sprawling national health care system in the United States, reported that a sizeable portion of the national expenditure (approximately US $1 billion over 3 to 5 years) goes to digital medical education [3], and other advanced nations are following a similar developmental trend. Despite such huge investments, there is a lack of sufficient evidence to support the effectiveness of digital interventions for health professions’ education [4]. Well-conducted randomized controlled trials (RCTs) are the optimal design for evaluating the effectiveness of an intervention; this also applies to digital education interventions in health professions’ education. However, in the absence of clear theoretical foundations to measure change in learning outcomes, the methodological integrity of RCTs may be compromised, weakening the process of research, and ultimately weakening the validity of results [5-9].

Implementation of learning theories in the design of digital education could reduce such uncertainties as they provide structured theoretical and practical foundations that help educators develop the curricula, pedagogies, and assessments that are most relevant and conducive to student learning [10,11]. Learning theories also help learners understand their own learning processes, recognize ways to ensure short- and long-term maintenance of learning, and engage in effective practices to achieve intended learning outcomes [12-14]. Furthermore, learning theories inform and inspire pedagogy strategies that serve to ensure good teaching practices for both traditional and digital education, enabling educators to identify and understand the complexity and specificity of knowledge acquisition, in addition to providing insights for effective curriculum design and appropriate measurement of learning outcomes [15]. Although there is a wealth of learning theories available to help guide and evaluate traditional education designs, these theories have not been consistently applied or realized in the development of digital education [16]. Without a robust learning theory foundation or pedagogy framework to guide or evaluate digital health education, its effectiveness for achieving optimal learning outcomes is highly questionable [17,18]. In fact, an increasing body of evidence reveals that theory-based learning intervention has greater impact over nontheory-based interventions [12,19-24].

Objectives

There is a paucity of research on the extent to which digital intervention for health professions’ education design integrates educational theory. The lack of understanding of how learners acquire knowledge via different digital modalities makes it difficult to determine the appropriate outcomes to measure when evaluating the effectiveness of such interventions. Therefore, this methodological review aimed to address this important but often neglected area of digital health professions’ education. We carried out a critical analysis of digital interventions within health professions’ education to determine the extent to which learning theories were explicitly used in the intervention design and evaluation and examine how these theories have been implemented. Finally, on the basis of the resulting findings, we conceptualized a development framework for augmenting learning theories in the design of digital interventions for health professions.

Methods

Defining Intervention Modalities

Digital education includes a variety of technologies such as offline and online computer-based digital education, digital game–based learning (DGBL), massive open online courses, virtual reality (VR), virtual patient simulation (VPS), psychomotor skills trainers, and mobile digital education [25]. For this study, we classified digital education into 3 broad sections on the basis of the nature of the educational content and delivery. We grouped studies that used online modes with those that used offline modes, such as CD-ROM or universal serial bus sticks, as online-offline interventions. Studies that used mobile phones, tablets, personal digital assistants, and other handheld devices for delivering educational content were grouped as mobile digital education interventions. Finally, studies that utilized simulation in the learning intervention, such as VR, VPS, and DGBL, were categorized as digital simulation–based education.

Study Design and Data Sources

Our study is a methodological review that adopts both a quantitative and a qualitative evaluative approach. This review is part of a global evidence synthesis initiative on digital health professions’ education [26]. A systematic literature search for digital health education RCTs and quasi-experimental studies was carried out using the following databases from January 1990 to August 2016: Medical Literature Analysis and Retrieval System Online (Ovid), Excerpta Medica database (Elsevier), Cochrane Central Register of Controlled Trials (Cochrane Library, Wiley), PsycINFO (Ovid), Educational Research Information Centre (Ovid), Cumulative Index to Nursing and Allied Health Literature (EBSCO), and Web of Science Core Collection (Thomson Reuters; Multimedia Appendix 1).
Study Selection
A total of 874 intervention studies, published between January 2007 and August 2016, on different areas of digital education, were identified through our database search. We included only pre- and post-registration health professions as listed in the Health Field Education and Training (091) of the International Standard Classification of Education (United Nations Educational, Scientific and Cultural Organization Institute for Statistics, 2013) [27]. Learners of traditional, alternative, and complementary medicine were excluded. A convenience sample of 25.2% (220/874) was drawn randomly from these studies to understand the reporting pattern of learning theories in digital education interventions. We selected only one-fourth of these studies in the methodological review, as our objective was to understand and identify the general trend of reporting, and such a sampling approach was deemed adequate and feasible in previous methodological review studies on education interventions [28]. We also extracted and included the data of 22 randomly selected pilot studies in the review to understand and highlight the reporting style of learning theories. Therefore, a total of 242 (220+22 pilot studies) unique studies were used in this analysis. Microsoft Excel was used to generate random numbers.

Data Extraction
Data were extracted for each included study. We developed the data extraction form through pilot testing and revised it further according to the feedback from coauthors. We extracted information including random number, mode of digital learning, first author, year of publication, title of the study, name of the journal, sample size, study population, setting, country where research was originally conducted, primary outcomes, measurement instrument, validation of measurement instrument, and the theory mentioned in the included studies. Data were extracted by the first author (SB) and verified by the second author (MS), and discrepancies were resolved through discussion, with adjudication by a senior author (AH) when necessary.

Identification and Analysis of Theories
This study investigated the use of learning theory reported in the interventions of 3 modalities of digital health professions’ education. To be judged as having a theory used, 3 criteria had to be met. First, any study that explicitly named a learning theory used in the design of intervention or learning evaluation was considered as theory used. Second, any study that described the use of pedagogy and the theoretical framework relevant to learning theory in intervention design and learning evaluation was considered as theory used. Third, any study that did not explicitly mention a learning theory but had clearly employed a learning theory in intervention design and learning evaluations was considered as theory used. In instances where a study merely mentioned that its intervention or evaluation design was based on pedagogical or learning principles but did not name the theory or describe its relevant features, was not considered as having used a theory and was excluded from this review. Decisions on theory used were based on consensus of the working group in case of uncertainty (SB, MS).

Statistical Analysis
Data were directly entered into Microsoft Excel and subsequently cleaned for invalid entries. The analysis was mostly descriptive; we summarized data as frequency and percentage for categorical items and median and interquartile range (IQR) for continuous items. We analyzed predefined study characteristics of all included digital learning interventions as previously described in data extraction section. We quantified associations using the Chi-square test and 2-sided \( P<.05 \) was considered as statistical significance. All analyses were performed using Stata software (version 14.0, StataCorp).

Results
General Characteristics of Included Digital Education Intervention Studies
We evaluated 242 studies, published between 2007 and 2016, from 3 modalities of digital health professions’ education interventions: online-offline–based digital education (154/242, 63.6%), mobile digital education (21/242, 8.7%), and digital simulation–based education (67/242, 27.7%; see Table 1). Most of the studies were published between 2012 and 2016 (155/242, 64.0%) and conducted in high-income countries including the United States (102/242, 42.1%), United Kingdom (25/242, 10.3%), Germany (14/242, 5.7%), Canada (13/242, 5.3%), and Australia (11/242, 4.5%). The study population in the majority of the studies was preregistration health professionals (148/242, 61.1%) and the median (IQR) of the study size was 72 (43-120). Only one-third of the studies (81/242, 33.4%) mentioned any type of learning theory applied in the intervention design. More than half of the studies (151/242, 62.4%) used nonvalidated measurement instruments to assess primary outcomes. Most studies assessed knowledge (118/242, 48.7%), skills (62/242, 25.6%), and performance (59/242, 24.4%) as primary outcomes (Figure 1). The preferred choice of measurement structures was self-reported multiple-choice questions (MCQs; 69/242, 28.5%), questionnaire (66/242, 27.3%), scales (48/242, 19.8%), and a combination of the tools (18/242, 7.4%). However, in some studies (17/242, 7.0%) the measurement assessment tools were not clearly specified (Multimedia Appendix 2).
Table 1. Characteristics of included digital health professions’ education intervention studies.

<table>
<thead>
<tr>
<th>Study characteristics</th>
<th>Type of digital domain</th>
<th>Total (N=242)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of publication, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>4 (2.6)</td>
<td>1 (4.7)</td>
</tr>
<tr>
<td>2008</td>
<td>10 (6.5)</td>
<td>1 (4.7)</td>
</tr>
<tr>
<td>2009</td>
<td>10 (6.5)</td>
<td>1 (4.7)</td>
</tr>
<tr>
<td>2010</td>
<td>16 (10.4)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td>2011</td>
<td>17 (11)</td>
<td>1 (4.7)</td>
</tr>
<tr>
<td>2012</td>
<td>25 (16.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>2013</td>
<td>16 (10.3)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>2014</td>
<td>21 (13.6)</td>
<td>3 (14.2)</td>
</tr>
<tr>
<td>2015</td>
<td>22 (14.2)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>2016</td>
<td>13 (8.4)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Type of population, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate</td>
<td>86 (55.8)</td>
<td>14 (66.6)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>45 (29.2)</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>Mixed population</td>
<td>23 (14.9)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td>Setting, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>60 (38.9)</td>
<td>10 (47.6)</td>
</tr>
<tr>
<td>University</td>
<td>94 (61)</td>
<td>11 (52.3)</td>
</tr>
<tr>
<td>Study size, median (interquartile range)</td>
<td>84 (47–138)</td>
<td>63 (42–72)</td>
</tr>
<tr>
<td>Top 5 countries of publication, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>69 (44.8)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>20 (12.9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Germany</td>
<td>10 (6.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Canada</td>
<td>10 (6.5)</td>
<td>1 (4.7)</td>
</tr>
<tr>
<td>Australia</td>
<td>6 (3.9)</td>
<td>1 (4.7)</td>
</tr>
<tr>
<td>Statistical significance of primary outcomes, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>74 (48)</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Yes</td>
<td>71 (46.1)</td>
<td>11 (52.3)</td>
</tr>
<tr>
<td>Mixed</td>
<td>9 (5.8)</td>
<td>2 (9.5)</td>
</tr>
<tr>
<td>Reported validity of the instrument used, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>86 (55.8)</td>
<td>16 (76.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>68 (44.1)</td>
<td>5 (23.8)</td>
</tr>
<tr>
<td>Reported learning theory for the design of intervention, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>99 (64.2)</td>
<td>12 (57.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>55 (35.7)</td>
<td>9 (42.8)</td>
</tr>
</tbody>
</table>
Categorization of Reported Learning Theories in Digital Education Interventions

In 33.5% (81/242) studies that reported learning theories, a total of 42 theories were applied in the design of digital health professions’ education interventions (Table 2). The most commonly applied learning theories were problem-based learning (16/81, 20%), social learning theory (11/81, 14%), Mayer’s cognitive theory of multimedia learning (10/81, 12%), and adult learning theory (8/81, 10%). Furthermore, 7 theories including cognitive load theory (7/81, 9%), Kirkpatrick’s framework (6/81, 7%), cognitive theory of learning (6/81, 7%), constructive theory of learning (5/81, 6%), Bloom’s taxonomy (5/81, 6%), collaborative learning (5/81, 6%), and social cognitive learning (4/81, 5%) were employed 5 to 7 times across different intervention studies. The remaining 32 theories were sparsely reported. In terms of theory application and integration, 48 out of 81 studies (59%) reported only 1 theory in the design of the digital education programs, 22 out of 81 studies (27%) reported integrating 2 theories, and 8 out of 81 studies (10%) used 3 to 6 theories to develop the interventions.

Given the vast number of theories reported, we further organized each theory into a set of thematic categories on the basis of its nature and characteristics. Among the 42 identified theories, only 13 referred to a specific learning theory. Of these, 7 theories were categorized under cognitivism, which focuses on the inner mental activity and information processing of learners. Furthermore, 3 theories were organized into the constructivism category. The remaining 3 theories were standalone idiosyncratic models of learning. A total of 9 theories were categorized under design-based learning, which comprises a combination of multiple learning theories for explaining learning processes and pedagogy practices. A total of 9 theories were categorized under behavior-change theories that explain the processes of health-related behavioral and attitudinal transformation. Furthermore, 3 theories were organized into the social sciences category, 3 into the decision-making and therapeutic framework category, 3 into the learning style category, and 2 theories into the motivational theory category. (Multimedia Appendix 3).
Table 2. List and frequency of reported learning theories (n=42) by modality in digital health professions’ education intervention studies (total reported studies=81).

<table>
<thead>
<tr>
<th>Name of theory</th>
<th>Online-offline–based education (n=55), n (%)</th>
<th>Mobile digital education (n=9), n (%)</th>
<th>Digital simulation–based education (n=17), n (%)</th>
<th>Total (N=81), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem-based learning</td>
<td>11 (20)</td>
<td>1 (11.1)</td>
<td>5 (29.4)</td>
<td>17 (21)</td>
</tr>
<tr>
<td>Social learning theory</td>
<td>9 (16.3)</td>
<td>0 (0)</td>
<td>2 (11.7)</td>
<td>11 (13.5)</td>
</tr>
<tr>
<td>Mayer’s cognitive theory of multimedia learning</td>
<td>4 (7.2)</td>
<td>3 (33.3)</td>
<td>3 (17.6)</td>
<td>10 (12.3)</td>
</tr>
<tr>
<td>Adult learning theory</td>
<td>7 (12.7)</td>
<td>1 (11.1)</td>
<td>0 (0)</td>
<td>8 (9.8)</td>
</tr>
<tr>
<td>Cognitive load</td>
<td>2 (3.6)</td>
<td>1 (11.1)</td>
<td>4 (23.5)</td>
<td>7 (8.6)</td>
</tr>
<tr>
<td>Kirkpatrick’s framework</td>
<td>6 (10.9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>6 (7.4)</td>
</tr>
<tr>
<td>Cognitive theory</td>
<td>3 (5.4)</td>
<td>2 (22.2)</td>
<td>1 (5.8)</td>
<td>6 (7.4)</td>
</tr>
<tr>
<td>Constructive theory</td>
<td>4 (7.2)</td>
<td>1 (11.1)</td>
<td>0 (0)</td>
<td>5 (6.1)</td>
</tr>
<tr>
<td>Bloom’s taxonomy</td>
<td>3 (5.4)</td>
<td>1 (11.1)</td>
<td>1 (5.8)</td>
<td>5 (6.1)</td>
</tr>
<tr>
<td>Collaborative learning</td>
<td>5 (9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (6.1)</td>
</tr>
<tr>
<td>Social cognitive theory</td>
<td>4 (7.2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (4.9)</td>
</tr>
<tr>
<td>Theory of self-efficacy</td>
<td>4 (7.2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>4 (4.9)</td>
</tr>
<tr>
<td>Information processing</td>
<td>1 (1.8)</td>
<td>1 (11.1)</td>
<td>1 (5.8)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>Health belief model</td>
<td>3 (5.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>Situated learning</td>
<td>2 (3.6)</td>
<td>0 (0)</td>
<td>1 (5.8)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>Dual coding theory</td>
<td>1 (1.8)</td>
<td>2 (22.2)</td>
<td>0 (0)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>Kolb’s experiential learning</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (17.6)</td>
<td>3 (3.7)</td>
</tr>
<tr>
<td>Innovation diffusion theory</td>
<td>2 (3.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2.4)</td>
</tr>
<tr>
<td>Cooperative learning</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>1 (5.8)</td>
<td>2 (2.4)</td>
</tr>
<tr>
<td>Social constructivism</td>
<td>0 (0)</td>
<td>1 (11.1)</td>
<td>1 (5.8)</td>
<td>2 (2.4)</td>
</tr>
<tr>
<td>Theory of reasoned action</td>
<td>2 (3.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2.4)</td>
</tr>
<tr>
<td>Cognitive dissonance theory</td>
<td>2 (3.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (2.4)</td>
</tr>
<tr>
<td>Cognitive apprenticeship model</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Theory of behavior change</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Cognitive flexibility theory</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Cognitive behavioral therapy theory</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Enquiry-based learning</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Practice-based learning</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Theory of reflective practice</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Bowen’s teaching strategy</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Banning’s theoretical framework</td>
<td>0 (0)</td>
<td>1 (11.1)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Positive psychological theoretical framework</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (5.8)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>System approach model</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Persuasive communication model</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Social support theory</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Social marketing theory</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Theory of self-determination</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Wittrock’s generative learning theory</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Elaboration theory</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
</tbody>
</table>
### Discussion

#### Principal Findings

This is the first ever study that comprehensively reviewed the application of learning theory within the design and evaluation of digital health professions’ education interventions, inclusive of online-offline–based education, mobile digital education, and digital simulation–based education modalities. Our analyses highlight 4 serious concerns that may hamper the developmental integrity of this fast growing industry, including (1) design and implementation of digital health professions’ education interventions without integration of appropriate pedagogy frameworks (161/242, 66.5%), (2) poor selection of learning theories for developing or supporting education interventions, (3) not selecting appropriate theory(s) for different modalities of digital health education such as computer-assisted learning, Web-based learning, mobile learning, and others, and (4) inappropriate usage of learning theory(s) and a nonvalidated assessment instrument that results in the mismatch of learning outcomes. The issues identified with the lack of learning theories and inappropriate application of learning theories to the development of digital education for health professions impede high-quality research into the efficacy of digital learning in this area.

Specifically, our findings reveal that the interventions for health professions’ education did not utilize a learning theory or pedagogical framework in curriculum design, program implementation, or learning evaluation. In fact, only one-third of the intervention studies included in our review were informed by learning theories; nevertheless, the purpose of theory utilization was unclear in many instances. This phenomenon may be explained by the intentionality of interventions. All published articles focused primarily on the use of technology and its effectiveness on learning rather than carefully applying learning theory and pedagogy in the design of digital curriculums [18]. Consequently, most studies are comparative in nature, with an emphasis to contrast technology-assisted education with traditional education methods in producing learning outcomes, ignoring the appropriate use of learning theories for education design [29,30] and failing to adequately investigate the mechanisms that make digital education effective.

We also observed a lack of clarity and explanations for the selection of learning theories and pedagogy that informed digital education design, implementation, and evaluation [24]. Poor selection of theory could be a result of nonavailability of reporting guidelines [16]. Given the vast number of learning theories available in existing literature with overlapping characteristics, it may prove difficult to choose a specific theory for developing an effective curriculum while keeping a specific...

---

#### Comparison of Learning Theory Used With Study Characteristics and Thematic Analysis

There were no significant differences in the publication years, types of digital domain, research settings, sample population, and sample size among studies that did or did not report learning theory used. However, studies that reported the validated measurement instrument ($\chi^2=12.6; P=.006$) and significant primary outcomes ($\chi^2=8.2; P=.002$) were statistically associated with the reporting of learning theory (Multimedia Appendix 4).

Furthermore, thematic analysis revealed that out of the 81 studies that reported learning theories, 70% (57/81) of the studies were judged to have a relatively clear use of theory in interventions (Multimedia Appendix 5). Among these 57 studies, 27 studies clearly provided the description of use of theory to develop an instructional design, 10 studies used theory-based assessment tools to measure learning outcomes, 4 studies used a theoretical framework to evaluate learning system, and 4 studies used theory to justify their findings. Another 4 studies used theory only for developing study hypothesis and objectives, but the effects were not observed. Furthermore, 7 other studies simply stated that a theory was used in the conceptualization of the intervention without a clear description, whereas 1 study reported partial use of theory to develop the intervention. On the other hand, 7 out of 81 studies (9%) reported learning theory but did not provide any explicit explanation about theory usability in methods and only mentioned a theory name in the introduction and discussion sections. Moreover, 17 out of 81 studies (21%) only named a learning theory vaguely or implicitly; therefore, inference was drawn on the basis of the available description on the theory used. Finally, from conceptualization to conclusion of results, no study was completely based on a learning theory framework.

A closer examination of different digital modalities revealed that among offline-online intervention studies, (n=55), 37 out of 55 studies (67%) clearly elaborated on the purpose of the theory used, 29 out of 55 studies (53%) used validated measurement instruments to assess learning outcomes, and 17 out of 55 studies (31%) reported effectiveness of digital interventions compared with the conventional method of learning. Among the mobile digital intervention studies, all included studies (n=9) discussed the purpose of the theory used, 3 studies used a validated instrument to assess the outcomes, and 2 studies reported significant results. Among the digital simulation–based intervention studies (n=17), 11 studies out of 17 (65%) were judged to have employed theory in their interventions, 9 studies assessed outcomes implying valid tools, and 5 studies reported statistically significant results (Multimedia Appendix 5).

---

#### Table 1: Comparison of Learning Theory Use in Different Modalities of Digital Education

<table>
<thead>
<tr>
<th>Name of theory</th>
<th>Online-offline–based education (n=55), n (%)</th>
<th>Mobile digital education (n=9), n (%)</th>
<th>Digital simulation–based education (n=17), n (%)</th>
<th>Total (N=81), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxonomy of significant learning</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (5.8)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>ARCS model of motivational design</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
<tr>
<td>Connectivism</td>
<td>1 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (1.2)</td>
</tr>
</tbody>
</table>

*aThis model is based on four steps for promoting and sustaining motivation in the learning process: attention, relevance, confidence, and satisfaction.*
set of learners in mind [31,32]. It is also important to note that no learning theory has been established precisely for illuminating the inner working of digital education, despite rapid developments in the field, and this could result in overt simplification of the use of new technology to shape digital education without truly realizing its impact on learning and pedagogy [18,20,33-35]. Unmistakably, a comprehensive understanding of technological prowess combined with relevant and well-versed learning principles is urgently needed to improve the quality of education delivered to digital learners [36,37].

Another important finding derived from our review is the improper selection and reporting of measurement tools and the use of a nonvalidated instrument. Although certain psychological or attitudinal constructs of learning outcomes, such as self-efficacy, often demand the use of specific self-assessment instruments, validation may not always be feasible or practical. In addition, nonvalidated self-assessment tools have also been widely criticized for their lack of accuracy [38]. It is thus recommended that if validation has not been carried out for an established scale at the time of education intervention, especially that related to psychological and attitudinal constructs, then confirmatory factor analysis needs to be conducted upon data collection to ensure validity and reliability of instrument used [39].

Moreover, most studies in our review assessed knowledge followed by skills and performance as primary outcomes. We observed a high degree of incongruities (71/81, 88%) among the choice of learning outcomes, the underlying learning theory, and the use of measurement instruments for assessing such learning outcomes (measurement instruments; Multimedia Appendix 5). In most of the studies, the measurement tools do not adequately fit the learning outcomes of the reported learning theory. For instance, it is difficult, if not impossible, to assume that MCQs in nonstandardized tests (151/242, 62.4%), which are strongly associated with assessing lower cognitive processing such as fact recall [40], can adequately assess problem-solving skills, knowledge application, motivation, teamwork, and creativity, all of which are primary learning outcomes of the most frequently reported learning theories in our review. Specifically, problem-based learning, the top reported learning theory in our review, aims to foster teamwork and creative real-world problem-solving abilities [41]; on the other hand, social learning theory, the second most reported theory, aims to produce behavioral, motivational, and attitudinal changes [42]; finally, Mayer’s cognitive theory of multimedia learning, the third most reported theory, aims to enhance information processing and creative thinking [43]. As learning outcomes are used and interpreted in various ways, it is important to choose an appropriate, valid, and theory-based instrument that essentially assesses what it intended to assess [44]. Poor evaluation processes in digital health professions’ education can compromise curriculum design, mislead learning outcomes [24], and lead to poor clinical practices, which ultimately put patient care at stake.

Notably, our review showed significant association among the application of learning theory, validity of the instrument used, and statistical significance of primary outcomes. Findings revealed that studies that did not apply learning theory (110/161, 68.3%) were significantly less likely to use validated measurement instrument. Similarly, primary outcomes were statistically significant in a majority of the studies (52/81, 64%) that applied learning theory and validated assessment tools. In addition, more than half of the studies reporting a nonvalidated assessment tool may indicate a poor understanding of validity theory (ie, what constitutes a valid outcome measure) and poor contextualization and application of validity and reliability in medical education [45]. Therefore, the design of the intervention from hypothesis to measuring outcomes could be improved when the research begins with an appropriate theory or pedagogical framework.

Limitations of the Study
Despite the important findings reported, this review comprises some limitations. First, this is not a systematic review of theory-used in digital learning, which might increase the likelihood of missing some important study(s) pertaining to the topic. Second, we reviewed only one-fourth of published studies from 3 modalities; however, digital learning includes various modalities, but feasibility restriction does not permit us to include all published studies from different modalities of digital education. Nonetheless, future research may aim to focus on these issues, including proper reporting of theory-used and measurement tools for assessment. Given the multimodal nature of digital education, it is recommended that unless we have the solid theoretical guidelines for development, implementation, and evaluation, we are unlikely to achieve the desired learning goals [16].

Figure 2. Theory-Technology Alignment Framework for health professions’ digital education.
Theory-Technology Alignment Framework

The appropriate application of learning theories in digital education is essential to ensure curriculum integrity and critical to successful learning outcomes [46,47]. Therefore, we outlined a Theory-Technology Alignment Framework (TTAF) to inform the development of digital education for health professionals (Figure 2). In conventional practices of designing teaching, learning, and assessment activities [48], educators begin with a set of intended learning outcomes that they would like students to acquire upon the completion of education and training. On the basis of these outcomes, they proceed to curriculum design by incorporating various teaching and learning activities that they believe would lead to the intended learning outcomes, and thereafter the assessments and evaluations procedures are established to evaluate whether students have attained the intended outcomes, as well as assess standards of performance. We argue that this widely adopted practice known as constructive alignment [49] is too simplistic in the context of digital education design and neglects the intricate connections and interplays among learning processes, technology, and pedagogy practices. We propose that to achieve a holistic learning experience via digital education, intended learning outcomes and curriculum design must be informed and aligned by an appropriate learning theory foundation, one that includes a collection of the most relevant learning theories to ensure the effective choice and application of teaching and learning activities. This would empower educators to better conceptualize and create a conducive pedagogical framework and effective learning environment to help students achieve success. Once a fitting teaching framework and learning environment are clearly delineated and established, they can then be augmented by using appropriate technology-assisted pedagogy, which effectively aligns with and supports learning theory foundation and curriculum design for developing theory-driven assessments and evaluations for adequately measuring students’ performance in accordance to the original intended learning outcomes.

Putting the TTAF in practice, a digital education intervention for medical trainees may aspire toward the intended learning outcomes of (1) evidence-based clinical diagnosis with (2) team-based problem solving. To achieve these outcomes, one can apply a learning theory foundation that incorporates team-based learning theory with the Mayer’s cognitive theory of multimedia learning to inform curriculum design. This may comprise pedagogical instructions that utilize visual and auditory information processing for making proper patient diagnosis in a team-based environment. Furthermore, a set of theory-informed teaching and learning activities, matching technology-assisted pedagogy, such as the use of digital patient records including medical charts, x-rays, and computed tomography scans, coupled with voice recordings of patient intake assessments and patient-physician communications, can be used to facilitate the first intended learning outcome. Moreover, an online discussion forum with a built-in monitoring and feedback mechanism for course instructors can be created for trainee groups to deliberate on the digital patient medical information they have and to share their analysis of problem, to come to a joint diagnosis; this will serve to facilitate the second intended learning outcome. With this alignment and integration of curriculum design and technology-assisted pedagogy, an appropriate assessments and evaluations protocol can be developed to ensure that all intended learning outcomes are properly assessed. To assess the first outcome, evaluation on individual trainee’s understanding and application of digital patient medical information in clinical diagnosis may be conducted through short-answer questions and higher order MCQs that test the cognitive processes of information analysis and knowledge application. To assess the second outcome, continuous monitoring of team-based discussion, as well as evaluation of written reflections on group processes, and group-based problem-solving capacity via stimulated online clinical meetings may be conducted.

In short, we recommend that instead of placing technology at the center of digital education, one must begin at the fundamental roots of learning theory and pedagogy. Therefore, the TTAF could be useful for designing an effective digital education intervention.

Conclusions

Our study has opened the doors for future research by highlighting many problems in digital health professions’ education research and its different modalities. This multifaceted problem can be tackled through effective utilization of appropriate learning theories to foster stronger integration among intended outcomes, curriculum design, pedagogy activities, and evaluations with pertinent computer-assisted technologies. Imperatively, high-quality digital research using a clear theoretical framework, well-defined outcomes, and standardized assessment tools with adequate validity evidences is urgently warranted with proper reporting in methodology. Our review serves as an important guideline for researchers, educators, policy makers, and program designers to develop an effective intervention for the training of health professionals, and if applied proficiently, it would assist in advancing the field of digital research in medical education by addressing the various methodological shortcomings that exist in current interventional studies.
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Abstract

Background: Medical schools in low- and middle-income countries are facing a shortage of staff, limited infrastructure, and restricted access to fast and reliable internet. Offline digital education may be an alternative solution for these issues, allowing medical students to learn at their own time and pace, without the need for a network connection.

Objective: The primary objective of this systematic review was to assess the effectiveness of offline digital education compared with traditional learning or a different form of offline digital education such as CD-ROM or PowerPoint presentations in improving knowledge, skills, attitudes, and satisfaction of medical students. The secondary objective was to assess the cost-effectiveness of offline digital education, changes in its accessibility or availability, and its unintended/adverse effects on students.

Methods: We carried out a systematic review of the literature by following the Cochrane methodology. We searched seven major electronic databases from January 1990 to August 2017 for randomized controlled trials (RCTs) or cluster RCTs. Two authors independently screened studies, extracted data, and assessed the risk of bias. We assessed the quality of evidence using the Grading of Recommendations, Assessment, Development, and Evaluations criteria.

Results: We included 36 studies with 3325 medical students, of which 33 were RCTs and three were cluster RCTs. The interventions consisted of software programs, CD-ROMs, PowerPoint presentations, computer-based videos, and other computer-based interventions. The pooled estimate of 19 studies (1717 participants) showed no significant difference between offline digital education and traditional learning groups in terms of students’ postintervention knowledge scores (standardized mean difference=0.11, 95% CI –0.11 to 0.32; small effect size; low-quality evidence). Meta-analysis of four studies found that, compared with traditional learning, offline digital education improved medical students’ postintervention skills (standardized mean difference=1.05, 95% CI 0.15-1.95; large effect size; low-quality evidence). We are uncertain about the effects of offline digital education on students’ attitudes and satisfaction due to missing or incomplete outcome data. Only four studies estimated the costs of offline digital education, and none reported changes in accessibility or availability of such education or in the adverse effects. The risk of bias was predominantly high in more than half of the included studies. The overall quality of the evidence was low (for knowledge, skills, attitudes, and satisfaction) due to the study limitations and inconsistency across the studies.

Conclusions: Our findings suggest that offline digital education is as effective as traditional learning in terms of medical students’ knowledge and may be more effective than traditional learning in terms of medical students’ skills. However, there is a need to further investigate students’ attitudes and satisfaction with offline digital education as well as its cost-effectiveness, changes in its accessibility or availability, and any resulting unintended/adverse effects.
Introduction

There is a global shortage of 2.6 million medical doctors according to the World Health Organization [1]. In low- and middle-income countries, this shortage is further exacerbated by migrations, inadequacy of training programs, and poor infrastructure including limited access to fast and reliable internet connection [2-6]. Additionally, the content, structure, and delivery mode of medical curricula in these countries are often inadequate to equip medical students with the required knowledge, skills, and experience needed to meet their populations’ evolving health care needs [7]. To tackle these multifaceted and intertwined problems, complex measures need to be taken to increase not only the number of medical doctors, but also the quality and relevance of their training [8]. Offline digital education offers a potential solution to overcome these problems.

Offline digital education, herein also referred to as computer-based learning or computer-assisted instruction, was one of the first forms of digital education, used before the internet became available on a global scale [9,10]. Unlike online digital education, offline digital education is independent of the internet or a local area network connection. Offline digital education can be delivered through CD-ROM, digital versatile disc (DVD)-ROM, external hard discs, universal serial bus (USB) memory sticks, or different software packages [11]. Offline digital education offers potential benefits over traditional modes of learning, including self-paced directed learning, stimulation of various senses (eg, with visual and spatial components) [12,13], and the ability to represent content in a variety of media (eg, text, sound, and motion) [14]. The educational content of the interventions is highly adaptable to the learners’ needs, with the potential to be reviewed, repeated, and resumed at will. The interventions offer improved accessibility and flexibility and transcend the geographical, temporal, and financial boundaries that medical students may face. By reducing the costs of transportation or renting out classrooms and by freeing up the time of medical curriculum providers [14-16], the interventions may potentially offer substantial monetary savings.

A number of randomized control trials (RCTs) have evaluated the effectiveness of offline digital education in improving learning outcomes of medical students. Some of these trials were further evaluated in systematic reviews [13,17], but the findings were inconclusive. The primary objective of this systematic review was to evaluate the effectiveness of offline digital education compared with traditional learning or different forms of offline digital education in improving medical students’ knowledge, skills, attitudes, and satisfaction. The secondary objective was to assess the economic impact of offline digital education, changes in its accessibility or availability, and its unintended/adverse effects.

Methods

Protocol

For this systematic review, we adhered to the published protocol [18]. The methodology has been described in detail by the Digital Health Education Collaboration [19]. The Digital Health Education collaboration is a global initiative focused on evaluating the effectiveness of digital health professions education through a series of methodologically robust systematic reviews.

Search Strategy and Data Sources

Electronic Searches

We developed a comprehensive search strategy for MEDLINE (Ovid; see Multimedia Appendix 1 for MEDLINE [Ovid] search strategy), Embase (Elsevier), Cochrane Central Register of Controlled Trials (CENTRAL) (Wiley), PsycINFO (Ovid), Educational Research Information Centre (Ovid), Cumulative Index to Nursing and Allied Health Literature (Ebsco), and Web of Science Core Collection (Thomson Reuters). Databases were searched from January 1990 to August 2017. We selected 1990 as the starting year for our search because prior to this year, the use of computers was limited to very basic tasks. There were no language restrictions. We searched the reference lists of all the studies that we deemed eligible for inclusion in our review and the relevant systematic reviews. We also searched the International Clinical Trials Registry Platform Search Portal and metaRegister of Controlled Trials to identify unpublished trials.

We developed a common, comprehensive search strategy for a series of systematic reviews focusing on different types of digital education (ie, offline digital education, online digital education, and mobile learning) for preregistration as well as postregistration health care professionals. We retrieved 30,532 records from different bibliographic databases initially. In this review, we only included studies focusing on the effectiveness of offline digital education in medical students’ education, and the findings on other types of digital education (such as virtual reality and mobile learning) within health professions education were reported separately [20-26].

For the purpose of this review, offline digital education can be defined as offline and stand-alone computer-based or computer-assisted learning where internet or intranet connection is not required for the learning activities. Traditional learning can be defined as learning via traditional forms of education such as paper- or text book–based learning and didactic or face-to-face-lecture. Blended digital education can be defined as any intervention that involves the combined use of offline digital education and traditional learning.
Inclusion Criteria
We included RCTs and cluster RCTs (cRCTs). Crossover trials were excluded due to a high likelihood of carry-over effect. We included studies with medical students enrolled in a preregistration, university degree program. Participants were not excluded based on age, gender, or any other sociodemographic characteristic.

We included studies in which offline digital education was used to deliver the learning content of the course. This included studies focused solely on offline digital education, or where offline digital education was part of a complex, multicomponent intervention. The main tasks of the learning activities were performed on a personal computer or laptop (with a hard keyboard). The delivery channel of the computer-based intervention was typically accessed via software programs, CD-ROM, DVD, hard disc, or USB memory stick. The focus was mainly on the learning activities that do not have to rely on any internet or online connection. Interventions where the internet connection was essential to provide learning content were excluded from this review.

We included the control groups that comprised traditional learning or traditional face-to-face learning such as lectures or discussions or text- or textbook-based learning as well as other offline digital education. We included studies that compared offline digital education or blended learning to traditional learning or a different form of offline digital education such as CD-ROM or PowerPoint presentations.

Learning outcomes were chosen based on the literature and relevance for medical students’ education [27]. Eligible studies had to report at least one of the specified primary or secondary outcomes. Primary outcomes (measured using any validated or nonvalidated instruments) were medical students’ knowledge scores (postintervention), medical students’ cognitive skills (postintervention), medical students’ postintervention attitudes toward the interventions or new clinical knowledge, and medical students’ postintervention satisfaction with the interventions. Secondary outcomes included the economic impact of offline digital education (eg, cost-effectiveness, implementation cost, and return on investment), changes in its accessibility or availability, and any resulting adverse effects.

Data Collection and Analysis
Selection of Studies
The search results from different electronic databases were combined in a single Endnote (X.8.2) library, and duplicate records were removed [28]. Four review authors (BK, GD, MS, and UD) independently screened titles and abstracts of all the included studies using a standard data-collection form. Any disagreements between the reviewers were resolved by discussion. We contacted the study authors for any missing information, particularly information required to judge the risk of bias.

Finally, two reviewers (BK and GD) independently assessed records to identify potentially eligible studies. We retrieved and UD) independently screened titles and abstracts of all the included studies using a standard data-collection form. Any disagreements between the reviewers were resolved through discussion. We contacted the study authors for any missing information, particularly information required to judge the risk of bias.

Assessment of Risk of Bias in Included Studies
Four reviewers (BK, GD, MS, and UD) independently assessed the methodological risk of bias of included studies using the Cochrane methodology [29]. The following individual risk-of-bias domains were assessed in the included RCTs: random sequence generation, allocation concealment, blindness (outcome assessment), completeness of outcome data (attrition bias), selective outcome reporting (relevant outcomes reported), and other sources of bias (baseline imbalances).

For cRCTs, we assessed the risk of the following additional domains: recruitment bias, baseline imbalance, loss of clusters, incorrect analysis, and comparability with individually randomized trials recommended by Puffer et al [30]. Judgements concerning the risk of bias for each study were scored as high, low, or unclear. We incorporated the results of the risk-of-bias assessment into the review using a graph and a narrative summary. We also assessed publication bias using a funnel plot for comparisons with at least 10 studies.

Measures of Treatment Effect
For continuous outcomes, we reported mean postintervention scores and SD in each intervention group along with the number of participants and P values. We reported mean postintervention outcome data to ensure consistency across the included studies, as this was the most commonly reported form of findings. We presented outcomes using postintervention standardized mean difference (SMD) and interpreted the effect size using the Cohen rule of thumb (ie, with 0.2 representing a small effect, 0.5 representing a moderate effect, and 0.8 representing a large effect) [29,31]. For dichotomous outcomes, we calculated the risk ratio and 95% CIs. If studies had multiple arms, we compared the most active intervention arm to the least active control arm and assessed the difference in postintervention outcomes. We used the standard method recommended by Higgins et al to convert the results [29].

Data Synthesis
For meta-analysis, we used a random-effects model. For studies with the same continuous outcome measures, SMDs (for different scales) between groups, along with the 95% CIs, were estimated using Review Manager 5.3 [32]. In the analysis of continuous outcomes and cRCTs, we used the inverse variance method. We displayed the results of the meta-analyses in forest plots that provided effect estimates and 95% CIs for each individual study as well as a pooled effect estimate and 95% CI. For every step in the data analysis, we adhered to the statistical guidelines described by Higgins et al in 2011 [29].

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Illustrative comparative risks (95% CI)</th>
<th>Number of participants (number of studies)</th>
<th>Quality of the evidence (GRADE\textsuperscript{a})</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge: Assessed with multiple-choice questions, questionnaires, essays, quizzes, and practical section (from postintervention to 11-22 months of follow-up)</td>
<td>The mean knowledge score in offline digital education groups was 0.11 SD higher (–0.11 lower to 0.32 higher)</td>
<td>1717 (19)</td>
<td>\textit{Low}\textsuperscript{b,c,d}</td>
<td>The results from seven studies (689 participants) were not added to the meta-analysis due to incomplete or incomparable outcome data. These studies reported mixed findings: four studies (331 participants) favored offline digital education group, two studies reported no difference (289 participants), and one study favored the traditional learning group (69 participants).</td>
</tr>
<tr>
<td>Skills: Assessed with checklists, Likert-type scales, and questionnaires, (from postintervention to 1-10 months of follow-up)</td>
<td>The mean skills score in the offline digital education groups was 0.5 SD higher (0.25 higher to 0.75 higher)</td>
<td>415 (4)</td>
<td>\textit{Low}\textsuperscript{b,c,d}</td>
<td>The results of two studies (190 participants) were not added to the meta-analysis due to incomplete outcome data. One study (121 participants) favored offline digital education group. The other study (69 participants) reported no difference between the groups immediately postintervention and favored the offline digital education group at 1-month of follow-up.</td>
</tr>
<tr>
<td>Attitude: Assessed with Likert scale, questionnaires, and surveys (from postintervention to 5 weeks of follow-up)</td>
<td>Not estimable</td>
<td>493 (5)</td>
<td>\textit{Low}\textsuperscript{b,c,d}</td>
<td>One study (54 participants) reported higher postintervention attitude scores in offline digital education compared to traditional learning. We were uncertain about the effect of four studies (439 participants) due to incomplete outcome data.</td>
</tr>
<tr>
<td>Satisfaction: Assessed with Likert scales, questionnaires, and surveys (postintervention)</td>
<td>Not estimable</td>
<td>1442 (15)</td>
<td>\textit{Low}\textsuperscript{b,c,d}</td>
<td>Two studies (144 participants) favored traditional learning and two studies (103 participants) reported little or no difference between the groups. We were uncertain about the effect of 11 studies (1195 participants) due to incomplete outcome data.</td>
</tr>
</tbody>
</table>

\textsuperscript{a}GRADE: Grading of Recommendations, Assessment, Development, and Evaluations.
\textsuperscript{b}Low quality: Further research is very likely to have an important impact on our confidence in the estimate of effect and is likely to change the estimate.
\textsuperscript{c}Rated down by one level for study limitations. The risk of bias was unclear for sequence generation and allocation concealment in majority of the studies.
\textsuperscript{d}Rated down by one level for inconsistency. The heterogeneity is high with large variations in effect and lack of overlap among CIs.

We synthesized the findings from the included studies by the type of comparison: offline digital education (including PowerPoint and CD-ROM) versus traditional learning, offline digital education versus a different form of offline digital education, and blended learning versus traditional learning. Two authors (BK and GD) used the Grading of Recommendations, Assessment, Development, and Evaluations criteria to assess the quality of the evidence [33]. We considered the following criteria to evaluate the quality of the evidence, downgrading the quality where appropriate: limitations of studies (risk of bias), inconsistency of results (heterogeneity), indirectness of the evidence, imprecision (sample size and effect estimate), and publication bias. We prepared a summary of findings table [33] to present the results (Table 1). Where a meta-analysis was unfeasible, we presented the results in a narrative format, such as that used by Chan et al [34].

**Results**

**Results of the Search**

Our search strategy retrieved 30,532 unique references (Figure 1).
Included Studies

We included 36 studies from 35 reports involving 3325 participants [10,35-68] (Table 2), of which 33 studies were RCTs and the remaining three studies (from two reports) were cRCTs [56,68]. One study [68] reported the results of two cRCTs and we reported these results separately. Thirty-two studies (89%) were published before 2010, and only four studies (11%) were published after 2010 (Figure 2) [39,48,55,66].

The number of participants across the studies varied from 20 [35] to 241 [68], while individual studies focused on different areas of medical education. For the intervention groups, 20 studies used software programs [10,42,43,45,48-51,53,54,56,58-62,64-67], nine used CD-ROMs [35,36,40,44,46,55,57,68], four used PowerPoint presentations [37,38,41,63], two did not specify the type of intervention [47,52], and one used a computer-based video [39]. The duration of the interventions ranged from 10 minutes [39] to 3 weeks [41]. Four studies did not report the duration of the intervention [47,48,56,63]. The frequency of the intervention ranged from one [35,38-40,48,49,51,52,55,57-61,64,65,67-68] to six [50], and the intensity ranged from 10 minutes [39] to 11.1 hours [53]. Nine studies provided instructions on how to use the software [39,42,44,46,50,53,65,68]. Eight studies reported security arrangements [36,37,43,45,49,50,53,58]. For the control groups, 30 studies used traditional methods of learning such as face-to-face lectures, paper- or text book–based learning resources, laboratory courses, practical workshops, or small group tutorials [10,36-42,44,45,47-57,59-65,67,68]. Five studies used different forms of offline digital education as the controls [35,43,46,58,66]. One study compared blended learning (computer-assisted learning in addition to traditional learning) and traditional learning alone [44]. More information on the types of interventions is provided in Multimedia Appendix 2.
<table>
<thead>
<tr>
<th>Study, design, and country</th>
<th>Population (n), (medical student year)</th>
<th>Field of study</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ackermann et al 2010 [35], RCT[^6], Germany</td>
<td>20 (not specified)</td>
<td>Surgery (orthopedic surgery)</td>
<td>Skill</td>
</tr>
<tr>
<td>Amesse 2008 [36], RCT, United States</td>
<td>36 (third year)</td>
<td>Radiology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Armstrong et al 2009 [37], RCT, United Kingdom</td>
<td>21 (fourth year)</td>
<td>Arterial blood gas interpretation</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Carrero et al 2009 [38], RCT, Spain</td>
<td>68 (third year)</td>
<td>Basic life support algorithms</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Cheng et al 2017 [39], RCT, United States</td>
<td>41 (second, third and fourth year)</td>
<td>Orthopedics</td>
<td>Skill</td>
</tr>
<tr>
<td>Davis et al 2008 [40], RCT, United Kingdom</td>
<td>229 (first year)</td>
<td>Evidence-based medicine</td>
<td>Knowledge and attitude</td>
</tr>
<tr>
<td>de Jong et al 2010 [41], RCT, The Netherlands</td>
<td>107 (not specified)</td>
<td>Musculoskeletal problems</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Desch et al 1991 [42], RCT, United States</td>
<td>78 (third year)</td>
<td>Pediatrics (neonatal management)</td>
<td>Knowledge, satisfaction, and cost</td>
</tr>
<tr>
<td>Devitt and Palmer 1999 [43], RCT, Australia</td>
<td>90 (second year)</td>
<td>Anatomy and physiology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Elves et al 1997 [44], RCT, United Kingdom</td>
<td>26 (third year)</td>
<td>Urology</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Fasce et al 1995 [45], RCT, Chile</td>
<td>100 (fourth year)</td>
<td>Medicine (hypertension)</td>
<td>Knowledge, attitude, and satisfaction</td>
</tr>
<tr>
<td>Finley et al 1998 [46], RCT, Canada</td>
<td>40 (second year)</td>
<td>Medicine (auscultation of heart)</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Gelb 2001 [47], RCT, United States</td>
<td>107 (not specified)</td>
<td>Anatomy</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Green and Levi 2011 [48], RCT, United States</td>
<td>121 (second year)</td>
<td>Advanced care planning</td>
<td>Knowledge, skill, and satisfaction</td>
</tr>
<tr>
<td>Hilger et al 1996 [49], RCT, United States</td>
<td>77 (third year)</td>
<td>Medicine (pharyngitis)</td>
<td>Knowledge and attitude</td>
</tr>
<tr>
<td>Hudson 2004 [10], RCT, Australia</td>
<td>100 (third year)</td>
<td>Neuroanatomy and neurophysiology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Holt et al 2001 [50], RCT, United Kingdom</td>
<td>185 (first year)</td>
<td>Endocrinology</td>
<td>Knowledge, satisfaction, and cost</td>
</tr>
<tr>
<td>Lee et al 1997 [51], RCT, United States</td>
<td>82 (second year)</td>
<td>Biochemistry/acid-base problem solving</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>MacFadyen et al 1993 [52], RCT, Canada</td>
<td>54 (fourth year)</td>
<td>Clinical pharmacology</td>
<td>Knowledge and attitude</td>
</tr>
<tr>
<td>Mangione et al 1991 [53], RCT, United States</td>
<td>35 (third year)</td>
<td>Auscultation of the heart</td>
<td>Knowledge and attitude</td>
</tr>
<tr>
<td>McDonough and Marks 2002 [54], RCT, United Kingdom</td>
<td>37 (third year)</td>
<td>Psychiatry</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Mojtabahzadeh et al 2014 [55], RCT, Iran</td>
<td>61 (third year)</td>
<td>Physiology of hematology and oncology</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Nola et al 2005 [56], cRCT[^3], Croatia</td>
<td>225 (not specified)</td>
<td>Pathology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Perfeito et al 2008 [57], RCT, Brazil</td>
<td>35 (fourth year)</td>
<td>Surgery</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Pusic et al 2007 [58], RCT, Canada and United States</td>
<td>152 (final year)</td>
<td>Radiology</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Ram 1997 [59], RCT, Malaysia</td>
<td>64 (final year)</td>
<td>Cardiology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Santer et al 1995 [60], RCT, United States</td>
<td>179 (third and fourth year)</td>
<td>Pediatrics</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Seabra et al 2004 [61], RCT, Brazil</td>
<td>60 (second and third year)</td>
<td>Urology</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Shomaker et al 2002 [62], RCT, United States</td>
<td>94 (second year)</td>
<td>Parasitology</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Solomon et al 2004 [63], RCT, United States</td>
<td>29 (third year)</td>
<td>Learning concepts (digital and live lecture formats)</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Stanford et al 1994 [64], RCT, United States</td>
<td>175 (first year)</td>
<td>Anatomy (cardiac anatomy)</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Summers et al 1999 [65], RCT, United States</td>
<td>69 (first year)</td>
<td>Surgery</td>
<td>Knowledge and skill</td>
</tr>
<tr>
<td>Taveira-Gomes et al 2015 [66], RCT, Portugal</td>
<td>96 (fourth and fifth year)</td>
<td>Cellular biology</td>
<td>Knowledge</td>
</tr>
</tbody>
</table>
Knowledge

Overview

Knowledge was assessed as the primary outcome in 32 studies [10,36-38,40-67], and majority of the studies (69%) used multiple-choice questions or questionnaires to measure the outcome. Twenty-nine studies assessed knowledge using nonvalidated instruments [36-38,40-49,51-57,59-67], while three studies [10,50,58] used validated instruments such as multiple-choice questions, questionnaires, and tests. Twenty-six studies assessed postintervention knowledge scores, while six studies assessed both short-term and long-term knowledge retention, ranging from 1 week to 22 months of follow-up [52,60,62,65-67] (Multimedia Appendix 3).

Offline Digital Education Versus Traditional Learning

Meta-analysis of 19 studies showed that there was no significant difference between offline digital education and traditional learning in postintervention knowledge scores (SMD 0.11, 95% CI –0.11 to 0.32; 1717 participants; small effect size, low-quality evidence; Figure 3). There was a substantial amount of heterogeneity in the pooled analyses ($I^2=73\%$). The remaining seven studies were not pooled due to incomplete or incomparable outcome data [40,45,48,49,53,61,65] and reported mixed findings. Four studies reported a significant difference in postintervention knowledge scores in favor of offline digital education (331 participants) [45,48,49,53]. Two studies reported no significant difference between the interventions (289 participants) [40,61], and one study (69 participants) reported a significant difference in postintervention knowledge scores in favor of traditional learning [65]. Taken together, these findings suggest that offline digital education had similar effects as traditional learning on medical students’ postintervention knowledge scores.
Blended Learning Versus Traditional Learning

One study (26 participants) assessed postintervention knowledge scores in blended learning (offline digital education plus traditional learning) versus traditional learning alone and reported a significant difference in favor of blended learning (SMD 0.81, 95% CI 0.01-1.62; large effect size) [44].

Offline Digital Education Versus Offline Digital Education

Five studies (478 participants) compared one form of offline digital education (eg, CD-ROM and software programs) to another form of offline digital education (eg, CD-ROM, software programs, or computer-assisted learning programs) [10,43,46,58,66].

Devitt et al reported higher knowledge scores in the computer-based group than a free-text entry program (SMD 0.81, 95% CI 0.01-1.62; large effect size) at 2 weeks postintervention [43]. Taveira-Gomes et al also reported higher postintervention knowledge scores in the computer-based software group (ie, the use of flashcards-based learning materials on cellular structure) compared to a computer-based method alone (ie, without the use of flashcards; SMD 2.17, 95% CI 1.67-2.67, large effect size) [66]. Pusic et al. reported that the effectiveness of a simple linear computer program was equivalent to that of a more interactive, branched version of the program in terms of postintervention knowledge scores (SMD 0, 95% CI –0.33 to 0.33; small effect size) [58]. The effect of two studies was uncertain due to incomplete outcome data [10,46]. Overall, the findings were mixed and inconclusive.

Skills

Overview

Six studies from five reports (605 participants) assessed skills as a primary outcome [35,39,48,65,68]. Three studies used validated instruments to measure the outcome such as an Objective Structured Clinical Examination [68] and a checklist rating form [65]. The remaining three studies used nonvalidated instruments such as questionnaires [35], a six-point checklist scale [39], and self-assessment [48]. Four studies [35,39,48,68] assessed postintervention skills scores, while two studies [65,68] assessed both short-term and long-term skill retention, ranging from 1 month to 10 months of follow-up (Multimedia Appendix 3).

Offline Digital Education Versus Traditional Learning

Meta-analysis of four studies showed that, compared with traditional learning, offline digital education improved medical students’ postintervention skill scores (SMD 1.05, 95% CI 0.15-1.95; I²=91%; large effect size; low-quality evidence; Figure 4). There was, however, a considerable amount of heterogeneity in the pooled analyses (I²=91%).

The results of two studies were not pooled due to incomplete outcome data [48,65]. These studies also reported higher postintervention skill scores with offline digital education than with traditional learning [48,65]. Taken together, these results suggest that offline digital education may improve postintervention skill scores compared to traditional learning.
Figure 4. Forest plot of studies comparing offline digital education with traditional, postintervention skill outcome. IV=interval variable; random=random effect model. Vivekananda-Schmidt, 2005 was conducted in Newcastle and Vivekananda-Schmidt, 2005a was conducted in London.

### Attitude

Five studies (493 participants) reported students’ postintervention attitude toward the intervention or new clinical knowledge [40,45,49,52,53]. Attitudes were measured using Likert-based questionnaires [40,49,52], surveys [45], and the Computer Anxiety Index [53]. None of the studies used validated tools to measure the outcome. MacFadyen et al reported higher postintervention attitude scores in the offline digital education group than in the traditional learning group (SMD 2.71, 95% CI 1.96-3.47; large effect size) [52]. One study reported higher attitude scores in the intervention group than in the traditional learning group (89% vs 47%) [45]. Two studies did not report numerical data for either of the study groups [40,49], while one study assessed participants’ postintervention attitudes in the intervention group only [53]; hence, we were unable to judge the effect of these three interventions due to missing outcome data [40,45,49,53]. Taken together, the overall effect of the interventions seems uncertain due to the lack of outcome data in most of the included studies.

### Satisfaction

Eighteen studies (1660 participants) assessed postintervention satisfaction [37,41,42,44-48,50,51,54,55,57,60-62,64]. Nine studies used Likert-type rating scales [42,46,48,51,54,55,58,61,62], eight studies used questionnaires [37,41,44,47,50,57,60,64], and one study [45] used a survey to assess participants’ postintervention satisfaction. None of the studies used validated tools to measure the outcome.

Fifteen studies comparing offline digital education with traditional learning assessed satisfaction. Two studies [41,54] reported higher postintervention satisfaction scores in the traditional learning group than in offline digital education (risk ratio=0.46, 95% CI 0.30-0.69; small effect size; SMD –1.33, 95% CI –2.05 to –0.61, large effect size). Two other studies reported no significant difference in students’ postintervention satisfaction between the groups [37,51]. The remaining 11 studies reported incomplete or incomparable outcome data [42,45,47,48,50,55,57,60-62,64]. Overall, we were uncertain about the effects of offline digital education on students’ satisfaction scores, when compared with traditional learning.

Three studies comparing different forms of offline digital education and blended learning to traditional learning also assessed satisfaction. However, we were unable to judge the overall effect of the intervention in the three studies due to missing or incomparable outcome data [44,46,58].

### Secondary Outcomes

Four studies (617 participants) reported the cost of the offline digital education [42,50,68]. However, none of the included studies compared costs between the intervention and control groups.

Desch et al reported that the authoring system (computer-assisted instructional software program) costs US $600. Additionally, the study used US $1500 to hire a student to develop the program [42]. The microcomputers used by the students in the study by Desch et al were within a large microcomputer area in the medical library and were used for multiple purposes. Holt et al reported that the total cost of the equipment specially needed to set up the computer-assisted learning course (including slide and document scanners, sound recording, a laptop, and software) was approximately £3000 (~US $4530) [50]. Two studies reported that the cost of designing a virtual rheumatology CD was £11,740 (US $22,045) [68].

No studies reported adverse or unintended effects of the interventions or changes in the accessibility or availability of digital offline education.
Risk of Bias in Included Studies

As presented in Figure 5, the risk of bias was generally unclear or high in most of the studies because of a lack of relevant information in the included studies. For 14 (39%) studies, we found that the risk of bias was low in at least four of six domains [38,39,41,42,54,55,58,59,61,65-68]. For 22 studies (61%), we found that the risk of bias was high, as the studies had an unclear risk of bias in at least three of six domains or a high risk in at least one domain [10,35-37,40,43,44,45,46,47,48-53,56,57,60,62-64]. A symmetrical funnel plot of studies comparing offline digital education and traditional learning suggests low risk of publication bias for the outcome knowledge (Figure 6). The overall risk of bias for cRCTs was unclear due to limited information from included studies (Multimedia Appendix 4).
**Discussion**

**Principal Findings**

Our findings show that offline digital education is as effective as traditional learning in improving medical students’ postintervention knowledge and may be more effective in improving skills, with effect sizes ranging from small (for knowledge) to large (for skills). We are uncertain about the effects for attitudes and satisfaction due to missing data or incomplete reporting. None of the studies reported on changes in accessibility or availability for education or adverse effects of the interventions. Only four studies reported the cost of offline digital education interventions; however, no estimates for comparator groups were provided.

Several limitations in the included literature need to be highlighted. For instance, we found that the evidence was of low quality due to the predominantly high risk of bias (studies’ limitations) or inconsistency (high heterogeneity of the pooled analyses). Furthermore, the included studies were highly heterogeneous in terms of student populations (years 1-5), comparator groups (traditional learning and different forms of offline digital education), outcomes and measurement tools (multiple-choice questionnaires, surveys, Likert-type scales, questionnaires, essays, quizzes, practical sections), study designs, settings (university or hospital), and interventions (learning contents, types of delivery mode, duration, frequency, intensity, and security arrangements). In addition, the duration frequency of the interventions were highly variable. Although the included studies encompass a reasonable range of interventions and content, the data are mostly limited to high-income countries, thereby limiting the generalizability of our findings to other settings including low- and middle-income countries.

We also found that reporting in the included studies was often poor. For example, four studies (11%) reported on the cost of setup of the interventions only (without any comparison data). Moreover, we found that none of the studies used learning theories underpinning the development or application of the offline digital education. Most of the studies (92%) used nonvalidated measurement instruments to quantify the outcomes, thereby jeopardizing the reliability and credibility of digital education research. Furthermore, 20 studies (56%) used software/computer programs as the main mode of delivery of the learning content. However, the technical aspects of these programs such as design or functions were often omitted from the studies.

Offline digital education has the potential to play an important role in medical students’ education, especially in low- and middle-income countries. Implementing offline digital education in medical education may require much less investment and infrastructure than alternative forms of digital education (eg, virtual reality or online computer-based education). Because of its scalability, offline digital education has the potential to reduce the shortage of medical doctors. It could be a major (for...
low- and middle-income countries) or an alternative (for high-income countries) mode of delivering education for medical schools across the world, as more than 4 billion people still did not have access to the internet as of 2016 [6].

To the best of our knowledge, there are only two reviews available in the literature that examined the effectiveness of offline digital education among similar populations [13,17]. One of these reviews, published in 2001, suggested that offline digital education (computer-assisted learning) could reduce the costs of education and increase the number of medical students [13]. However, no formal assessments on cost-related outcomes were made, and further research was recommended. A review by Rasmussen et al stated that offline digital education was equivalent or possibly superior to traditional learning in improving knowledge, skills, attitudes, and satisfactions of preregistration health professionals [17], which is largely in line with our findings. However, Rasmussen et al applied a much narrower search timeframe and focused on all preregistration health care professionals (ie, including students from medical, dental, nursing, and allied health care fields) and could not provide specific recommendations for medical students’ education. Our review provides up-to-date evidence with a comprehensive search strategy and a focus on medical students’ education and includes meta-analyses of studies for knowledge and skills.

Strengths

Strengths of this systematic review include comprehensive searches with no language limitations, robust screening, independent data extractions, and risk-of-bias assessments. The review includes studies from the year 1990 in order to report the most comprehensive evidence and provides up-to-date evidence on the effectiveness of different types of offline digital education for medical students’ education.

Limitations

Some limitations must be acknowledged while interpreting the results. First, we were unable to obtain missing information from the study authors despite multiple attempts. Second, we presented postintervention data rather than mean change scores, as the majority of the included studies (81%) reported postintervention data and only seven studies (19%) reported mean change scores. Third, we were unable to determine whether the study administrators received any incentives from the software or program developers, which might constitute bias. Lastly, we were unable to carry out prespecified subgroup analysis because of an insufficient number of studies under respective outcomes and because of the considerable heterogeneity of populations, interventions, comparators, and outcome measures used.

Implications for Research and Practice

We believe that offline digital education interventions can be practically introduced in medical students’ education for improving their knowledge and skills in places where internet connectivity is limited, which may be of most concern in low- and middle-income countries. However, when interpreting the findings of this systematic review, stakeholders need to consider other factors such as students’ geographical location or features of the intervention such as interactivity, duration, frequency, intensity, and delivery mode. Future studies should evaluate the cost-effectiveness, sustainability, and indirect (and direct) costs of the interventions (eg, time to develop or implement the educational module). Future research should also report on potential (or actual) adverse effects of the interventions. In addition, most of the studies assessed short-term effectiveness of the interventions; hence, there is a need to evaluate knowledge and skill retention during longer follow-ups (eg, 6-12 months). Additionally, other aspects of the interventions such as different levels of interactivity or feedback in low- and middle-income countries still need to be explored. Addressing these gaps in evidence will help policy makers and curriculum planners allocate resources appropriately.

Conclusions

The findings from this review suggest that offline digital education is as effective as traditional learning in terms of medical students’ knowledge and may be more effective in improving their skills. However, the evidence on other outcomes is inconclusive or limited. Future research should evaluate the effectiveness of offline digital education interventions in low- and middle-income countries and report on outcomes such as attitudes, satisfaction, adverse effects, and economic impact.
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Abstract

Background: There is a worldwide shortage of health workers, and this issue requires innovative education solutions. Serious gaming and gamification education have the potential to provide a quality, cost-effective, novel approach that is flexible, portable, and enjoyable and allow interaction with tutors and peers.

Objective: The aim of this systematic review was to evaluate the effectiveness of serious gaming/gamification for health professions education compared with traditional learning, other types of digital education, or other serious gaming/gamification interventions in terms of patient outcomes, knowledge, skills, professional attitudes, and satisfaction (primary outcomes) as well as economic outcomes of education and adverse events (secondary outcomes).

Methods: A comprehensive search of MEDLINE, EMBASE, Web of Knowledge, Educational Resources Information Centre, Cochrane Central Register of Controlled Trials, PsycINFO, and Cumulative Index to Nursing and Allied Health Literature was conducted from 1990 to August 2017. Randomized controlled trials (RCTs) and cluster RCTs were eligible for inclusion. Two reviewers independently searched, screened, and assessed the study quality and extracted data. A meta-analysis was not deemed appropriate due to the heterogeneity of populations, knowledge, skills, professional attitudes, and satisfaction (primary outcomes) as well as economic outcomes of education and adverse events (secondary outcomes).

Results: A total of 27 RCTs and 3 cluster RCTs with 3634 participants were included. Two studies evaluated gamification interventions, and the remaining evaluated serious gaming interventions. One study reported a small statistically significant difference between serious gaming and digital education of primary care physicians in the time to control blood pressure in a subgroup of their patients already taking antihypertensive medications. There was evidence of a moderate-to-large magnitude of effect from five studies evaluating individually delivered interventions for objectively measured knowledge compared with traditional learning. There was also evidence of a small-to-large magnitude of effect from 10 studies for improved skills compared with traditional learning. Two and four studies suggested equivalence between interventions and controls for knowledge and...
skills, respectively. Evidence suggested that serious gaming was at least as effective as other digital education modalities for these outcomes. There was insufficient evidence to conclude whether one type of serious gaming/gamification intervention is more effective than any other. There was limited evidence for the effects of serious gaming/gamification on professional attitudes. Serious gaming/gamification may improve satisfaction, but the evidence was limited. Evidence was of low or very low quality for all outcomes. Quality of evidence was downgraded due to the imprecision, inconsistency, and limitations of the study.

Conclusions: Serious gaming/gamification appears to be at least as effective as controls, and in many studies, more effective for improving knowledge, skills, and satisfaction. However, the available evidence is mostly of low quality and calls for further rigorous, theory-driven research.
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video games; education, professional; review
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### Introduction

Innovative approaches and modalities for education in health professions education are constantly sought to improve teaching and learning and ultimately patient care and outcomes. Digital education may be one such innovation. This review focuses on serious gaming and gamification education.

For the purposes of this review, we have used the terminology defined by Alvarez [1,2]. The term “serious game” was used to refer only to games designed specifically for the “serious” purpose of providing health professions education via a digital device. The term “serious diverting” was used to refer to the use of games originally designed primarily for entertainment used without modification, as part of health professions education delivered via a digital device. “Serious gaming” was used to refer to any use of digital games for health professions education, thereby encompassing “serious games” and “serious diverting.”

A related but separate concept—“gamification”—can be defined as “the application of the characteristics and benefits of games to real world processes or problems” [3]. Gamification differs from serious games in terms of the design intention, with gamification interventions involving the application of game elements with a utilitarian purpose and serious games designed as full-fledged games for a purpose other than just entertainment [4]. Wortley suggests that both may be experienced by the user as a complete game, although typically, gamification involves the use of game components outside a game setting, such as rewarding users completing an electronic learning (e-learning) module with badges or points. Gamification has the potential to allow for greater involvement of the user in setting his/her own objectives or outcomes, personalization of the intervention, and cost-effectiveness [3]. Most, but not all, uses of the term refer to interventions involving the use of enabling digital technologies.

Serious gaming/gamification has the potential to provide learners with opportunities to be part of active learning, solving clinical problems, and gaining experience in risk-free surroundings [5], without needing to involve patients. Learners may have the opportunity to develop analytical skills, strategic thinking, knowledge, multitasking, decision making, communication, and psychomotor skills [6], with multiplayer functions providing opportunities for collaborative learning [7]. The motivational properties of gaming have the potential to be harnessed for educational purposes [8]. Serious gaming/gamification can be used at a time and place that suits the learner. The reusable nature of serious gaming/gamification may allow more frequent or longer interactions, free up lecturer time, and provide monetary savings [9]. However, this could lead to reduced opportunities to ask questions, hold discussions, and spend time with patients. Use of such interventions within small groups, with lecturer support, could allow for discussion and interaction but would likely increase lecturer time needed as compared to traditional learning. Serious gaming/gamification, like other kinds of e-learning, may ease the process of updating materials, as modifications to content can be made continuously, unlike with a text book.

Although serious gaming and gamification interventions appear to have much potential, rigorous evaluation is required to assess whether they can lead to effective learning. There is a potential for the game or game elements to become a distraction rather than a facilitator of learning, with the method “more memorable than the message” [10]; therefore, the quality of learning must be the focus, as opposed to the capabilities of the technology used [11].

This systematic review is one of a series of reviews evaluating the scope for implementation and potential impact of a wide range of digital health education interventions for pre- and postregistration health professions. This review was conducted in collaboration with the World Health Organization’s Health Workforce Department. The objective of this work is to compare the effectiveness of serious gaming and gamification education versus various controls in improving learners’ knowledge, skills, professional attitudes, and satisfaction as well as patient outcomes.

### Methods

While conducting and reporting the review, we adhered to the gold-standard systematic review methods recommended by the Cochrane Collaboration [12]. For a detailed description of the methodology, please refer to our previous paper [13].

### Search Strategy and Data Sources

We comprehensively searched the following databases between 1990 and August 2017: MEDLINE (Ovid), EMBASE (Elsevier), Web of Science, Educational Resource Information Centre...
(Ovid), Cochrane Central Register of Controlled Trials (CENTRAL), (The Cochrane Library), PsycINFO (Ovid), and Cumulative Index to Nursing and Allied Health Literature (EBSCO). The search strategy for MEDLINE is presented in the Multimedia Appendix 1. We searched for papers in English but considered eligible studies in any language. We also searched two trials registries, reference lists of all included studies, and relevant systematic reviews and contacted the relevant investigators for further information.

Eligibility Criteria
We included randomized controlled trials (RCTs) and cluster RCTs (cRCTs) of pre- and postregistration health professions using serious gaming/gamification with any type of controls (traditional learning, digital education, or another type of serious gaming/gamification intervention), which measured patient outcomes, knowledge, skills (cognitive and psychomotor), professional attitudes, and satisfaction (primary outcomes) and adverse effects or costs (secondary outcomes). We excluded crossover trials due to the high likelihood of carry-over effect. Participants were not excluded on the basis of sociodemographic characteristics such as age, gender, ethnicity, or any other related characteristics. Outcome definitions are available in the associated paper [13].

Data Selection, Extraction, and Management
The search results from different electronic databases were combined in a single EndNote library (X 8.2; Clarivate Analytics, Philadelphia, PA), and duplicate records were removed. Two reviewers independently screened titles and abstracts to identify studies that potentially met the inclusion criteria. The full texts of these articles were retrieved and read. Two review authors independently assessed these articles against the eligibility criteria (SG, AG, and BE). At least two reviewers independently extracted the data for each of the included studies using a structured data-extraction form. We extracted all relevant data on the characteristics of participants, interventions, controls, and outcomes measures. For continuous data, we reported standardized mean differences and SDs. None of the studies reported dichotomous data. Disagreements were resolved through discussion.

Assessment of Risk of Bias
Two reviewers independently assessed the risk of bias of the included studies using the Cochrane Collaboration’s “Risk of bias” tool [12]. Studies were assessed for the risk of bias in the following domains: random sequence generation, allocation concealment, blinding (participants and personnel), blinding (outcome assessment), completeness of outcome data (attrition bias), selective outcome reporting (reporting bias), and other risk of bias. For cRCTs, we also assessed recruitment bias, baseline imbalances, loss of clusters, and incorrect analysis. Judgements concerning the risk of bias for each study were classified as high, low, or unclear.

Data Synthesis
Data were synthesized using Review Manager (Version 5.3; The Nordic Cochrane Centre, The Cochrane Collaboration, Copenhagen, Denmark). Included studies were insufficiently homogenous in terms of population, inclusion criteria, interventions, and outcomes for meta-analysis. The decision not to perform a meta-analysis was made by a consensus of review authors. We present a narrative synthesis of findings, with effect sizes calculated for outcomes where there were sufficient data. Where possible, we assessed the quality of studies and size of effect. Results are presented by outcome and separately for each comparison (serious gaming/gamification vs traditional learning, serious gaming/gamification vs digital health education, and serious gaming/gamification vs serious gaming/gamification).

Assessment of Evidence Quality
The results for comparisons between serious gaming/gamification and traditional learning as well as serious gaming/gamification and digital education are presented in the narrative summary of findings tables (Tables 7 and 8). Two authors (SG and AG) rated the overall quality of the evidence as implemented and described in GRADEprofiler (GRADEproGDT online version; Evidence Prime, Inc, Hamilton, ON, Canada) and chapter 11 of the Cochrane Handbook for Systematic Reviews of Interventions [12]. We considered the following criteria to assess the quality of the evidence: limitations of studies (risk of bias), inconsistency of results, indirectness of the evidence, imprecision, and publication bias. We also downgraded the quality, where appropriate. This was done for all primary outcomes reported in the review.

Results
Our searches yielded a total of 30,532 citations and 30 studies (27 RCTs and 3 cRCTs) including 3634 participants (Figure 1).

Included Studies

Studies Designs and Populations
Sample sizes ranged from 14 [14] to 1470 [15] participants. Almost half the included studies had sample sizes below 50.
Fourteen studies were conducted in Europe [16-30], and 11 studies were conducted in North America [14,15,31-40], one of which recruited participants from 63 countries via the internet [15]. One study was conducted in Singapore [41]. Four studies were conducted in middle-income countries, three of which were conducted in Brazil [42-44]. One study was conducted by authors based in China and Taiwan, but it was unclear where the study itself was carried out [45]. None of the included studies were conducted in low-income countries. Details of study designs and population for each trial are compared in Tables 1-3 and a summary is given below.

Eleven studies included only medical students [14,16,17,19,20,24-26,39,40,42,45]. Five studies included only nursing students [22,27,29,37,41] and four included only surgical residents [18,30,31,38]. The remaining studies included primary care doctors (n=2) [36,43]; dental students (n=2) [21,32]; anesthesiology residents (n=1) [35]; urologists (n=1) [15]; speech and language science students (n=1) [44]; participants of the Major Incident Medical Management and Support course, which typically includes doctors, nurses, and paramedics with an interest in prehospital care (n=1) [23]; nursing and medical students (n=1) [28]; and medical students, residents, and specialists in Obstetrics and Gynecology (n=1, reported in one article and one conference abstract) [33,34].
Table 1. Study designs and populations of the included studies comparing serious gaming/gamification and traditional learning.

<table>
<thead>
<tr>
<th>Study</th>
<th>Country</th>
<th>Field of study</th>
<th>Study type</th>
<th>Population (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams et al 2012 [31]</td>
<td>United States</td>
<td>General surgery</td>
<td>RCTa</td>
<td>Surgical residents (31)</td>
</tr>
<tr>
<td>Boada et al 2015 [27]</td>
<td>Spain</td>
<td>Cardiopulmonary resuscitation skills</td>
<td>RCT</td>
<td>Nursing students (109)</td>
</tr>
<tr>
<td>Cook 2012 et al [22]</td>
<td>United Kingdom</td>
<td>Intermediate life support</td>
<td>RCT</td>
<td>Nursing students (34)</td>
</tr>
<tr>
<td>De Araujo et al 2016 [42]</td>
<td>Brazil</td>
<td>Surgical skills</td>
<td>RCT</td>
<td>Medical students (20)</td>
</tr>
<tr>
<td>Del Blanco et al 2017 [28]</td>
<td>Spain</td>
<td>Preparation for going into the operating theatre</td>
<td>RCT</td>
<td>Nursing and medical students (132)</td>
</tr>
<tr>
<td>Diehl et al 2017 [43]</td>
<td>Brazil</td>
<td>Insulin management in primary care</td>
<td>RCT</td>
<td>Primary care physician (134)</td>
</tr>
<tr>
<td>Foss et al 2014 [29]</td>
<td>Norway</td>
<td>Medication calculation</td>
<td>RCT</td>
<td>Nursing students (201)</td>
</tr>
<tr>
<td>Giannotti et al 2013 [30]</td>
<td>Italy</td>
<td>Surgical skills</td>
<td>RCT</td>
<td>Surgical residents (42)</td>
</tr>
<tr>
<td>Graafland et al 2017 [18]</td>
<td>Netherlands</td>
<td>Minimally invasive surgery</td>
<td>RCT</td>
<td>Surgical residents (31)</td>
</tr>
<tr>
<td>Hannig et al 2013 [21]</td>
<td>Germany</td>
<td>Alginate mixing skills</td>
<td>RCT</td>
<td>Dental students (55)</td>
</tr>
<tr>
<td>Katz et al 2017 [35]</td>
<td>United States</td>
<td>Liver transplant anesthesiology</td>
<td>RCT</td>
<td>Anesthesiology residents (44)</td>
</tr>
<tr>
<td>Knight et al 2010 [23]</td>
<td>United Kingdom</td>
<td>Major incident management and support</td>
<td>cRCTb</td>
<td>Health professionals on a Major Incident Management Course (91, 2 clusters)</td>
</tr>
<tr>
<td>Lagro et al 2014 [19]</td>
<td>Netherlands</td>
<td>Geriatrics</td>
<td>cRCT</td>
<td>Medical students (145, 5 clusters)</td>
</tr>
<tr>
<td>LeFlore et al 2012 [37]</td>
<td>United States</td>
<td>Pediatric respiratory disease</td>
<td>RCT</td>
<td>Nursing students (106)</td>
</tr>
<tr>
<td>Li et al 2015 [45]</td>
<td>China/Taiwan</td>
<td>Cardiopulmonary resuscitation</td>
<td>RCT</td>
<td>Medical students (97)</td>
</tr>
<tr>
<td>Plerhoples et al 2011 [38]</td>
<td>United States</td>
<td>Surgical skills</td>
<td>RCT</td>
<td>Surgical residents (40)</td>
</tr>
<tr>
<td>Rondon et al 2013 [44]</td>
<td>Brazil</td>
<td>Anatomy and physiology</td>
<td>RCT</td>
<td>Speech-language and hearing science students (29)</td>
</tr>
<tr>
<td>Tan et al 2016 [41]</td>
<td>Singapore</td>
<td>Blood transfusion administration</td>
<td>cRCT</td>
<td>Nursing students (103, 7 clusters)</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.  
bCRCT: cluster randomized controlled trial.

Table 2. Study designs and populations of the included studies comparing serious gaming/gamification and other digital education interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Country</th>
<th>Field of study</th>
<th>Study type</th>
<th>Population (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amer et al 2011 [32]</td>
<td>United States</td>
<td>Operative dentistry</td>
<td>RCTa</td>
<td>Dental students (80)</td>
</tr>
<tr>
<td>Chien et al 2013 [14]</td>
<td>United States</td>
<td>Laparoscopic surgical tasks</td>
<td>RCT</td>
<td>Medical students (14)</td>
</tr>
<tr>
<td>Dankbaar et al 2016 [16]</td>
<td>Netherlands</td>
<td>Approach to acutely unwell patients</td>
<td>RCT</td>
<td>Medical students (79)</td>
</tr>
<tr>
<td>Dankbaar et al 2017 [17]</td>
<td>Netherlands</td>
<td>Patient safety and stress management</td>
<td>RCT</td>
<td>Medical students (66)</td>
</tr>
<tr>
<td>Gauthier et al 2015 [40]</td>
<td>Canada</td>
<td>Vascular anatomy</td>
<td>RCT</td>
<td>Medical students (44)</td>
</tr>
<tr>
<td>Kerfoot et al 2014 [36]</td>
<td>United States</td>
<td>Management of blood pressure in primary care</td>
<td>RCT</td>
<td>Primary care physician (111)</td>
</tr>
<tr>
<td>Sward et al 2008 [39]</td>
<td>United States</td>
<td>Pediatrics</td>
<td>RCT</td>
<td>Medical students (100)</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
Table 3. Study designs and populations of included studies comparing serious gaming/gamification and another type of serious gaming/gamification intervention.

<table>
<thead>
<tr>
<th>Study</th>
<th>Study type</th>
<th>Population</th>
<th>Country</th>
<th>Field of study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams et al 2012 [31]</td>
<td>RCTª</td>
<td>Surgical residents (31)</td>
<td>United States</td>
<td>General surgery</td>
</tr>
<tr>
<td>De Araujo et al 2016 [42]</td>
<td>RCT</td>
<td>Medical students (20)</td>
<td>Brazil</td>
<td>Surgical skills</td>
</tr>
<tr>
<td>Hedman et al 2013 [24] and Kolga et al</td>
<td>RCT</td>
<td>Medical students (30)</td>
<td>Sweden</td>
<td>Surgical skills</td>
</tr>
<tr>
<td>Ju et al 2011 [34] and Ju et al 2012 [33]</td>
<td>RCT</td>
<td>Medical students, residents and attendings (42)</td>
<td>United States</td>
<td>Surgical skills</td>
</tr>
<tr>
<td>Kerfoot et al 2012 [15]</td>
<td>RCT</td>
<td>Urologists (1470)</td>
<td>United States (participants recruited online from 63 countries)</td>
<td>Urology guideline knowledge</td>
</tr>
<tr>
<td>Kolga et al 2008 [26]</td>
<td>RCT</td>
<td>Medical students (22)</td>
<td>Sweden</td>
<td>Surgical skills</td>
</tr>
</tbody>
</table>

ªRCT: randomized controlled trial.

Interventions

Characteristics of the interventions included are compared in Tables 4-6 and a summary is given below.

Two of the included studies evaluated “gamification” interventions [15,36]. The remainder evaluated serious gaming interventions. Two of these were group interventions, in which a serious gaming intervention was projected to a traditional classroom of learners who played together [39,44].

A total of 22 interventions had original design purposes other than entertainment, of which 11 interventions were classified as “Message Broadcasting - Educative” [15,17,20,28,36,37,39-41,43,44]; four were classified as “Training - Mental” [19,22,23,29], three were classified as “Training - Physical” [18,21,32], and four were classified as both “Training - Mental” and “Training - Physical” [16,27,35,45]. All of the interventions with design purposes other than entertainment were classified under “Education” for “Scope.”

The remaining eight interventions were commercial off-the-shelf games designed only for the purpose of entertainment but used for training of motor skills as part of “Serious Diverting” interventions. These were all classified as “Training - Physical” for “Purpose” and as “Entertainment” and “General Public” for “Scope” [14,24-26,30,31,33,34,38,42].
### Table 4. Characteristics of included interventions in studies comparing serious gaming/gamification and traditional learning.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention type</th>
<th>Intervention duration</th>
<th>Intervention frequency</th>
<th>Intervention intensity</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams et al 2012 [31]</td>
<td>First-person shooter, commercial-off-the-shelf intervention</td>
<td>6 weeks</td>
<td>Weekly</td>
<td>Mean of 5.7 (SD 1.3) hours</td>
<td>Box trainer</td>
</tr>
<tr>
<td>Boada et al 2015 [27]</td>
<td>Life support–simulation activities</td>
<td>Access for 1 week</td>
<td>___a</td>
<td>All did &gt;50% of the tasks</td>
<td>Usual education</td>
</tr>
<tr>
<td>Cook et al 2012 [22]</td>
<td>Platform for undergraduate life support education game</td>
<td>2 weeks</td>
<td>__</td>
<td>Unlimited access</td>
<td>Usual learning</td>
</tr>
<tr>
<td>De Araujo et al 2016 [42]</td>
<td>Surgical commercial-off-the-shelf intervention (SurgG)</td>
<td>Access for 3 weeks</td>
<td>__</td>
<td>Mean of 647 minutes per week</td>
<td>Usual learning (ContG)</td>
</tr>
<tr>
<td>Del Blanco et al 2017 [28]</td>
<td>Videogaming intervention</td>
<td>Access for 1 day</td>
<td>Once</td>
<td>Variable</td>
<td>Usual learning</td>
</tr>
<tr>
<td>Diehl et al 2017 [43]</td>
<td>“InsuOnline” game</td>
<td>Access for 21 days</td>
<td>___</td>
<td>Mean of 4 hours</td>
<td>Onsite learning activity</td>
</tr>
<tr>
<td>Foss et al 2014 [29]</td>
<td>“The Medication Game” online training</td>
<td>Access for 4.5 weeks</td>
<td>___</td>
<td>___</td>
<td>Standard education</td>
</tr>
<tr>
<td>Giannotti et al 2013 [30]</td>
<td>Nintendo Wii training</td>
<td>4 weeks</td>
<td>5 days per week</td>
<td>60 minutes</td>
<td>Usual training</td>
</tr>
<tr>
<td>Graafland et al 2017 [18]</td>
<td>Game enhanced curriculum (Dr Game, Surgeon Trouble)</td>
<td>___</td>
<td>Two sessions</td>
<td>30 minutes</td>
<td>Usual training</td>
</tr>
<tr>
<td>Hannig et al 2013 [21]</td>
<td>Skills-O-Mat interactive game</td>
<td>60 minutes</td>
<td>Once</td>
<td>___</td>
<td>Teacher-catered workshop</td>
</tr>
<tr>
<td>Katz et al 2017 [35]</td>
<td>“OCT trainer” game where workers play through the steps in liver transplant anesthesiology</td>
<td>30 days</td>
<td>81% self-reported playing 1-3 times per week</td>
<td>___</td>
<td>Usual training</td>
</tr>
<tr>
<td>Knight et al 2010 [23]</td>
<td>“Triage Trainer” computer game</td>
<td>60 minutes</td>
<td>Once</td>
<td>___</td>
<td>Card-sorting exercise</td>
</tr>
<tr>
<td>Lagro et al 2014 [19]</td>
<td>Geriatrics game in which players must balance patient-oriented goals and preferences, appropriateness of medical care, and costs</td>
<td>60-90 minutes</td>
<td>Once</td>
<td>___</td>
<td>Standard educational activity</td>
</tr>
<tr>
<td>LeFlore et al 2012 [37]</td>
<td>“Virtual Patient Trainer” game</td>
<td>2-3 hours</td>
<td>Once</td>
<td>___</td>
<td>Traditional lecture</td>
</tr>
<tr>
<td>Li et al 2015 [45]</td>
<td>3D cardiopulmonary resuscitation game</td>
<td>3 months (with 2-week extension possible)</td>
<td>___</td>
<td>___</td>
<td>Reminders to refresh their skills sent frequently</td>
</tr>
<tr>
<td>Plerhoples et al 2011 [38]</td>
<td>Commercial off-the-shelf intervention</td>
<td>10 minutes</td>
<td>Once</td>
<td>___</td>
<td>Standard educational activity</td>
</tr>
<tr>
<td>Rondon et al 2013 [44]</td>
<td>Computer game-based learning played as a group on a projector</td>
<td>9 weeks</td>
<td>Once per week</td>
<td>1 hour</td>
<td>Short scientific texts</td>
</tr>
<tr>
<td>Tan et al 2016 [41]</td>
<td>Videogame simulating blood transfusion–administration challenges and minigames</td>
<td>30 minutes</td>
<td>Once</td>
<td>___</td>
<td>Usual education</td>
</tr>
</tbody>
</table>

*aNot available.*
Table 5. Characteristics of included interventions in studies comparing serious gaming/gamification and other digital education interventions.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention type</th>
<th>Intervention duration</th>
<th>Intervention frequency</th>
<th>Intervention intensity</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amer et al 2011 [32]</td>
<td>Interactive dental videogame</td>
<td>Up to 20 minutes</td>
<td>Once</td>
<td>___ (^a)</td>
<td>3-minute video on resin bonding</td>
</tr>
<tr>
<td>Chien et al 2013 [14]</td>
<td>3D tennis game</td>
<td>40 minutes</td>
<td>Once</td>
<td>___</td>
<td>Virtual simulator training platform</td>
</tr>
<tr>
<td>Dankbaar et al 2016 [16]</td>
<td>Computer-based simulation game “abcdeSIM”</td>
<td>Access for 4 weeks</td>
<td>—</td>
<td>Estimated to take 2-4 hours to complete; mean logged game time 90 (SD 49) minutes</td>
<td>Electronic module</td>
</tr>
<tr>
<td>Dankbaar et al 2017 [17]</td>
<td>“Air-Medic Sky-1” game</td>
<td>1 week</td>
<td>—</td>
<td>3-4 hours</td>
<td>Digital education module</td>
</tr>
<tr>
<td>Gauthier et al 2015 [40]</td>
<td>“Vascular Invaders” game</td>
<td>Access for 35 days</td>
<td>—</td>
<td>—</td>
<td>Vascular anatomy study aid (online)</td>
</tr>
<tr>
<td>Kerfoot et al 2014 [36]</td>
<td>Online spaced-education game (question emailed every 3 days; resent 12 or 24 days later if answered incorrectly or correctly, respectively; retired after answered correctly on &gt;two consecutive attempts)</td>
<td>Access for 52 weeks</td>
<td>—</td>
<td>Mean of 38 (SD 7) weeks to complete the cycle of questions</td>
<td>Online posting</td>
</tr>
<tr>
<td>Sward et al 2008 [39]</td>
<td>Web-based pediatric board game</td>
<td>4 weeks</td>
<td>One per week</td>
<td>1 hour</td>
<td>Self-study Web flash cards</td>
</tr>
</tbody>
</table>

\(^a\)Not available.

Table 6. Characteristics of included interventions in studies comparing serious gaming/gamification and another type of serious gaming/gamification intervention.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention type</th>
<th>Intervention duration</th>
<th>Intervention frequency</th>
<th>Intervention intensity</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams et al 2012 [31]</td>
<td>FPS(^a) COTS(^b) intervention</td>
<td>6 weeks</td>
<td>Weekly</td>
<td>Mean of 5.7 (SD 1.3) hours</td>
<td>Non-FPS COTS intervention</td>
</tr>
<tr>
<td>De Araujo et al 2016 [42]</td>
<td>Surgical COTS intervention (SurgG)</td>
<td>Access for 3 weeks</td>
<td>___ (^c)</td>
<td>Mean of 647 minutes per week</td>
<td>Usual learning (ContG), FPS COTS (ShotG), Racing COTS (RaceG) interventions</td>
</tr>
<tr>
<td>Hedman et al 2013 [24] and Kolga et al 2009 [25]</td>
<td>Systematic video game training with FPS COTS intervention</td>
<td>5 weeks</td>
<td>5 days per week</td>
<td>30-60 minutes</td>
<td>Non-FPS COTS intervention</td>
</tr>
<tr>
<td>Ju et al 2011 [34]) and Ju et al 2012 [33]</td>
<td>Wii COTS intervention</td>
<td>30 minutes</td>
<td>Once</td>
<td>—</td>
<td>Play Station 2 COTS intervention</td>
</tr>
<tr>
<td>Kerfoot et al 2012 [15]</td>
<td>Online spaced-education game - 4 questions every 4 days</td>
<td>8-42 days</td>
<td>—</td>
<td>—</td>
<td>Spaced-education game – 2 questions every 2 days</td>
</tr>
<tr>
<td>Kolga et al 2008 [26]</td>
<td>FPS COTS intervention</td>
<td>5 weeks</td>
<td>5 days per week</td>
<td>30 minutes</td>
<td>2D non-FPS COTS intervention</td>
</tr>
</tbody>
</table>

\(^a\)FPS: first-person shooter.  
\(^b\)COTS: commercial off the shelf.  
\(^c\)Not available.
Comparisons and Outcomes

Serious gaming/gamification was compared with traditional learning in 19 studies [18-23,27-31,35,37,38,41-45], with digital education in 7 studies [14,16,17,32,36,39,40], and with other serious gaming/gamification interventions in 6 studies [15,24-26,31,33,42].


Risk of Bias in Included Studies

Figures 2 and 3 summarize the risk-of-bias assessments for the included studies. A total of 25 of the included studies were considered to be at high risk of bias [14,16-23,26-32,35,36,38,40-45] according to Cochrane guidelines, because they had a high or unclear risk of bias for either the sequence generation or allocation concealment domains [12]. All three cRCTs were rated high for incorrect analysis, as none accounted for clustering in the analysis.

Effects of Interventions

Effects of the interventions are compared in Multimedia Appendices 2-4 and a summary is given below.
Figure 3. Risk-of-bias summary.

<table>
<thead>
<tr>
<th>Study</th>
<th>Random sequence generation (selection bias)</th>
<th>Allocation concealment of allocation (selection bias)</th>
<th>Blinding of participants and personnel (performance bias)</th>
<th>Blinding of outcome assessment (detection bias)</th>
<th>Incomplete outcome data (attrition bias)</th>
<th>Selective reporting (reporting bias)</th>
<th>Other bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adamsa 2012</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Amor 2011</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Boacka 2015</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Beenker 2013</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Chish 2013</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Ciech 2012</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Dankowski 2016</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Dankowski 2017</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>de Araujo 2010</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Del Bianco 2017</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Dziehl 2017</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Foss 2014</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Gauthier 2015</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Giannotti 2013</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Graaffard 2017</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Hansen 2013</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Hedman 2013 , Kolga Schicklin 2009</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Ju 2011</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Katz 2017</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Kentfeld 2012</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Kentfeld 2014</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Knight 2010</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Kolga Schicklin 2010</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Lagra 2014</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>LaForsa 2013</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Li 2015</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Pilhorepis 2011</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Rando 2013</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Sword 2009</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
<tr>
<td>Tans 2010</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
<td>✧✦</td>
</tr>
</tbody>
</table>
Primary Outcomes

Patient-Related Outcomes

One study measured patient-related outcomes [36]. This study compared serious gaming/gamification with an online posting intervention for primary care physicians and reported significantly shorter time to control blood pressure in the intervention group for only a subgroup of participants whose patients were already on antihypertensive medication at the start of the study ($P = .02$), although this may not be clinically significant (117 vs 125 days). Data were insufficient for calculation of standardized mean differences (SMD). The quality rating assessed using Grading of Recommendations, Assessment, Development and Evaluations (GRADE) was low.

Knowledge

Figure 4 summarizes the results of studies reporting knowledge outcomes.

Serious Gaming/Gamification Versus Traditional Learning

Four RCTs reported higher posttest scores in a serious gaming/gamification group than in a traditional learning group, with a mostly moderate magnitude of effect [20,28,37,43]. Interventions included a videogame to prepare students to enter the operating room [28] (SMD 1.05, 95% CI: 0.68-1.41), a urology educational adventure game [20] (SMD: 0.69, 95% CI: 0.35-1.03), pediatric respiratory disease-assessment game for nurses [37] (SMD: 0.65, 95% CI 0.23-1.07), and the InsuOnline serious game [43] (SMD: 0.40, 95% CI: 0.06-0.73). Comparisons were made between usual learning, written script, and traditional lectures.

One RCT of a group intervention, where speech and language science students played a serious game together in a classroom via a projector, found no difference in anatomy and physiology knowledge compared to a self-study control [44] (SMD: 0.05, 95% CI: −0.74 to 0.83). Two cRCTs were also included [19,41]. One showed evidence of a large magnitude of effect for a blood transfusion serious game as compared to usual education, although the effect may not have been statistically significant (SMD: 1.95, 95% CI: −0.20 to 4.11) [41]. The second study showed no evidence of effect for a geriatric game compared with standard education, although this study measured perceived knowledge rather than an objective measure (SMD: 0.01, 95% CI: −1.50 to 1.61) [19].

All the individually played games with an objective assessment of knowledge suggested that serious gaming/gamification was superior to traditional learning. The quality rating assessed using GRADE was low for this outcome and comparison (Table 7).

Serious Gaming/Gamification Versus Other Modalities of Digital Education

Five studies found no evidence of a difference. Studies included comparison of serious gaming on dentin bonding and an online lecture control [32] and serious gaming with digital education on patient safety [17] and Web-based vascular anatomy study aids with and without game elements [40]. One study of a group serious gaming intervention found no difference in pediatric knowledge between groups who played a projected board game in teams in a conference room with Web-based pediatric flashcards [39]. One study found that compared with an online educational posting, serious gaming (an online spaced-education game) may improve knowledge (large magnitude of effect) [36] (SMD: 0.82, 95% CI: 0.42-1.22). The quality rating assessed using GRADE was low (Table 8).
Table 7. Summary of findings for serious gaming versus traditional learning. Patient or population: various health professionals, settings: high- and middle-income countries, intervention: serious gaming and gamification, comparison: traditional learning.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Number of participants (number of studies)</th>
<th>Quality of evidence (GRADE(^a))</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge (measures include multiple-choice questions, clinical scenario–based questions, and self-assessment; follow-up mostly immediately after the intervention, longest follow-up of 52 weeks)</td>
<td>769 (7)</td>
<td>Low(^{b,c,d})</td>
<td>All the individually played games with an objective assessment of knowledge suggested serious gaming/gamification was superior to traditional learning. Four RCTs(^e) and one cRCT(^f) reported higher postintervention knowledge scores between the serious gaming and control groups, with moderate-to-large effect sizes, although the result for the cRCT may not have been statistically significant(^g). An RCT of a serious gaming intervention reported no difference between groups. A cRCT assessing perceived knowledge reported no difference between groups.</td>
</tr>
<tr>
<td>Skills (measures include performance metrics on a simulator, practical examinations, OSCEs(^h) and self-evaluation; most studies followed up until immediately after the intervention only)</td>
<td>1195 (14)</td>
<td>Low</td>
<td>Six RCTs reported higher postintervention skill scores on all measures of skills employed in that study in the serious gaming group, with small-to-large effect sizes. A further cRCT suggested higher skill scores of small magnitude but may not have been statistically significant(^g). Three RCTs measured skill outcomes using multiple measures (and no summary measure) and reported higher postintervention scores for some of these measures and no difference for others. Two RCTs and one cRCT reported no difference in postintervention skill scores between groups. One cRCT suggested serious gaming may be inferior to traditional learning, but this result may not have been statistically significant(^g).</td>
</tr>
<tr>
<td>Attitudes (measured with participant-completed rating scales; follow-up immediately after the test)</td>
<td>369 (3)</td>
<td>Very low(^{b,c,i,j})</td>
<td>One RCT reported higher postintervention attitude scores in the serious gaming group (small effect size) and one RCT reported no difference between groups. One reported higher scores in the intervention groups, but this result may not have been statistically significant(^g).</td>
</tr>
<tr>
<td>Satisfaction (3 questions on attitudes toward learning experience measured on a 4-point Likert scale; follow-up immediately after the intervention)</td>
<td>144 (1)</td>
<td>Low</td>
<td>One study reported higher postintervention satisfaction scores in the serious gaming group compared with the control.</td>
</tr>
</tbody>
</table>

\(^a\)GRADE: Grading of Recommendations, Assessment, Development and Evaluations. 
\(^b\)Rated down one level for study limitations: The risk of bias was unclear for multiple domains. 
\(^c\)Rated down one level for imprecision: All included studies assessing this comparison and outcome had fewer than 400 participants. 
\(^d\)Low quality (+ ++ – –): Further research is very likely to have an important impact on our confidence in the estimate of effect and is likely to change the estimate. 
\(^e\)RCT: randomized controlled trial. 
\(^f\)cRCT: cluster randomized controlled trial. 
\(^g\)None of the 3 included cRCTs accounted for clustering in their analyses. They were therefore reanalyzed using the number of clusters as the sample sizes and were likely significantly underpowered. 
\(^h\)OSCE: objective structured clinical examination. 
\(^i\)Rated down one level for inconsistency: There was considerable heterogeneity in the results without a clear explanation. 
\(^j\)Very low quality (+ – – –): We are uncertain about the estimate.
Table 8. Summary of findings for serious gaming versus other modalities of digital education. Patient or population: health professionals in education, settings: high-income countries, intervention: serious gaming and gamification, comparison: other modalities of digital education.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Number of participants (number of studies)</th>
<th>Quality of evidence (GRADEb)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient outcomes (blood pressure)</td>
<td>111 (1)</td>
<td>Lowb,c,d</td>
<td>One study reported better scores for blood pressure in some subgroups. Effect sizes could not be estimated due to missing data.</td>
</tr>
<tr>
<td>Knowledge (measures include multiple-choice questions and clinical scenario–based questions; follow-up mostly immediately after the intervention)</td>
<td>403 (5)</td>
<td>Low</td>
<td>One study reported higher scores in the serious gaming group with a large magnitude of effect. Four studies reported no difference.</td>
</tr>
<tr>
<td>Skills (measures include performance metrics on a simulator, practical examinations, OSCEs, and self-evaluation; most studies followed up until immediately after the intervention only)</td>
<td>290 (5)</td>
<td>Low</td>
<td>One study reported superior scores in the virtual reality control group compared with the serious gaming intervention group. Two studies reported no difference. Two studies reported insufficient data for calculation of effect sizes.</td>
</tr>
<tr>
<td>Attitudes (measured with participant-completed rating scales; follow-up immediately after the test)</td>
<td>66 (1)</td>
<td>Low</td>
<td>One study reported no difference in postintervention attitudes scores between groups.</td>
</tr>
<tr>
<td>Satisfaction (measured with participant-completed rating scales; follow-up immediately after the test)</td>
<td>245 (3)</td>
<td>Low</td>
<td>Three studies reported higher satisfaction scores in the serious gaming group than groups of other modalities of digital education.</td>
</tr>
</tbody>
</table>

aGRADE: Grading of Recommendations, Assessment, Development, and Evaluations.
bRounded down one level for imprecision: All included studies assessing this comparison and outcome had fewer than 400 participants.
cRated down one level for inconsistency: There was considerable heterogeneity in the results without a clear explanation.
dLow quality: Further research is very likely to have an important impact on our confidence in the estimate of effect and is likely to change the estimate.

OSCE: objective structured clinical examination.

Figure 5. Forest plot for skills outcomes. IV: inverse variance. SG: serious games; DHE: digital health education.

Serious Gaming/Gamification Versus Serious Gaming/Gamification

One study of a spaced-education game found that interventions with greater question spacing (four questions every 4 days rather than two questions every 2 days) resulted in higher posttest scores, with a moderate magnitude of effect [15] (SMD: 0.50, 95% CI: 0.38-0.64). The quality rating assessed using GRADE was moderate, as the one included study had a low risk of bias in all but one domain.

Skills

A total of 24 studies addressed skill outcomes. Figure 5 summarizes the results of studies reporting skill outcomes.
Serious Gaming/Gamification Versus Traditional Learning

Twelve RCTs [21,22,27-31,35,37,38,42,45] and three cRCTs [19,23,41] compared serious gaming/gamification to traditional learning in this outcome category. The results were inconsistent, and studies were generally of low quality, making it difficult to draw conclusions about the efficacy of these interventions.

Six studies reported significant differences between groups for overall skill assessments in favor of serious gaming [27,28,35,37,42,45], with a magnitude of effect ranging from small to large. However, SMDs for two of these studies could not be calculated due to missing data [27,45]. Interventions included games with scenarios simulating clinical environments [27,28,35,37] and serious diverting interventions for improving practical skills [42].

Three studies comparing serious gaming/gamification with traditional learning used multiple measures for assessing skill outcomes; differences in favor of serious gaming/gamification were observed for some, but not all, of these skill measures, and the studies did not present an overall estimate of the effect [22,30,38]. Effect sizes could not be estimated, as SDs were not reported and attempts to contact the authors for further data were unsuccessful.

Two studies reported no significant difference in skill outcomes when comparing serious gaming/gamification and traditional learning and another reported no differences in pre- and posttest scores in either group [31].

Three cRCTs were also included [19,23,41]. One showed evidence of an effect of small magnitude, favoring a blood transfusion game group [41] (SMD: 0.33, 95% CI: −1.19 to 1.86); the second study found evidence of a moderate magnitude of effect, favoring the standard educational activity group, although skill measures were self-perceived as opposed to objective [19] (SMD: −0.77, 95% CI: −2.53 to 1.00); and the third showed no evidence of effect for a triage trainer game [23] (SMD: −0.18, 95% CI: −2.37 to 2.02). Each of these results may not be statistically significant.

There is some evidence that serious gaming/gamification interventions are more effective for improving skills than traditional learning. The quality rating assessed using GRADE was low, as the risk of bias was unclear for multiple domains and all the included studies had fewer than 400 participants.

Serious Gaming/Gamification Versus Other Modalities Of Digital Education

Five studies comparing skill outcomes for serious gaming/gamification and other modalities of digital education found no evidence of a difference in outcomes between groups [16,17,22,31,32]. In these studies, serious gaming was compared with an online video on dentin bonding [32] and with an electronic module (e-module) on patient safety [17] and management of an acutely unwell patient [16]. Another study reported higher postintervention skill score in a virtual reality control group than a commercial off-the-shelf intervention, with a large magnitude of effect for the time taken to complete surgical skill tasks (peg transfer and bimanual carrying; SMD: −1.56, 95% CI: −0.31 to −2.81), but reported no difference for distance travelled with surgical instruments when completing these tasks [14]. The quality rating assessed using GRADE was low.

Serious Gaming/Gamification Versus Serious Gaming/Gamification

We are uncertain whether any particular type of serious gaming/gamification is more effective than the other for improving skills. In three of the five studies comparing two serious gaming/gamification interventions, games involving motor skills, visuospatial skills, and manual dexterity may be more effective than interventions involving cognitive skills for improving laparoscopic surgical skills [24-26,33,34], but the quality of available evidence is very low.

Professional Attitudes

Summary

Figure 6 summarizes the results of studies including professional attitudes outcomes.

Two RCTs compared a serious gaming/gamification intervention with traditional learning and measured outcomes related to professional attitudes. There was some evidence of a small magnitude of effect for a serious game, preparing students to go into the operating theatre for the first time, compared with traditional learning (SMD: 0.49, 95% CI: 0.14–0.84) [28]. A study comparing an insulin-prescribing game with an onsite learning activity for primary care reported insufficient data for comparisons between groups [43].

One cRCT was also included [41]. When reanalyzed with the number of clusters as the sample size to account for clustering in the analysis, there was evidence of intervention effectiveness, but this may not have been statistically significant and the analysis was likely underpowered (SMD: 1.23, 95% CI: −0.55 to 3.02). The quality of evidence for this outcome and comparison was rated very low according to the GRADE assessment.

Serious Gaming/Gamification Versus Other Modalities Of Digital Education

One study compared a serious game and an e-module on patient safety and reported no difference between groups in perceived patient safety behavior or reported stress [17].

The quality of evidence was rated low according to the GRADE assessment.

Serious Gaming/Gamification Versus Serious Gaming/Gamification

One study (reported in two papers) compared two serious diverting interventions, one was a first-person shooter (FPS) and one was a non-FPS, and reported no significant differences in self-efficacy or positive engagement modes [24,25]. Data were insufficient for calculation of effect sizes. The quality of the evidence was very low according to GRADE assessment.
Figure 6. Forest plot for attitudes outcomes. IV: inverse variance; SG: serious games; DHE: digital health education.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Serious Gaming Mean</th>
<th>SD</th>
<th>Total</th>
<th>Traditional Mean</th>
<th>SD</th>
<th>Total</th>
<th>Std. Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Del Bianco 2017</td>
<td>17.6</td>
<td>3.44</td>
<td>70</td>
<td>15.72</td>
<td>4.22</td>
<td>62</td>
<td>0.49 [0.14, 0.84]</td>
</tr>
<tr>
<td>Tan 2016</td>
<td>31.56</td>
<td>8.77</td>
<td>4</td>
<td>19.33</td>
<td>7.57</td>
<td>3</td>
<td>1.23 [0.55, 1.92]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Std. Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
</table>

Satisfaction

Summary

Eleven RCTs [15,16,20-22,26,27,32,33,39,45] and two cRCTs measured outcomes relating to satisfaction [19,41]. Seven studies did not measure satisfaction in a comparison group [19,21,22,27,32,35,45]. Diehl et al measured satisfaction with the intervention and comparison group using different scales [43], and Kerfoot et al reported results for participants in both groups combined [15]; therefore, these studies did not meet the inclusion criteria for this review. The remaining studies showed mixed evidence and are compared below.

Serious Gaming/Gamification Versus Traditional Learning

One study reported significantly better attitudes toward learning among a serious gaming group (a urology adventure game group) compared with a written script [20]. The quality rating assessed using GRADE was low.

Serious Gaming/Gamification Versus Other Modalities of Digital Education

Three studies reported higher satisfaction scores for serious gaming/gamification on managing acutely unwell patients [16], patient safety [17], and training during a pediatric clerkship [39] compared with an e-module [16,17] or Web-based flashcards [39] covering the same topics. The quality rating assessed using GRADE was low.

Serious Gaming/Gamification Versus Serious Gaming/Gamification

Results of a participant survey [26] suggested that more participants in the FPS gaming group than in the non-FPS gaming group found the intervention beneficial for their performance on a surgical simulator. No significance test was reported. The quality rating assessed using GRADE was very low.

Secondary Outcomes

No studies measured economic outcomes of education or adverse effects of the intervention.

Discussion

Overview

The objective of this systematic review was to evaluate the effectiveness of serious gaming and gamification interventions for delivering pre- and postregistration health professions education. A total of 30 studies, most at high risk of bias according to Higgins [12], were identified, with high levels of heterogeneity in terms of populations and outcomes.

Serious gaming/gamification has the potential to reach a global audience and hence has been identified as a possible educational strategy that could contribute to transformation of health professions education. Results from our review show that serious gaming/gamification in pre- and post-registration health professions education could result in increased knowledge, skills, and satisfaction when compared to traditional education and, perhaps, other modalities of digital education.

Most of the current literature on the effectiveness of serious gaming/gamification has been performed in high-income countries, which limits the applicability of this review’s findings to low- and middle-income countries. This is a key gap in the evidence, as low- and middle-income countries are most affected by the worldwide shortage of trained health workers [46]. Other limitations of the evidence base include the lack of studies assessing patient outcomes, or clinician behavior.

The cost of serious gaming devices might be a barrier for use compared with traditional lectures or text books. For example, some of the included studies used game consoles, which many health care workers, particularly in low- and middle-income settings, may not have access to. Other included studies used lower-cost modes of delivery, such as projecting a serious game to a group of students who played together. However, none of the eligible studies provided any information about economic outcomes of education or adverse or unintended effects of the intervention, which limits our understanding of the feasibility of implementing these interventions in practice and our understanding of the applicability of serious gaming/gamification as a cost-effective solution.

Considering the types of interventions that may be effective, based on classification of interventions by original design intention, there were no clear patterns suggesting differing effectiveness between custom designed games and commercial
off-the-shelf games for skill outcomes. Only custom-designed interventions were used to improve knowledge.

There was considerable heterogeneity in the results, particularly for skill outcomes, which we were unable to explain by systematic consideration of the types of intervention, population, and comparison group.

As serious gaming/gamification is an emerging field in the education sector, there are few previous reviews of the literature on its role in health professions education. Wang et al [47] conducted a systematic review of serious games for training health care professionals focused on game development and evaluation methodologies and reported a growing number of interventions and diversity of game genres over time [47]. Similar to our review, they found that study designs and methodological quality were heterogeneous and that best practices for development, evaluation, and use of such interventions are still being defined. A scoping review of serious gaming/gamification in health professions highlighted the need for economic evaluation of interventions, particularly when studies show no difference in efficacy between a serious game and traditional learning [48]. Our review contributes to the literature by providing an up-to-date summary of the evidence, focused on intervention effectiveness with a comprehensive systematic search. This is the first systematic review of the evidence indicating that serious gaming/gamification may improve participant knowledge compared with traditional learning.

There is a broad range of literature on serious gaming beyond health professions education. Meta-analyses have suggested that these interventions could significantly enhance learning among school students [49], adult workforce trainees [50], and mixed-age groups with regard to cognitive and attitudinal outcomes [51,52] and knowledge acquisition [53]. These reviews also suggested that games were more effective if they were supplemented with other methods of instruction, had multiple sessions, and involved active rather than passive learning. It was unclear whether playing as a group or alone was more effective. Systematic reviews have also suggested that serious gaming may have a role in the management of various medical conditions such as depression [54] and chronic conditions in young people [55] and in improving health outcomes [56]. The body of evidence on gamification interventions for education is smaller, with a systematic mapping study suggesting that interventions were used to improve knowledge.

There was considerable heterogeneity in the results, particularly for skill outcomes, which we were unable to explain by systematic consideration of the types of intervention, population, and comparison group.

As serious gaming/gamification is an emerging field in the education sector, there are few previous reviews of the literature on its role in health professions education. Wang et al [47] conducted a systematic review of serious games for training health care professionals focused on game development and evaluation methodologies and reported a growing number of interventions and diversity of game genres over time [47]. Similar to our review, they found that study designs and methodological quality were heterogeneous and that best practices for development, evaluation, and use of such interventions are still being defined. A scoping review of serious gaming/gamification in health professions highlighted the need for economic evaluation of interventions, particularly when studies show no difference in efficacy between a serious game and traditional learning [48]. Our review contributes to the literature by providing an up-to-date summary of the evidence, focused on intervention effectiveness with a comprehensive systematic search. This is the first systematic review of the evidence indicating that serious gaming/gamification may improve participant knowledge compared with traditional learning.

There is a broad range of literature on serious gaming beyond health professions education. Meta-analyses have suggested that these interventions could significantly enhance learning among school students [49], adult workforce trainees [50], and mixed-age groups with regard to cognitive and attitudinal outcomes [51,52] and knowledge acquisition [53]. These reviews also suggested that games were more effective if they were supplemented with other methods of instruction, had multiple sessions, and involved active rather than passive learning. It was unclear whether playing as a group or alone was more effective. Systematic reviews have also suggested that serious gaming may have a role in the management of various medical conditions such as depression [54] and chronic conditions in young people [55] and in improving health outcomes [56]. The body of evidence on gamification interventions for education is smaller, with a systematic mapping study suggesting that interventions were used to improve knowledge.

Only two studies assessed gamification interventions. One suggested that the intervention was more effective than an online posting in improving knowledge by a large magnitude. The other suggested greater improvements in patient outcomes for questions spaced with four questions every 4 days rather than two questions every 2 days. These findings suggest that it may be worthwhile to incorporate gamification techniques into education, where possible, particularly for interventions aimed at improving knowledge, although further evidence is needed to establish the effectiveness among different groups of health professions for a wider range of patient outcomes and skill- and attitudes-related outcomes.

**Strengths and Limitations**

This review adopted a detailed and comprehensive search strategy without language limitations, followed by robust screening, data extraction, and risk-of-bias assessments, adhering to the Cochrane guidelines [12]. Thirty studies were found to be eligible, but most of them were at high risk of bias according to Higgins [12], with high levels of heterogeneity in terms of populations and outcomes. This heterogeneity of the included studies made it inappropriate to perform meta-analysis for any outcomes. Evidence for the majority of the outcomes and comparisons in the review was considered of low quality. Many studies have small sample sizes that were unlikely to provide sufficient power to detect an effect, provided insufficient detail for complete risk of bias assessment, and did not report all data for all outcomes assessed; in addition, statistical analysis was often not performed appropriately for the data (eg, not accounting for clustering), reducing confidence in the results (Figures 2 and 3). Only two studies of gamification interventions were identified.

**Future Research**

Serious gaming has the potential to contribute to the field of health professions education, but given that most studies to date are of low quality and carried out in high-income countries, future research should seek to use an RCT or cRCT design following a published protocol; evaluate interventions with a robust theoretical underpinning; be adequately powered; involve participants from low- and middle-income countries; appropriately randomize participants and blind outcome assessors, where possible; use validated outcome-assessment tools, facilitating comparability between interventions and studies; compare both serious gaming and gamification interventions with each other and with controls (other types of digital health education or traditional learning); and assess patient outcomes, participant behavior, attitudes, economic outcomes of education, and adverse events.

**Conclusions**

There is some evidence that serious gaming/gamification may improve health professionals’ knowledge after the intervention compared with traditional education. In addition, some low-quality evidence shows that serious gaming/gamification may improve or be equivalent to traditional education for skills and to other modalities of digital education for knowledge and...
skills. Future research should evaluate theory-grounded interventions and assess patient outcomes, economic outcomes of education, and adverse events.
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Abstract

Prior to graduating from medical school, soon-to-be physicians take the Hippocratic Oath, a symbolic declaration to provide care in the best interest of patients. As the medical community increasingly deploys connected devices to deliver patient care, a critical question emerges: should the manufacturers and adopters of these connected technologies be governed by the symbolic spirit of the Hippocratic Oath? In 2016, I Am The Cavalry, a grassroots initiative from the cybersecurity research community, published the first Hippocratic Oath for Connected Medical Devices (HOCMD), containing 5 principles. Over the past three years, the HOCMD has gained broad support and influenced regulatory policy. We introduce 5 case studies of the HOCMD in practice, illustrating how the 5 principles can lead to a safer and more effective adoption of connected medical technologies.
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Introduction

Prior to graduating from medical school, soon-to-be physicians take the Hippocratic Oath [1], a symbolic declaration to provide care in the best interest of patients. As the medical community increasingly deploys connected devices to deliver patient care, a critical question emerges: should the manufacturers and adopters of these connected technologies be governed by the symbolic spirit of the Hippocratic Oath?

Five years ago, Joshua David Corman and Nicholas Percoco founded I Am The Cavalry, a grassroots initiative from the cybersecurity research community. Its mission is “to ensure technologies with the potential to impact public safety and human life are worthy of our trust” [2]. In 2016, along with a diverse stakeholder group across the health care ecosystem, including payers, providers, patients, policy makers, and physicians, I Am The Cavalry drafted the first version of a Hippocratic Oath for Connected Medical Devices (HOCMD) (see Figure 1) and published an open letter on its website [3]. Similar to graduating medical students who pledge to protect the patient and hospital systems who pledge to protect patients’ data and information, the HOCMD outlines five guiding ethical principles for manufacturers, organizations, and individuals delivering care through connected medical devices.

http://www.jmir.org/2019/3/e12568/
Adopting these principles not only builds trust in the connected product for patients, clinicians, hospitals, and regulators, but also serves a business function. Similar to a drug that is pulled off the market because of unintended side effects, connected products with security vulnerabilities can sharply impact a company’s share price and valuation. For medical device investors who want to avoid security issues in their portfolio companies, these principles enable them to evaluate a connected medical product’s risk profile, safety, and effectiveness.

Although all systems eventually fail, not all failures have to cause harm. Organizations that follow these five principles tend to build safer products with fewer malfunctions and deliver better care to patients. To illustrate the principles, we have outlined five case studies based on true events; we have blinded some examples at the request of the parties involved.

**Five Case Studies based on the 5 Oath Principles**

**Oath Principle #1: Cyber Safety by Design**

Riley, a hospital procurement analyst, reviews several medical devices, struggling to distinguish security features between similar products and the potential impact on cost and risk to her organization. Riley and her peers often rely on sales literature and expensive internal testing to understand how to buy the best devices to fit their clinical environments. Products with better documentation make her job easier and increase the organization’s confidence that the devices can be deployed and used safely and effectively, without undue cost or risk.

Riley prefers to procure devices from manufacturers who follow practices laid out in *cyber safety by design*, because she can more easily anticipate and avoid product failures. For example, preferred devices would have instructions for safe and secure implementation, design assumptions, a *software bill of materials* (SBOM), and other documentation outlining how cybersecurity is designed into the product’s lifecycle. Health care organizations like the Mayo Clinic have started requiring manufacturers to disclose more information about their security capabilities [4]. These requirements are being widely adopted by manufacturers like Philips, Siemens, and Becton Dickinson, and are becoming standard practice through industry-led initiatives like the Manufacturer Disclosure Statement for Medical Device Security (MDS2) disclosures [5].

This past year, the US Food and Drug Administration (FDA) incorporated the *cyber safety by design* principles in their Medical Device Safety Action Plan [6] and updated Premarket Guidance [7], which proposes requiring an SBOM or *cybersecurity bill of materials* (CBOM), in which manufacturers have to clearly communicate choices and capabilities that impact cyber safety and other practices from this first principle.
Oath Principle #2: Third-Party Collaboration

In early 2017, Jay Radcliffe, a researcher with the security firm Rapid7, discovered a flaw in how the Johnson & Johnson Animas insulin pumps handle commands from the unit’s remote control. Exploiting the flaw could potentially lead to unauthorized access to the pump through its unencrypted radio frequency communication system.

Undisclosed flaws represent potential harm to patients through accidents or adverse events. While it may seem inconceivable, many manufacturers have threatened security researchers with legal repercussions [8] for identifying these kinds of issues. Although immediate public disclosure often catalyzes a prompt fix, releasing the disclosure often starts a footrace between defenders and adversaries that may put patients at greater risk. Jay had a difficult decision to make: should he disclose the vulnerability and, if so, how?

Thankfully, Johnson & Johnson had recently drafted a coordinated disclosure policy that invited third-party collaboration. After investigation, the issue was considered to be a low safety risk due to existing mitigations. Jay and Johnson & Johnson codereveloped an effective approach to addressing the issue, communicated with patients and physicians, kept the FDA and other organizations informed, and improved internal processes. This was a win for all involved and decreased potential harm to patients.

Many throughout the health care ecosystem, including regulators like the FDA, are voicing their support for coordinated vulnerability disclosure. The FDA recently outlined this principle in their guidance for Post-Market Management of Cybersecurity in Medical Devices [9] and published a collaborative report with the Medical Device Innovation Consortium (MDIC) that advances the concept of coordinated disclosure [10]. Perhaps untraditionally, the FDA has also started to participate at hacker conferences like DEF CON [11] to encourage greater collaboration when surfacing vulnerabilities.

As of this writing, nearly 20 companies have published programs [12] to receive and handle reports of security vulnerabilities. Programs based around standards (ie, ISO 29147, ISO 30111, and National Telecommunications and Information Administration [NTIA] Early Stage Template [13]) frequently leverage existing mechanisms internally that are well-tested and focus on incentives, aligning researchers and device makers toward safer products.

Oath Principle #3: Evidence Capture

Two years ago, a hospital sent a life-critical device to the manufacturer for investigation, suspecting that it was tampered with by a physician who was being sued for malpractice. After conducting a review, the manufacturer discovered that evidence of patient care had been wiped from the device, but it was unclear who did this, when, or why. The connected device lacked forensically sound evidence-capture tools.

When doctors are not sure why an adverse event happened, they perform tests or, in the case of death, an autopsy. When medical devices are involved, evidence from the device can and should support postmortem investigations as part of that autopsy. For this reason, the third principle of the Oath, evidence capture, alerts manufacturers to the need for built-in evidence-capture capabilities and tamper-evident logging to protect patients.

For instance, a secure system could store a fixed record of safety- and security-related data, such as software integrity checks and activity logs. This information could then be reviewed by analysts at the health care organization or the manufacturer to support investigations into malicious tampering, accidental harm, or cybersecurity issues. In addition, this capability lays the foundation for future capabilities that allow for more prompt and agile responses.

The FDA’s recent draft premarket guidance [7] calls for a forensically sound evidence-capture capability, despite relatively little interest from industry and regulatory bodies. This capability would be invaluable; most devices currently lack activity logs and other integrity checks, indicating that it is possible that there have been adverse events related to device malfunction of which manufacturers are unaware. The FDA’s updated guidance will likely incentivize more device makers to include this capability in their products.

Oath Principle #4: Resilience and Containment

In 2017, several German journalists sat in a room learning how to hack medical devices at a press event held by Dräger. First, they learned how to use tools to penetrate a basic installation of Windows XP, an operating system that had been unsupported for three years. After gaining complete control of the ventilators, the journalists tried similar techniques against a version of Windows XP that Dräger uses in some of its current products. None of the journalists, nor the subsequent professional penetration testers, were able to hack the device over the network. The company had hardened the system by disabling nonessential functions, encrypting data in transit, and isolating the network-connected elements from those that deliver patient care.

Medical devices are increasingly connected to the rest of the hospital and to the Internet. A traditional stethoscope or ultrasound are not connected to each other, let alone exposed to technically savvy adversaries thousands of miles away. Practices in the resilience and containment principle can contain the reach of adversaries by reducing risk from cascading cybersecurity failures, making failures evident, and ensuring devices default to a safe mode when they must fail.

Building on the resilience and containment principle, the FDA’s premarket guidance outlines best practices, such as improving device isolation using firewalls, reducing elective exposure by disabling network-connected components, and protecting patient record integrity by encrypting data while in transit and on the device. The FDA has also issued two safety notifications related to failure to segregate safety-critical from noncritical components of Hospira infusion pumps [14,15].

Oath Principle #5: Cyber Safety Updates

In 2016, a vulnerability was discovered in St. Jude Medical’s pacemakers, implantable cardioverter defibrillators, and bedside monitors. The chances that an adversary would exploit this vulnerability to cause harm seemed low, but the attack could
be carried out stealthily, triggering heart conditions in patients. An estimated 465,000 patients would be at risk before the manufacturer could build replacements and doctors could implant them [16].

Fortunately, St. Jude Medical had a better way to address the issue. A series of three software updates greatly reduced cost, increased adoption, hastened correction timelines, and minimized side effects compared to extreme solutions, such as replacing the device through explantation. A study showed that 25% of patients had the software update applied at their next clinic visit, with no pacing failures observed [17].

It should be common practice to update software routinely. The FDA has repeatedly stated that manufacturers are responsible for delivering security updates, which are considered routine and therefore not often subject to additional reviews. However, security and promptness of these updates still lag for most device makers and communication is difficult with many stakeholders involved with each device.

**Accelerating Adoption of the Hippocratic Oath for Connected Medical Devices**

While most doctors practicing in the United States take the Hippocratic Oath before going into clinical practice, developers of software-connected devices traditionally do not share a similar gatekeeper. As of today, individuals and organizations can publicly commit to the HOCMD via the I Am The Cavalry website [3]. Though this lacks the resonance of repeating the Oath aloud at a hard-earned graduation, the digital pledge carries its own gravitas. Digital statements are accessible and searchable. An online pledge holds leadership, scientists, and engineers accountable for their work by the public and signals an unwavering faith in the quality of the products they have created. The Oath can also be taken by organizations, like hospital systems, who pledge to act not only in the best interest of the corporal patient, but also in the best interest of the patient's information—the patient’s digital specimen.

Oaths can serve two important purposes: first, to establish a set of standards and second, to remind an oath-taking community of their promised commitments. Although oaths have a storied history, evidence does not necessarily suggest that taking an oath leads to better behavior in practice even within medical professions [18]. Thus, as the HOCMD matures, its principles may be deployed more effectively in other formats. For instance, a checklist may be a more effective format than an oath for putting the principles into routine practice [19]. Atul Gawande popularized practical checklists in health care when he published The Checklist Manifesto, a short book on how not to make big mistakes, and outlined how a checklist format can increase efficiency, consistency, and safety [20].

The HOCMD's influence on regulatory policy is another example of its principles moving from theory to practice. Although the FDA draft guidance for Management of Cybersecurity in Medical Devices, published in October 2018, does not call out the Oath by name, it references four Oath principles in its premarket guidance [7] and references the fifth in its postmarket guidance [9]. FDA officials have shared in speeches [11] and tweets [21] their learnings from the security and hacker communities as they draft modern policies to bring safe, connected, medical products to market.

We envision a world where all medical device manufacturers stand proudly behind their work by publicly committing to upholding these principles of cyber safety; we also envision a world where patients, hospitals, doctors, insurers, and regulators strongly favor more secure medical devices built by manufacturers who align with the Oath. As software-driven connected products drive more care delivery, we hope that those who manufacture and adopt life-critical products will commit to carrying similar values as the physicians who have attended to patients for centuries.
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<td>US Food and Drug Administration</td>
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</tr>
<tr>
<td>MDIC</td>
<td>Medical Device Innovation Consortium</td>
</tr>
</tbody>
</table>
MDS2: Manufacturer Disclosure Statement for Medical Device Security
NTIA: National Telecommunications and Information Administration
SBOM: software bill of materials
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