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Abstract

With the expansion and popularity of research on websites such as Facebook and Twitter, there has been increasing concern about investigator conduct and social media ethics. The availability of large data sets has attracted researchers who are not traditionally associated with health data and its associated ethical considerations, such as computer and data scientists. Reliance on oversight by ethics review boards is inadequate and, due to the public availability of social media data, there is often confusion between public and private spaces. In addition, social media participants and researchers may pay little attention to traditional terms of use. In this paper, we review four cases involving ethical and terms-of-use violations by researchers seeking to conduct social media studies in an online patient research network. These violations involved unauthorized scraping of social media data, entry of false information, misrepresentation of researcher identities of participants on forums, lack of ethical approval and informed consent, use of member quotations, and presentation of findings at conferences and in journals without verifying accurate potential biases and limitations of the data. The correction of these ethical lapses often involves much effort in detecting and responding to violators, addressing these lapses with members of an online community, and correcting inaccuracies in the literature (including retraction of publications and conference presentations). Despite these corrective actions, we do not regard these episodes solely as violations. Instead, they represent broader ethical issues that may arise from potential sources of confusion, misinformation, inadequacies in applying traditional informed consent procedures to social media research, and differences in ethics training and scientific methodology across research disciplines. Social media research stakeholders need to assure participants that their studies will not compromise anonymity or lead to harmful outcomes while preserving the societal value of their health-related studies. Based on our experience and published recommendations by social media researchers, we offer potential directions for future prevention-oriented measures that can be applied by data producers, computer/data scientists, institutional review boards, research ethics committees, and publishers.

(J Med Internet Res 2019;21(2):e11985) doi:10.2196/11985

KEYWORDS
ethical issues; social media; data sharing; privacy; informed consent; data protection; data anonymization

Introduction

According to the Pew Research Center [1], the majority of Americans use social media websites such as Facebook (68%) and YouTube (75%), with roughly a quarter to one-third using other sites such as Snapchat, Instagram, LinkedIn, and Twitter. The sheer volume of data arising has proved to be an inviting target for both social good and ethically questionable practices alike. Social media data have driven important public health research, including monitoring disease outbreaks [2], predicting health risk behaviors [3], accessing hard-to-reach populations [4], health promotion [5], user health-communication patterns [6], and mutual medical data sharing between patients [7]. Some researchers have adopted a more participatory approach by engaging high-risk groups such as drug users to detect trends and encourage harm reduction [8]. The analysis of these data has ushered in a variety of innovative analytic techniques such as natural language processing, network analysis, deep learning, and geolocation to provide further insight into these large datasets [9].

With such a rapidly evolving landscape, this area has been no stranger to ethical controversy [10,11]. Ethical questions have
A recent study found that online searches of verbatim Twitter quotes found in journal articles can be tracked back to individual users 84% of the time [17], despite users' lack of awareness of this sharing, resistance to being studied, and desire to consent to these practices [18,19]. Some researchers misrepresent themselves or engage in deception to engage with social media participants [20]. Many researchers assume that social media data are in the public domain, obviating the need for consent altogether [21].

There may be several reasons for these challenges. First, researchers conducting studies in the United States may believe that approval by institutional review boards (IRBs) is sufficient for addressing ethical considerations. A recent review of 156 academic studies mining social media found that ethical considerations were limited only to minimum requirements for IRB approval, rather than broader ethical considerations (eg, privacy, public and private spaces, and original contexts for providing data) [16]. Only 13 of 156 (8%) studies mentioned ethical considerations beyond IRB approval. Researchers relying on the US Department of Health and Human Services (USDHHS) Common Rule guideline to bypass informed consent when research does not involve an intervention or uses "existing data sets" inadequately address these ethical concerns [22], which may be further amplified in stigmatized conditions such as mental illness [23]. Second, IRB members may lack consensus among themselves on the IRB review process in social computing research, the need for informed consent, their own regulatory obligations, and criteria for evaluating social media projects on a case-by-case basis [24].

Third, considering social media users as just another class of traditional "human subjects" misses the mark. Critics also suggest that traditional definitions of terms such as "human subject," "informed consent," privacy, ownership of data, terms of use, and private and public settings are too narrow for online contexts [21]. Finally, current regulations such as the USDHHS Common Rule emphasize risk mitigation at the initial stages of research—study design and data collection—rather than at later stages that involve access to and dissemination of data [25]. Informed consent collected at a single point in time may not account for the "drift" that occurs in a participant’s willingness to share data [26].

Outside of the United States, there are a wide variety of national research ethics governing bodies and over 1000 laws, regulations, and standards that provide oversight for human subjects research in 130 countries [27]. The rigor of ethical review varies widely across countries. In Europe, ethics review is generally stringent and managed through national bioethics agencies, health ministries, food and drug safety organizations, national research committees, etc [27].

Academic reviews suggest that there is "widespread neglect" of ethical considerations by social media researchers [16], such as inadequate informed consent, lack of researcher boundaries, reposting of personally identifiable content, and deliberate misrepresentation or deception [16] [17,18,19].

Second, accessing and de-identifying social media data is not difficult. Data transgressions can be enabled by the ready availability of user data combined with the dissemination of "scraping" technologies that allow easy extraction [31]. Data scraping and de-anonymizing can be accomplished by individuals with no more than basic programming and statistics skills [32]. Unfortunately, privacy has been considered a "binary value"—either public or private [33]—rather than a continuum [34]. While some researchers assume that information shared in public spaces is inherently available for public consumption and may be used without consent, it is important to respect the nature of the data, collection context, and user expectations [33].

Second, accessing and de-identifying social media data is not difficult. Data transgressions can be enabled by the ready availability of user data combined with the dissemination of "scraping" technologies that allow easy extraction [31]. Data scraping and de-anonymizing can be accomplished by individuals with no more than basic programming and statistics skills [32]. Unfortunately, privacy has been considered a "binary value"—either public or private [33]—rather than a continuum [34]. While some researchers assume that information shared in public spaces is inherently available for public consumption and may be used without consent, it is important to respect the nature of the data, collection context, and user expectations [33].

Third, the perception that big data are somehow "objective" and can be analyzed independent of context is an illusion [37,38,39]. Social media users post information for reasons and can be analyzed independent of context is an illusion [37,38,39]. Social media users post information for reasons and can be analyzed independent of context is an illusion [37,38,39]. Social media users post information for reasons and can be analyzed independent of context is an illusion [37,38,39]. Social media users post information for reasons and can be analyzed independent of context is an illusion [37,38,39]. Social media users post information for reasons and can be analyzed independent of context is an illusion [37,38,39].

Fourth, health research has traditionally been conducted by researchers trained in human subject ethics and overseen by...
established ethics panels. However, the recent growth of “big data” sets in health has attracted computer science researchers who may be less well versed or monitored with regard to key ethical issues [10]. Wright [44] warns that many computer scientists are skirting the ethical traditions of medical and social science professionals, who abide by guidelines such as the Belmont Report [45] and the USDHHS Common Rule [46]. Buchanan et al [47] suggest that computer science researchers “may not fully understand or believe that their projects align with the same ethical concerns that pertain to human subjects, such as the minimization of risk or harm to individuals, confidentiality, privacy, or just recruitment methods.”

Several questions arise in this context. How do these ethical violations occur? How are these violations discovered and remedied by data producers? Most importantly, what corrective actions can and should be taken to prevent violations that compromise the privacy of social media users? In order to address these questions, we share four cases involving ethical and terms-of-use violations that highlight the four challenges described above. These violations involved the use, interpretation/misinterpretation, and dissemination of patient self-reported data and forum posts available at PatientsLikeMe [40]. In this manuscript, our goal is to utilize these cases as a springboard to protect patient privacy while finding ways of meeting investigators’ legitimate public health research objectives.

**Case Studies: Real-World Experiences From an Online Health Community**

The following four cases provide examples of ethical and methodological issues that arise when researchers gather social media data without observing the website’s terms of use. These cases have been selected as representatives of the breadth of issues encountered over 12 years (typically, at a rate of one or two per year) at PatientsLikeMe, an online patient community devoted to research (Textbox 1). Each of the cases illustrates a different set of ethical problems. We have applied the health-related research ethics guidelines created by the Council for International Organizations of Medical Sciences (CIOMS) in conjunction with the World Health Organization [48] as a primary framework for these cases.

For the purposes of this paper, we will distinguish the ethical violations from terms-of-use violations, which represent a lack of adherence to website-specific policies or approval to conduct research-related activities. The lack of attention to terms of use by prospective users accessing various websites and apps has been well documented [49] and should be distinguished from the ethical violations noted earlier. Terms-of-use violations may include participation in ways that do not conform to the purpose of the forum, posting false content, unauthorized scraping of data, or a lack of authorization to conduct research by the data producer. There is certainly potential for these concepts to overlap, particularly on websites that involve the sharing of personal health information. Table 1 describes the types of violations as well as CIOMS guidelines that apply to the cases in this manuscript.

Because we aimed to remain transparent, we emailed the prepublication manuscript to the researchers represented in Cases 2-4 below (Case 1 has already been publicized in the national press). After providing 1 month for responses but receiving none, we moved forward with the final manuscript. We have not named specific researchers or papers in Cases 2-4 in order to preserve their anonymity.

**Case 1: Large-Scale Data Scraping by Commercial Market Researchers**

**Background**

In a well-publicized 2009 incident reported in the Wall Street Journal [50], staff at the company Nielsen Media sought to understand how patients with mental health conditions talked about the company. The company created an unauthorized account on PatientsLikeMe and used automated “scraper” software to begin copying open-text discussion data from the message board forums. In total, they harvested about 5% of the mood disorder forum’s qualitative discussion content for an undisclosed commercial client. Our team detected the scraping software, suspended the account (and three others linked to it) shortly after it was initiated, and emailed the company to ask them to stop.

**Relevant Terms of Use and Ethical Guidelines**

Because this was considered “market research,” no IRB was involved. For market researchers, the level of ethical oversight is not the same as that for academic researchers in most studies. However, professional bodies such as the Market Research Association state that members should “Protect the rights of respondents, including the right to refuse to participate in part or all of the research process,” among other guidelines [54]. Market researchers may need to develop their own standards related to health-data gathered online or endorse existing guidelines. For example, the Association of Internet Researchers recommends that researchers obtain consent from either participants individually or community owners [21]. Harvesting sensitive data from people with mental health issues also warrants consideration of vulnerable populations; without proper procedures in place to ensure data were handled correctly, there is a risk of re-identification. Scraping only the visible data (as opposed to accessing a full dataset) risks drawing spurious or biased conclusions.

**Response**

We emailed the company with a cease-and-desist letter. PatientsLikeMe sent a private message to its entire membership describing the incident and wrote a blog post about it. As a result, about 200 members decided to close their accounts. Six months later, reporters at the Wall Street Journal investigated the story as part of a series looking at scraping activity on the Web, and the incident was reported on the newspaper’s front page [50].
Textbox 1. Description of PatientsLikeMe.

PatientsLikeMe is an online community of over 600,000 people living with about 2900 medical conditions including amyotrophic lateral sclerosis, mood disorders, HIV, and rare diseases [51]. As part of the membership, individuals who are interested in joining the site are asked to review our user agreement [52] and privacy policy [53]. The user agreement describes acceptable lawful use, inappropriate posting practices, and restriction of content use within the site. The privacy policy provides clear and transparent communication about data as well as rights to see, correct, and delete data; get notified if data are stolen; and request that data processing stop.

The PatientsLikeMe privacy policy is written in plain language and allows patients to review, correct, or delete their data. Patients may self-report their conditions, treatments, symptoms, and patient-reported outcome measures (reporting as much or as little as they like) and are able to look at aggregated reports to help decide how they might better manage their condition. Most individual “profiles” are only viewable to other members, who must “log in” to the site after registering with an email address, while some aggregate data reports are viewable from the “logged out” part of the website. Although patients are comfortable anonymously sharing their data with vetted researchers [29], there are many ways in which an uninformed external researcher could misinterpret the way data are collected or be unaware of known biases that are familiar to our internal researchers. In addition, anyone entering “fake data” can potentially trigger negative consequences for data quality and, potentially, even patient safety.

PatientsLikeMe has adopted this model because patients lack access to information that can affect their treatment decisions. Sharing “real world” data allows patients, providers, and researchers to collaborate in evaluating current treatment effectiveness, gaps in treatment, and potential new and better treatments. This collaboration can speed the pace of research and improve health care delivery. To facilitate this mission, PatientsLikeMe is funded through investment, as well as commercial and academic research partnerships, rather than advertising or member fees. Because of the serious nature of health data, PatientsLikeMe has been committed to applying these data responsibly toward patient-centered goals and implementing a “data for good” philosophy. Responsible big data research seeks soundness and accuracy of data while maximizing good and minimizing harm [33].
Table 1. Case violations and Council for International Organizations of Medical Sciences guidelines.

<table>
<thead>
<tr>
<th>Violation type</th>
<th>Case 1 - Commercial scraping</th>
<th>Case 2 - De-anonymization of forum user</th>
<th>Case 3 - Fake profile data</th>
<th>Case 4 - Multiple scraper bots</th>
<th>Relevant CIOMS(^a) guideline number</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PLM(^b) terms-of-use violations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not a patient, caregiver, health care professional, or visitor with legitimate reasons to participate(^c)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>7, 22</td>
</tr>
<tr>
<td>Posting false content(^d)</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>4, 11</td>
</tr>
<tr>
<td>Use of any robot, spider, scraper, or other automated means to access the site or content(^e)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>7, 12, 22</td>
</tr>
<tr>
<td>Lack of research authorization by PLM(^f)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>7, 8, 9, 10, 22, 25</td>
</tr>
<tr>
<td><strong>Ethical violations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>De-identifying patient data in any way</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>4, 11, 14, 15, 22</td>
</tr>
<tr>
<td>Inadequate/no informed consent</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>9, 10, 12, 22</td>
</tr>
<tr>
<td>False identification or misrepresentation</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>4, 22</td>
</tr>
<tr>
<td>Verbatim use of user posts</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>4, 11, 12, 14, 15, 22</td>
</tr>
</tbody>
</table>

\(^a\)CIOMS: Council for International Organizations of Medical Sciences.

\(^b\)PLM: PatientsLikeMe.

\(^c\)PLM user agreement: “To become a member and access the area on this Site reserved for members (the ‘Member Area’), PatientsLikeMe requires that you are either a (a) diagnosed patient of the particular community you are joining or a parent or legal guardian acting for such a patient who is under 18 years of age or incapacitated, (b) caregiver for a patient eligible to join such community, (c) health care professional (e.g., doctor, nurse, health researcher, etc.), (d) guest with legitimate, non-commercial reasons to participate in the community and who agrees to respect the privacy and preserve the dignity of all community participants or (e) guest as authorized by a PatientsLikeMe member or employee.”

\(^d\)PLM user agreement: “Members shall not post or upload any information or other content on the Site that (a) is false, inaccurate or misleading; (b) is obscene or indecent; (c) infringes any copyright, patent, trademark, trade secret or other proprietary rights or rights of publicity or privacy of any party; or (d) is defamatory, libelous, threatening, abusive, hateful, or contains pornography.”

\(^e\)PLM user agreement: “You may not use any robot, spider, scraper, or other automated means to access the Site or content or services provided on the Site for any purposes.”

\(^f\)PLM user agreement: “Please note that under our terms of service, you are not permitted to capture or utilize data from within the site nor to solicit members through our forums or private message to take part in your study.”

**Resolution**

In the Wall Street Journal article, a company representative stated, “It was a bad legacy practice that we don’t do anymore...It’s something that we decided is not acceptable, and we stopped.” Corrective efforts included upgrading our automated scraper-detection software, clarifying how commercial researchers could contact PatientsLikeMe for authorization, determining which actions are permissible and not permissible on the site, and sustaining communication with our members about the implications for their data and further participation on the site.

**Case 2: De-anonymization of Individual Forum Members**

**Background**

Around 2014, computer science researchers at a European university developed an algorithm that could be used to de-identify highly sensitive medical data, which individuals might choose to share on social networks in order to reduce their risk of personal identification. The system involved automated methods for determining the “identifying information content” of a given piece of data (i.e., “I’m a woman living with a mental health condition for the past two years” vs “my name is Susan and I was diagnosed with bipolar disorder in Boston on June 2, 2016”). In order to illustrate their approach, they provided in their manuscript a verbatim text quote from a member discussing how they came to be diagnosed with HIV. The authors published their study, whereupon a Google Scholar Alert notified us that the research had taken place.

**Relevant Terms of Use and Ethical Guidelines**

No formal ethics review was conducted, which may have contributed to the oversight. In terms of accessibility, while this story was “shared online,” it was on a private profile accessible only to other patients logged into the site. Searching for the
verbatim text within the logged-in area of PatientsLikeMe quickly identified the member concerned. Although de-identification is never foolproof (and indeed, this was the point of the study itself), if the patient had decided to change his/her mind and delete the data or close their PatientsLikeMe account, the quote and the patient’s association with it could have persisted permanently within the scientific literature. CIOMS guideline 22 on the use of data obtained from the online environment states, “When researchers use the online environment and digital tools to obtain data for health-related research they should use privacy-protective measures to protect individuals from the possibility that their personal information is directly revealed or otherwise inferred when datasets are published, shared, combined or linked [55].” Additional considerations should have been given, as HIV is a highly stigmatized condition.

**Response**

During other similar incidents in the past, reaching out solely to the authors or their institutions often failed to yield a response. As a result, we emailed the authors and the journal editor with our concerns to ensure this issue would be dealt with appropriately.

**Resolution**

As no specific patient data were mentioned in the papers, no data were scraped from the site. The focus was a theoretical algorithm, and all parties quickly realized their error. A partial retraction was agreed upon to replace the verbatim quote with a synthetic quote. PatientsLikeMe notified the member concerned. Although CIOMS guideline 22 speaks to research in the online environment, the guidance is general instead of recommendations for best practices for every platform. More specific advice for preventing risk to patients can be found from NatCen’s Social Research guidance, which recommends "(Test) the traceability of a tweet or post and (take) responsible steps to inform the user and protect their identity, if desired. Best practices include paraphrasing instead of verbatim quotes and not using an individual’s handle/user name.”

**Case 3: Researcher Misrepresentation and Fake Profile Data**

**Background**

Researchers at a European university secured a grant to investigate the extent to which users of social networks thoroughly read and consider the “terms of use” of social networks like PatientsLikeMe. To test this in controlled conditions, 20 students were asked to register accounts on PatientsLikeMe and complete fake data from a prespecified set of instructions. Focus groups held with the students later revealed that most of them had not read the terms of use. The authors published their study, whereupon a Google Scholar Alert notified us that the research had taken place 10 months before. Both grant funding and REC approval were sought and granted for this study, despite the lack of a “letter of support” from PatientsLikeMe as a potential collaborator.

**Relevant Terms of Use and Ethical Guidelines**

Deceptive practices such as researchers misleading participants about their identity are never acceptable, and we were surprised that an REC had approved such activity. In our case, researchers prompted students to enter fake data into a system requiring log-in, which is used by patients, regulators, and health care professionals to guide practice and conduct medical research. CIOMS guideline 1 states, “Although scientific and social value are the fundamental justification for undertaking research, researchers, sponsors, research ethics committees and health authorities have a moral obligation to ensure that all research is carried out in ways that uphold human rights, and respect, protect, and are fair to study participants and the communities in which the research is conducted. Scientific and social value cannot legitimate subjecting study participants or host communities to mistreatment, or injustice.”

**Response**

We emailed the authors, REC, and funders with our concerns. The researchers stated that they did not think they needed permission for a “publicly available forum” and emphasized that the focus of their research was not medical but informational, focusing on the “terms of use” rather than the data of the PatientsLikeMe members themselves. A number of discussions and arguments had to be put forward to explain to the researchers why this behavior was wrong in the first place; one analogy we used was that while students could pretend to be sick patients in a hospital waiting room in order to conduct research on the clarity of signage within the institution, this would quickly be understood as unethical.

The researchers thought their activities were “outside the logged-in” parts of the site (which they were not) and that students had never re-accessed their accounts after the initial study (which they had). The REC agreed that entering false data was suboptimal behavior, admitted to confusion around some of the complex technical issues surrounding online research, and agreed this was an area they would learn more about in future. The funding body claimed that as the institution had its own REC, they had no further responsibility to check that the permissions were in place.

**Resolution**

As no specific patient data were mentioned in the papers, no data were scraped from the site, and the focus was indeed the understanding of the “terms of use.” We agreed with the authors that a partial retraction in rescinding the name of PatientsLikeMe from their papers would be enough, along with assurances that this would not happen again. We also agreed that our terms and conditions could benefit from clarification. Between this experience and the recent enactment of the European GDPR, work is underway currently to clarify patients’ rights in terms of privacy and access to their data and to make explicitly clear that just because patients share their data within the community, it does not grant researchers the right to use the data. When making a determination of whether a community is public or private, the researcher should consider the availability of information to the general public, member perceptions of
privacy, sensitivity of content, record permanence, and the intended audience of the study [20].

**Case 4: Repeated Scraping Through Multiple Accounts**

**Background**

Computer science researchers at an Asian university sought to build a neural network capable of determining whether side effects that members were attributing to a treatment they were taking might, in fact, be symptoms of their condition; for example, “trouble sleeping” might be caused by their depression rather than a drug they were taking. In order to gather test data, they created an account on PatientsLikeMe and began “scraping” data from patient profiles with automated software. When our security systems were tripped by the software activity, their account was closed. Over the following 2 weeks, multiple, seemingly related, accounts were created, many from “disposable” email accounts, in order to continue scraping, which were closed as soon as we identified them. With data from over 5000 users, they prepared a manuscript for a computer science conference to be presented a year later, comparing the reported experience of patients to a third-party data source and describing their algorithm. The authors published a preconference proceeding, whereupon a Google Scholar Alert notified us that the research had taken place 10 months before.

**Relevant Terms of Use and Ethical Guidelines**

Multiple CIOMS guidelines appeared to be breached, including respect for rights (guideline 1, no permission or consent was requested), balancing individual risks and benefits to participants (guideline 4, no steps were taken to minimize harm to patients), community engagement (guideline 7, the data were gathered covertly), consent (guidelines 9 and 10, no consent was requested or exempted), use of health data (guideline 12, patients’ response to treatment was scraped and analyzed), vulnerable persons (guideline 15, the focus included members with severe mental health issues), online environment (guideline 22, the researchers did not inform the community), and ethics committee review (guideline 23, this work did not undergo formal ethics review). The researchers did not appreciate that using a logged-in account was crossing a boundary nor that active shut down of their accounts by our security team was a “no entry” signal. In our discussion, the researchers appeared to feel that because the emphasis of their research was neural networks, they were “far” from medical data. More traditional medical researchers would have had to undergo quite considerable ethical oversight, consent, and data privacy policies to access similar data from a hospital or insurer. Building systems that used such algorithms to judge the soundness of a patient report risked diminishing the fidelity of patients’ lived experiences; many, if not most, patient experiences with disease and treatments cannot be found in medical texts, and few medical researchers would assume that divergence meant that the patients were automatically “wrong.”

**Response**

We emailed the authors, conference chairs, and chair of their department with our concerns and requested full retraction of the paper, identification of all scraper accounts, and deletion of all data. The researchers stated that they had only accessed “public” parts of the site, denied having used multiple scraper accounts, said that the data had been held securely, and requested they be allowed to anonymize the data source. In mitigation, they claimed that the paper had received positive peer reviews from the community. Initially, the conference chairs were against retraction based on their judgement that no “material harm” had been done to PatientsLikeMe, that scraping the data was technically easy for a researcher to perform, and that it was unclear whether any laws had been violated. However, further careful investigation by our security team revealed that over 50 “bot” accounts were created from the same rather narrow geographical region during a time period consistent with the conduct of the methods detailed in the paper. On further discussion, the authors admitted that “maybe” an intern had done this. However, scientific record keeping was lacking, as no systematic records had been kept to verify this.

**Resolution**

The authors apologized and deleted all locally held data. The conference chairs accordingly decided that the authors had not been truthful, and therefore, the study was retracted from the conference proceedings. PatientsLikeMe notified the members concerned. Because the authors were not forthcoming about their activities, our security team had to exhaust significant resources in determining which accounts were bots and which users’ data had been accessed, and in refuting the authors’ claim. In addition, significant management resources were consumed communicating with the authors and other parties, and communication resources were used in messaging the affected users.

**Discussion**

**Overview**

These case studies highlight the broad challenges that arise when researchers gather social media data without prior authorization. The current literature on social media ethics emphasizes issues such as “terms of use,” “informed consent,” and “data privacy,” but the practical implications of these infractions creates ripple effects on patients and the staff responsible for protecting their data. Researchers may gather data to satisfy their scientific goals but should balance these with potential adverse effects on patients, the company affected by the terms of use violation, and the validity of their research enterprise. The lack of informed consent and respect for privacy deprives potential participants of choice regarding the use of their data. Once personal health data have been accessed in an unauthorized or unethical manner, the wide availability of powerful search tools create additional threats to patient privacy.

We believe there are many ways in which the analysis of social media data can contribute to the public good as well as inform individuals about ways to improve and maintain their health. However, the lack of equitable data access, underlying biases in data interpretation, and inadequate transparency between those who provide and those who analyze data squanders the many potential advantages of algorithmic decision making [56]. Throughout these cases, we believe that researchers based their treatment of study participants’ data on several false assumptions that violated a number of ethical guidelines.
Faulty Assumption 1: “The Internet” Is Not Subject to Ethical Review

Throughout our experiences, we perceived the sense that data (and the “social media users” contributing them) are less worthy of respect or protection when users participate online as opposed to when the same “patients” receive care in a brick-and-mortar health institution like a hospital. To add to the matter, members of ethics review boards may not consider social media studies to be human subject research under current legal definitions and may not believe that data scraping requires informed consent [57]. In our view, social media and “big data” research is not ethically exceptional and should be treated in the same manner as traditional forms of research [57]. Of the cases reported here, only Case 2 obtained ethical approval, and even then, the behaviors exhibited fell short of what we could consider ethical. Terminology may cloud matters, as existing guidelines may confine themselves only to “biomedical” or “medical” fields, which may lead some researchers to exclude their projects from ethical oversight on the basis that their focus or their branch of study is computer science, business, or design. However, CIOMS [48] uses the broader term “health-related research” to encourage greater inclusiveness rather than focusing on researchers’ occupation or training. Online contexts should be compared to offline analogues to highlight potential considerations that may affect informed consent; if it was not acceptable to do something in a hospital waiting room, doing it on the internet does not absolve researchers of responsibility. We believe that interpreting the USDHHS Common Rule for “existing data set” as “free access to any health data set on the Internet” is a faulty assumption.

Faulty Assumption 2: Social Media Spaces Are “Public”

In our discussions with individuals involved in the cases reported here, we encountered a lack of cultural sensitivity to the “perceived privacy” of individuals choosing to share information within a “closed network” as opposed to an open forum. It is probably best to take a conservative approach and consider that any content requiring an email for access may not be considered public by a site’s users.

Where trespasses were acknowledged, they were claimed to be justified by good intentions. For example, while few would argue in favor of the potentially good intentions of gathering and analyzing social media posts in Case 1 to try and understand mental health problems, such good intentions do not act as blanket absolution from ethical considerations such as consent, privacy, de-identification, or minimization of harms. In the real world, reading and analyzing the diaries or written correspondence of patients with mental health problems would not be deemed acceptable even if they were left unsecured.

Faulty Assumption 3: Data Can Be Analyzed Independent of Context

Although large datasets may appear alluring by their sheer scale, in practice, they can introduce larger errors of interpretation by inspiring false confidence in the conclusions drawn. In Case 4, the researchers were unaware that there was a host of additional contextual data recorded about how patients had multiple comorbidities and understood the purpose of their medications or that they may have been using some treatments for off-label purposes rather than their standard indications [59]. The absence on their team of trained health professionals also obscured important context about the relationship between a condition’s symptoms and the common side effects of treatments used for the condition. Without understanding the sampling of a data set, the limits of meaningful questions and interpretations may not be observed [37]. Scientifically, data scraping without context may result in potentially inaccurate algorithms that may get reported and reused in application, leading to potentially harmful consequences [41]. Our discussions with researchers revealed a general lack of care and rigor that would be of scientific concern even without the ethical considerations. We explained the importance of understanding the context and structure of the data that were scraped in order to produce meaningful scientific results and requested a retraction of questionable findings and interpretations to avoid contaminating the literature.

Faulty Assumption 4: Computer Science Research Does Not Need to Abide by Health Research Guidelines When It Is Only Accessing “Data”

While computer science researchers were responsible for only Case 4 reported here, computer science practitioners are responsible for the bulk of our other unreported cases, confirming Wright’s [38] assertions that the field needs to adjust its practices before further incidents undermine their social license to practice. Computer scientists are “largely focused on the care and feeding of electronic devices” and may have different conceptions of what constitutes a “human subject”—a living person or data that are representative of a living person [42]. Involving computer scientists on ethics review boards may be an effective way of encouraging ownership of ethics issues from the inside out as well as assuring more technology expertise in medical and other studies. This would also encourage more complete paper trails when untangling ethics transgressions.

Appropriately Resolving Terms-of-Use Violations

We have shared our experiences, in part, to guide other practitioners in the field. Unfortunately, the effects on data reporting may be difficult to detect and may not be caught until publications and conference papers appear. The resolution of the scientific inaccuracies and communications, as well as deletion of scraped data, often required difficult conversations over extended periods. We recommend that data producers develop their own standard operating procedures and hold practice scenarios when responding to violations.

For instance, because substantial time and effort are devoted to research planning, execution, and publication, a recently published or in-process journal article represents a considerable “sunk cost.” As a result, researchers, funders, conference organizers, and journal editors may apply pressure to data producers to “allow” publications to proceed with corrections rather than retract findings. Over the course of the cases experienced by our team, nearly every supervisor, institution, conference chair, or publisher challenged in the case of a violation first asked (politely) for clemency, forgiveness, “retrospective consent,” or even “post-hoc ethical approval.”
Rather than adopt a punitive philosophy, we respectfully reminded these researchers of our responsibilities to patients who are our members and from whom we have earned social license to use and maintain their data responsibly. However, having policies and prepared communications in place early on would reduce the burden on staff members who may find such interactions challenging.

Limitations

Our report contains several limitations. First, the authors are employees of a for-profit company and therefore have a conflict of interest in “protecting” network data. We hope to encourage similar experiences by others in the academic or nonprofit sphere to share their experiences. Second, the cases reported here are relatively brief and due to our desire to preserve anonymity where possible, there is little additional detail for interested readers. Third, as a complex and emerging area, our conclusions are necessarily editorial rather than evidence based. For example, future work could survey social network users whose data have been shared without their consent. Finally, the individuals described herein may not feel they have an adequate “right to reply”; we would welcome divergent views on the topics we have outlined here.

Future Directions: Prevention Rather Than Cure

Based on the need to maximize benefits while limiting potential harm in social media research, we believe there are several potential strategies that can be pursued. First, rationales such as social media data use for “public benefit” and “public interest” need to be carefully defined [34]. Investigator transparency is as critical in social media research as in traditional forms of research; researchers should disclose their presence, not misrepresent themselves, and be truthful about the risks and benefits of their studies [48,58]. Researchers should exercise extreme caution in adapting or combining data sets for potentially invasive purposes. Common sense strategies such as avoiding the reuse of verbatim quotes should be adopted. It is therefore critical for researchers to understand the nature of the data source that they are accessing. As part of ethics protocol submission, investigators should certify that they are complying with the terms of use of the targeted research websites or justify to ethics review boards why their methodologies fail to comply [57]. In addition, ethics review boards should include members with strong knowledge of online research and computer science methodologies, so that applications for ethical approval can be vetted more carefully [47].

When data have been collected without authorization, there should be standard operating procedures developed and followed with regard to how data obtained without authorization should be managed, deleted, and verified. University information technology departments could take a lead in this regard. Further attention to ethical issues in computer and data science training and conduct may help prevent the violations discussed in this paper while recognizing the value of important research questions. Data producers (such as PatientsLikeMe) and data scientists can enhance each other’s work if an appropriate dialogue can take place. Data producers can adopt a proactive stance by finding ways to curate and expand access to views of their data (such as through application programming interfaces), so that important scientific research can be encouraged while minimizing ethical and terms-of-use violations. In order to meet the needs of computer science and other researchers, PatientsLikeMe has started investigating ways to provide tools for researchers to interrogate data sets in order to yield insights with less risk to member privacy.

Such strategies would only be the beginning of addressing social media privacy challenges, but we welcome further enhancement of and feedback on these ideas. A group of data scientists recently reported on a crowdsourced “Hippocratic Oath for Data Science” [60] that calls upon their peers to “Ensure that all data practitioners take responsibility for exercising ethical imagination in their work, including considering the implication of what came before and what may come after, and actively working to increase benefit and prevent harm to others.”
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Abstract

Background: There has been a rapid rise in the popularity of electronic cigarettes (e-cigarettes) over the last decade, with growth predicted to continue. The uptake of these devices has escalated despite inconclusive evidence of their efficacy as a smoking cessation device and unknown long-term health consequences. As smoking rates continue to drop or plateau in many well-developed countries, transnational tobacco companies have transitioned into the vaping industry and are now using social media to promote their products. Evidence indicates e-cigarettes are being marketed on social media as a harm reduction alternative, with retailers and manufacturers utilizing marketing techniques historically used by the tobacco industry.

Objective: This study aimed to identify and describe the messages presented in e-cigarette–related social media (Twitter, YouTube, Instagram, and Pinterest) promotions and discussions and identify future directions for research, surveillance, and regulation.

Methods: Data sources included MEDLINE, Scopus, ProQuest, Informit, the Journal of Medical Internet Research, and Google Scholar. Included studies were published in English between 2007 and 2017, analyzed content captured from e-cigarette–related social media promotions or discussions, and reported results for e-cigarettes separately from other forms of tobacco and nicotine delivery. Database search ceased in October 2017. Initial searches identified 536 studies. Two reviewers screened studies by title and abstract. One reviewer examined 71 full-text articles to determine eligibility and identified 25 studies for inclusion. This process was undertaken with the assistance of the Web-based screening and data extraction tool—Covidence. The review was registered with the Joanna Briggs Institute (JBI) Systematic Reviews database and followed the methodology for JBI Scoping Reviews.

Results: Several key messages are being used to promote e-cigarettes including as a safer alternative to cigarettes, efficacy as a smoking cessation aid, and for use where smoking is prohibited. Other major marketing efforts aimed at capturing a larger market involve promotion of innovative flavoring and highlighting the public performance of vaping. Discussion and promotion of these devices appear to be predominantly occurring among the general public and those with vested interests such as retailers and manufacturers. There is a noticeable silence from the public health and government sector in these discussions on social media.

Conclusions: The social media landscape is dominated by pro-vaping messages disseminated by the vaping industry and vaping proponents. The uncertainty surrounding e-cigarette regulation expressed within the public health field appears not to be reflected in ongoing social media dialogues and highlights the need for public health professionals to interact with the public to actively influence social media conversations and create a more balanced discussion. With the vaping industry changing so rapidly, real-time monitoring and surveillance of how these devices are discussed, promoted, and used on social media is necessary in conjunction with evidence published in academic journals.

(J Med Internet Res 2019;21(2):e11953) doi:10.2196/11953
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Introduction

There has been a dramatic rise in the popularity of electronic cigarettes (e-cigarettes) since the first commercialized product was developed in China in 2003 [1,2]. It is now estimated that there are 35 million e-cigarette users globally (including heat not burn tobacco products) [3], with this rapid growth predicted to continue. According to BIS Research [4], the global e-cigarette industry will experience an annual growth of more than 22% until 2025, reaching a total market value of US $50 billion dollars at this time.

Since the advent of first generation e-cigarettes, which closely resemble traditional cigarettes in appearance and size, they have been the center of much debate. It has been suggested that these devices may be a less harmful alternative to smoking [5], provide health benefits to smokers who switch completely to them [6], lessen cigarette cravings [7], and facilitate smoking cessation [8]. However, promotion of e-cigarettes may also encourage nonsmokers, particularly young people, to initiate use [9,10], facilitate experimentation with traditional tobacco products [11], and undermine tobacco control efforts [12]. Recent studies also suggest that e-cigarette use is associated with negative health consequences [13,14] and may not facilitate adult smokers to quit at rates higher than smokers who do not use these products [15]. These contrasting arguments are evident in Web-based marketing by e-cigarette retailers and manufacturers [16], along with social media discussions about e-cigarettes [17]. Furthermore, the lack of agreement among countries on the population-level impact of these devices and how they should be regulated [2] (eg, UK Royal College of Physicians identifies e-cigarettes as a public health strategy, whereas the World Health Organization and the US Surgeon General see them as presenting potentially new health problems [18]) may cause confusion among consumers and the public in general. This, therefore, highlights the importance of examining social media as it offers opportunities to attract new users, promote continued use, and build brand loyalty.

Traditionally dominated by small start-up companies, the e-cigarette market has experienced rapid growth and transition, and more recently, large manufacturers and transnational tobacco companies have come to dominate the market. Major tobacco companies have entered the vaping industry by either acquiring e-cigarette companies and brands or developing their own products. Major tobacco companies now involved in the vaping industry include British American Tobacco, Imperial Tobacco, the Altria Group, Reynolds American, Philip Morris International, and Japan Tobacco International [19]. These companies have benefited from large advertising and marketing budgets, which enable promotion across the World Wide Web [20].

A significant portion of e-cigarette business is conducted on the internet [21], with most existing e-cigarette companies operating websites or other Web-based selling systems [22]. Sources suggest that e-cigarette manufacturers are careful to distance their products from tobacco [23] by using techniques such as aesthetic appeal, including attractiveness, coolness, colors, and innovative packaging and flavor variations. In addition, websites and social media accounts have been found to exhibit price promotions, and competitions and discount coupons; there is also evidence of celebrity endorsements and sports sponsorship [24].

An accurate understanding of the types of e-cigarette messages social media users are exposed to, and who is disseminating this information can assist in the development of appropriate surveillance to inform future policy and regulations. A scoping review was, therefore, undertaken to identify and describe the messages presented in e-cigarette–related social media (Twitter, YouTube, Instagram, and Pinterest) promotions and discussions.

Methods

Scoping Review Overview

The review was registered prospectively with the Joanna Briggs Institute (JBI) Systematic Reviews database (May 5, 2017) and proposed methods specified in advance in a protocol [25]. The scoping review adhered to the methods manual developed by the JBI [26].

Objectives

This scoping review aimed to identify and describe the messages presented in e-cigarette–related social media (Twitter, YouTube, Instagram, and Pinterest) promotions and discussions and identify future directions for research, surveillance, and regulation.

Inclusion Criteria

Included studies had to examine and analyze e-cigarette–related social media promotions and discussions. Studies needed to clearly identify the social media platform under investigation. Studies reporting multiple social media platforms were excluded unless results for each platform were reported separately. This was so the results for each social media platform could be extracted and reported, making it possible to clearly identify similarities and differences between the platforms. Studies identifying other tobacco products (eg, tobacco cigarette, snus, chewing tobacco, or hookah) were excluded unless e-cigarettes were also examined and reported separately. In addition, studies that did not distinguish between e-cigarettes and other forms of tobacco and nicotine delivery were excluded. Studies examining traditional media (eg, television and newspaper) were excluded unless social media platforms were also examined and reported separately. Studies were limited to the following countries: the United Kingdom, the Unites States of America, New Zealand, Australia, and Canada. These countries were selected as they are all developed countries and e-cigarette use is well established [27]. The review considered only peer-reviewed primary research studies published in English in the last 10 years (2007-2017); this period correlates with the approximate time that e-cigarettes were first introduced to the Unites States and Europe [28].
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Table 1. Summary of excluded studies subject to full-text review with reason (N=48).

<table>
<thead>
<tr>
<th>Reason for exclusion</th>
<th>Studies (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Excluded at full-text review</strong></td>
<td></td>
</tr>
<tr>
<td>Wrong study design (ie, does not examine a social media platform or code for account type, theme, or sentiment)</td>
<td>12</td>
</tr>
<tr>
<td>Does not report electronic cigarettes (e-cigarettes) in the results</td>
<td>7</td>
</tr>
<tr>
<td>Results for different social media platforms not reported separately</td>
<td>2</td>
</tr>
<tr>
<td>Publication type</td>
<td>4</td>
</tr>
<tr>
<td>Country of study</td>
<td>1</td>
</tr>
<tr>
<td><strong>Excluded at data extraction</strong></td>
<td></td>
</tr>
<tr>
<td>Wrong study design</td>
<td>14</td>
</tr>
<tr>
<td>Results for e-cigarettes not reported separately</td>
<td>2</td>
</tr>
<tr>
<td>Results for different social media platforms not reported separately</td>
<td>1</td>
</tr>
<tr>
<td>A specific population is examined (ie, people with mental illness)</td>
<td>2</td>
</tr>
<tr>
<td>Country of study</td>
<td>3</td>
</tr>
</tbody>
</table>

**Search Strategy and Study Selection**

Overall, 5 databases were searched (MEDLINE, Scopus, ProQuest, Informit, and Google Scholar) using the following terms:

("electronic cigarette" OR e-cigarette OR "electronic nicotine delivery system" OR "personal vapo?ri?er" OR "electronic nicotine delivery device" OR "vape pen" OR "smokeless tobacco" OR “electric cigarette” OR “electric nicotine delivery system” OR “electric nicotine delivery device” OR e-hookah OR e-juice OR e-liquid OR vaping) AND (“social media” OR internet OR online OR YouTube OR Facebook OR Instagram OR Twitter OR “online media” OR “digital media” OR “social networking”) AND (“content analysis” OR “content evaluation” OR message OR meaning OR coding OR “media analysis” OR “textual analysis”)

In addition, the search strategy was entered as a nested Boolean search into Google Scholar, with the first 200 results examined for eligibility and subject to the screening process outlined below. Preliminary searches located relevant studies published in the *Journal of Medical Internet Research*, a hand-search of this journal was, therefore, also undertaken.

Retrieved references from each database were imported into EndNote X7 (Clarivate Analytics) [29] reference management software, with duplicate references removed before being imported into Covidence [30]. Covidence is a Web-based software platform that streamlines the production of systematic reviews by supporting the key steps in the review process [30]. Studies were assessed for inclusion, examined initially by title and abstract. Full-text articles were retrieved for those studies that appeared to meet the inclusion criteria or if further examination was required to determine eligibility. Moreover, 2 reviewers (KM and JJ) independently screened all titles and abstracts to determine their eligibility. The primary reviewer (KM) then undertook full-text screening. These processes were assisted by the Web-based screening and data extraction tool—Covidence [30]. Finally, the reference list of all articles subject to full-text review was screened to determine possible inclusion of additional studies. Identified studies were assessed for suitability based on full-text review undertaken by the primary reviewer. A summary of excluded studies subject to full-text review and the reason for exclusion is provided in Table 1.

**Extraction of Results**

The relevant content from each study was extracted using a data extraction pro forma, which included title, author, publication year, country of study, aim/purpose of study, social media platform, sample size, study design/methods, results, and key findings that relate to the review question. Included studies were required to have developed coding categories for content including one or more of the following: account type, themes, and sentiment. Account type characterizes the publisher of the social media post; theme reflects the domain of the actual content conveyed, such as the categories of health, smoking cessation, and regulation; and sentiment reflects the stance expressed in a social media post toward e-cigarettes, related products or its users, whether positive, neutral, or negative. To ensure data extraction consistency, 2 reviewers (KM and JJ), independent of one another, extracted data from the same 5 studies using the data extraction pro forma. The reviewers then met to determine whether the extraction approach was consistent. The primary reviewer (KM) then went on to extract data from the remaining studies unaccompanied.

**Results**

**Description of Included and Excluded Studies**

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram detailed in Figure 1 presents the number of studies at each stage of the review process.

A total of 25 studies were identified for inclusion in this review. A total of 18 studies analyzed Twitter data [16,17,31-46]; 4 examined YouTube including videos [47-49] and data associated with videos, such as video tags, titles, or descriptions [50]; and 3 studies investigated images on Instagram and Pinterest [51-53].
Twenty-four studies were conducted in the United States [16,17,31-41,43-53] and one in Canada [42] (Table 2).

**Sample Size and Data Coding**

The sample size of included studies varied widely, even within social media platforms (Twitter, YouTube, Pinterest, and Instagram), with the platform under investigation influencing the coding method used (Table 2). Methods used included hand coding [31,32,36-39,41,42,46-53] or machine learning [44], or a combination of the 2 methods [16,17,33-35,40,43,45]. Hand coding involved one or more human coders categorizing data, whereas machine learning used algorithms to give computers the ability to code data, although hand coding was usually used for an initial subset of data to help refine the algorithm to improve its accuracy [16,33-35,43,45]. Studies that analyzed text (ie, tweets from Twitter and YouTube video descriptions) predominantly employed hand coding for smaller samples (eg, <3000) [31,32,36-39,42,46], and a combination of hand coding and machine learning [16,33-35,40,43,45] or only machine learning [44] for larger samples, the largest being 1,669,123 tweets. Three studies did, however, hand code samples of over 10,000 [17,41,50]. All studies that analyzed images (ie, Pinterest, Instagram, and YouTube) did so by hand coding samples of between 46 and 2208 posts and videos (Table 2).

**Account Type**

A total of 12 studies [16,31,33,37,39,41-44,47-48,53] used coding to identify the source (account type) of the social media data collected in their sample, most commonly informed by data found in account profiles (eg, bio, location, and profile photo) and preceding social media posts (Table 3). The most common account types coded for were personal [16,31,33,39,41,42,44,47-48,53] and commercial [33,37,39,41,42,44,48,53], of which these account types represented up to 82.68% (104,283/126,127) [44] and 89.73% (66,102/73,672) [33] of some samples, respectively. Overall, 3 studies coded for government, foundation or not for profit organizations, [39,41] and public health and health care [42] accounts. All were studies of Twitter discussions that unanimously reported that tweets from these account types represented less than 3% of their sample size (1.0%, 5/500 for [39]; 0.08%, 8/10,128 for [41], and 1.3%, 4/300 and 3.3%, 10/300 for [42]). Overall, 3 studies coded for fake accounts, of which 2 reported these accounts represented similar percentages of their sample (6.90%, 699/10,128 for [41] and 9.7%, 29/300 for [42]), whereas the third found an overabundance (80.7%, n not provided) [16].
Table 2. Description of included studies, sample size, and coding method.

<table>
<thead>
<tr>
<th>Authors, year, country</th>
<th>Social media platform</th>
<th>Sample size</th>
<th>Coding method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lazard et al, 2017, United States [40]</td>
<td>Twitter</td>
<td>4629 tweets</td>
<td>Machine learning and hand coding</td>
</tr>
<tr>
<td>Allem et al, 2017, United States [31]</td>
<td>Twitter</td>
<td>2192 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Clark et al, 2016, United States [16]</td>
<td>Twitter</td>
<td>850,000 tweets</td>
<td>Hand coding, machine learning, and hedonometrics</td>
</tr>
<tr>
<td>van der Tempel et al, 2016, Canada [42]</td>
<td>Twitter</td>
<td>600 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Han et al, 2016, United States [35]</td>
<td>Twitter</td>
<td>1,021,561 tweets</td>
<td>Hand coding and machine learning</td>
</tr>
<tr>
<td>Jo et al, 2016, United States [36]</td>
<td>Twitter</td>
<td>2847 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Kavuluru et al, 2016, United States [43]</td>
<td>Twitter</td>
<td>224,000 tweets</td>
<td>Hand coding and machine learning</td>
</tr>
<tr>
<td>Sowles et al, 2016, United States [37]</td>
<td>Twitter</td>
<td>1156 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Unger et al, 2016, United States [38]</td>
<td>Twitter</td>
<td>1519 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Cole-Lewis et al, 2015, United States [41]</td>
<td>Twitter</td>
<td>10,128 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Kim et al, 2015, United States [34]</td>
<td>Twitter</td>
<td>1,669,123 tweets</td>
<td>Hand coding and machine learning</td>
</tr>
<tr>
<td>Harris et al, 2014, United States [32]</td>
<td>Twitter</td>
<td>683 tweets</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Huang et al, 2014, United States [33]</td>
<td>Twitter</td>
<td>73,672 tweets</td>
<td>Hand coding and machine learning</td>
</tr>
<tr>
<td>Sears et al, 2017, United States [47]</td>
<td>YouTube</td>
<td>46 videos</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Basch et al, 2016, United States [48]</td>
<td>YouTube</td>
<td>99 videos</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Merianos et al, 2016, United States [49]</td>
<td>YouTube</td>
<td>55 videos</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Huang et al, 2016, United States [50]</td>
<td>YouTube</td>
<td>28,089 videos tags, titles, or descriptions</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Lee et al, 2017, United States [51]</td>
<td>Instagram and Pinterest</td>
<td>1800 images</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Chu et al, 2016, United States [52]</td>
<td>Instagram</td>
<td>2208 posts</td>
<td>Hand coding</td>
</tr>
<tr>
<td>Laestadius et al, 2016, United States [53]</td>
<td>Instagram</td>
<td>85 posts</td>
<td>Hand coding</td>
</tr>
</tbody>
</table>

**Themes**

All 25 included studies coded for themes (Table 4). Health, safety, and harms was the most coded for theme in this review [17,31-33,35,38,39,41,43,46-51,53]; however, various descriptions for health, safety, and harms were used (eg, health, harm reduction, and harms encompassing both the health benefits and consequences of e-cigarette use). Additional themes frequently cited were smoking cessation [16,17,33,35,37,39,41-43,46,47,49,50,53]; product types and characteristics [16,17,32-37,39,41,43,49-51]; advertisement, promotion, and marketing [16,31,38,39,41,42,44,45,48,51,52]; regulation, policy, and government [31,32,35,39-42,49,50]; price promotions, discounts, coupons, giveaways, and competitions [16,33,34,36,37,44,50]; and smoke-free, use indoors or where cigarettes are banned [17,35,40,43,47,49].

**Sentiment**

Of the 25 studies, a total of 12 coded for sentiment [16,31,32,38-43,45,47,49] (Table 5). Overall, 3 studies made the distinction when coding for message attitude [38,42,45] rather than emotional tone or affective content.
Table 3. Coded category—account type.

<table>
<thead>
<tr>
<th>Account type</th>
<th>Studies, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal (general public, individuals, organic, and user-generated)</td>
<td>10 (40)</td>
<td>[16,31,39,41,42,44,47,48,53]</td>
</tr>
<tr>
<td>Commercial (marketing, tobacco or electronic cigarette [e-cigarette] company or retailer)</td>
<td>8 (32)</td>
<td>[33,37,39,41,42,44,48,53]</td>
</tr>
<tr>
<td>Press, media, or news (verifiable press or other prominent media sources of information, such as blogs)</td>
<td>3 (12)</td>
<td>[41,42,48]</td>
</tr>
<tr>
<td>Fake (hacked, bots, and automated)</td>
<td>3 (12)</td>
<td>[16,41,42]</td>
</tr>
<tr>
<td>Professional (television studio or network, production company, or organization)</td>
<td>2 (8)</td>
<td>[47,48]</td>
</tr>
<tr>
<td>Government, foundation, or not for profit organization</td>
<td>2 (8)</td>
<td>[39,41]</td>
</tr>
<tr>
<td>Proponents (sales or marketing agencies and individuals who advocate or specifically identify themselves as vapers)</td>
<td>2 (8)</td>
<td>[43,44]</td>
</tr>
<tr>
<td>Celebrity or public figure</td>
<td>2 (8)</td>
<td>[41,42]</td>
</tr>
<tr>
<td>Unknown or other</td>
<td>2 (8)</td>
<td>[31,37]</td>
</tr>
<tr>
<td>Public health, health care</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Vaping-related handle (vaping-related term in handle name or Twitter bio)</td>
<td>1 (4)</td>
<td>[37]</td>
</tr>
<tr>
<td>Personal accounts with industry ties</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>E-cigarette community movement</td>
<td>1 (4)</td>
<td>[41]</td>
</tr>
<tr>
<td>General entity (company, store, or advocacy group)</td>
<td>1 (4)</td>
<td>[31]</td>
</tr>
<tr>
<td>Themes</td>
<td>Studies, n (%)</td>
<td>References</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>----------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Health, safety, and harms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td>16 (64)</td>
<td>[17,31-33,35,38,39,41,43,46-51,53]</td>
</tr>
<tr>
<td>Safety</td>
<td>10 (40)</td>
<td>[31,33,38,46-51,53]</td>
</tr>
<tr>
<td>Harms</td>
<td>5 (20)</td>
<td>[17,32,33,48,50]</td>
</tr>
<tr>
<td>Harm reduction</td>
<td>2 (8)</td>
<td>[35,43]</td>
</tr>
<tr>
<td>Health and safety</td>
<td>1 (4)</td>
<td>[41]</td>
</tr>
<tr>
<td>Health and health consequence</td>
<td>1 (4)</td>
<td>[39]</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>14 (56)</td>
<td>[16,17,33,35,37,39,41-43,46,47,49,50,53]</td>
</tr>
<tr>
<td>Product types and characteristics</td>
<td>14 (56)</td>
<td>[16,17,32-37,39,41,43,49-51]</td>
</tr>
<tr>
<td>Advertisement, promotion, marketing</td>
<td>11 (44)</td>
<td>[16,31,38,39,41,42,44,45,48,51,52]</td>
</tr>
<tr>
<td>Regulation, policy, government</td>
<td>9 (36)</td>
<td>[31,32,35-39,42-49,50]</td>
</tr>
<tr>
<td>Price promotions, discounts, coupons, giveaways, competitions</td>
<td>7 (28)</td>
<td>[16,33,34,36,37,44,50]</td>
</tr>
<tr>
<td>Smoke-free, use indoors or where cigarettes are banned</td>
<td>6 (24)</td>
<td>[17,35,40,43,47,49]</td>
</tr>
<tr>
<td>More economical than smoking</td>
<td>5 (20)</td>
<td>[17,42,47,49,53]</td>
</tr>
<tr>
<td>Social status, acceptance</td>
<td>4 (16)</td>
<td>[17,38,47,51]</td>
</tr>
<tr>
<td>Cleaner than tobacco, environment friendly, no/minimal odor</td>
<td>4 (16)</td>
<td>[17,47,49,53]</td>
</tr>
<tr>
<td>First or second person experience, use, opinion, or purchases</td>
<td>4 (16)</td>
<td>[39,42,52,53]</td>
</tr>
<tr>
<td>Recreation, customization, tricks</td>
<td>3 (12)</td>
<td>[47,51,53]</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>3 (12)</td>
<td>[31,38,39]</td>
</tr>
<tr>
<td>Product image</td>
<td>2 (8)</td>
<td>[37,52]</td>
</tr>
<tr>
<td>Craving</td>
<td>2 (8)</td>
<td>[41,42]</td>
</tr>
<tr>
<td>Illicit substance use in e-cigarettes</td>
<td>2 (8)</td>
<td>[41,51]</td>
</tr>
<tr>
<td>Personal opinion</td>
<td>2 (8)</td>
<td>[42,45]</td>
</tr>
<tr>
<td>News articles and updates</td>
<td>2 (8)</td>
<td>[42,44]</td>
</tr>
<tr>
<td>Tastes good</td>
<td>2 (8)</td>
<td>[42,49]</td>
</tr>
<tr>
<td>Getting others started, encouraging use, offering advice</td>
<td>2 (8)</td>
<td>[40,42]</td>
</tr>
<tr>
<td>Second-hand smoke</td>
<td>2 (8)</td>
<td>[47,49]</td>
</tr>
<tr>
<td>Cessation devices or gateway products for youth to establish nicotine addictions</td>
<td>2 (8)</td>
<td>[44,49]</td>
</tr>
<tr>
<td>Text</td>
<td>1 (4)</td>
<td>[52]</td>
</tr>
<tr>
<td>Lies/propaganda</td>
<td>1 (4)</td>
<td>[32]</td>
</tr>
<tr>
<td>Science (studies)</td>
<td>1 (4)</td>
<td>[32]</td>
</tr>
<tr>
<td>Issue salience</td>
<td>1 (4)</td>
<td>[32]</td>
</tr>
<tr>
<td>Underage e-cigarette use</td>
<td>1 (4)</td>
<td>[41]</td>
</tr>
<tr>
<td>E-cigarette use in association with other addictive substances (eg, alcohol, caffeine)</td>
<td>1 (4)</td>
<td>[41]</td>
</tr>
<tr>
<td>Parental e-cigarette use</td>
<td>1 (4)</td>
<td>[41]</td>
</tr>
<tr>
<td>Places of use</td>
<td>1 (4)</td>
<td>[34]</td>
</tr>
<tr>
<td>Neutral information</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Humor</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Just starting e-cigarettes</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Advocating e-cigarettes</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Attempt to engage other Twitter users</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Using or comparing with other substances/nicotine replacement therapies</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
</tbody>
</table>
Table 5. Coded category—sentiment.

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Studies, n (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emotional tone or affective content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive or negative</td>
<td>5 (20)</td>
<td>[16,41-43,47]</td>
</tr>
<tr>
<td>Positive or negative valence</td>
<td>2 (8)</td>
<td>[39,40]</td>
</tr>
<tr>
<td>Pro or anti</td>
<td>2 (8)</td>
<td>[31,49]</td>
</tr>
<tr>
<td>Pro- or anti-policy</td>
<td>1 (4)</td>
<td>[32]</td>
</tr>
<tr>
<td>Neutral</td>
<td>7 (28)</td>
<td>[31,39,41,42,45,47,49]</td>
</tr>
<tr>
<td>Unable to tell</td>
<td>1 (4)</td>
<td>[32]</td>
</tr>
<tr>
<td><strong>Message attitude</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro or con</td>
<td>1 (4)</td>
<td>[42]</td>
</tr>
<tr>
<td>Pro or anti</td>
<td>1 (4)</td>
<td>[38]</td>
</tr>
<tr>
<td>Supportive or against</td>
<td>1 (4)</td>
<td>[45]</td>
</tr>
<tr>
<td>Neutral or do not know</td>
<td>3 (12)</td>
<td>[38,42,45]</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

**Data Coding**

The coding methods used were hand coding, machine learning, or a combination of the two. Compared with hand coding, machine learning can rapidly code large amounts of data; however, hand coding undertaken by humans may more accurately discriminate the complexities and subtleties of language [54]. Although hand coding can be subject to individual bias, the development of codes grounded in literature and achieving acceptable levels of inter-rater reliability can assist to reduce this [55]. Studies that require the determination of subtle differences in language or context may, therefore, be better placed to employ hand coding for a smaller sample of data, whereas studies that rely less on context could employ machine learning to code larger samples [55]. The increased complexity of interpreting visual social media (eg, YouTube, Instagram, and Pinterest) meant all studies of these platforms employed hand coding [47-49,51-53].

**Account Type**

**Personal**

Studies included in this review reported dissemination of diverse e-cigarette messaging by predominantly commercial social media accounts [33,53]; however, other studies discovered conversations occurring among personal accounts dominating the social media landscape [31,41,42,44,47,48]. Personal accounts were found to be discussing, endorsing, and promoting various themes, most commonly marketing [41,48,53], smoking cessation [33,42,44], recreation and technology [47,53], and first-person experience and opinion [41,42]. This is particularly important as individuals may be less critical of material posted by other consumers compared with retailers [56,57] and may be more easily persuaded by other individuals they know, given their relative closeness and potentially increased perception of source credibility [58,59].

**Commercial**

Several key marketing strategies were found to be used by commercial social media accounts. These included the use of popular hashtags that enabled marketing messages to "piggy back"
on trending topics and increase dissemination reach [42], use of fake user accounts to disseminate spam and favorable views [33,42], and the offer of price promotions and product giveaways [33,44,53]. Social media networking and marketing efforts undertaken by the vaping industry may have contributed to the rapid rise in popularity of e-cigarettes, the extent of which has been demonstrated by the findings in this review. It has also been hypothesized by some researchers that the lack of regulatory standards on social media may be playing an ever-increasing role in the diffusion of tobacco products and prosmoking messages [60].

**Government, Foundation or Not for Profit Organizations, and Public Health and Health Care**

Of the studies that coded for government, foundation, or not for profit accounts [39,41,42], limited public health–related messaging was identified, and activity from these account types represented less than 3% of samples. These findings indicate more action from public health and government to communicate the potential harms and benefits of alternate nicotine delivery products via social media is required to balance the information shared on these platforms.

**Fake**

Most tweets produced by accounts classified as fake were found to promote e-cigarettes as effective smoking cessation aids, either by emulating first-person anecdotes or linking to news articles or other Web-based media [41,42], with some accounts potentially using computer programs to generate and post content automatically [33,34].

The general tweet structure from an automated bot is provided here [16]:

@USER [I,We] [tried, pursued] to [give up, quit] smoking. Discovered BRAND electronic cigarettes and quit in [#] weeks. [Marvelous,Amazing,Terrific]! URL

@USER It’s now really easy to [quit,give up] smoking (cigarettes).—these BRAND electronic cigarettes are lots of [fun,pleasure]! URL

@USER electronic cigarettes can assist cigarette smokers to quit, it’s well worth the cost URL

This type of spamming suggests that there are remunerations to be gained by steering potential online consumers to certain retail websites [34].

**Themes**

**Health, Safety, and Harms**

All studies that coded for health, safety, and harms reported that e-cigarettes are being referred to as healthier and safer than traditional tobacco products on social media [17,31-33,35,38,39,41,43,46-51,53]. Provided that scientific evidence about the safety of e-cigarettes is largely inconclusive, marketing claims that use words such as safer to describe their products could contribute to confusion about their overall safety, especially among youth. Promoting a product by claiming that it is healthier than tobacco smoking, the leading cause of preventable death, is therefore controversial and may only have merit when targeting smokers who are contemplating quitting or reducing use [61].

There is indication that an individual’s perception of a substance’s potential harms and benefits and their behavior of use is influenced by the availability of information discussing the health effects of that substance [62]. A recent analysis reports that 34.20% (8433/24,658) of American youth sampled believe that e-cigarettes are less harmful than cigarettes, and 45.00% (11,096/24,658) are not sure [63].

Example safety coded tweets are displayed in the following excerpt [32]:

**Smoking Cessation**

Over half (56%, 14/25) of studies included in this review found evidence of e-cigarettes being promoted as a smoking cessation tool [16,17,33,35,37,39,41-43,46,47,49,50,53], although their efficacy as such is yet to be determined [8]. However, some research indicates much smaller proportions of e-cigarette advertisements are now endorsing these devices as quit aids [37,42], and cited reasons for use by vapers have significantly shifted away from smoking cessation (43.00%, 1247/2900 in 2012 vs 29.00%, 841/2900 in 2015) toward use to increase social image (21.00%, 609/2900 in 2012 vs 37.00%, 1073/2900 in 2015) [17]. Of concern is that these results suggest that e-cigarette uptake is not solely driven by a desire among smokers to quit smoking [64].

**Product Types or Characteristics**

Overall, 14 studies coded for e-cigarette product characteristics such as brands, flavors, and nicotine content, and of these, the majority (86%, 12/14) [16,17,32,35-37,39,41,43,49-51] coded for the mention or depiction of electronic cigarette juice (e-juice) flavors. Marketing social media posts and videos were most commonly found to promote the vast array of e-juice flavors available on the market [16,35,37,43,49], a strategy historically used to entice new tobacco consumers [65], especially youth [66]. As a result of mounting evidence that flavored tobacco products facilitate youth smoking [67], these products (aside from menthol) were effectively banned in 2009 [68]. However, no such ban currently exists for e-cigarettes with thousands of flavors available for purchase [22]. Some research suggests that flavors appeal to adult smokers and may aid smoking cessation [69,70]; nevertheless, increasing evidence demonstrating that flavors also attract youth to the e-cigarette market is mounting [71-73], which is a cause for concern as nicotine addiction has been found to cause problems with adolescent brain development [74]. Studies have found flavor profiles (eg, tobacco and menthol) that are more appealing to some adults may have minimal appeal to young people [69,75]. It has, therefore, been proposed as a harm reduction strategy that these flavors be promoted to adults to assist tobacco substitution,
whereas restricting those flavors that appeal most to youth (eg, fruits and deserts) [76].

**Advertisement, Promotion, and Marketing**

A concern of e-cigarette promotion on social media is the high level of cross-platform interaction (ie, using apps to post content across several social media platforms) [33], and given the sizeable youth presence on these platforms [77] provides an avenue to invite nonsmokers, youth in particular, to experiment with and instigate use. However, just because youth are utilizing social media does not inevitably mean that they are subjected to e-cigarette marketing, as they would need to follow these accounts, be exposed through their social networks (ie, followers or those they are following), or browse via direct searches [34]. Recent studies have, however, found that e-cigarette users learn about vaping and these devices from the internet and social media [78,79]; therefore, monitoring how e-cigarettes are promoted on these platforms is incredibly important.

**Regulation, Policy, and Government**

Messages against government regulation were found to be most prominent [31], for example:

> Wow, CA DPH thinks it acceptable to deceive the ppl it is supposed to serve: #stillblowingsmoke? no #notblowingsmoke Don’t let the FDA go without making your voice heard…#vapecommunity #vape #ecig #notblowingsmoke #ecigssavelive

Many antiregulation posts expressed concern over the motivations for wanting e-cigarettes regulated, suggesting policy makers were only concerned about these devices because tobacco revenue would decrease if people started using them and that policy represents the teeming of government and industry such that the Food and Drug Administration (FDA) deeming rule would work only to enhance the power of Big Tobacco [31,32,40,42,44]. The uncertainty surrounding e-cigarette regulation expressed within the public health field appears not to be reflected in ongoing social media dialogues [41] and highlights the need for public health professionals to interact with the public to actively influence social media conversations and create a more balanced discussion [40,44].

**Price Promotions**

This review provides evidence of the existence of e-cigarette marketing on social media, of which a substantial portion includes price promotions, discounts, coupons, free trials, giveaways, and competitions [16,33,34,36,37,44,50]. These types of incentives can persuade potential consumers to make a purchase and assist vendors to create a loyal customer base [80], which has already been demonstrated for tobacco [81,82]. It is well documented that smoking behaviors react to changes in cigarette prices [83], and in response, tobacco control efforts have sought to eradicate the use of these incentives [84]. Similarly, studies have reported that e-cigarette sales are very responsive to price variation, and implementing policy to limit price promotions, free-trials, and giveaways could lead to significant behavior change and uptake [85]. People who use e-cigarettes regularly cite smoking cessation as their motivation for vaping initiation; for this group of people, price promotions that enable affordability of these products longer term could be viewed as appropriate [37], although evidence supporting the use of these devices as a smoking cessation aid is still out for debate [8].

**Smoke-Free and Use Indoors or Where Cigarettes Are Banned**

A major drawback of cigarettes is the smoke they emit, which is known to contain thousands of chemicals dangerous to human health [86], and for this reason, cigarettes are now subject to smoking bans and smoke-free policies all over the world [87]. Studies included in this review found that e-cigarette proponents frequently highlight the smoke-free aspect of vaping and that these devices can be used where tobacco is currently restricted [17,35,40,43,47,49]. Marketing that accentuates that e-cigarettes can be used anywhere may undermine enforcement of smoke-free policies and tobacco control efforts [12] and expose nonusers to toxins [13]. A survey of a representative sample of American adults found that increased frequency of exposure to e-cigarette advertising was associated with lower support for policies that restrict use in public places [88]. These results suggest the need for more publicly available information regarding the chemical composition and possible health consequences of inhaling second-hand vapor [38].

**Recreation**

Less commonly coded for, however an important aspect of vaping to recognize is recreation, which was coded for among image-based social media (ie, Instagram, Pinterest, and YouTube) studies [47,51,53]. These studies commonly reported depictions of customization and modification of e-cigarette devices for both functional and aesthetic purposes and of vapers exhaling large plumes of vapor (known as cloud chasing) and performing vape tricks. Depiction of these vaping practices could contribute to the normalization of vaping, as images and videos represent these acts as fun and more commonplace and socially accepted than is in reality [52,89], with many posts accompanied by hashtags signifying community and social identity [53]. For example [31]:

> What’s your favourite #vaping trick? #VapeTricks #Vapelife #VapeOn #NotBlowingSmoke

Many hashtags emerge from users themselves through an organic user-led process [90], with research suggesting substance–focused hashtags can serve as an “addiction bond” [91].

Social media posts and videos mentioning different product characteristics (eg, flavors, mods, and illicit substances) and displaying consumers’ ability to choose and modify aspects of their vaping experience indicates that customization and recreation largely contributes to e-cigarette discourse on social media and may have contributed to their rapid increase in popularity [47,50-52].

**Sentiment**

Studies which coded for sentiment and did not specifically state they were coding for message attitude most commonly reported that their sample was positively skewed toward e-cigarettes, their users, and antiregulation [31,32,40-43,47,49], whereas studies that coded for message attitude reported predominantly...
neutral attitude [38,42,45]. Social media posts from accounts with vested interests (eg, commercial or automated) and the general public were found to present positive messages related to e-cigarettes [16,41-43,49], whereas news- and health-related accounts provided messages that were least positive or neutral [41,42,49].

Examples of positive, negative, and neutral tweets are provided here [39]

*Medical professionals surveyed. Overwhelmingly prefer #vaping to smoking. #vape #vaplyfe #the http://t.co/tcKsX6Dc0S http://t.co/tiJBNZjBZa

*RT @StopVaping RETWEET this if your not VAPING today because you want to live.

*Vaping in the United States has eclipsed cigarette smoking in some age groups. #Vaping #eCigarettes #Rosemont http://t.co/wzgVT0p2C1

The proliferation of social media platforms and Big Data analytics provides the opportunity to explore and monitor people’s perceptions of e-cigarettes in real time and what fuels opinion over time [41,45]. The studies included in this review could be used to establish a sentiment baseline for public health professionals to develop campaigns and interventions [41] and act as supplementary data to traditional surveys [45].

In agreement with Lienemann et al [55], when coding for sentiment, clarity and comparability across studies could be enhanced by distinguishing between attitude and emotion. For example, social media data can be provaping; however, it can have a negative emotional tone.

**Recommendations for Research**

Given the volume of personal accounts found to be discussing, endorsing, and promoting various aspects of vaping, further research to determine who the loudest social media accounts are in the sense that their material is being seen and shared most frequently and how this material is influencing other social media users’ perceptions and use of e-cigarettes is, therefore, warranted [41]. The perceived safety of these products may also be a contributing factor in the increasing trend of vaping among adult never smokers and former smokers [92]. Research is, therefore, required to determine the implications of claims promoting e-cigarettes as a superior product on audience perception and use [47].

The use and depiction of vaping for recreation raises questions about the promotion of these devices as a hobby or socializing opportunity [64]. As such, it may be valuable to investigate the degree to which the vaping industry is targeting nonsmoking youth who may have an interest in vaping for enjoyment or as a hobby rather than a smoking cessation tool [37,93].

Furthermore, the US FDA has recognized the impact of e-cigarettes recently, ratifying a rule (August 8, 2016) that extended their regulatory authority to all tobacco products, including e-cigarettes. These regulations restrict youth access by prohibiting the sale of e-cigarettes to those aged under 18 years, embargos the use of free samples for promotion, and states e-cigarette products must now require a health warning [94]. These restrictions highlight the need for continued research and monitoring of social media commercialization of these products and for this issue to be placed on public health and policy agendas.

**Limitations**

The review did not assess the quality of the evidence presented in each study, rather provided an overview regardless of quality as per the methodology outlined in the Manual for Scoping Reviews by JBI [26]. The search strategy included several popular terms used to describe e-cigarettes; however, keywords including emerging and variations of slang terms may have been overlooked and therefore, resulted in an incomplete retrieval of identified research. Furthermore, it is possible that additional studies relevant to the research question may have been identified if alternative databases were searched.

The reviewed material reflects a general bias toward certain social media platforms such as Twitter as its data are mostly public and easily accessible to researchers, whereas Facebook and other platforms are not [95]. This is not an indication that Facebook and other platforms are not spaces where e-cigarettes are discussed, but only that these activities are not visible to researchers.

**Conclusions**

The social media landscape is being dominated by provaping messages disseminated by the vaping industry and vaping proponents, whereas the uncertainty surrounding e-cigarette regulation expressed within the public health field appears not to be reflected in ongoing social media dialogues. Latest generation e-cigarettes are resembling less and less their first generation cig-a-like counterparts and are being promoted not only as a smoking cessation device and safer alternative to smoking but also as a recreational activity whereby you can create your own unique vaping experience with the use of flavors, device modification, and vape tricks. With the industry changing so rapidly, real-time monitoring and surveillance of how these devices are discussed, promoted, and used on social media is necessary in conjunction with evidence published in academic journals. The need for real-time monitoring and surveillance also highlights the need to close the chasm between research and practice [96]. Some government agencies have recognized and are attempting to bridge this gap by introducing research translation initiatives, annual conferences, education programs, and more varied communications [97,98] as they attempt to move evidence through the publication pipeline faster and more efficiently. However, Departments of Health may well have to start thinking about investing in real-time monitoring and surveillance to interact with the public to actively influence social media conversations and create a more balanced discussion with regard to e-cigarettes.
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Abstract

Background: There is a clear public health need to reduce office workers’ sedentary behaviors (SBs), especially in the workplace. Digital technologies are increasingly being deployed in the workplace to measure and modify office workers’ SBs. However, knowledge of the range and nature of research on this topic is limited; it also remains unclear to what extent digital interventions have exploited the technological possibilities.

Objective: This study aimed to investigate the technological landscape of digital interventions for SB reduction in office workers and to map the research activity in this field.

Methods: Terms related to SB, office worker, and digital technology were applied in various combinations to search Cochrane Library, Joanna Briggs Institute Database of Systematic Reviews, MEDLINE, PsycARTICLES, PsycINFO, Scopus, Association for Computing Machinery Digital Library, Engineering index Compendex, and Google Scholar for the years 2000 to 2017. Data regarding the study and intervention details were extracted. Interventions and studies were categorized into development, feasibility and/piloting, evaluation, or implementation phase based on the UK Medical Research Council (MRC) framework for developing and evaluating complex interventions. A novel framework was developed to classify technological features and annotate technological configurations. A mix of quantitative and qualitative approaches was used to summarize data.

Results: We identified 68 articles describing 45 digital interventions designed to intervene with office workers’ SB. A total of 6 common technological features had been applied to interventions with various combinations. Configurations such as “information delivery and mediated organizational and social support” and “digital log and automated tailored feedback” were well established in evaluation and implementation studies; in contrast, the integration of passive data collection, connected devices, and ATF or scheduled prompts was mostly present in development and piloting research.

Conclusions: This review is the first to map and describe the use of digital technologies in research on SB reduction in office workers. Interdisciplinary collaborations can help to maximize the potential of technologies. As novel modes of delivery that capitalize on embedded computing and electronics, wireless technologies have been developed and piloted in engineering, computing, and design fields, efforts can be directed to move them to the next phase of evaluation with more rigorous study designs. Quality of research may be improved by fostering conversations between different research communities and encouraging researchers to plan, conduct, and report their research under the MRC framework. This review will be particularly informative to those deciding on areas where further research or development is needed and to those looking to locate the relevant expertise, resources, and design inputs when designing their own systems or interventions.

(J Med Internet Res 2019;21(2):e11079) doi:10.2196/11079
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Introduction

Background

Sedentary behaviors (SBs) are activities that require very low energy expenditure of less than 1.5 metabolic equivalents and typically involve lying down and sitting [1]. Excessive SB is recognized as an exposure to a risk factor different from a lack of moderate to vigorous physical activity (MVPA), as an individual who engages in 150 min of exercise every week can still spend the majority of the remaining waking hours in SB. Reducing SB may require approaches very different from those required to increase physical activity (PA), as sedentary time can accumulate unintentionally in a broad range of contexts such as during leisure time, transportation, and in the workplace. Although a recent meta-analysis [2] indicates that 60 to 75 min of MVPA per day seems to offset the increased risks of mortality associated with sitting for more than 8 hours per day, this amount of MVPA is notably beyond the recommended levels of MVPA in most public health guidelines [3,4]. More importantly, mounting evidence suggests reducing SB, especially prolonged episodes of SB, has its own benefits on metabolic and musculoskeletal health, and potentially on other health conditions [5-8].

A number of studies [9-11] have found that office workers’ within-work time is characterized by more prolonged SB with fewer breaks than nonwork time; sedentary work contributes significantly to overall sedentary exposure of office workers and, thus, the health risks. A recent statement by an international panel of experts highlighted the need for interventions that target the reduction of prolonged SB in this setting and population, for both better health and productivity outcomes [12]. In this paper, we focus on a potential solution: SB interventions delivered with digital technologies.

According to the Oxford Dictionary, digital technologies refer to technologies involving or relating to the use of computer technology, which includes tools, systems, devices, and resources that generate, store, or process data in the form of digital signals. The past decades have seen an exponential growth of computing power at affordable prices. This has resulted in an increasing variety of digital gadgets (eg, personal computer, tablets, smartphones, wearables, and Internet of Things) that a person is exposed to and interacts with on a day-to-day basis. This presents health intervention designers and researchers with a wider range of device choices that offer different form factors and features. Indeed, digital health has demonstrated great promise in a range of clinical settings and populations in terms of behavioral measurement and intervention delivery (eg, pediatric care [13] and mental health [14]).

However, when it comes to digital SB interventions, the behavioral target of “being less sedentary” and the use of digital media seem to present us with a paradox here. First, the increase in sedentary occupations and sedentariness at work in itself is closely related to the evolution of digital technology, which enables more work to be completed at desks without manual labor or even light PA. Second, a recent study [15] has found that information and communication technologies (ICTs) have supported new break activities in the office (eg, checking social media during mini-breaks or watching videos over lunch breaks) while evoking negative feelings at the same time. The researchers used the term “screen guilt” to describe office workers’ need to disconnect from screen-based ICTs during breaks for both physical and psychological well-being.

This has led us to rethink what (or even whether) digital features should be incorporated when designing SB interventions. The intersection of digital health and SB has attracted a lot of research interest and accumulated a large body of interdisciplinary research in recent years. As a first step in our own research on exploiting novel digital technologies for the delivery of workplace SB interventions, we wanted to review the literature on this topic in a systematic manner, to map the current technological landscape and research activities conducted in different disciplines, and to determine research gaps in terms of utilizing and innovating technologies for workplace SB interventions.

Previous Reviews

To date, 7 systematic reviews on SB interventions targeting adults have been published [16-22]. This section overviewed which aspects of the topic have been addressed in those reviews and which areas require more secondary research.

All the reviews were inclusive of all SB reduction interventions regardless of the presence of digital elements. Chau and colleagues [16] reviewed workplace studies published up to April 2009 and identified only 6 eligible studies that included sitting as an outcome measure. Only 2 types of digital media were covered (emails [23-25] and pedometer [23]). Measurement of SB was self-reported in all 6 studies, none of which found significant intervention effect on sitting reduction.

The result was inconclusive with respect to the most appropriate intervention approach or delivery mode because of disparate study designs and delivery modes across studies. With a similar inclusion criterion as Chau and colleagues’ [16], a more recent review [17] by Shrestha and colleagues identified 20 eligible workplace studies published up to June 2015. The analysis was focused on comparing the effects of different intervention components with absence of these components or alternative components. Only a small part of the analysis was pertinent to digital interventions. First, it compared the effect of computer prompts plus information counseling on sitting reduction with information counseling only, based on data from 3 studies [26-28]. Second, it compared the effect of different contents in e-newsletters on sitting reduction, based on 1 study [29]. The findings from both analyses were nonsignificant or inconclusive, given the low quality of evidence. Commissaris and colleagues [18] specifically reviewed workplace SB interventions aimed to influence workers’ SB while doing productive work. As a small part of their analyses, they compared 6 interventions including self-monitoring of SB and/or PA (using devices such as pedometers) with 4 interventions not including...
self-monitoring and suggested that self-monitoring seemed to be ineffective in improving SB/PA at work. Another review of workplace SB interventions by Chu and colleagues [19] included 26 studies published up to December 2015 and classified them based on intervention strategies into 3 categories: (1) environmental strategies, (2) educational/behavioral strategies (including educational program and point-of-choice motivational signs), and (3) combined strategies. They concluded from subgroup analyses that interventions combining multiple components resulted in the greatest sitting reduction, followed by environmental strategies. However, the review did not distinguish digital and nondigital delivery of intervention strategies within each category. Similar to Chu and colleagues’ review [19], Gardener and colleagues’ review [30] was also focused on intervention strategies, but with a broader scope (ie, including nonworkplace studies) and a more fine-grained coding scheme based on the underlying intervention functions [31] and behavior change techniques (BCTs) [32]. They found that education, persuasion, environmental restructuring, and training were the most promising intervention functions and that self-monitoring, problem solving, and changing the social or physical environment were particularly promising BCTs for reducing SB. Martin and colleagues’ review [21] was also inclusive of nonworkplace interventions. It was suggested that interventions targeting SB only and lifestyle change might be more promising than those targeting PA only or a combination of PA and SB, which was similar to the conclusion reached in Prince and colleagues’ review [22].

Although shedding light on intervention strategies and components effective for reducing workplace SB, those reviews fell short in 2 aspects. First, they did not differentiate diverse ways an intervention strategy/component could be digitally implemented and delivered. For instance, for the same strategy of point-of-choice prompts, the actual quantities of prompts received and noticed by participants may differ significantly depending on whether the break reminder was delivered on workstation screens, by smartphone notifications, or via tactile feedback from wearable devices. Apart from specific technological features, how different features were applied in combination and in support of each other is also worthy of attention. For instance, just-in-time adaptive intervention (JITA1), an approach that employs context-aware sensing and computing to detect the behavioral context and tailor the intervention in real time, can address the dynamically changing needs of individuals much better than a traditional intervention delivering static content with a fixed schedule [33]. Knowledge of such nuances in technological design is important as they may lead to considerable difference in the quality and quantity of interventions delivered to participants, making outcomes incomparable across studies.

Second, none of the abovementioned reviews included the engineering and computer science literature, despite the rapid prototyping and piloting of novel technologies within these fields that may become or inform the next generation of digital interventions. An exploratory search of this body of literature has found an abundance of user-centered design research [34] on technologies targeting SB reduction in office workers. Those studies, although employing very different study designs from clinical trials, have gathered valuable data about design-related outcomes (technological feasibility, usability, and acceptability) usually by involving stakeholders from the outset of intervention development. The findings do not only inform technology design but also give an indication of the potential user uptake, attitude, and adherence to different intervention technologies should they be moved to later stages of development and evaluation. As yet, awareness of the size and location of this body of evidence is lacking.

**This Review**

In summary, although previous reviews have touched on the technological design in SB interventions, there is a need for a review that is dedicated to this topic and that encompasses a wider range of literature. Specifically, the following questions can be explored:

1. How have digital technologies been used in interventions to reduce office workers’ SB at work?
2. What research has been done on them and what development phases have they reached?
3. Where does the research gap lie as to utilizing and innovating digital technologies for SB interventions targeting office workers?

In view of the above, we selected the approach of scoping review, which is a particularly useful tool to synthesize findings established with different study designs and to address broader topics than those addressed by systematic reviews (eg, effectiveness) [35]. The review will be reported with the following structure. Considering the complexity of this topic, we will first review existing classifications and frameworks proposed from several disciplines to describe digital technologies for behavior change. Second, we present the search and review method. In the Results section, we first provide a quantitative summary of studies and interventions identified in this review. Then, we narratively overview the range of research conducted on interventions with different technological designs and summarize the findings pertinent to the technological features. Finally, we discuss findings and suggest avenues for future research.

This review is not aimed to estimate the efficacy of interventions with or without certain digital components, which should be addressed by further systematic reviews once the technological landscape is laid out. Neither is this review focused on comparing the capabilities and limitations of various brands of technological devices, which have been featured in other studies [36,37]. Instead, the main objective here is to scope research across different fields through review of the technological features present in interventions and mapping different research activities (eg, design-led research, feasibility studies, and experimental studies) onto different stages in the process of intervention development and evaluation. Another objective is to synthesize the design-related findings (eg, satisfaction, usability, acceptability, feasibility, and engagement) of digital interventions, which were overlooked in previous reviews.
Existing Frameworks and Classifications for Digital Health Technologies

The technological aspect of digital health has been discussed under several umbrella terms such as persuasive technology (PT/system [38,39]), behavioral intervention technology (BIT) [40], and mode of delivery (MoD) for behavior change interventions (BCIs) [41]. Here, we review frameworks that categorize digital health technologies based on physical manifestations and functions (both high-level functional roles and specific system features).

On the Basis of Physical Manifestations

PT, a technology intentionally designed to change a person’s attitude or behavior, has been categorized into desktop-based, artifact-based, and environment-based systems, based on form factors [42]. Desktop-based systems are those only accessible through traditional personal computers and include Web pages and emails designed for desktop viewing and computer software. Artifact-based systems are usually portable and may include smartphones, wearable devices, and physically embodied agents, such as robot toys. Environment-based systems refer to computing systems built into the physical space or fixed to facilities to capture behaviors of users of the space or facility and to deliver point-of-choice persuasions, such as a system built into a public restroom to detect and encourage handwashing-with-soap behaviors of all toilet users [43].

On the Basis of Roles and Functions

The functional triad of PT [39] describes 3 general roles a computer can play in its interaction with the user, namely, a tool that increases user abilities, a medium that delivers content to create experience, and a social actor that evokes social responses especially with animate characteristics.

More recently, detailed system functionalities have been identified that explicitly or implicitly support those roles. For instance, the persuasive system design (PSD) model [38] suggested design principles under the following 4 categories: (1) primary task support, which includes reducing complex behaviors into simpler ones, tunneling experience, tailoring and personalization, self-monitoring, simulation, and rehearsal; (2) dialogue support, including positive reinforcement, reminders, suggestions, similarity, liking, and social role; (3) credibility, including expertise, authority, and trustworthiness; and (4) social support, by mediating social interactions and social influences. Some of these principles correspond to functional roles in the functional triad. For example, the principle of “reduction” (ie, reducing complex behavior into simple tasks helps users perform the target behavior) and “self-monitoring” (ie, providing means for users to track their performance or status) both enable the system to play the role of a tool. The principle of “simulation” (ie, enable users to immediately observe the link between cause and effect) and “social facilitation” (ie, providing means for discerning other users who are performing the same behavior) support the role of a medium; the principle of “social role” (ie, adopt a virtual social role) can be directly mapped onto the role of a social actor in the functional triad. It should be noted that although PSD has the merit of supporting requirement engineering, it does not follow a clear hierarchical structure, and the design principles are a combination of behavior change strategies (eg, self-monitoring), functional elements (eg, simulation), and nonfunctional characteristics (eg, similarity and credibility).

Webb and colleagues [41] developed a novel scheme to code modes of delivering internet-based health BCIs into 3 broad categories: (1) automated functions, including the use of an enriched information environment, automated tailored feedback on progress, and automated follow-up reminders and tips; (2) communicative functions, including mediating communication with advisors and peers; and (3) use of supplementary modes. Similar concepts were termed as BIT elements by Mohr and colleagues [40], referring to actual technical instantiations in the intervention that the user interacts with. In addition to those functional components included in Webb’s coding scheme, Mohr and colleagues [40] listed BIT elements appearing in more recent apps such as passive data collection (PDC; ie, data collected with smartphone sensors or external devices or through application programming interfaces [APIs] from other available sources) and logs (ie, data entry field facilitating self-monitoring).

All the abovementioned frameworks will be considered with adaptations wherever necessary in our analysis of the technological aspects of interventions to be reviewed.

Methods

Search and Selection

An interdisciplinary literature search was conducted of the following databases: Ovid MEDLINE, Cochrane library, JBI database of systematic reviews, Association for Computing Machinery digital library and Engineering index Compendex. Table 1 lists the databases searched in each field. Synonyms and subject headings relating to the following terms were applied in various combinations: office worker, sedentary behavior, technology, workplace (see Multimedia Appendix 1 for example search strategy). Reference lists of existing reviews [16-22] on workplace SB reduction and PA promotion were hand searched to identify additional eligible studies.

Title, abstracts, and full text of retrieved articles were reviewed for eligibility by applying the following criteria: (1) having office workers in the study sample; (2) targeting SB during work or had proxy measures of workplace SB (objective and/or self-report daily sitting of office workers); (3) involving digital technologies such as mobile and computer apps, digital multimedia contents, wearable activity trackers, and other devices with sensing and computing capabilities in the production, delivery, and/or customization of intervention contents; (4) published in peer-reviewed scientific journals/conference proceedings between 2000 and 2017; and (5) published in the English language.
Table 1. Databases searched in each field.

<table>
<thead>
<tr>
<th>Fields</th>
<th>Databases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical and health sciences</td>
<td>Ovid MEDLINE, Cochrane library, and JBI&lt;sup&gt;a&lt;/sup&gt; database of systematic reviews</td>
</tr>
<tr>
<td>Computing and engineering</td>
<td>Association for Computing Machinery digital library and Engineering index Compendex</td>
</tr>
<tr>
<td>Interdisciplinary</td>
<td>Scopus</td>
</tr>
</tbody>
</table>

<sup>a</sup>JBI: Joanna Briggs Institute.

Observational studies without administering or developing any intervention were excluded, though design research with an explicit intent to inform the development of digital SB interventions was included. Studies were also excluded if digital technologies were only used for purposes other than intervention delivery, such as using digital tools for pre-and poststudy assessments without feeding the data into the intervention content in any way.

Data Extraction

Full articles of eligible studies were reviewed to extract the following information where possible: publication data (authors, years, countries where the study was conducted, or where the first author was based if the study country was not specified), primary target behavior (SB vs PA vs others), intervention details, study details (eg, study type, participants, data collection methods, and duration), intervention development and research phase, technological features and configurations, and outcomes. Emphasis was placed on 2 types of outcomes pertinent to the design and use of technology: design-related outcomes informative for future iterations of intervention, which typically included satisfaction, usability, technical and process feasibility (eg, reach, dose, and fidelity of delivery), acceptability, engagement, and interactions with the technology, and user-related outcomes such as change in SB, PA, work performance, and perceived enablers for changes.

On the basis of the UK Medical Research Council (MRC) framework for developing and evaluating complex interventions, we categorized the whole article or sections of the articles into respective research phases: development, feasibility and piloting, evaluation, and implementation; we also categorized the intervention based on the phase reported in the latest publication about the intervention (Table 2).

We adapted existing classification frameworks to derive our own coding scheme to annotate the technological aspect of each intervention (Table 3). The framework was primarily based on the BIT model [40], which complemented with elements from other coding schemes/frameworks introduced previously, to cover a broader range of technologies and to reflect the specialty of the workplace setting (eg, the addition of “mediated organizational support and social influences”). Each code in the classification system can be viewed as a distinct technological feature (eg, a data log) implemented to deliver one or more intervention component (eg, self-monitoring of behaviors). A series of codes joined by “and” were used to annotate a technological configuration where several features were integrated to deliver 1 or more intervention component. For instance, an intervention that offered tailored feedback on progress based on users’ self-reported daily step counts was annotated with “DL and ATF.” Notably, “Scheduled prompts (SP) delivered according to real-time user status passively captured by sensing technologies (“PDC and SP”) are inherently different from SPs that interrupt users at fixed times throughout the day regardless of the users’ actual sitting time; hence, an additional code of “JITAI” was used to annotate “PDC and SP configurations to highlight the fact that the JITAI approach was present.

Table 2. Definitions of the development and research phases.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Definition and examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development phase</td>
<td>Studies could be one of the following: (1) reporting the design and development process of the intervention, following approaches such as Intervention Mapping, participatory design and user-centered design, (2) laboratory studies investigating design-related outcomes (feasibility, usability, and user experience) before the intervention has reached a deployable state of development, and (3) short in-the-wild deployment studies evaluating specific intervention components within a functional prototype before investing in further development.</td>
</tr>
<tr>
<td>Feasibility and piloting phase</td>
<td>Studies focused on investigating design-related outcomes of an intervention after it has reached a relatively complete stage of development, where user-related outcomes (behavior change, health and well-being, and productivity) were often measured as secondary outcomes with smaller sample sizes and less rigorous study designs.</td>
</tr>
<tr>
<td>Evaluation phase</td>
<td>Studies using a larger sample size and more rigorous study designs to assess important user-related outcomes and establish the efficacy of interventions.</td>
</tr>
<tr>
<td>Implementation phase</td>
<td>The intervention has already gone through the evaluation phase and has been used in practice for some time (eg, ≥2 years). As many implementation efforts are not reported, it was expected that this phase would have low representation.</td>
</tr>
</tbody>
</table>
Table 3. Links between our codes and categories from existing frameworks.

<table>
<thead>
<tr>
<th>Codes with descriptions</th>
<th>BIT(^a) elements [40]</th>
<th>Roles in the functional triad [44]</th>
<th>MoD(^b) for internet-based interventions [41]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital logs (DL): technology provides a convenient way for the user to enter data, which can be a mobile phone diary for self-monitoring of behaviors or a Web-based questionnaire assessing current behavior and psychological determinants of behaviors.</td>
<td>Log</td>
<td>Tool</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>Passive data collection (PDC): use wearable, smartphone-based and environment-based objective monitors to obtain time-stamped SB(^e) records automatically.</td>
<td>Passive data collection</td>
<td>Tool</td>
<td>N/A</td>
</tr>
<tr>
<td>Connected devices (CD): one or more external sensing device is connected either wirelessly or with a cable to a central computing device.</td>
<td>N/A</td>
<td>Tool</td>
<td>N/A</td>
</tr>
<tr>
<td>Scheduled prompts (SP): break reminders delivered either at fixed intervals or with some schedule adaptive to the real-time user status.</td>
<td>Notification push</td>
<td>Tool and/or social actor</td>
<td>Automated functions: automated follow-up messages (reminders)</td>
</tr>
<tr>
<td>Information delivery (ID): one or more forms of digital media with varying richness (text, links, testimonials, videos, or games) is used to present information that is usually static over time (eg, health facts, scripted motivational messages, and practical suggestions).</td>
<td>Information delivery</td>
<td>Medium and/or social actor</td>
<td>Automated functions: use of enriched information environment (eg, links, testimonials, videos, games); Use of supplementary modes (eg, emails and other digital media)</td>
</tr>
<tr>
<td>Automated tailored feedback (ATF): feedback on individual behaviors and progress, such as personalized goal setting and recommendations, that usually require some calculations of data input from DL or PDC.</td>
<td>Reports and visualization</td>
<td>Medium and/or social actor</td>
<td>Automated functions: automated tailored feedback based on individual progress</td>
</tr>
<tr>
<td>Mediated organizational support and social influences (MOSSI): emails conveying managers’ approval, online forums facilitating communication and/or competition among program participants, and other digital means of linking the participant to other individuals for the purpose of social influences or organizational support. (Email access to the support from a consultant or coach should be coded under ID instead)</td>
<td>Messaging</td>
<td>Medium</td>
<td>Communicative functions: access to peer-to-peer support</td>
</tr>
</tbody>
</table>

\(^a\)BIT: behavioral intervention technology.  
\(^b\)MOD: mode of delivery.  
\(^c\)N/A: not applicable.  
\(^d\)BCT: behavior change technique.  
\(^e\)SB: sedentary behavior.

Data Synthesis

Results on study characteristics (ie, publication data, study design, MRC development and research phase, and participants) and intervention characteristics (ie, target behavior, theoretical underpinning, technological design, and MRC development and research phase) were quantitatively summarized and presented using descriptive statistics.

Due to the heterogeneity of study design (eg, interviews, laboratory testing, and randomized controlled trials [RCTs]) and outcomes (eg, design inspirations, usability, engagement, and effectiveness), meta-analysis of specific outcomes across studies was not suitable. Instead, a primarily qualitative approach was used to summarize the research under each category of technological configuration, with a focus on design-related findings and implications, which were most relevant to the research questions of our interest.

Results

Overview

A total of 68 articles were included in this review (Figure 1), corresponding to 45 unique interventions. Each article was counted as a separate study, even if it was focused on a different aspect of the same research project reported in another article.
**Study Characteristics**

**Publication Data**

As shown in Figure 2, there is an overall upward trend in the number of articles published on this topic over the past two decades or so, with 2014 being the most fruitful year. Overall, 66 published articles represented research that was conducted in 16 countries, in addition to 2 articles that reported international studies conducted in 64 countries [45] and 3 countries (the United Kingdom, Australia, and Spain) [23], respectively. The most represented countries were Australia (n=19 articles), the United States (n=17), the Netherlands (n=8), and the United Kingdom (n=4). Another 7 European countries (e.g., Austria, Spain, Portugal, Belgium, Germany, Switzerland, and Finland) were represented in a total of 20 articles.

In terms of publication avenues, the included articles were published in 40 different scientific journals and proceedings. Divided by disciplines, 42 articles were published in the field of medical and health sciences, 13 in engineering and computing (including ergonomics and human factors), and 13 in interdisciplinary journals or conferences (e.g., PloS One), out of which 6 were in the interdisciplinary field of digital health (e.g., Journal of Medical Internet Research).

**Study Design**

For experimental studies, 25 articles reported RCTs (including cluster RCTs), 4 reported randomized crossover studies, 4 reported before-and-after studies with control or comparison group(s), and 10 reported before-and-after studies without control or comparison group(s). In addition to those traditional experimental designs, 9 articles reported descriptive quantitative process data (e.g., fidelity of delivery, reach, usage pattern of the technology, and compliance to break prompts), 11 articles reported qualitative data reflecting participants/stakeholders’ perspectives (e.g., pre-and poststudy interviews), and 19 articles reported the design and development of the technology.

Note that the above categories were not mutually exclusive as 1 article could include both quantitative and qualitative results and report both the design process and an evaluation study.

**Development and Research Phase**

All 68 articles featured complex interventions according to the MRC definition. Table 4 shows the number of articles categorized into each intervention development phase based on the MRC framework. Except for 2 articles that reported both the development and piloting phase [46,47], each article was assigned 1 category.
Table 4. Distribution of articles by development phases.

<table>
<thead>
<tr>
<th>Phase of intervention development</th>
<th>Articles (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development</td>
<td>19</td>
</tr>
<tr>
<td>Feasibility and piloting</td>
<td>34</td>
</tr>
<tr>
<td>Evaluation</td>
<td>10</td>
</tr>
<tr>
<td>Implementation</td>
<td>7</td>
</tr>
</tbody>
</table>

Participants

All studies included participants employed in office-based jobs. Indeed, most studies recruited participants from office-based workplaces covering different sectors and worksite sizes, although the majority of studies were conducted in universities and public-sector worksites. Only a few design and development studies recruited via local newspaper, social media, and from participant pools, resulting in a mixture of office workers and unemployed participants (eg, the study by Rabbi and colleagues [46]—13 students and 4 office workers; the studies by Bond and colleagues and Thomas and colleagues [48,49]—12 retired/employed and 18 office workers; the study by Mukhtar and Belaid [50]—2 graduate students and 2 faculty members; and the study by He Q and Agu [51]—6 students and 2 colleagues).

Overall, 63 studies recruited participants regardless of body mass index, whereas 5 studies targeted overweight and obese adults [48,49,52-54]; all studies but 1 [55] included both female and male participants. Except for 1 design and development study where sample size was not reported, sample sizes ranged from 1 [56] to 91 [57] among development studies, 3 [55] to 412 [58] among piloting studies, 153 [59] to 631 [60] among evaluation studies, and 291 [61] to 69,291 [45] among implementation studies.

Intervention Characteristics

Target Behavior

Of all 45 interventions, 18 interventions (27 articles) focused primarily on SB reduction, 14 (22 articles) targeted a combination of SB reduction and other behaviors (eg, PA promotion, diet management, posture correction, prompting social interactions with colleagues, and general lifestyle change), and 13 (19 articles) targeted other behaviors (eg, posture correction and PA promotion) without an SB reduction element in the intervention design but reported SB change as a secondary behavioral outcome.

Theoretical Underpinning

Overall, 19 interventions were underpinned by at least one theory, which included the theory of planned behavior (n=5), social cognitive theory (n=4), social ecological model (n=4), the stages of change or transtheoretical model (n=4), and theories of habits (n=3). The development of 3 interventions followed frameworks (eg, Intervention Mapping) that supported theory-based intervention design [57,62,63].

Technological Design and Development Phase

Multimedia Appendix 2 provides details about the technological features and configurations implemented in each intervention, the methods used to study those interventions, and study
outcomes. Table 5 presents summative results on different technological features/configurations in relation to the development and research phase based on MRC framework.

**Summary of Design-Related Findings**

**Information Delivery and Mediated Organizational Support and Social Influences**

The use of digital media for “information delivery” was prevalent among reviewed interventions and was sometimes integrated with the feature of “mediated organizational support and social influences (“ID and MOSSI”). A long-standing use case of this was motivational messages sent from the managers’ email addresses to convey organizational support and endorsement for the program [59,64-66]. In other cases, “ID and MOSSI were implemented in the form of online discussion forums or social networking sites to encourage individuals to share experiences with peers and to foster social support or team competition [45,60,61,67,68].

Two-thirds of the “ID and MOSSI” interventions had moved beyond development and piloting phases, with 6 interventions [23,59,60,69-71] having reached the evaluation phase and 2 [45,61] having reached the implementation phase. There was consistent evidence for positive user-related outcomes (eg, reduction in SB and increase in PA and work productivity) across studies [23,59,60,67,70,71], except for the study by van Berkel and colleagues [69], which delivered a lifestyle intervention with a small component focused on SB reduction and yielded nonsignificant intervention effects on SB or other lifestyle behaviors.

The only published development work on “ID and MOSSI” configuration was novel in applying ambient and affective interfaces to persuasion. A system called “PerFrame was created to play footages of the users’ close friend performing expressions showing either approval or disapproval, depending on whether the users’ behavior was healthy or not [72].

**Digital Log and Automated Tailored Feedback**

Integration of “digital log” and “automated tailored feedback was another common configuration (“DL and ATF”), as such systems took user inputs and generated feedback accordingly. These ranged from textual advice tailored to psychological constructs assessed with a simple Web-based questionnaire [24,73,74] to sophisticated visualization and simulations tools providing feedback on outcomes of self-reported behaviors such as daily step counts [45,60,67] and PA [75,76].

Although only 8 interventions were identified in this category, half of them [24,60,67,74] had reached the evaluation phase and one [45] the implementation phase. All reported SB reduction in the intervention group over time, though only 2 [60,67] reported significant between-group (intervention vs control) difference in SB reduction.

**Table 5. Summative results on technological design and development phase.**

<table>
<thead>
<tr>
<th>Technological design</th>
<th>Total, n (%)</th>
<th>Development, n (%)</th>
<th>Feasibility and piloting, n (%)</th>
<th>Evaluation, n (%)</th>
<th>Implementation, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>45 (100)</td>
<td>13 (29)</td>
<td>21 (47)</td>
<td>8 (18)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>ID&lt;sup&gt;a&lt;/sup&gt;</td>
<td>36 (100)</td>
<td>9 (25)</td>
<td>17 (47)</td>
<td>8 (22)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>DL&lt;sup&gt;b&lt;/sup&gt;</td>
<td>14 (100)</td>
<td>1 (7)</td>
<td>5 (36)</td>
<td>5 (36)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>PDC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>39 (100)</td>
<td>12 (31)</td>
<td>18 (46)</td>
<td>6 (15)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>CD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>12 (100)</td>
<td>6 (50)</td>
<td>5 (42)</td>
<td>1 (8)</td>
<td>—</td>
</tr>
<tr>
<td>SP&lt;sup&gt;f&lt;/sup&gt;</td>
<td>28 (100)</td>
<td>13 (46)</td>
<td>14 (50)</td>
<td>1 (4)</td>
<td>—</td>
</tr>
<tr>
<td>ATF&lt;sup&gt;g&lt;/sup&gt;</td>
<td>29 (100)</td>
<td>9 (31)</td>
<td>12 (41)</td>
<td>6 (21)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>MOSSI&lt;sup&gt;h&lt;/sup&gt; and ID</td>
<td>12 (100)</td>
<td>1 (8)</td>
<td>3 (25)</td>
<td>6 (50)</td>
<td>2 (17)</td>
</tr>
<tr>
<td>PDC and ATF</td>
<td>26 (100)</td>
<td>9 (35)</td>
<td>11 (42)</td>
<td>4 (15)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>PDC and SP (JITAI)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>19 (100)</td>
<td>13 (68)</td>
<td>5 (26)</td>
<td>1 (5)</td>
<td>—</td>
</tr>
<tr>
<td>Using on-board sensors</td>
<td>8 (100)</td>
<td>6 (75)</td>
<td>2 (59)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Using connected sensing devices (“CD, PDC, and SP”)</td>
<td>11 (100)</td>
<td>7 (64)</td>
<td>3 (27)</td>
<td>1 (9)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>ID: information delivery.

<sup>b</sup>DL: digital log.

<sup>c</sup>PDC: passive data collection.

<sup>d</sup>CD: connected device.

<sup>e</sup>no intervention found in the category

<sup>f</sup>SP: scheduled prompts.

<sup>g</sup>ATF: automated tailored feedback.

<sup>h</sup>MOSSI: mediated organizational support and social influences.

<sup>i</sup>JITAI: just-in-time adaptive intervention.
Several studies have examined design-related outcomes such as user engagement and experience of the “DL and ATF” platform. For instance, in the study by Compernolle and colleagues [74], it was reported that 86% of the participants in the intervention condition requested computer-tailored feedback and advice and that the majority rated the advice positively; in contrast, in the study by Marshall and colleagues [24], only half of the participants visited the website for tailored feedback and even fewer used the website for a second time. Although both platforms delivered stage-based advice tailored to participants’ self-reported PA and psychological determinants of PA, it could be the provision of pedometers in the study by Compernolle and colleagues [74] that made a difference.

Despite a lack of evidence showing “DL and ATF” as the efficacious component causing SB reduction, it was reported as a key mechanism of behavior change in several qualitative studies. Participants in the study by Bort-Roig and colleagues [77] highlighted the motivational value of being able to view logged data through visual graphics on a website and gain feedback; the study by Cooley and colleagues [78] interviewed 15 participants, who suggested that the mere act of logging purposeful physical activities during breaks changed their perceptions of what constituted exercise—they also thought the automated feedback on progress helped them set up goals.

**Passive Data Collection and Automated Tailored Feedback**

Replacing “digital log with “passive data collection to provide input for “automated tailored feedback” is a more technologically advanced configuration (“PDC and ATF”), as it capitalizes on automated sensing technologies and activity detection algorithms. Smartphones and pedometers were the 2 most frequently used devices for this configuration.

A number of smartphone apps incorporated data from on-board accelerometers or utilized Android APIs for real-time activity classification. Feedback was usually offered in the form of a dashboard with a break timer, daily accumulative active and inactive minutes, and/or a lifelog of activity episodes in chronological order [47,48,50,51]. Practical issues with this technological approach were identified, such as “phone battery drained quickly because of the accelerometer use and “users did not always carry the phone with them [47,51,79].

Pedometers were often used to provide instant and simplistic feedback on PA (eg, [74]). They were also used as a support tool (1) alongside DL to enhance the accuracy of self-report PA and (2) alongside MOSSI to provide the metric for team-based competition [28,45,52,54,66,71,80,81]. Participants generally considered the technological monitoring tool very helpful [54,77] and an evidence for organizational investment in staff health [82].

Notably, only 6 [23,45,59,67,74,81] out of the 25 “PDC and ATF” had reached the evaluation and implementation phases, 5 of which were pedometer-based interventions. Most interventions that used smartphone for both “PDC and ATF” were in the development and piloting phase.

Development research conducted in this space was innovative and informative in several aspects. First, machine learning was applied to classify activities and generate suggestions based on the users’ past behavioral patterns, which were found to yield stronger intention to follow than generic suggestions [46]. Second, the likeability of different forms of feedback was explored: “at-a-glance and real-time display of summative data was perceived as useful and motivating by users [48,51]; potential features demanded by users were visual feedback on the health outcomes of SB, accurate and reliable data sources, and the control over the collection and sharing of their data feedback with colleagues [83].

**Passive Data Collection and Scheduled Prompts (Just-in-Time Adaptive Interventions)**

Passively collected data were utilized in 19 interventions to determine when to trigger prompts. Those were coded as “PDC and SP” in addition to “JITAI in a bracket to be differentiated from the 9 SP interventions that prompted users at fixed times throughout the day [52,55,76,84-87]. Smartphone was the top-choice device used in this category, followed by desktop computers. A few studies used other connected devices (CD), which will be discussed in the “CD, PDC, and SP” configuration category.

Overall, 18 out of 19 “PDC and SP” interventions were in the development and piloting phase. This body of research produced outcomes particularly relevant to this review.

First, the studies were fruitful in identifying the optimum modality, frequency, and manner for interrupting users in the middle of sedentary work. Van Dantzig and colleagues [47] suggested the textual content of the persuasive messages was unimportant and a timely tactile notification on the smartphone might be just sufficient. Thomas and Bond [49] conducted a randomized crossover study with audible break prompts delivered from a smartphone app for 1 week in each of the 3 conditions: (1) a 3-min break prompt after 30 continuous sedentary minutes, (2) a 6-min break prompt after 60 sedentary minutes, and (3) a 12-min break prompt after 120 sedentary minutes. It was discovered that the 3- and 6-min conditions resulted in the greatest number and sum duration of walking breaks, the best and fastest compliance with prompts; from the users’ perspective, the 6-min condition was the most preferred one [48]. Mukhtar and Belaid [50] found that reminders delivered with variable intervals adaptive to the duration of the last inactive episode were preferred by users to reminders delivered with fixed intervals. In terms of manner, some interventions adopted a so-called “passive prompt approach, in which the screen was locked unless the user complied with the suggestions, whereas others followed an “active prompt approach by allowing the user to snooze or dismiss the prompt and carry on work. Although higher odds of compliance were recorded in the passive prompts condition than in the active prompts condition in 1 study [75], user annoyance with the passive prompt approach was also reported [78].

Second, the research was innovative in applying “quick-and-dirty design methods to piloting novel intervention approaches and studying potential usability issues without large investment in development. For instance, in the abovementioned PerFrame study, a so-called “Wizard of Oz paradigm was applied to control the system output. That is, instead of
implementing complex Computer Vision algorithms, the researcher observed the users’ sitting posture via a camera and remotely controlled which video footages to play [72]. In another example, researchers drew on a range of design research techniques such as diary, scenario, and technology probe to elicit user feedback on the design idea of an emotionally expressive robot, which would otherwise take a long period of development before getting users’ input [88].

**Connected Devices, Passive Data Collection, and Scheduled Prompts**

Within the “PDC and SP configuration category, 11 intervention delivery systems employed an even more technologically advanced feature, by drawing on data from externally CD.

Only 1 “CD, PDC, and SP” intervention had moved to the evaluation phase [59]. The study compared an intervention including a wearable activity tracker that made the smartphone prompts responsive to real-time user status with an intervention without the external device. Although there were no significant between-condition differences in prolonged sitting reduction, a 70.5% uptake of the waist-worn activity tracker was encouraging.

The development and piloting research in this space extended our knowledge of devices and media that can be possibly used for delivering SB interventions.

Several peripheral sensing devices with various form factors were incorporated in interventions reviewed, including cushions on chairs to monitor sitting time [53,56], wearables to capture activities and postures [59,89,90], and sensors attached to workstations to infer sedentary time from workstation use time [47,91].

A number of data transfer technologies were used to establish connectivity between devices. Bluetooth technology was commonly used for wireless communications between portable devices, for instance, between an Android/iOS device and a nearby peripheral sensing device [59,92]. Some early studies used mobile networks to send text messages from a server to a mobile phone as a way of prompting users [47,89]. Universal Serial Bus (USB) and other cable-based connections were often utilized in systems for which portability was not crucial. For instance, the studies by Van Dantzig and colleagues, Slootmaker and colleagues, Ferreira and colleagues, and Carr and colleagues [47,89,91,93] used USB-type protocols for sending environment-based sensor data to the users’ workstations, where the prompts were scheduled and delivered. USB protocol was also used in early prototypes of connected systems [56,94] to actuate novel user interfaces (eg, mechanically controlled sculpture and ambient light) from an Arduino, which is an open-source platform for creating interactive electronic objects.

Pros and cons of different technologies were explored. Wadhwa and colleagues [79] examined the technological feasibility and social acceptability of mobile versus environment-based sensing. The authors proposed a triggered-sensing approach to replace some mobile sensing with infrastructure sensing to extend battery life of mobile sensors; in addition, they analyzed users’ response latencies to different prompts and found a slight user preference for mobile-based notifications to workstation-based ones. Haller and colleagues [95] connected a posture sensing chair to 3 different types of media for delivering prompts (onscreen graphic feedback, tactile feedback from the chair itself, and physical feedback delivered by a plastic plant that became droopy to represent bad posture of the user); the result was in favor of the physical feedback, as it required the shortest time to return to the main task after the prompted activity and was rated by users as least disturbing. Along the same line of reasoning, several design studies assessed the technological feasibility, ease of understanding, usability, and likeability of ambient displays, such as programmable sculptures that changed shape [56,91], or ambient lights that altered color [94,96] to reflect users’ sedentary time and remind the user to take breaks. Nonetheless, although all the researchers suggested the need for longer-term experiments to establish the viability of their design approaches, no published follow-up studies were found.

**Discussion**

**Principal Findings**

This review sought to inform its readership about the research activity and technological landscape in the field of digital SB interventions for office workers and to identify research gaps and collaborative opportunities that could be further exploited.

This paper, first of all, serves as a roadmap that indicates the range and location of the literature on this topic. A total of 68 articles describing 45 interventions were identified. Although only a few studies were capable of providing definitive evidence (25 RCTs, of which only 9 were qualified as “evaluation phase studies), this is to be expected in an expanding field of interest with a lot of efforts to bring in novel technological features and configurations. In terms of geographic distribution, we observed that the development and piloting work conducted in this field was located across the globe, whereas evaluation/implementation research tended to be concentrated in specific countries and was usually associated with large national research initiatives (eg, Australia: “Stand up Australia and “Global Corporate Challenge; the Netherlands: “Vitality in Practice; and Spain: “Walk@WorkSpain ). Some of those projects were also fruitful in generating publications, partly because they followed a phased approach to conducting and reporting the development, piloting, and evaluation of complex interventions as recommended by the MRC guidance (“Stand up Australia [63,65,70,97,98] and “Vitality in Practice” (VIP) project [57,99]). In terms of disciplines where research on this topic can be located, we demonstrated the added value of searching for articles outside medical and health sciences databases. Finally, we found many SB reduction elements embedded in interventions targeting other behaviors such as posture correction or PA promotion. Indeed, only 18 interventions in this review solely targeted SB reduction.

Second, this review provides an overview of the current technological landscape in this field, with a novel coding scheme constructed specially for this purpose. As shown in Table 5, configurations like “ID and MOSSI and “DL and ATF have mostly been researched in the evaluation and implementation phase. Less investment in development or piloting was observed, probably because those configurations typically used...
technologies merely as media to exchange information that was traditionally delivered with print media or face-to-face communications, and hence, less complex computational model or infrastructure design was needed. In contrast, research on interventions that delivered SP or ATF based on PDC (“PDC and SP [JITAI],” “PDC and ATF”), in particular with sensors from CDs (“CD, PDC, and SP”), mostly remained in the development and piloting phase.

Notably, although validated PDC devices, such as the ActivPAL (PAL Technologies Ltd, Glasgow, United Kingdom) and ActiGraph (LLC, Pensacola, FL, USA), were widely used for outcome measurement [27,28,52,59,65,70,80,84,87,97,98,100], they were seldom integrated with other technological features as part of the intervention delivery system in the studies reviewed. This might be because early models of the ActivPAL and ActiGraph devices were not equipped with any output module (eg, a screen) to let wearers, or even researchers, receive feedback on SB during the monitoring period; neither were the stored data accessible to third-party apps or devices in real time for implementation of JITAI. This may, in turn, demotivate deployment of those devices beyond the assessment period (usually 1 week or 5 workdays), which could otherwise collect data throughout the whole study period and generate valuable insights into the process of change, as demonstrated in several studies [47,49,97]. This situation should soon be improved with the latest ActiGraph GT9X Link (LLC, Pensacola, FL, USA) and SitFIT (PAL Technologies Ltd, Glasgow, United Kingdom) devices that come with screens for instant feedback on behaviors and Bluetooth modules for communication with external devices.

That was why we coded CDs separately and considered it a very important trend that could potentially catalyze a paradigm shift in the use of data in behavior change. Not to mention easier integration of multiple data sources to make interventions more relevant to the context, CD greatly expands the range of interfaces and media that can be used to deliver SPs to users. We identified exploratory work on developing and piloting ambient displays to deliver break reminders subtly [72,94,96]. The technological advancements in the field of Tangible, Embedded, and Embodied Interactions presents new promise for this line of research, as mechanically controlled objects have been created [56,95] or designed [88,91] as a creative and pleasant way to persuade users into taking breaks and caring for their own health.

Implications

In addition, 2 notable blank spots can be identified in Table 5, suggesting areas where evidence is lacking and more investigations are warranted.

One is the dearth of research on interventions utilizing CDs, especially in evaluation and implementation phases. Research opportunities exist in exploiting wireless connectivity to make interventions more relevant to individual users and contexts. Manufacturers of well-validated PDC devices are starting to provide Software Development Kits (SDKs), such as the new ActiGraph Link SDK, which allows third-party apps or devices to stream the PDC devices’ raw data in real time or near real time. This is very encouraging; however, no studies have been published featuring interventions using such SDKs to exploit the value of CD. To achieve this, collaborations between health scientists, computer scientists, and engineers from both academia and the industry need to be fostered.

Another notable blank spot in Table 5 is the lack of research on SPs beyond the piloting/feasibility phase. Considering the numerous innovative break-prompting installations that have been developed and piloted in engineering and computer science, efforts could be directed toward moving them to the next phase of evaluation with a more rigorous study design. This line of research is promising for 2 reasons. First, research suggests in-the-moment guidance that prompts smaller yet more frequent changes in existing behavior has a potential for greater impact than suggestions only tailored to overall behaviors periodically (eg, daily energy burn) [46]. However, there is a lack of knowledge about the opportune manner of prompting office workers in the moment of sedentary work. Second, as the cost of embedded electronics is dropping, it becomes increasingly possible to scale up interventions delivered with novel technological devices, such as those systems reminding users subtly by changing ambient light or shape of physical artifacts [56,94,96].

Finally, upon reflection of using the MRC framework and conducting this review as an interdisciplinary team, we have realized differences in the understanding of “development and a lack of connection between different communities. There are encouraging examples where researchers followed through and published more than 1 stage of developing, piloting, and evaluating an intervention [57,62,63]. However, when it comes to the design and development of technologies for delivering interventions, it appears that health and behavioral scientists without technical backgrounds are less involved or interested. Meanwhile, although technological innovations are taking place in the fields of engineering and design, there seems to be a lack of mechanisms in place to feed design-related findings into other fields or move the novel technologies downstream to the evaluation phase.

It requires more thinking as to how to better connect and empower 2 communities—the community with expertise in intervention content development and evaluation and the community with capacities to design, develop, and study technologies with users. The answer to the question is beyond the scope of this review. Nevertheless, as a starting point, researchers from all disciplines can familiarize themselves with the MRC guidance and position their research in the big picture of developing and evaluating complex interventions. Health and behavioral scientists can also get more involved in user-centered research and have more inputs to early-stage technology innovations.

Limitations

The aim of this review was to scope the research activities and describe the technology design in SB interventions targeting office workers; as such, we did not intend to compare or synthesize the behavior change outcomes across interventions with meta-analysis. In addition, our review used a single code for PDC and focused on its integration with other technological features. The measurement and self-monitoring properties of
different devices used in those studies could have been coded with a more fine-grained coding scheme. However, we deemed this unnecessary, because a scoping review specifically on devices for self-monitoring SB and PA [36] was published during our data extraction phase and the authors of that review had coded the devices in terms of wear locations, outcomes measured, the type of feedback available, and various other measurement and self-monitoring properties.

Conclusions
This review demonstrates the prevalent and diverse use of digital technologies in SB interventions targeting office workers. The use of technology to deliver information, to mediate organizational support and social influences, and to provide feedback based on self-reported data is well established in this field. More research is needed to exploit wireless connectivity between devices to make interventions more adaptive to the users’ current state and context. Novel media interfaces for delivering subtle prompts are being innovated and are worth more attention. Opportunities exist to improve the utility of future research by encouraging interdisciplinary conversations and collaborations, potentially under the MRC framework for the development and evaluation of complex interventions.
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Abstract
Trials of digital interventions can yield extensive, in-depth usage data, yet usage analyses tend to focus on broad descriptive summaries of how an intervention has been used by the whole sample. This paper proposes a novel framework to guide systematic, fine-grained usage analyses that better enables understanding of how an intervention works, when, and for whom. The framework comprises three stages to assist in the following: (1) familiarization with the intervention and its relationship to the captured data, (2) identification of meaningful measures of usage and specifying research questions to guide systematic analyses of usage data, and (3) preparation of datasheets and consideration of available analytical methods with which to examine the data. The framework can be applied to inform data capture during the development of a digital intervention and/or in the analysis of data after the completion of an evaluation trial. We will demonstrate how the framework shaped preparation and aided efficient data capture for a digital intervention to lower transmission of cold and flu viruses in the home, as well as how it informed a systematic, in-depth analysis of usage data collected from a separate digital intervention designed to promote self-management of colds and flu. The Analyzing and Measuring Usage and Engagement Data (AMUsED) framework guides systematic and efficient in-depth usage analyses that will support standardized reporting with transparent and replicable findings. These detailed findings may also enable examination of what constitutes effective engagement with particular interventions.
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Introduction
Digital interventions are intended to support positive change in a range of health-related outcomes, including psychological, behavioral, educational, social, and environmental [1-3]. They may be delivered using any digital device (eg, phone and computer), making them cost-effective for providers [4,5]. Trialing a digital intervention can yield complex, large-scale datasets containing detailed usage data. If analyzed appropriately, this data is able to provide invaluable detail on how users interact with the intervention and inform our understanding of engagement. Measuring digital intervention
engagement has been described as a multidimensional concept, including the extent to which an intervention is used (eg, amount, frequency, and duration) and the subjective experience of the user as characterized by attention, affect, and interest [6]. As a key element of engagement, in-depth and consistently applied usage analyses are capable of providing invaluable insight into the field of engagement with digital interventions.

Usage analyses frequently examine the extent to which an intervention is used by the whole sample, utilizing variables such as the number of times users logged in, total time spent on an intervention, or number of pages viewed [7]. These broad-level analyses do not always take advantage of the detailed and comprehensive data available and they frequently assume that greater amounts of usage are indicative of higher levels of interaction that lead to increased changes in target behavior [8]. Harnessing the full range of data can instead enable more informative usage variables to be computed or combined, which may answer specific research questions about patterns of usage (ie, who the intervention was used by and how it was used) [8,9]. Recent interest in effective engagement considers these individual patterns of usage and the minimum level of engagement necessary for changes in target behavior to occur, including variation across individuals [8,10-12]. Effective engagement is defined as sufficient engagement with the intervention to achieve intended outcomes [8]. For example, a digital intervention designed to lower the transmission of cold and flu provided four sessions of content, requiring the intervention to be accessed on four separate occasions. However, analysis of usage data, reported behavior, and incidences of illnesses revealed that using the first session alone facilitated the required change in behavior to increase positive outcomes [11]. Alternatively, effective engagement may be context dependent, whereby viewing specific content components, in a certain order, or at an appropriate time, is the minimum threshold necessary for change [8,11,12].

During the planning of a digital intervention, processes such as logic models and guiding principles may be used to structure the theoretical underpinning and associated content for the intervention [13-15]. These techniques help identify behavioral determinants (eg, beliefs associated with the target behavior), which may be important in influencing the target behavior; for example, low confidence to manage symptoms or perceived barriers to performing a specific behavior. In order to influence favorably these behavioral determinants, content containing behavior change techniques (BCTs), such as goal setting, feedback on behavior, or habit formation, are incorporated into the intervention [16]. However, by performing analyses which focus solely on broad usage patterns across the whole sample, the opportunity is missed to understand how specific intervention content (eg, BCTs) is used by subgroups with particular characteristics (ie, behavioral determinants) and the extent to which there is a relationship to the target behavior [11,16]. Devising a plan of analysis to answer these questions using the fine-grained data often available from digital interventions enables us to examine the constructs of the logic model and further our understanding of the mechanisms of action underlying successful behavior change [17,18].

Analyzing usage metrics to better understand engagement has been proposed for some time, with the “law of attrition” being one of the first theories to draw attention to the benefits of examining usage data in this way [19]. The importance of the type of content viewed as well as the amount has also been acknowledged [20]. More recently, researchers have advocated using complex log data from digital interventions to further our understanding of engagement [11,12] and to examine relationships between usage, participant characteristics, and health outcomes [21]. However, the importance of providing consistently reported findings that will enable comparison of usage across different digital interventions has also been highlighted [6,8]. Existing guidelines encourage precise and standardized reporting for general analyses of digital interventions [22,23]. The challenge of undertaking efficient and systematic analysis of large datasets without the guidance of a framework is already acknowledged: Sieverink et al detailed the importance of using research questions to guide analysis of log data [24] and Taki et al demonstrated how categorizing different usage metrics can inform our understanding of engagement [25]. However, systematic reviews suggest that these types of analysis of usage data are not yet routinely undertaken [7,26]. This may be due to the absence of a framework that contains comprehensive checklists combining both the systematic breakdown of usage data and the formulation of research questions to structure usage analyses of digital interventions. In addition, without prior identification of necessary data capture processes, the final usage data collected may be unable to answer the research questions posed.

This paper proposes a novel framework to structure the process of analyzing usage associated with a digital intervention by doing the following: (1) drawing together potential measures of usage and identifying which are meaningful to the intervention, (2) generating specific research questions to act as testable hypotheses, and (3) supporting data preparation and selection of methods for analysis. Specifically, the framework for Analyzing and Measuring Usage and Engagement Data (AMUsED) can encourage the collection and/or extraction of data that will explain which parts of the intervention at what time and whether that was associated with positive outcomes. The framework focuses on usage as a key component of engagement, but does not aim to encompass all aspects of engagement. Nonetheless, the examination and analyses of usage data, using the framework, can move toward the identification of what constitutes effective engagement. In addition, the framework offers an approach to digital intervention data analysis that can be applied both before and after data collection.

When used during intervention development, the AMUsED framework aids development teams to compile an a priori analysis plan for use after data collection. This allows the opportunity to evaluate whether all necessary data will be collected and whether this is in a suitable format for analysis at a later date. This is particularly pertinent for interventions that are developed with external partners who may be unaware of the theoretically based elements of the intervention and their implications for analyses. When applied after data collection, the framework is especially useful for general orientation when
a researcher is unfamiliar with the intervention or when no advance plan of analysis is available. Using the framework helps focus exploratory usage analyses on addressing the theory underpinning an intervention and the plausible mechanisms of action on target outcomes, aiding more scientifically rigorous analyses. Should an analysis plan be available, the framework facilitates a review to ensure that the plan is still appropriate and aids revision where necessary.

Development of the Framework

The AMUsED framework was initially developed as a means to systematically and rigorously analyze post hoc usage data collected during digital intervention trials. The first author (SM) was tasked with analyzing usage data from Internet Dr, a successfully trialed digital intervention (see the case study involving Internet Dr below). This task was challenging because of the author’s unfamiliarity with the intervention, the depth and complexity of data collected, and the absence of an existing framework to provide step-by-step guidance on approaching a usage analysis. Stages 1 and 2 of the framework were developed alongside the process of understanding and beginning analyses of usage data collected from Internet Dr. An early version of the framework was presented to a multidisciplinary digital intervention development team with experience across health psychology, primary care, and statistics. The framework was then refined based on the team’s input and experiences of applying the framework to their own usage analyses. The value of having a systematic process through which to consider data collection during the development phase of a digital intervention was subsequently noted. The framework was then expanded and applied to the amendment of a second intervention, Germ Defence (see the case study involving Germ Defence below). Following this, the framework was presented to the wider scientific community at a national conference in the United Kingdom. Here, the value of using the structure provided by the framework to support collaboration between social scientists and software development companies and identification of necessary data collection processes was recognized. The framework was then shaped further to provide equal weight to both a priori and post hoc analysis needs.

Description of the Analyzing and Measuring Usage and Engagement Data (AMUsED) Framework

Overview

The framework is presented in three stages: (1) familiarization with available datasets, (2) selecting meaningful measures of usage and generating research questions, and (3) preparation for analysis. Each stage is available in checklist format, with generic questions acting as prompts for the researcher to consider in the context of their own specific intervention (see Multimedia Appendices 1-3). It is anticipated that use of the three stages will be iterative depending upon whether the framework is being applied in advance of or after data collection (see Figure 1). For example, when considering appropriate analytical software (Stage 3) during the development phase of an intervention, it may be necessary to reformat how data are recorded to ensure compatibility. Alternatively, analyses of collected data may reveal unexpected patterns of usage, such as repeated visits to a component of content, from which new exploratory research questions can then be generated (Stage 2).

The framework focuses specifically on examining the relationships and associations between measures of usage and user characteristics, theoretical variables, behavior, and/or health-related outcomes. However, it is anticipated that analyses of usage would be considered in the context of a broader process evaluation that may examine how variables other than usage are associated with intervention outcomes [27].

Stage 1: Familiarization With the Data—Identifying Variables

Evaluation of a digital intervention can produce large datasets containing information collected in a variety of formats. It may be necessary to collate relevant data across the datasets and compute new variables before usage analyses can be conducted. To simplify this process, Stage 1 proposes a checklist (see Multimedia Appendix 1) comprising a set of generic questions that will support a comprehensive understanding of the structure, processes, and content of the intervention in relation to data capture, contents of the datasheets, and factors related to trial implementation (eg, participant recruitment, Stage 1, Item 3). When used during the development phase of an intervention, the framework provides the opportunity to record and measure usage data that align with the proposed analysis plan. Ensuring efficient data capture at the outset can remove the need for extensive data cleaning and manipulation. When used for post hoc analysis only, Stage 1 can support the identification of appropriate usage variables and inform subsequent data cleaning and manipulation in preparation for analysis.

The usage data has been grouped into three categories. Intervention characteristics describes architecture, content, and expected workflow through the intervention, including intended usage [15] (eg, anticipated number of log-ins, number of available content components, and number of pages within a tunneled section). Accrued data covers all data collected during the running of the intervention, such as logs of interactions or log data (eg, date and time of use, pages viewed, and time spent on them) and user-entered data (eg, self-report). Contextual data encompasses previous findings related to the intervention development and trial (eg, factors affecting usage) and relevant external factors (eg, national health promotion campaigns).
Accrued data is usually collected automatically and recorded in datasheets, making the variables easier to extract and analyze. While some variables for intervention characteristics and contextual data may also be captured in this way (e.g., number of log-ins), it is anticipated that additional measures may be either conceptual or external, meaning that they would not automatically be recorded as analyzable measures. For example, a digital intervention designed to increase physical activity may include pages addressing barriers to the target behavior, such as not having enough time to exercise or not having access to equipment. Pages containing advice to overcome these barriers may be distributed throughout the intervention, but are based on the same underlying theoretical concept (i.e., an intervention characteristic). Therefore, a new variable needs to be created capturing usage of these pages and exposure to the theoretical underpinning. By identifying these measures of usage in advance, it is possible for additional data capture processes to be created, aiding efficient analyses after data collection. For example, depending on the delivery platform, code may be added to an intervention so that users who view these pages are recorded within a unique variable column in the log data. Contextual data is also less likely to be automatically collected and recorded within the study. If a large-scale outbreak of a respiratory infection occurs during the trial of an intervention aimed at reducing transmission of such infections, one might want to assess the potential impact on usage data. As with intervention characteristics, it may be possible to add further measures in order to capture personal experience of the illness or impact in a broader context.

It should be noted that the range of data available for collection may differ depending on the software used to develop and/or deliver the digital intervention. Using the framework during development to determine in advance which data are crucial may facilitate software development or else alternative workarounds. For example, where software is unable to collate total time spent on selected intervention pages, it will be necessary to ensure time spent by page is readily available to collate this after data collection. Interventions will also vary greatly in architecture and structure, depending on design, software, and delivery platform used (e.g., website, app, or text based). For example, a session (Stage 1, Item 1) may refer to a single log-in, a component of content available across multiple log-ins, or the amount of times a specific activity is accessed. The framework provides a structure broad enough to be applied to different interventions. However, it is not anticipated that all criteria in the checklists will apply to every digital intervention. Where concepts and examples provided do not directly translate, researchers are encouraged to define them as relevant for their intervention and adapt the framework as needed.

**Stage 2: Selecting Measures of Usage and Generating Research Questions for Engagement**

**Overview**

Establishing testable hypotheses is the precursor to carrying out systematic analyses. The aim of Stage 2 is to support the generation of specific research questions to drive testing of hypotheses. Stage 2 is divided into three sections to reflect the
increasing complexity of comprehensive usage analyses: Section 1 helps define specific measures of usage (ie, descriptive statistics), while Sections 2 and 3 generate research questions (ie, bivariate and multivariate analyses).

Stage 2, Section 1: Descriptions of Usage Variables

The first section of Stage 2 provides a nonexhaustive list of potential usage measures. Example questions on the checklist (see Multimedia Appendix 2) demonstrate how measures of usage may be constructed.

The abundance of data and potential usage variables can encourage unsystematic data dredging. Identifying and reviewing the range of usage measures available enables researchers to make informed and/or theoretically driven decisions about what will be the most meaningful variables to include in any subsequent analysis plan. The process of familiarization with intervention content and architecture (Stage 1) may highlight considerations when selecting usage variables for analysis. For example, it may become apparent that certain sections of the digital intervention were considered to be of greater importance during the planning process, such as components that are theoretically informed (eg, pages containing BCTs or advice and goal-setting sections). Therefore, analyzing the usage of these pages, specifically, would be more meaningful than analyzing the total number of pages viewed. Alternatively, the intervention logic model may indicate that two theoretically based components are considered to have equal importance, yet they may have differing amounts of content within them, meaning that users would spend more time on one than the other. On that basis, analyzing the time spent on theory-based components may result in misleading conclusions about the impact of usage on health outcomes. In this scenario, a categorical usage metric may be more meaningful (eg, having completed or revisited the component). Analyzing a single usage measure is unlikely to provide a comprehensive understanding of engagement for all users across an intervention. However, combining multiple usage measures in a systematic way will provide a more detailed understanding of how users engaged with the intervention and what patterns of usage are associated with intended outcomes.

During intervention development, this process is undertaken prior to data collection and is therefore based on prospective data identified in Stage 1—bracketed numbers provided in Stage 2, Section 1, indicate their counterpart sections in Stage 1. Given the considerable crossover, we anticipate that these sections will be completed iteratively (see Figure 1). The purpose of Stage 1 is to identify all potential measures of usage available within the data; Stage 2 then narrows down that selection by considering which measures will provide the most informative understanding of usage for a specific intervention. The selection is informed by fundamental elements of the intervention highlighted in the planning process [13,14]. For example, in a digital intervention targeting weight loss, important measures of usage might be identified as entering weekly self-reports of weight, repeat use of recipe component, and time spent watching exercise videos. When carrying out post hoc analyses, descriptive statistics for measures of usage identified in Stage 2 may provide greater insight into which measures will be more informative (see Figure 1).

Stage 2, Sections 2 and 3: Relationships Between Usage, Participant Characteristics, Target Behaviors, and Behavioral Determinants

The remaining two sections of Stage 2 (see Multimedia Appendix 2) will guide the generation of specific research questions to assess how usage might be related to participant characteristics, behavioral determinants, and target behavior. While this stage can be used to generate limitless questions to drive exploration of the data, the framework is instead intended to be used to help select the most important questions that will answer theory-driven hypotheses. Usage variables are considered in relation to participant characteristics (Stage 2, Item 2), target behavior and behavioral determinants (Stage 2, Item 3), and behavior change across the intervention (Stage 2, Item 3). By answering these questions, it is anticipated that patterns of usage that reflect effective engagement with a specific intervention can be described. The moderating effect of demographic, psychosocial, and health factors (Stage 2, Item 2) on the relationship between usage and outcomes are also considered in Section 3 of Stage 2. When defining these variables, it is intended that the framework be adapted to individual interventions; for example, it is possible that a measure of usage (eg, uploading ongoing health monitoring statistics) may also be the intended primary outcome [13].

Stage 3: Preparation for Analysis

The Stage 3 checklist (see Multimedia Appendix 3) supports the process of selecting appropriate types of analyses and analytical software, as well as the data preparation necessary to translate the research questions developed in Stage 2 into a plan of analysis. Generic questions guide the researcher to consider broad issues, such as available resources (Stage 3, Item 1) (eg, timeframe, additional researcher support, and analysis plan for efficacy), more specific issues of selecting appropriate type of analysis and analytical software (Stage 3, Item 2), and data management (Stage 3, Item 3) (eg, amalgamation, manipulation, and cleaning).

Our experience suggests that traditional statistical methods are not always suitable for analyzing the types of research questions generated by the framework. For example, while research is usually powered to analyze efficacy, it is frequently underpowered for the type of subgroup analyses needed for in-depth usage analyses. In addition, whereas analyses of amounts of usage (eg, total time spent or number of log-ins) often lend themselves to traditional methods, examining patterns of usage (eg, movement through pages) requires alternative methods to identify and inform subsequent statistical analysis. Therefore, techniques such as visualization and process mining may be more informative as they can reveal patterns of usage within the data, such as workflow through an intervention, clustering by participant groups, and temporal details [12,28-31]. In applying Stage 3 of the framework, the required data format for any analytical software should be considered.
Application of the Analyzing and Measuring Usage and Engagement Data (AMUsED) Framework: Two Case Studies

Overview

The following section provides researchers with practical examples of how the framework checklists can be applied in advance of or after data collection. The key findings and applications from utilizing the framework are highlighted below. The framework is necessarily comprehensive and completion of the checklists creates a lot of data and information. Indeed, this is the very process by which it supports the generation of systematic and rigorous usage analyses. The completed checklists for both studies have been amalgamated to enable comparison and are available as supplementary data (see Multimedia Appendices 4-6) so researchers using the framework in practice have detailed examples of its use.

Applying the Framework During Development: Germ Defence

Overview

PRImary care trial of a website-based Infection control intervention to Modify Influenza-like illness and respiratory infection Transmission (PRIMIT) was a large randomized controlled trial (RCT) that showed a digital intervention to be effective at lowering the transmission of colds, influenza, and stomach upsets within the home through increased handwashing [32]. The framework was used to inform and structure the process of updating and amending the intervention to make it ready for dissemination as an open-access resource for use by the general public. As part of that process, the intervention was renamed Germ Defence. The research team involved with the dissemination was already familiar with the intervention, having worked on the design and evaluation of the PRIMIT study—for full details of the PRIMIT intervention and evaluation trial, please see Little et al [32].

Stage 1: Familiarization With the Data

Applying Stage 1 of the framework supported us in undertaking a detailed review of the original version of Germ Defence (Stage 1, Item 3.2; see Multimedia Appendix 4), along with data collected from the prior RCT (Stage 1, Item 2). This informed crucial updates to the collection of usage data and the generation of research questions, which we describe in the following sections.

Disseminating Germ Defence to the general public required us to strike a balance between obtaining informed consent to collect a minimal amount of data to support evaluation, while still enabling easy access to key aspects of the intervention by users who may be less willing to engage with standard research procedures (Stage 1, Item 3.1). Completing the Stage 1 checklist also allowed us to identify the following: (1) how the intervention and consent procedures should be streamlined (Stage 1, Items 3.1 and 3.2) and (2) what pertinent self-report data should be collected to enrich analyses of the automatically collected usage data and enable comparison with the prior RCT data (Stage 1, Item 1.2).

Stage 2, Section 1: Descriptions of Usage Variables

We reviewed the range of possible usage variables and identified which ones would provide the most informative picture of how Germ Defence was accessed and used during dissemination (see Multimedia Appendix 5). For example, the first component of the intervention contains compulsory tunneled pages, including a section for selecting handwashing goals. Examining dropout across this component and online consent pages, along with repeat use of the goal-setting section, will enable us to understand if and where users disengaged with the intervention. We then compared our list with the data collected from the prior RCT. This identified crucial amendments to the data capture process for Germ Defence that would otherwise have been missed. Specifically, data recorded on use of the goal-setting component was overwritten when revisited, losing both user-entered data and our ability to view movement backward and forward through these pages (Stage 1, Item 1.2). Identifying this issue in advance meant we were able to adapt the back-end processes to ensure the required data were captured.

Stage 2, Sections 2 and 3: Relationships Between Usage, Participant Characteristics, Target Behaviors, and Behavioral Determinants

Completion of Stages 1 and 2 of the framework in parallel helped us to narrow down our selection of usage-related questions to focus on behavioral determinants that were identified to be most strongly correlated with the target behavior in the prior RCT (see Multimedia Appendix 5). Since efficacy of Germ Defence has already been established from the prior RCT, the primary focus of the dissemination phase is to examine patterns of usage “in the wild” and their relationship to baseline user characteristics. The following research questions are a selection of those generated (Stage 2, Item 2):

1. Which pages see the highest amount of dropout, including consent and baseline measures?
2. How do users move through the goal-setting pages and what goals do they select?
3. Are baseline measures for handwashing, level of belief that handwashing will lower infection transmission, and/or belief in the ability to increase handwashing associated with usage?
4. Do users’ perceptions about the risk of infection to themselves or a household member relate to usage?
5. Do the means through which users hear about the website relate to usage?

Self-report data on behavioral and psychological variables will be collected using an optional survey (Stage 2, Item 3) in order to minimize potential dropout. This could be subject to selection bias with significant differences in the characteristics of users choosing to complete or not complete the survey. Any analysis examining the association between usage and behavioral outcome or change in behavioral determinants will be undertaken with caution. However, accessing or completing the survey may be operationalized as a measure of usage (Stage 2, Item 1), providing the opportunity to analyze relationships between usage and the target behaviors.
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between intervention and survey usage (eg, Is viewing more intervention pages associated with completing the survey?) (Stage 2, Item 2). A comparison of baseline characteristics will also enable a check of whether those who complete the follow-up survey are different to those who do not.

**Stage 3: Preparation for Analysis**

The analytical tools available are SPSS for Windows version 24 (IBM Corp) and LifeGuide Visualisation Tool (University of Southampton) (Stage 3, Item 2; see Multimedia Appendix 6) [28,33]. It is anticipated that there will be insufficient power for definitive hypothesis testing. Patterns of usage (eg, repeat use and dropout across tunneled pages) will be best explored, initially, using visual tools. As Germ Defence has been built using LifeGuide software, the data produced will be compatible with the visualization tool (Stage 3, Item 3). Usage data collected from the intervention will need to be amalgamated and linked with self-report data from the optional survey. Thus, it was necessary to ensure that all users were allocated a unique nonidentifiable numeric ID upon first access so that all data can be linked (Stage 3, Item 3).

Using the research questions developed in Stage 2 and considerations highlighted in Stage 3, a full plan of analysis for Germ Defence was developed to inform efficient and systematic analysis after data collection. Applying the framework helped us prioritize research questions most relevant for the focus of the research (eg, how interventions are accessed and used “in the wild”) that would not be undermined by the constraints of using optional self-report measures.

**Applying the Framework for Post Hoc Analysis: Internet Dr**

**Overview**

The framework was used to develop an analysis plan for usage data collected during an RCT of Internet Dr, a digital intervention to support the self-care of respiratory tract infections (RTIs) and to reduce unnecessary general practitioner (GP) visits. The RCT showed that users with access to Internet Dr were less likely to contact their GP about an RTI than those without access [32]. The usage analyses for Internet Dr will be conducted by researchers who were not involved in the original design, development, and evaluation of the intervention. The framework enabled the researchers to understand the intervention and associated data collection and to construct systematic research questions to investigate usage—for full details of the Internet Dr intervention and evaluation trial, please see Little et al [34].

**Stage 1: Familiarization With Data**

Internet Dr is structured around three components of theoretically based content. Doctor’s Questions and Common Questions aim to support users who are unsure if their symptoms are serious and whether they are in need of medical treatment (Stage 1, Items 1.2 and 3.2) [35]. Treatment Options is intended to increase self-efficacy for users who wish to manage symptoms they are finding distressing (Stage 1, Items 1.2 and 3.2) [36]. Applying Stage 1 aided understanding of how these three components relate to the psychological theories underpinning the intervention and, thus, the proposed determinants of the target behavior (ie, illness perception, health locus of control, willingness to tolerate symptoms, and treatment preferences; see Multimedia Appendix 4).

All content was available whenever users accessed the intervention across a 24-week period in the winter (Stage 1, Item 1.1). However, users were encouraged to log in specifically during periods of illness to help manage their symptoms. Completing the checklist emphasized the importance of recognizing these two distinct purposes for accessing the intervention: (1) to view content while ill and (2) to view content when well, perhaps out of curiosity. These differences in motivation to access the intervention when well or unwell may also be reflected in differences in patterns of usage.

**Stage 2, Section 1: Descriptions of Usage Variables**

Given the theoretically based content of the three components within the intervention, usage of each was identified as relevant to understanding underlying mechanisms of action (eg, number of users, number of pages viewed, time spent, and number of revisits) (see Multimedia Appendix 5). For the Doctor’s Questions component, compulsory tunneled pages are completed, leading to illness management advice on the last page (Stage 1, Item 1.1). Therefore, users of this component would, in theory, not benefit unless they had reached the final page, so completion and dropout were identified as important measures of usage for this component. It was also intended by design that users would view Doctor’s Questions first (Stage 1, Item 1.2). Thus, analyzing the order in which users visited the different components was important to understand whether the intervention was used as intended, as well as how intended versus nonintended order of use was related to users’ perceptions of their RTI, their perceived ability to self-manage, and whether they contacted their GP. As differences in users’ motivations for accessing the intervention may lead to differences in usage patterns (Stage 1), measures of usage identified in this component (eg, number of pages viewed and time spent) should be described for three situations: usage when ill, usage when well, and across all usage.

**Stage 2, Sections 2 and 3: Relationships Between Usage, Participant Characteristics, Target Behaviors, and Behavioral Determinants**

Considerations from the previous sections helped form pertinent research questions for the remaining two sections of Stage 2 (see Multimedia Appendix 5). For example, relationships between viewing specific content and theoretical constructs and behavioral determinants will be examined. As motivations for use have been identified as potentially influential, associations between reasons for accessing the intervention and patterns of usage and/or personal characteristics will be explored (Stage 2, Item 2). In addition, we will examine whether users followed the intended navigational paths and whether this was related to visiting their GP (Stage 2, Item 3). Below are some example research questions from the usage analysis plan:

1. Does usage of Doctor’s Questions differ when intervention access is made when ill compared to when well (eg, starting
the component, number of pages viewed, time spent, and viewing the advice page)?

2. Are baseline personal characteristics associated with intervention use when ill or not ill?

3. Is viewing content during illness associated with lower GP visits?

Finally, we aim to identify whether viewing a specific piece or amount of content at a certain time (eg, when ill) led to a user being less likely to contact their GP.

**Stage 3: Preparation for Analysis**

SPSS for Windows version 24 (IBM Corp) and LifeGuide Visualisation Tool (University of Southampton) [21,26] will be used for data analysis (Stage 3, Item 2; see Multimedia Appendix 6). There will be sufficient power to analyze average usage of the intervention (eg, by whole sample) and associations with behavioral determinants and target behavior. Subgroup analyses are unlikely to be sufficiently powered (eg, comparing usage and outcomes of users accessing content when ill versus when prompted by completion of interim study measures). Some of the identified patterns of usage include movement through the intervention (Stage 3, Item 1) and will therefore be best explored visually (eg, the order in which the three content components were accessed). The datasheets are compatible with LifeGuide Visualisation Tool (University of Southampton). However, data is spread across several datasheets, requiring extraction, transformation, and amalgamation prior to analysis (Stage 3, Item 3).

Through completion of the three stages of the framework (see Multimedia Appendices 4-6), it was possible to break down a complex digital intervention and develop a comprehensive usage analysis plan, which will help identify what type of usage was successful in supporting self-management, for whom it most beneficial, and at what time it was most influential.

**Comparing Case Studies**

Both interventions target behavior associated with RTIs. However, Germ Defence focuses on infection prevention and may be accessed at any time, whereas Internet Dr supports self-management of symptoms while infected with an RTI. Despite the differences in their architecture, content, and function, the framework was suitably generic to be applied to both interventions. Although the same Stage 1 checklist was applied to both interventions, it enabled two completely different processes: for Germ Defence, Stage 1 helped shape structural changes to the intervention and data capture processes; for Internet Dr, Stage 1 enabled understanding of a previously unfamiliar and complex intervention and the accompanying datasheets (see Multimedia Appendix 4). Despite these different requirements, the checklist was comprehensive enough to fulfill both needs and lead to greater insights, such as realizing that a key component of Germ Defence (ie, the goal-setting component) was not capturing data as required, and understanding that Internet Dr was designed to be used during illness, but could be accessed at any time. Completing this first stage was the most complex and time consuming of the three stages for both interventions. However, through the thorough understanding of the intervention gained from Stage 1, the subsequent stages were easier to complete as the information was readily available to fit the generic questions. For example, having identified the theoretical underpinning of the three components of Internet Dr, their related measures of behavioral determinants, and expected relationship to GP contact, generating research questions to examine how usage related to changes in behavior and behavioral determinants was both simple and quick.

Through completing the checklist for Stage 2, Section 1, it is apparent that operationalizing usage in terms of amount was valid for both interventions (eg, number of log-ins, number of pages viewed, and time spent on pages; see Multimedia Appendix 5). This suggests that describing the extent to which an intervention has been used is a necessary first step for examining usage and that the number of pages viewed and time spent on them may inform our understanding of different styles of engagement. For example, spending more time on or revisiting pages may be indicative of higher levels of interaction compared to viewing pages briefly. However, as previously discussed, focusing on broad-based, summative descriptions of usage alone may not be sufficient to understand how the intervention supported change in target behaviors and outcomes. For example, distinguishing and comparing usage of the three theoretically based content components of Internet Dr will aid understanding of the potential mechanisms of action within the intervention.

The differences in research questions generated from Stage 2 highlight the differences in structure between the two interventions. Germ Defence is a stand-alone intervention requiring access only once, with an optional follow-up survey. Once completed, the data generated from using the intervention will provide a snapshot of behavior at that time. On that basis, research questions focus on user characteristics and behavioral determinants and target behavior at baseline (see Multimedia Appendix 5). In contrast, in addition to self-report and log data over a 6-month period, Internet Dr users’ GP notes providing information for the year before and after the trial commenced were also collected. This depth and length of duration of data collection enables different research questions, including consideration of behavior prior to the trial and for some months after.

Stage 2 of the framework highlighted the relevance of examining patterns of usage (eg, movement through the intervention) and subgroups usage analyses. As both interventions have insufficient power to analyze subgroup usage, and patterns of usage lend themselves to visual exploration (see Multimedia Appendix 6), this supports the use of contemporary visualization tools in addition to traditional statistical methods.

Both interventions include research questions examining relationships between participant characteristics and usage and whether any of those characteristics moderate the relationship between usage and target behavior. Through comparison of these similar analyses across multiple interventions, it will become possible to build up a pattern of how personal characteristics may influence digital intervention usage, leading to generic learning points to inform future intervention design. This may also be the case for usage analyses of interventions
with similar aims (eg, self-management of illness) or similar theoretical underpinning, behavioral determinants, or BCTs. Once a body of research is assembled, it would be possible to use the framework in advance to structure data capture and analysis so that it is comparable with prior interventions and published research.

**Discussion**

**Overview**

The AMUsED framework aims to support detailed and systematic analysis of digital intervention usage. The framework comprises three stages of checklists for researchers to do the following: (1) understand the intervention’s design, theoretical underpinning, and data collection processes; (2) define meaningful variables to assess usage and generate both broad and fine-grained research questions to examine relationships between usage, participant characteristics, and target behavior and behavioral determinants; and (3) prepare datasheets and consider appropriate software for analysis.

The framework has been applied to two digital interventions: Germ Defence promotes RTI prevention and Internet Dr supports self-management of RTI symptoms. Using the framework while preparing Germ Defence for public dissemination identified necessary amendments to data capture processes. For Internet Dr, the framework helped guide a research team who were previously unfamiliar with the intervention design and data to devise a comprehensive usage analysis plan. The case studies demonstrate the flexibility of the framework to be applied to different interventions and the advantages of using the framework, both before and after data collection.

**Implications**

The AMUsED framework checklists provide researchers with easily applied templates for carrying out detailed usage analyses of digital interventions. The framework supports the level of rigor in reporting digital intervention content and findings called for by current guidelines from the UK Medical Research Council, the Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth (CONSORT-EHEALTH), and the Template for Intervention Description and Replication (TIDieR) [22,23,27,37]. The checklists extend upon and draw together previous work on categorizing digital intervention usage data and selecting research questions [19-21,24,25] by providing a systematic and comprehensive process for researchers to follow. The process can be incorporated into existing digital intervention development methods, such as the person-based approach [14] and the behavioral intervention technology model [15], enabling pretesting of data capture processes to support theory-based hypothesis testing.

The framework encourages usage analyses that will broaden our understanding of mechanisms of action underlying a specific digital intervention, explaining the relationships between user characteristics, patterns of usage, and behavior change. Through this process, it may be possible to identify effective engagement, finding the level of usage necessary for a specific intervention in order to change the target behavior [11]. This will lead to digital interventions being developed to be more concise, efficient, and targeted, making them less arduous for the user and supporting higher rates of uptake and engagement.

**Limitations**

The framework has been developed and tested using Web-based interventions built using the same software [33] that captures extensive log data and has the ability for researchers to write additional code in order to capture tailor-made usage measures. Digital interventions may be delivered across a wide variety of platforms (eg, text messaging, apps, and websites) and developed using different software. This leads to substantial variation in design, the manner in which they are written or coded, and the availability and format of data collected. The framework is flexible enough to be applied across diverse interventions and sufficiently detailed to generate specific testable hypotheses for most digital interventions. However, we welcome other researchers to use the framework and build upon it based on their experience.

The AMUsED framework focuses on the analysis of measures of usage as one facet of engagement. Where objective measures of physiological reactions (eg, cardiac activity and eye tracking) or subjective self-report measures of engagement are available, it is hoped that future research may examine these alongside usage data and develop the framework further to incorporate them, thereby increasing our ability to explain not just the role of usage, but engagement more broadly [6]. It is also our hope that the framework will be applied as part of a mixed-methods approach, triangulating usage analyses with insights and experiences collected qualitatively [6,8,10].

The framework has been applied to ensure adequate data collection when used during the development phase of digital interventions. However, the framework also has the potential to be used to inform study design to answer empirical questions on effective engagement; for example, multiphase optimization strategy (MOST) and sequential multiple assignment randomized trial (SMART) [38]. Although this paper does not address this application, it provides an avenue for future research for the wider application of the framework.

**Conclusions**

The AMUsED framework offers a systematic process for carrying out in-depth usage analyses. The aim of the framework is to capture and formalize the techniques used by experienced researchers to support researchers who are new to conducting usage analyses, or new to a particular intervention, in deciding how to assess usage data that will be or has been collected. Using the framework will benefit researchers by lowering the possibility of overlooking key questions and making the reporting of usage analyses more efficient, leading to a quicker turnaround for publishing. The checklists provide the means to increase transparency and make findings easier to replicate, while discouraging unsystematic data dredging. The process will also encourage greater detail and consistency in the reporting of usage and engagement, making it easier to apply the findings to a wider context [7] and enabling comparison across different interventions and evaluation studies. The
framework helps to operationalize and measure usage in ways that will better inform our understanding of engagement with a digital intervention, encompassing broad measures of usage by the whole sample, through to specific theory-based usage variables and usage by subgroups based on personal characteristics. It guides insight into which components of an intervention worked and how they interacted with users’ personal characteristics. Finally, by using the framework it may be possible to identify the extent of usage required to support changes in behavior and health-related outcomes and, thus, an understanding of what constitutes an effective level of engagement for specific interventions.
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Abstract
**Background:** Support for guiding and monitoring postoperative recovery and resumption of activities is usually not provided to patients after discharge from the hospital. Therefore, a perioperative electronic health (eHealth) intervention (“ikherstel” intervention or “I recover” intervention) was developed to empower gynecological patients during the perioperative period. This eHealth intervention requires a need for further development for patients who will undergo various types of general surgical and gynecological procedures.

**Objective:** This study aimed to further develop the “ikkerstel” eHealth intervention using Intervention Mapping (IM) to fit a broader patient population.

**Methods:** The IM protocol was used to guide further development of the “ikkerstel” intervention. First, patients’ needs were identified using (1) the information of a process evaluation of the earlier performed “ikkerstel” study, (2) a review of the literature, (3) a survey study, and (4) focus group discussions (FGDs) among stakeholders. Next, program outcomes and change objectives were defined. Third, behavior change theories and practical tools were selected for the intervention program. Finally, an implementation and evaluation plan was developed.

**Results:** The outcome for an eHealth intervention tool for patients recovering from abdominal general surgical and gynecological procedures was redefined as “achieving earlier recovery including return to normal activities and work.” The Attitude-Social Influence-Self-Efficacy model was used as a theoretical framework to transform personal and external determinants into change objectives of personal behavior. The knowledge gathered by needs assessment and using the theoretical framework in the preparatory steps of the IM protocol resulted in additional tools. A mobile app, an activity tracker, and an electronic consultation (eConsult) will be incorporated in the further developed eHealth intervention. This intervention will be evaluated in a multicenter, single-blinded randomized controlled trial with 18 departments in 11 participating hospitals in the Netherlands.

**Conclusions:** The intervention is extended to patients undergoing general surgical procedures and for malignant indications. New intervention tools such as a mobile app, an activity tracker, and an eConsult were developed.

**Trial Registration:** Netherlands Trial Registry NTR5686; http://www.trialregister.nl/trialreg/admin/rctview.asp?TC=5686

(J Med Internet Res 2019;21(2):e9938) doi: 10.2196/jmir.9938

**KEYWORDS**
intervention mapping; eHealth; return to normal activities; return to work; patient reported outcome measures; colectomy; hysterectomy

**Introduction**

**Background**

The length of in-hospital stay after general surgical and gynecological procedures has decreased significantly due to a growing trend in day-care surgery, introduction of minimal invasive techniques, and enhanced recovery after surgery programs (ERAS) [1-3]. Due to this shortening of in-hospital stay, perioperative in-hospital care has been reduced and the greater part of the recovery period takes place at home [4,5]. As a result, guiding and monitoring of resumption of normal activities (RNA) including return to work (RTW) and long-term recovery are now transferred to primary care [6]. However, frequent no or conflicting advice is given, resulting in patients being unsure whom to contact for support in case of complaints. Patients often lack the knowledge themselves to determine how and when to resume activities [7-10]. As a consequence, full recovery after surgery takes much longer than expected despite improved surgical treatment. A longer recovery at home could result in diminished general and mental health, higher medical consumption, lower quality of life, and longer sick leave period [10-13].

Electronic health (eHealth) can be a suitable tool to optimize the quality of perioperative care of patients who will undergo general surgical and gynecological procedures. eHealth can provide tailored information, increase patients’ self-management, and has interactive communication features [14]. Furthermore, it has the potential to empower patients, to motivate patients, and turn them into more active and effective managers of their own health [15-17]. A recovery-oriented eHealth intervention (“ikkerstel” intervention or “I recover” intervention) has already proven to be effective with a significant faster RTW after benign gynecological surgical procedures [18]. This care program requires a need for further development to fit a broader population of patients who will undergo various types of general surgical and gynecological procedures.

**Objectives**

In this paper, the further development with corresponding process of this “ikkerstel” intervention is described [19]. The objective of the eHealth intervention development includes to further optimize (1) empowerment of general surgical and gynecological patients during the perioperative period to RNA and RTW and (2) substitution of perioperative care with eHealth. For this, the Intervention Mapping (IM) protocol is used, which is a suitable systematic and scientifically accepted method for the (further) development and implementation of a wide range of eHealth and RTW interventions. This method is based on theory and stakeholders’ (including patients’) involvement [20,21].

**Methods**

**Overview**

The IM protocol for the further development of the “ikkerstel” intervention consists of 6 steps (see Figure 1): (1) forming a logic model of the problem; (2) defining program outcomes and
objectives; (3) designing the eHealth program; (4) producing the eHealth program; (5) developing a program implementation plan; and (6) making an evaluation plan [20,21].

In the previous “ikherstel” study, only women were included as the intervention was only available for patients undergoing gynecological abdominal procedures. In this study, men will also be included because the target population includes patients undergoing general surgical procedures. Currently, the most performed general surgical abdominal procedures in elective setting in the Netherlands are hernia inguinal repair (with 28,232 procedures per year), cholecystectomy (25,203 procedures), and colectomy (14,012 procedures) [22]. Patients undergoing these surgical procedures are chosen as part of the target population, next to those patients undergoing gynecological procedures including hysterectomy and adnexal surgery as the other part of the target population. This way, a broad patient population of general surgical and gynecological patients can be achieved [18,19,23,24]. The study population is divided in (1) the minor abdominal general surgical and gynecological procedures group, which consists of laparoscopic cholecystectomy and adnexal surgery and laparoscopic or open hernia inguinal repair and (2) the major abdominal general surgical and gynecological procedures group, which consists of laparoscopic or open colectomy and hysterectomy.

In the first 3 preparatory steps of further development, the process is described, starting from, and based on, the original developed “ikherstel” intervention [19]. This original intervention is extended, optimized, and made applicable to the broader target population. In the last 3 steps of the intervention development, the implementation and evaluation plan is described for only the major abdominal general surgical and gynecological procedures group, because the protocol of the randomized controlled trial (RCT) of the minor abdominal procedures is already published elsewhere [25].

**Step 1: Logic Model of the Problem**

First, a planning group was composed to work with during the whole IM process. Next, a multifactorial patients’ needs assessment was conducted which included (1) a process evaluation of the earlier performed “ikherstel” study, (2) a review of the literature, (3) a survey study, and (4) focus group discussion (FGDs). Findings from the needs assessment were then compiled into a PRECEDE-PROCEED model (predisposing, reinforcing, and enabling constructs in educational diagnosis and evaluation-policy, regulatory, and organizational constructs in educational and environmental development) to identify the factors the program should address to help improve full recovery including RNA and RTW after surgery at home for abdominal general surgical and gynecological patients in the Netherlands.

![Figure 1. Intervention mapping steps.](https://www.jmir.org/2019/2/e9938/)

- **Step 1** Logic Model of the Problem
  - Establish and work with a planning group
  - Formulate the target study population
  - Conduct a needs assessment to create a logic model of the problem
  - Describe the context for the intervention including the population, setting and community
  - State program goals

- **Step 2** Program Outcomes and Objectives – Logic Model of Change
  - State expected outcomes for behavior and environment
  - Specify performance objectives for behavioral and environmental outcomes
  - Specify determinants for behavioral and environmental outcomes
  - Create matrices of change objectives
  - Create a logic model of change

- **Step 3** Program Design
  - Generate program themes, components, scope and sequence
  - Choose theory- and evidence-based change methods
  - Select or design practical applications to deliver change methods

- **Step 4** Program production
  - Refine program structure and organization
  - Review and adjust available materials of the earlier ikherstel-intervention
  - Prepare plans for program materials
  - Draft messages, materials and protocols
  - Pretest, refine, and produce materials

- **Step 5** Program Implementation Plan
  - Identify potential program users (adopters, implementers, and maintainers)
  - State outcomes and performance objectives for program use
  - Construct matrices of change objectives for program use
  - Design implementation interventions

- **Step 6** Evaluation
  - Write effect and process evaluation questions
  - Develop indicators and measures for assessment
  - Specify the evaluation design
  - Complete the evaluation plan
Process Evaluation
A process evaluation was performed on the previous “ikherstel” intervention to gain more insights into the facilitators and barriers for the acceptance and implementation of this intervention [26]. These results were used for the further development of the new “ikherstel” intervention. We evaluated how the eHealth intervention was delivered to and received by participants and how participants and health care professionals had appreciated the intervention.

Review of the Literature
A systematic review was performed to evaluate the effect of perioperative eHealth interventions on the postoperative course of any surgical procedure [27]. This review provides us important and general information about effective aspects of eHealth interventions for the further development of our eHealth intervention.

Furthermore, a literature search was performed to further investigate and gather more information about the average duration of full recovery including RNA and RTW after abdominal surgical procedures including factors that affect this duration. The literature search of the IM procedure of the previous “ikherstel” intervention was used and broadened to identify behavioral and environmental conditions of prolonged sick leave and delayed RTW among gynecological patients [19]. The search was executed in PubMed with the key words “abdominal surger*” and “recover*” or “rehabilitation” or “return to normal activit*” to select articles describing additional factors for delayed RNA in general surgical patients. This also included a search for behavioral and environmental explanations for delayed full recovery.

Survey Study
A survey study was performed to explore specific needs in the target population regarding the “ikherstel” intervention. Patients who underwent surgery (minor and major abdominal general surgical or gynecological procedures) between August 2013 and August 2014 in the VU University medical center (located in Amsterdam) received a questionnaire. This survey study was performed to (1) evaluate shortcomings in information and guidance supplied to patients in current perioperative care for patients undergoing general surgical and gynecological procedures, (2) investigate whether eHealth may be of assistance in this, and (3) to identify gender-specific needs [28]. On the basis of these results, the previous “ikherstel” intervention could be further adapted to this population.

Focus Group Discussions
In total, 4 FGDs were performed to gather patients’ experiences with recovery after (multimodal) cancer treatment and to identify particular needs during the various phases of cancer treatment. The second objective was to evaluate possible solutions for unmet needs by the introduction of eHealth. By gathering this information, the intervention can be adjusted in such a way that it is also applicable to patients undergoing surgery due to a malignant indication. Colon cancer patients were recruited from patient files of 2 Dutch teaching hospitals: Meander Medical Center (located in Amersfoort) and Spaarne Gasthuis hospital (located in Hoofddorp and in Haarlem). Endometrial cancer patients were recruited from the patient files of 3 teaching hospitals: VU University medical center (located in Amsterdam), Antoni van Leeuwenhoek hospital (located in Amsterdam), and the Flevo Hospital (located in Almere).

Step 2: Program Outcomes and Objectives-Logic Model of Change
In the second step, the program outcomes and objectives were developed. Performance objectives were specified to describe in detail the patients’ behavioral and environmental outcomes that were considered necessary to reach full recovery after surgery. Determinants for these behavioral and environmental outcomes were selected, and by crossing the performance objectives with these determinants (constructing matrices), the change objectives were identified. These matrices were used to identify behaviors and conditions that result in a sustainable full recovery. This step aimed to determine whether performance objectives, behavioral determinants, and change objectives of the earlier “ikherstel” intervention needed to be modified to better fit the broader target population. A selection of the performance objectives of the IM article of Vonk Noordegraaf et al was further supplemented with new performance objectives based on the findings of the needs assessment and the literature on behavior change [19].

Step 3: Program Design
In the third step, program themes, components, scope, and sequence were specified and theory- and evidence-based change methods were searched in PubMed and applied based on the findings in the first 2 steps. Theory-based methods for change are general techniques or processes that have been shown to enable change in one or more determinants of behavior and have their origins in behavioral and social science theories [20,29]. Choosing the theory- and evidence-based change methods and selecting or designing practical applications to deliver change methods was done by the planning group and guided by the formulated performance and change objectives in the second step of the IM protocol and were also based on the performance and change objectives as described in the earlier performed “ikherstel” study [19].

Step 4: Program Production
In the fourth step, the program structure was refined and organization was planned. All gathered information from the previous steps was synthesized and translated into plans for drafting program materials, that is, tailored tools and information to empower major abdominal general surgical and gynecological patients by an innovative eHealth care program. Participants of the FGDs in step 1 and health care professionals (surgeons, gynecologists, and residents in training) outside the project group pretested the different aspects of our eHealth intervention, whereby possible bugs and shortcomings were identified, refined, and adjusted.

Step 5: Program Implementation Plan
In the fifth step, potential program users were reidentified in line with the broadening of the patient population and the consequences for the implementation and acceptance of the eHealth intervention. With this information, an implementation plan to enable an extensive evaluation of the intervention was
developed including a plan to identify and inform the health care professionals and researchers in the participating hospitals about the different core components of the intervention. Furthermore, details about optimal delivery of the intervention were incorporated herein. Hospitals that participated in previous “ikherstel” studies gave their approval to participate again. Other hospitals were recruited by the PhD candidates. The planning of the adoption and implementation of the intervention was established.

Step 6: Evaluation

In the sixth step, an evaluation plan of the intervention was developed, which involves determining whether behavior outcomes change as a result of the adjusted eHealth intervention. For this evaluation, an RCT was designed to measure the effects of the eHealth intervention on RNA and RTW for patients undergoing major abdominal general surgical and gynecological procedures. This study was approved by the Medical Ethics Committee of the VU University medical center under registration number 2014.301. This study was also registered at the Netherlands Trial Registry under registration number NTR5686.

Results

Step 1: Logic Model of the Problem

The planning group (development team) consisted of 2 PhD candidates, 2 occupational health physicians, 3 surgeons, and 1 gynecologist. This multidisciplinary planning group was established to further develop the intervention by applying the various steps of the IM process. The members were selected to represent various fields of expertise required for the design of the intervention.

Process Evaluation

In the earlier performed “ikherstel” study, 210 patients were included, of which 110 patients were allocated to the intervention group. The implementation score of the intervention was 80%. All patients were given access to the “ikherstel” intervention and 86.4% made a convalescence plan. Reasons for not making or not adhering to the convalescence plan include patients (1) preferred to resume activities when they felt ready for it, (2) found the convalescence plan too optimistic or too conservative, (3) felt pushed by the convalescence plan, and (4) felt that the plan did not apply to their personal situation.

The eHealth intervention was perceived effective by 74% of patients, and 76% of involved gynecologists were satisfied with the Web portal. In total, 95% of the health care professionals would offer the intervention to their patients in the future, and 85.3% of patients would recommend the “ikherstel” eHealth program to a friend.

Required access to internet, the inflexibility of the eHealth intervention in case of complications for patients, and an increased time investment for gynecologists were rated as possible future usage barriers. Suggestions for improvement included an extra section with experiences of other women. All results of the process evaluation are published in detail elsewhere [26].

Review of the Literature

The systematic review included 27 studies that focused on replacing or complementing perioperative usual care with some form of care via information and communication technology (ICT) such as telemonitoring, telerhabilitation, teleconsultation, or an educational or supportive website in various types of surgery. Of these studies, 92% reported at least an equal or positive effect of the eHealth intervention compared with usual care on patient-related outcomes. The results show that eHealth or other forms of ICT and telehealth improve clinical outcomes, knowledge, and satisfaction of patients undergoing various forms of surgery. Furthermore, eHealth improves RTW and daily functioning after surgery. Positive influencing factors on these patient-related outcomes were (1) easy access to the intervention, (2) expectation management, and (3) a combined symptom monitoring by blended care [27].

The literature search in the IM protocol article of Vonk Noordegraaf et al identified that pain and discomfort, feelings of fear, and infections were delaying factors for RTW [19]. In addition, literature showed that the substantial variation in convalescence recommendations given by health care professionals were also of influence on the total duration of sickness absence [9,30]. In the broadened search, a wide variety in convalescence duration after minor general surgical procedures (eg, cholecystectomy and hernia inguinal repairs) was observed [31,32]. For major abdominal procedures, limited research was available to analyze the time of full recovery including RNA (and RTW) [33-36]. However, literature does show that the total duration of convalescence was longer than expected despite the implementation of minimal invasive techniques and ERAS programs applied by major abdominal procedures [1,37,38]. Duration of convalescence depends on pain, complications, or fear of recurrence (in case of cancer of hernia inguinal repairs) [39-41]. Preoperative expectations of convalescence, size of the incision, and fatigue were important contributory factors to explain actual convalescence [39-42]. Furthermore, patients who were physically active after colorectal surgery were more likely to recover faster [43].

Survey Study

In total, 57.2% (207/362) potential participants completed the survey. Mean age of participants was 46.6 years and almost 30% were male. For 87.4% participants, the indication for surgery was benign with an equal distribution between general surgical and gynecological procedures. A reported shortcoming related to information and guidance provision was the lack of detailed advice about the resumption of activities following surgery. Many participants reported receiving inconsistent recommendations from medical specialists, general practitioners, and occupational physicians. Limited guidance from professionals during the recovery process was also mentioned as a shortcoming by 40% of the participants. Some participants preferred to receive more information or more emotional and mental support after their surgical procedure. A perceived lack of information or support resulted in more nervousness before surgery or insecurity after surgery.
eHealth was expected to be a very useful tool to overcome these above-mentioned shortcomings. If an eHealth intervention had been available before or after their surgical procedure, 71% of the participants reported they would have used it. Most popular rated items of a future eHealth care program were a page containing an overview of important telephone numbers, a list with frequently asked questions, and the possibility to self-evaluate symptoms after surgery. Furthermore, the option of an electronic consultation (eConsult) was rated useful by 57.6%, and almost half of the participants preferred to use the “ikherstel” intervention also via a mobile phone app. The option to give an employer or an occupational physician access to parts of the website and the option of a patient forum were not rated useful. Limited gender differences in preferences were identified in this survey. Women showed a slightly higher need for information and preferred some extra eHealth support. The total results of the survey study are published elsewhere [28].

**Focus Group Discussions**

For this study, 40% (30/75) potential participants were willing and available to participate in the colon cancer FGDs. For the endometrial cancer FGDs, 35% (17/48) potential participants were willing to participate. A total of 22 patients actually participated in the colon cancer FGDs and 12 in the endometrial cancer FGDs. Most frequently reported unmet needs in the perioperative phase of colon cancer patients were an absence of tailored, dosed, and understandable information and advice regarding RNA. Colon cancer patients who had finished the adjuvant chemotherapy phase would have liked to receive more information about side effects, more mental support, and a longer aftercare period. Endometrial cancer patients evaluated the received information and guidance as very well. This was mainly due to very good guidance from the gynecologist and physician assistant. The participants without adjuvant treatment reported that they would like to have more recommendations regarding resuming normal activities, and they saw a role for eHealth to support this. However, patients who had adjuvant treatment rated the nurses’ guidance as sufficient and needed no additional support.

Colon cancer patients treated with multimodal treatment and endometrial cancer patients who did not receive any adjuvant treatment reported that eHealth services could be supportive but not a substitute of personal interaction with health care professionals. There was a preference for a Web-based health care system that is readily available 24/7 in the form of blended care. As there is already a lot of information on the internet about cancer diagnoses and treatment, it was sometimes hard for participants to differentiate which information is correct. Recommendation of the tool by their own health care professional would enhance perception of safety and, therefore, increase usage. In contrast, endometrial cancer patients who received adjuvant treatment did not see an added value for eHealth. This difference might be explained by the age difference in these patient groups. Results of the FGDs will be reported in more detail as separate papers.

On the basis of the results of this needs assessment, the overall desired outcome for further development of the “ikherstel” intervention tool was defined as “achieving earlier recovery including RNA and RTW.” Furthermore, the findings from the needs assessment were compiled into a PRECEDE-PROCEED model to identify patients’ problems and needs in perioperative surgical care in which eHealth and mobile health (mHealth) can have a (complementary) role and are defined as:

- A lack of clear and simple instructions for the RNA-including work;
- Inconsistent recommendations from different health care providers;
- A lack of information about surgical procedures and the perioperative course, symptoms, and complications;
- Limited mental support in case of patients with a malignant indication;
- Delayed and limited mobilization interventions to realize earlier RNA and RTW; and
- No or limited interaction with their health care professional during postoperative course.

**Step 2: Program Outcomes and Objectives-Logic Model of Change**

In the previous “ikherstel” intervention, the following overall objectives were formulated. After the needs assessment, these objectives were adjusted to align to patients’ problems and needs as identified under step 1:

- To enhance recovery by giving clear and simple instructions for the RNA;
- To stop inconsistent recommendations from different health care providers;
- To take away the insecurity with respect to postoperative course, symptoms, and complications.

The following overall objectives were added to the existing objectives after the needs assessment in step 1:

- To provide extra attention and mental support in case of patients with a malignant indication,
- To encourage patients to a quicker and more intense mobilization and earlier RNA, and
- To let patients have more interaction with their health care professional via a web portal.

Specified performance objectives for the further development of the “ikherstel” intervention are presented in Multimedia Appendix 1. To create a matrix of performance objectives, the main personal and external determinants of behavior change for each performance objective were operationalized. The Attitude-Social Influence-Self-Efficacy model was used in the IM procedure of the earlier “ikherstel” intervention and was used for the further development of this intervention as well [19]. This model was still considered by the planning group as the most suitable model for recovery and behavior change and, thereby, used to form change objectives [44-49]. Skills, barriers, and facilitators were considered relevant factors for RNA [50,51]. In Multimedia Appendix 2, an example of the performance objective “mobilize quickly and more intense after operation” is presented.

**Step 3: Program Design**

The same practical methods and suitable strategies as in the IM article of Vonk Noordegraaf et al were used for the further
development of tools and materials of the “ikherstel” intervention as the methods and strategies used in this intervention already had been proven effective [19,52]. For example, self-monitoring of behavior (awareness) and getting direct feedback will be used to stimulate patients to mobilize quickly and more intensively. An activity tracker will be used in the “ikherstel” intervention to encourage this. Multimedia Appendix 3 presents more examples of these methods with preconditions and final tool/materials of the eHealth intervention.

### Step 4: Program Production

The knowledge gathered in the first 3 steps was discussed by the planning group at several meetings to add various appropriate tools to the existing “ikherstel” intervention. A designer/developer specialized in eHealth and mHealth interventions was consulted during some of the meetings. In addition, experienced surgeons, gynecologists, and residents in training outside the planning group were consulted to judge the medical content of the tools. The words “ikherstel.nl” in the internet address of the eHealth intervention means “I am recovering.” The mobile app was made available for iOS and Android mobile phones and tablets. The design of the further developed “ikherstel” intervention for patients undergoing major abdominal surgical and gynecological procedures (this includes open or laparoscopic colectomy and open or laparoscopic hysterectomy) is described below. In Table 1, an overview of all tools of the developed eHealth intervention is presented.

#### Adaptation of Existing “ikherstel” Intervention Tools

**Website**

The website aims to prepare patients in the best possible manner for their surgery and to offer guidance during their recovery process until full recovery and resumption of all activities are achieved. The following tools on the website support this.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Content</th>
<th>Target population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information by text and animations about the surgical procedure</td>
<td>Enhancing patient preparation including creating expectations</td>
<td>All participants</td>
</tr>
<tr>
<td>Personalized convalescence plan</td>
<td>Enhancing patient preparation including creating expectations</td>
<td>All participants</td>
</tr>
<tr>
<td>Recovery monitor and recovery report</td>
<td>Monitoring recovery and offering assistance when relevant</td>
<td>All participants</td>
</tr>
<tr>
<td>Video</td>
<td>Increasing the information provision by using several ways to provide this</td>
<td>All participants</td>
</tr>
<tr>
<td>Glossary</td>
<td>Increasing the information provision by using several ways to provide this</td>
<td>All participants</td>
</tr>
<tr>
<td>Frequently asked questions</td>
<td>Increasing access to care and reducing patient uncertainties and fear related to the recovery process and workload</td>
<td>All participants</td>
</tr>
<tr>
<td>Electronic consultation</td>
<td>Reducing anxiety and uncertainty and increasing the amount of information provision</td>
<td>All participants with malignant disease</td>
</tr>
<tr>
<td>Information about malignancies</td>
<td>Reducing anxiety and uncertainty and increasing the amount of information provision</td>
<td>All participants with malignant disease</td>
</tr>
<tr>
<td>Information about chemotherapy and side effects</td>
<td>Creating long-term support to reduce anxiety and uncertainty</td>
<td>All participants with malignant disease</td>
</tr>
</tbody>
</table>

**Mobile app**

<table>
<thead>
<tr>
<th>Tool</th>
<th>Content</th>
<th>Target population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information by text</td>
<td>Enhancing patient involvement and recovery expectations and reducing anxiety</td>
<td>All participants with a smartphone</td>
</tr>
<tr>
<td>Insight into the convalescence plan</td>
<td>Creating recovery expectations and improving recovery</td>
<td>All participants with a smartphone</td>
</tr>
<tr>
<td>Recovery monitor and recovery report</td>
<td>Reducing uncertainties and fear related to the recovery process and improving monitoring and transition of postoperative care</td>
<td>All participants with a smartphone</td>
</tr>
<tr>
<td>Creating a packing list</td>
<td>Increasing better patient preparation before admission</td>
<td>All participants with a smartphone</td>
</tr>
<tr>
<td>Section to make notes</td>
<td>Increasing better patient preparation before admission and during in-hospital stay</td>
<td>All participants with a smartphone</td>
</tr>
</tbody>
</table>

**Activity tracker**

<table>
<thead>
<tr>
<th>Tool</th>
<th>Content</th>
<th>Target population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring and giving feedback on recovery</td>
<td>Reducing uncertainties and fear related to the recovery process, which may improve recovery</td>
<td>All participants with a suitable smartphone for the activity tracker</td>
</tr>
</tbody>
</table>
Making a Personalized Convalescence Plan

A personalized and tailored convalescence plan, including advice about resumption of (work) activities is the most important tool on the website. The specific tailored convalescence recommendations were developed for relevant types of abdominal surgical procedures by using a modified Delphi procedure [53,54]. On the website, information will be tailored for each patient, offering the opportunity to enhance patient involvement. This is possible as some data are already prefilled when patients receive their website account (eg, surgical procedure, sex, and hospital). This tool will enhance recovery by giving clear and simple instructions for the RNA and will stop inconsistent recommendations from different health care providers.

Providing Information About the Surgical Procedure and Recovery Process

Information per treatment phase (preoperative, perioperative, and postoperative) will be provided by text and images. These services will contribute peripherally to the patients’ awareness and expectations; both factors have proven to be important predictors of the length of recovery. Information will also have a positive effect on anxiety and satisfaction because the patients can prepare themselves better for the surgery. Postoperative information will be offered about the recovery period and common postoperative complaints. This could support patients during this period and may help them with feelings of insecurity. In addition, practical advice about when, how, and whom to contact in case of complaints will be provided. Patients will be helped in deciding whether to contact a health care professional in case of complaints or complications during their recovery. Frequently asked questions will be added as well and these were formulated based on main topics in patients’ brochures and Web-based patient discussion forums. This tool will take away the insecurity with respect to the postoperative course, symptoms, and complications.

Getting Feedback on Recovery by a Recovery Monitor and Recovery Report

The recovery monitor and report are tools to identify recovery problems and give patients feedback on their recovery progress. Patients will be asked to indicate in a recovery monitor to what extent they have resumed their activities, which will be subsequently graphically displayed in a recovery report allowing them to track their progress. It also aims to improve monitoring and transition of postoperative care. After the patient has given consent, the Web portal can be accessed by a health care professional in secondary care to monitor patients’ recovery and, thus, identify recovery problems.

Developing the Materials and Tools of the Revised “ikherstel” Intervention

Providing Information on the Website

For patients who will receive adjuvant chemotherapy, information about this treatment, including side effects, is provided on the website. This will provide extra attention and mental support in case of patients with a malignant indication. Videos are also added on the website. Videos are considered the most appropriate medium to deliver an informative message to patients because of the influence of modeling behavior on attitude [55]. Videos about the admission day, the surgical procedures, receiving and managing a permanent or definitive stoma, the postoperative period, and a simulation of patients and employers to discuss potential RTW problems are provided.

Postoperative Consult by Electronic Consultation

In case of recovery problems, patients have the option to ask questions to a health care professional from their own hospital by means of an eConsult via the website. Patients will be informed that eConsults are only suitable for nonurgent questions and that these questions will be answered within 2 working days. In case of urgent questions, they receive a phone number for direct contact. The hypothesis is that patients will be more comfortable and less hampered in resuming their activities with the opportunity to ask questions whenever they prefer. This tool will let patients have more interaction with their health care professional via a Web portal.

Mobile Phone App (Mobile Health)

All information which is available on the website is also available on the mobile phone app (“ikherstel” app), which will be synchronized with the website. This includes among others the convalescence plan that patients created on the website. A section to make notes and the option to compose a list of what to pack when being admitted to the hospital will also be available on the app. If patients do not have a smartphone, they will only use the website. This tool will enhance recovery by giving clear and simple instructions for the RNA and will stop inconsistent recommendations from different health care providers (see Multimedia Appendix 4).

Activity Tracker

An activity tracker that measures the daily step count can be linked to the “ikherstel” application for patients with a smartphone. This tracker will be used as a support tool for patients to monitor and to give feedback on their recovery. The average daily step count in the week before surgery will be set as their baseline measurement and, thereby, target postoperative activity level. The daily step count will be postoperative graphically displayed in the app as a percentage of their target activity level, including a target level the patient is expected to reach. Patients will be asked to wear the activity tracker in the first 4 weeks after surgery, and again after 8 weeks as the hypothesis is that baseline activity level should be reached in this week. This tool will encourage patients to a quicker and more intense mobilization and earlier RNA.

Pretest of Materials

In total, 10 patients and a representative sample of health care professionals evaluated the demo version of the eHealth “ikherstel” intervention. Patients got 3 weeks to test the intervention before they were interviewed by the researcher. Semistructured interviews were conducted with patients who also had participated in the FGDs. Health care professionals were asked to judge the demo version on several items (eg, layout, comprehensibility of all informative text). The test patients were satisfied with the content of the information, the way it was delivered, and the messages (source and style). They also found all text provided on the website as very useful.
However, a few remarks for improvement were suggested. These were related to supplying more detailed information about the side effects of chemotherapy, adding more attention to mental support, and less complicated sentences. All test patients would like to use the intervention if they will have surgery again.

Refinement and Production of Materials After Testing

After participants’ and health care professionals’ feedback, minimal adjustments were made. Mainly textual changes were made to simplify and order sentences. This resulted in the final eHealth intervention that was used to perform the RCT.

Step 5: Program Implementation Plan

Patients undergoing major abdominal, general surgical, or gynecological procedures were identified as new program users. No new professionals were identified as program users as the introduction and implementation of the program would remain in the perioperative phase also for the extended patient group. The 7 hospitals that participated in the earlier performed “ikherstel” study wished to continue the use of the “ikherstel” intervention including broadening the usage of “ikherstel” intervention at the general surgery department of their hospital. Many other general hospitals in different regions in the Netherlands signed the letter of intent to participate in this multicenter study. After a kick-off meeting at the research institute, one meeting with surgeons or gynecologists (depending on the department) and one meeting with nurses per hospital was held to discuss the content and logistics of the study and its implementation. Finally, 10 general surgery practices and 8 gynecology practices (all teaching hospitals) were positive about the further development of “ikherstel” intervention and willing to implement the intervention. They will participate in the evaluation of this intervention through implementation of the eHealth intervention as a supplement to the standard perioperative care given at their hospital.

Step 6: Evaluation

Study Design

The evaluation of the eHealth intervention will be performed by a multicenter single-blinded RCT. The effectiveness and cost-effectiveness of this innovative eHealth care program compared with the usual care given in 11 participating hospitals on RNA and RTW will be evaluated. A process evaluation will also be performed using a mixed-methods design [56].

Eligibility Criteria

Patients who will undergo a laparoscopic or open colectomy or hysterectomy and are aged between 18 and 75 years will be contacted. Exclusion criteria are surgery without a curative intention, deep infiltrating endometriosis, concomitant surgical procedures, not able to use the internet, unable to understand Dutch questionnaires, malignancy (in case of the hysterectomy), and receiving neoadjuvant treatment.

Outcome Measures

Our primary outcome measure is RNA. The Patient-Reported Outcomes Measurement Information System physical functioning item bank version 1.2 will be used to measure limitations in daily activities. A list of 29 most relevant selected activities will be presented to participants before surgery with the goal to select 8 activities, which are most relevant for them in their daily life. They will be asked in the following questionnaires after surgery if they can already perform one of these 8 activities. RNA is defined as the time in calendar days from the day of surgery until a participant has resumed all activities [57,58].

Secondary outcomes are social participation, self-rated health, duration until RTW, physical activity, length of recovery, pain intensity, and patient satisfaction [59-63]. Costs will be measured from a societal and health care perspective and consist of costs of the intervention, health care utilization costs, and costs associated with lost productivity [64,65]. Sociodemographic data and questions regarding expectations about the length of recovery and the amount of anxiety will be assessed at the baseline measurement. Complications will be assessed by reviewing the surgical reports and postoperative notes and scored by using the Clavien-Dindo classification [66]. The outcome measures will be obtained by using questionnaires administered at baseline (approximately 1–2 week preoperative) and at 2, 4, and 6 weeks and 3, 6, 9, and 12 months after surgery. For a total overview of all outcomes per measurement moment of this study, see Multimedia Appendix 5.

Sample Size Calculation

To detect a hazard ratio of 1.4 for RNA (corresponding to a decrease in median time to RNA from 10 weeks to 7.14 weeks as a result of the intervention) with 80% power while testing using a 2-sided log-rank test at a significance level of 5%, a total of 318 events need to be observed. The total sample size is set at 354 (177 per arm) to account for an anticipated proportion of 2.5% of patients not returning to daily activities within the 12 month follow-up period and a dropout rate of 10%.

Recruitment, Inclusion, Allocation, and Blinding of Patients

Patients will be recruited for study participation when they are on the waiting list in one of the participating hospitals and will receive a study information letter on behalf of their doctor. Contact will be made by phone to check their willingness to participate and to access eligibility. Eligible patients willing to participate will be included. After the patient completes the baseline questionnaire T(0) within 2 week before surgery and has signed informed consent, randomization will be executed by an (independent) research assistant. A computer-generated randomization in a 1:1 ratio will be performed on individual level stratified regarding hospital, sex, and surgical procedure using permuted blocks of size 2. Patients will be blinded to the intervention, as they do not know which program is developed as a nonintervention or intervention care program. The researchers involved in the analyses will be blinded to the allocation throughout the analyses. Health care professionals cannot be blinded to the intervention because it is highly likely that they will be notified of the allocation either by the patient or the patients’ medical file.
Data Analyses Plan

All analyses will be performed in IBM SPSS. Baseline characteristics will be summarized using descriptive statistics and compared between the intervention and control group using $t$ tests by normal distributions of variables and Mann-Whitney $U$ tests, chi-square tests, or Fisher exact tests by non-normal distributions of variables. Our primary outcome, time until full RNA, will be analyzed by both crude and adjusted survival analyses where hospital, surgical procedure, and sex will be taken into account as covariates in the adjusted analyses due to stratification. To describe the distribution of the duration until RNA in both groups, the Kaplan Meier method will be used. The Cox proportional hazard model will be applied to calculate hazard ratios. Adjustments will be made if there are clinically relevant differences between the intervention and the control group in the baseline characteristics or if other potential confounding factors are observed. For the longitudinal secondary outcomes, mixed models and multilevel logistic regression models will be performed. For the cross-sectional secondary outcomes, $t$ tests, Mann-Whitney $U$ tests, chi-square tests, or Fisher exact tests will be used to compare differences. Intention-to-treat analyses will be compared with per-protocol analyses to identify whether there are differences if patients used the intervention as intended. Subgroup analyses will be performed regarding the surgical procedure (colectomy and hysterectomy) and indication (benign or malignant disease). A post hoc analysis will be carried out on patients without major complications.

Discussion

Principal Findings

The purpose of this study was to describe the systematic process of the further development of the “ikherstel” intervention following the 6 steps of the IM protocol [20,21]. This eHealth intervention was adjusted to target different behavioral determinants relevant for the overarching program goal to achieve earlier full recovery for general surgical and gynecological patients. From the beginning, patients and health care professionals were involved in the developmental process and patients’ needs were taken into account by offering a user-friendly eHealth and mHealth intervention for our target group [67]. By involving hospitals in an early stage of the development process, the expectation is that a supportive basis for the intervention was created and that the implementation followed by evaluation will go as planned [68].

Comparison With Other Studies

The IM protocol has proven to be suitable to systematically and scientifically develop an eHealth intervention for various health issues [69,70]. In addition, a few studies have also used the IM protocol to further develop, adapt, or adjust an existing intervention [71,72]. In these studies, the IM protocol was considered suitable and enabled researchers to reconsider points of view and to integrate new information into existing tools. These studies used the IM protocol in the same manner as we did in this study. They decided to further build on the methodological choices made in the previously developed intervention by adjusting and improving the existing intervention for a new study population [71,72]. Methodological choices made in steps 2 and 3 of the IM process of developing the original “ikherstel” intervention, as described in the IM article of Vonk Noordegraaf et al, are considered effective and, therefore, used again in this IM procedure [19].

Comparison with other studies focusing on the development of eHealth recovery interventions is limited due to a low number of studies [18,23]. When comparing this developed intervention to the eHealth interventions included in the systematic review conducted by our planning group in step 1, it can be concluded that our intervention consists of multiple components on a diversity of functions that makes this a comprehensive intervention. In addition, most RCTs regarding enhancing the postoperative course are performed in cardiac surgery, whereas there is a lack of RCTs evaluating postoperative recovery after general surgical and gynecological procedures [73-80]. The studies of Vonk et al and Bouwisma et al are most comparable [18,23]. However, our study will be the only RCT that will be performed in patients undergoing major abdominal surgery focusing on RNA, which also includes procedures performed due to a malignant indication [81]. By determining the time until RNA as primary outcome, all patients aged between 18 and 75 years can participate in this study allowing more people to be reached.

The intervention was further developed and improved with respect to the previous “ikherstel” intervention. The shortcomings identified in the needs assessment are reflected, and new tools have been introduced. On the basis of the input from the FGDs, the accessibility has been improved by developing a mobile app and by the possibility of an eConsult. This facilitates direct access and communication with health care professionals and increases the reach of the “ikherstel” intervention [82]. By using the activity tracker, patients can monitor themselves, resulting in more involvement in their recovery process and motivating them to mobilize quicker and more intensively. Given the “ikherstel” intervention is based on the concept of computer-driven tailoring, the information regarding recovery is more personally relevant, which will increase the likelihood of behavior change and maintenance [83,84].

Strengths and Limitations

One of the strengths of our study is that by involving patients and different health care professionals in the development process of the intervention, experiences from multiple fields of expertise were included. We are convinced that this is necessary because this recovery-focused eHealth intervention is designed to include a multidisciplinary approach. Another strength is that all information gathered in the development (IM) process of the original intervention was based on findings of qualitative and quantitative studies and is used and extended with additional information obtained during this IM process. By adjusting and improving the “ikherstel” intervention, a more complete eHealth intervention for the broadened target population was created. A limitation is that nurses were not involved in this process of development of the intervention, whereas they are linked to a part of the intervention itself. However, we did have meetings...
with nurses in step 5 of the IM protocol, which attributes to the acceptability.

**Clinical Relevance**

Involving different program users and using a theory- and evidence-based systematic approach in the development of the intervention as noted in the IM procedure results in the best opportunity on effectiveness and implementation. If the further developed “ikherstel” intervention is proven effective, the content can be extended to other surgical procedures. In addition, if it proves to be cost-effective for a broad surgical group of patients, an implementation plan for future nationwide implementation has to be generated. It will also provide insight into the question of whether a systematically further developed version of an effective intervention is still effective for a different target group.

**Conclusions**

This study showed that with the use of IM, we were able to optimize and further develop the original “ikherstel” intervention. The intervention is extended to patients undergoing general surgical procedures and for malignant indications. New intervention tools such as a mobile app, an activity tracker, and an eConsult were developed. Consequently, with these tools, there is an increase in accessibility coupled with provision of monitoring and interactive feedback. The further developed “ikherstel” intervention will be evaluated in a multicenter single-blinded RCT.
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Abstract

Background: Young adulthood is a vulnerable period for unhealthy lifestyle adoption and excess weight gain. Scant attention has been focused on developing and evaluating effective weight gain prevention strategies for this age group. Electronic health (eHealth) offers potential as a cost-effective means of delivering convenient, individually-tailored, and contextually-meaningful interventions at scale.

Objective: The primary aim of this systematic review was to locate and synthesize the evidence on eHealth weight management interventions targeting young adults, with a particular focus on (eHealth) intervention components and outcomes.

Methods: A systematic review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines. The search strategy was executed across the following electronic databases: Cumulative Index to Nursing and Allied Health Literature, Cochrane Library, EBSCO, EMBASE, Emerald, Education Resources Information Center, Medical Literature Analysis and Retrieval System Online, Ovid, ProQuest, PsycINFO, PubMed, Science Direct, Scopus, and Web of Science. Furthermore, 2 reviewers independently assessed records for eligibility: peer-reviewed, published in English, and report evaluations of eHealth weight management interventions targeting healthy young adults (aged 18-35 years). Data were then extracted from studies that met the criteria for inclusion. The methodological quality of studies was independently assessed by 2 reviewers using the Effective Public Health Practice Project’s (EPHPP) quality assessment tool. A comprehensive narrative evidence synthesis was then completed.

Results: Out of the 1301 studies assessed for eligibility, 24 met the criteria for inclusion. According to the EPHPP quality assessment tool, overall, 19 studies were as rated weak, 5 as moderate, and none as strong. The narrative synthesis of intervention outcomes found 8 studies reported positive weight-related outcomes, 4 reported mixed outcomes, and 12 did not report any significant changes in weight-related outcomes. The narrative synthesis of (eHealth) intervention components led to 3 levels of classification. A total of 14 studies were classified as Web-based, 3 as mobile-based, and 7 as multicomponent interventions.

Conclusions: Findings highlight the limited evidence base for eHealth weight management interventions targeting young adults. The complex nature of weight management presents an ongoing challenge for interventionists to identify what works, for whom, how, and when. The quality of the evidence in this review was generally assessed as weak; however, assessment tools such as the EPHPP are principally concerned with what should be and this is seldom equivalent to what works. Thus, while sampling, study design and retention rates will remain key determining factors of reliability and validity, further research attention directed toward the development of guiding tools for community trials is warranted.

(J Med Internet Res 2019;21(2):e10265) doi:10.2196/10265
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Introduction

Background
Nearly one-third of the global population is overweight or obese, that is, more than 2.1 billion people [1]. The prevalence of obesity is rising rapidly throughout both the developed and the developing world, creating a substantial social, economic, and health burden on society [2]. If current trends continue, it is estimated that by 2030 almost half of the world’s adult population will be overweight or obese [3]. Such a scenario would have devastating consequences for the global burden of noncommunicable diseases, with increasing body mass index (BMI) associated with an elevated risk of developing a chronic disease such as cardiovascular disease, diabetes, respiratory disease, and certain cancers [4]. The magnitude of the obesity epidemic has led to a shift in focus from the clinical treatment of obesity to the development of prevention strategies that address the economic, environmental, sociocultural, and lifestyle-related causes of population weight gain [5-7]. The prevention of weight gain and the maintenance of a healthy weight are considered less challenging, less expensive, and potentially more effective than the treatment of obesity after it has fully developed [8]. Once established, obesity is difficult and costly to treat [9,10]. Owing to the projected increases in obesity prevalence, the challenges faced in delivering effective treatment, and the costs associated with treatment, it will not be possible to deliver care for all individuals in need [11]. Therefore, the prevention of obesity and its comorbidities are, and must continue to be, a foremost public health priority.

Targeting high-risk groups with prevention interventions is hypothesized to have the greatest impact on the rising incidence of overweight and obesity [4]. Efforts to prevent obesity have mainly focused on children and adolescents, whereas other important age groups have been overlooked [12]. The most rapid weight gain in the life course has been observed during the early twenties to mid-thirties [12,13], with incident obesity at a younger age associated with increased risk of chronic disease and mortality in later adult life [12,14,15].

Young adulthood is a transitional life stage in which young people experience significant life changes, increasing independence, and adopt lasting health behavior patterns [16]. The cause of age-related weight gain during young adulthood appears to be lifestyle-based, resulting from marked declines in physical activity (PA), increases in sedentary behavior, and poor dietary habits [17-22]. These changes in PA and diet-related behaviors likely result from the significant life transitions that occur during young adulthood, such as moving out of the family home, relocating to new environments, beginning full-time work or tertiary study, and establishing financial, residential, and employment stability [16]. Among this demographic, barriers to healthy weight maintenance exceed enablers [23], with healthful eating and regular PA not considered high priorities [24]. Perceived time constraints, lack of discipline, inadequate self-regulation skills, and a lack of environmental support for healthy eating and PA have all been cited as common barriers to healthy weight maintenance among young adults [23-26]. Common enablers to healthy weight maintenance include education and awareness (eg, what to eat and what not to eat), self-regulation skills (eg, practicing moderation and portion control), and positive social and environmental support [23,24,26]. Importantly, the adoption of healthier lifestyle behaviors in young adulthood has been associated with a lower risk of developing chronic disease in later adult life [27]. Given obesity is entirely preventable, the establishment and maintenance of healthy behavioral patterns in young adulthood would deliver long-term health benefits to individuals as well as cost benefits to society. Therefore, a more fine-grained understanding of the means that can be reliably used to effectively assist young adults in managing their weight is needed.

Review Rationale and Aim
Previous reviews [28-33] of lifestyle interventions for obesity prevention and weight management have highlighted the limited evidence base for successful interventions among this age group. Findings from these reviews were inconclusive owing to the small number of studies available [30], small sample sizes [30,32], heterogeneity across intervention designs [30,31], differences in participant characteristics [30], gender biases [32], and short intervention durations [30,32]. Traditional weight management interventions (ie, face-to-face sessions with a trained interventionist) may not meet the needs of many young adults, as evidenced by lower recruitment and retention rates, inferior attendance and compliance, and poor weight-related outcomes relative to older adult participants [34]. Traditional interventions are resource intensive in terms of the commitment required by participants and intervention providers, which can create barriers for full participation and adherence [29]. Moreover, the resources required to deliver face-to-face interventions (individual or group-based) prevent large-scale deployment to the wider community [28].

Young adulthood is a developmentally unique life stage [16]. Therefore, weight management interventions aimed at this demographic must have a specific focus on the distinct challenges faced by young adults that are known to contribute to weight gain, including rapidly shifting life circumstances related to home, work, family, and other relationships [16]; examples of the challenges faced during this developmental period include juggling the many responsibilities that come with being an ‘adult’ [16], continuing cognitive development through the mid-twenties (eg, impulse control, regulation of emotions, and rational decision making) [35], and learning the skills needed to sustain oneself, such as home food preparation and meal planning [36,37]. Technology may offer a cost-effective means of engaging young adults in weight management, with the current generation of young adults among the highest users of digital technologies such as social media, mobile phones, and wireless information sharing platforms [38].
Electronic health (eHealth), defined as the use of information and communication technologies (ICTs) for health [39], offers a feasible alternative to traditional weight management interventions and has the potential to be delivered at scale. Telemedicine, first used in the 1920s, is the oldest form of eHealth. The introduction of broadband internet in the 1990s, followed by wireless technologies, precipitated an explosion of eHealth and mobile health apps within the health care field [40]. Interventions that encompass ICTs (eg, internet-enabled mobile and tablet devices, wearable monitors) permit the efficient delivery of individually-tailored, context-specific health behavior change programs, with time-unlimited feedback, coaching, and support [41]. The popularity, mobility, and capability of modern ICTs allow temporal synchronization of intervention delivery and allow the intervention to be delivered at a convenient time and place [41]. For example, young adults may be sent a short message service (SMS) text message in the morning to remind them that having a nutritious breakfast is important for healthy weight maintenance [42], with a link to healthy breakfast recipes based on items commonly available at home. eHealth-based interventions have previously demonstrated the potential to promote healthful changes in both diet and PA behaviors [43] and have been used as a treatment option for obesity in adults [44]. However, there is limited evidence on the effectiveness of eHealth-based approaches for weight loss maintenance and weight gain prevention [44], especially among young adult populations. As such, the primary aim of this review was to locate and synthesize the evidence on eHealth weight management interventions targeting young adults, with a particular focus on (eHealth) intervention components and outcomes.

Methods

Review Protocol

This systematic review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [45]. Refer to Multimedia Appendix 1 for the PRISMA checklist used in this review.

Data Sources and Search Methods

The systematic literature search was completed in September 2018. The search strategy was executed across the following electronic databases: Cumulative Index to Nursing and Allied Health Literature, Cochrane Library, EBSCO, EMBASE, Emerald, Education Resources Information Center, Medical Literature Analysis and Retrieval System Online, Ovid, ProQuest, PsycINFO, PubMed, Science Direct, Scopus, and Web of Science. As outlined by Smith et al (2011) in a systematic review of individual studies, the search should be as wide as possible to maximize the likelihood of capturing all relevant data and minimizing the effects of reporting biases. As such, a search of a wide variety of electronic databases relevant to the topic of interest is recommended as a best practice [46]. The predetermined search strategy was designed by combining relevant search terms related to eHealth, weight management, and young adults. Search terms were divided into 4 groups: (1) intervention type (ie, eHealth variations), (2) outcome (ie, weight-related and behavioral variations), (3) study design (ie, study type variations), and (4) participants (ie, young adult variations). The full search strategy and database results are provided in Multimedia Appendix 2. The reference lists of all included papers (backward search) and pertinent systematic reviews [28-33] were also hand searched to identify additional studies for inclusion. Google Scholar was used to screen papers citing included studies (forward search).

Study Screening and Selection

All records were downloaded to Endnote Version X8 (Clarivate Analytics), duplicates were removed, and the remaining studies were assessed for eligibility via title and abstract by 2 independent reviewers. The results were categorized by title and abstract into (1) papers appearing to meet study selection criteria, (2) papers that should be retrieved for further examination, and (3) excluded papers. In cases where there were several publications from the same cohort, the study with the longest follow-up was selected; if the follow-up was equivalent, the most recent study was included. The full-text of potentially relevant papers was then obtained and assessed by 2 independent reviewers. These papers were further categorized. At all stages, any discrepancies were discussed and resolved by consensus. Where consensus could not be reached, a third independent reviewer acting as an arbitrator was consulted.

Eligibility Criteria

The eligibility criteria adopted in the present review are as follows. To be included in the review, studies had to (1) be peer-reviewed, (2) be published in the English language, (3) report evaluations of eHealth weight management interventions targeting young adults (aged 18-35 years old), including randomized controlled trials (RCTs), controlled clinical trials (CCTs), and cohort studies (pretest-posttest and posttest only), (4) include participants who were healthy and free of acute illness or chronic disease, and (5) report a measure of weight pre and postintervention. For the purposes of this review, eHealth referred to behavior change interventions, which were operationalized and transformed for delivery via ICTs including computers, tablets, mobile phones, wearable and nonwearable tracking devices, and digital games. For studies to be eligible for review, eHealth had to form the primary means of intervention delivery in at least one treatment arm. The technology could be used as both a tool to enable a process, function or service, or as the embodiment of eHealth itself [47]. Weight management was defined as the prevention of weight gain via the maintenance of a healthy body weight or the reversal of small gains to maintain a healthy body weight [8]. Studies that purposively recruited and subsequently evaluated weight loss or weight loss maintenance interventions among the obese (mean BMI ≥30 kg/m²) were excluded as the prevention of weight gain (ie, management) was the focus of this study; participants who have lost a significant amount of weight do not represent the general young adult population [48]. The age range of 18 to 35 years was selected based on the protocol included in the National Heart, Lung, and Blood Institute’s Early Adult Reduction of Weight through Lifestyle Intervention trials [49]. Weight gain is most rapid during these years [12,13], and increasing BMI
in young adulthood increases the risk of developing metabolic syndrome over the subsequent 15 years almost 20-fold [50].

Studies were excluded on the basis of the following criteria: (1) not peer-reviewed, (2) not in English, (3) not related to eHealth and weight management, (4) not an intervention evaluation, (5) included participants who were not healthy and free from acute and chronic disease, or were pregnant, (6) did not report a measure of weight pre and postintervention, or (7) did not specifically target young adults (aged 18-35 years). Studies that did not report an age range, the mean age of the sample, or the percentage of the sample who were within a given age range, were also excluded. Numbers and reasons for exclusions are reported in Figure 1.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart of study selection process.

Data Extraction and Management

A data extraction form informed by the PRISMA statement was developed for abstracting study characteristics [45]. Data extracted included the following: study details (author, year of publication, and country), study design, participants (sample size, characteristics, setting, retention, and blinding), intervention and comparator details, duration, and data collection methods, measures, outcomes, and conclusions (refer to Multimedia Appendix 3). Following this, summary tables were thoroughly and independently reviewed by all authors for accuracy and relevance. Any inconsistencies were resolved through discussion.
Quality Assessment

The Effective Public Health Practice Project’s (EPHPP) quality assessment tool [51] for quantitative studies was used to assess the methodological quality of included studies. The tool requires the assessment of 6 individual quality components (selection bias, study design, confounders, blinding, data collection methods, and withdrawals and dropouts) before assigning an overall quality rating (strong, moderate, or weak) based on a 3-point scale. The tool has been judged suitable for use in systematic reviews of effectiveness [52] and has been reported to have content and construct validity [51,53]. Moreover, a study comparing the EPHPP quality assessment tool with the Cochrane Collaboration Risk of Bias (CCRB) tool found the EPHPP tool to have fair interrater agreement for individual domains and excellent agreement for the final grade. In contrast, the CCRB tool had only slight interrater agreement for individual domains and fair interrater agreement for the final grade. Of note, no agreement between the 2 tools was evident in their final grade assigned to each study. The authors concluded that although both tools were developed to assess quality of the evidence, they appear to measure different constructs [54]. In the present review, 2 independent reviewers completed assessments of methodological quality according to the EPHPP tool. Any discrepancies were resolved through discussion with a third independent reviewer, acting as an arbitrator, when required.

Data Synthesis

In line with the primary aim of this review, a comprehensive narrative evidence synthesis was completed. Each study was of intrinsic interest on its own and combining such complex interventions was likely to yield a meaningless result that would not provide actionable insights for improving the design of future interventions [55]. As such, the reviewers sought to describe the variation in study findings by qualitatively examining (eHealth) intervention components and outcomes rather than attempting to combine findings into 1 overall estimate of effectiveness [51].

Studies were categorized into 3 groups based on (eHealth) intervention components: Web-based, mobile-based, and multi component. Web-based refers to interventions that were predominantly delivered through the use of internet-enabled functions such as e-learning platforms, websites, and email. Mobile-based denotes interventions that were primarily delivered through mobile-enabled functions including SMS text messages and mobile phone apps. Multicomponent represents interventions that used a combination of the above technologies to deliver the intervention. Behavioral change strategies were thematically identified using the Coventry, Aberdeen, and London-Refined taxonomy [56].

Outcomes were classified as positive if there was a significant desired change in the weight-related measure postintervention delivery, for example, decrease or maintenance in body weight, BMI, or %body fat. Outcomes were classified as mixed if not all weight-related changes were statistically significant in all intervention arms. Outcomes were classified as having no change if no statistically significant differences in the weight-related measure were reported postintervention (and when compared with control groups, if applicable).

Results

Search Results

The initial database search located 3280 records, 1979 duplicates were removed, and the remaining 1301 records were retained for title and abstract screening. Of these, 1237 were excluded as they did not meet the criteria for inclusion. The most common reasons for exclusion were the following: (1) not related to eHealth and weight management, (2) not an intervention, (3) participants had an acute illness or chronic disease, or were pregnant, or (4) the age range was too broad (eg, 18-65 years). A total of 75 full-text papers were retained and assessed for inclusion. Of these, 24 studies met the criteria for inclusion and were included in the narrative evidence synthesis. Figure 1 illustrates the PRISMA study selection process employed.

Study Characteristics

Of the 24 studies included, over 92% (n=22) were published from 2010 onward, and all were conducted in developed countries: a total of 17 in the United Sates [57-72], 4 in Australia [73-76], 2 in the United Kingdom [77,78], and 1 in Belgium [79]. The majority employed either a CCT design (n=7) or an RCT design (n=15). All interventions addressed weight management; however, the behavioral focus of each intervention differed: a total of 10 focused on both healthy eating and PA [61,62,64-67,69,71,73,74], 7 focused on multiple behaviors (eg, healthy eating, PA, stress management, and sleep) [57,59,60,72,76-78], 3 focused on self-weighing [63,70], 3 focused on PA only [58,68,79], and 1 focused on healthy eating only [75]. The number of participants within each of the studies ranged from 12 to 2621, with a mean sample size of 468 participants. The majority of studies (n=20) recruited participants from colleges or universities, with only 4 studies extending their recruitment beyond an academic setting [74-76,79]. The duration of interventions ranged from 6 weeks to 24 months (mean=22 weeks), with an average retention rate at the final point of data collection of 79%. In terms of outcomes, 12 out of the 24 studies did not report any statistically significant changes in the weight-related measure(s) [57,58,61,65,66,68,71-73,77-79], 8 reported significant positive weight-related changes (eg, maintenance of a healthy weight or reversal of small gains) [60,62-64,70,74,76], and 4 reported mixed outcomes [59,67,69,75]. Refer to Multimedia Appendix 3 for a summary of individual study characteristics.

Intervention (Electronic Health) Components

Of the 24 studies included this review, 14 evaluated Web-based interventions [59-70,78], 3 evaluated mobile-based interventions [58,75,79], and 7 evaluated multicomponent interventions [57,71-74,76,77]. The following section provides a narrative synthesis of the different eHealth components employed in these studies.

Web-Based Interventions

Among the 14 studies evaluating Web-based interventions, 4 [65-67,78] comprised a Web-based education (e-learning)
program, 8 [59-64,68,69] used a combination of internet-enabled functions (eg, e-learning, website, email, e-counselor, e-newsletter, and Wi-Fi enabled scale), and 2 [70] used email as the sole method of intervention delivery. Typically, in the e-learning-based programs, participants (college or university students) were required to enroll in the program and complete the required modules to receive course credit for their participation [59,64,65,67,69,72]. The main behavioral change strategies employed in the e-learning-based studies were knowledge shaping, self-monitoring, social support, and contact with an interventionist (see Multimedia Appendix 3). For instance, in the study conducted by Gow et al (2010), students were randomized to either the (1) internet intervention arm (6 intensive e-learning sessions delivered via Blackboard), (2) feedback intervention arm (encompassing feedback from interventionists and using Blackboard for self-weighing) or (3) the combined intervention arm (e-learning sessions plus feedback) [69]. Similar programs were designed and evaluated by Dennis et al (2012), Greene et al (2012), LaChausse et al (2012), Kattelmann et al (2014), and Nikolaou et al (2015), whereby students randomized to the intervention arm(s) completed a semester long e-learning program accessible via a centralized website [57,65-67]. Specifically, Nikolaou et al (2015) used the Web-based e-learning program Moodle to deliver intervention content, with weekly email reminders sent to alert participants of new materials and mailboxes used to encourage communication between participants and interventionists [62]. Conversely, the study conducted by Harvey-Berino et al (2012) used a Web-based e-learning platform to facilitate weekly Web-based synchronous group chats led by a trained interventionist and supported by materials accessible via the intervention website [64].

The remaining Web-based interventions integrated multiple internet-enabled functions including e-newsletters, social network sites (SNSs), and email. The main behavioral change strategies employed in these studies were knowledge shaping, goal setting, self-monitoring, and contact with an interventionist (see Multimedia Appendix 3). For example, the study conducted by West et al (2016) was delivered via weekly e-newsletters and a private Facebook page, with participants also receiving a Wi-Fi scale and PA tracker (Fitbit Zip) for self-monitoring [72]. Similarly, the study conducted by Schweitzer et al (2016) comprised an adapted eHealth intervention where participants received weekly emails with tips for achieving set goals and weblinks to their personal accounts for viewing progress and accessing additional material [61]. In contrast, Bertz et al (2015) used Wi-Fi scales and email to facilitate the implementation of the caloric titration method, which involves daily self-weighing and visual feedback to promote weight management [63]. The final 2 studies combined both Web-based and offline components. The intervention evaluated by Dennis et al (2012) integrated both Web-based modules and biweekly in-class sessions with an expert instructor in nutrition and exercise science [67]. Similarly, the Choosing Healthy Options in College Environments and Settings (CHOICES) trial evaluated by Lytle et al (2017) offered an academic course with e-learning, face-to-face, and hybrid options for program delivery. The Web-based program included e-learning modules, an SNS, and a support website [59].

**Mobile-Based Interventions**

The 3 studies evaluating mobile-based interventions [58,75,79] delivered intervention content primarily via SMS text messages and mobile phone apps. The main behavioral change strategies employed in the mobile-based studies were goal setting, self-monitoring, and behavioral prompts (see Multimedia Appendix 3). For example, in the study conducted by Munoz et al (2014), participants used a pedometer to track PA, with brief SMS text messages (2-3 per week) sent throughout the intervention period to encourage the adoption of healthy behaviors [58]. Similarly, in the study conducted by Kerr et al (2016), dietary intake was monitored using a mobile food record app and tailored dietary feedback was sent weekly via SMS text messages to nudge healthy eating habits [75]. The study conducted by Simons et al (2018) comprised an investigator-designed mobile phone app (Active Coach) and a wearable device (Fitbit Charge) for tracking PA. The app included goal-setting functionalities, practical tips, and educational facts [79].

**Multicomponent Interventions**

The 7 studies [57,71-74,76,77] that were categorized as multicomponent used various eHealth technologies to deliver or support the intervention. The multicomponent studies employed a larger number of behavioral change strategies including knowledge shaping, barrier identification, goal setting, outcome expectation setting, behavioral prompts, self-monitoring, graded tasks, skill development, personalized feedback, social support, and contact with an interventionist (see Multimedia Appendix 3). The more complex interventions such as TXT2BFIT [73,74] and HEYMAN [76] incorporated multiple (eHealth) intervention components and associated change strategies. The pilot TXT2BFIT study comprised short SMS text messages, emails, mobile phone apps, and an internet forum [73]. The pilot was later refined and trialed in a larger RCT, which encompassed coaching calls by a dietitian skilled in motivational interviewing. Personalized SMS text messages tailored to participants’ stage of change to prompt behavior change, a website (resource bank) for knowledge shaping, and 4 designer mobile phone apps for goal setting and self-monitoring. Following the completion of the 12-week intervention, booster SMS text messages, emails, and coaching calls were used to promote long-term behavioral change [74]. Similarly, the HEYMAN study included a website (resource bank) for knowledge shaping, wearable PA tracker (Jawbone) for goal setting and self-monitoring, weekly face-to-face sessions (60 min), personalized feedback reports, private Facebook group to facilitate social support and engagement (reminders and notifications), Gymstick resistance band to facilitate home-based strength training, and finally a TEMPlate dinner disc to guide main meal portion size [76]. In contrast, the study conducted by West et al (2016) had an educational focus and comprised 8 sessions delivered weekly via electronic newsletters and a (private) Facebook group [72]. The intervention encouraged frequent self-weighing, regular PA, and healthy eating. Participants received a Wi-Fi enabled scale and a wearable PA tracker (Fitbit Zip) to facilitate self-monitoring and weight maintenance. Similarly, the Tweeting to Health intervention used a Twitter account to deliver...
education-based content. Participants also received a wearable PA tracker (Fitbit Zip) to facilitate self-monitoring [71].

**Quality Assessment**

According to the EPHP quality assessment tool, overall, 19 out of the 24 included studies were rated as weak [57-59,61-72,75,77,78], 5 as moderate [60,73,74,76,79], and none as strong. A summary of the individual component ratings and overall quality ratings is provided in Multimedia Appendix 4. In terms of selection bias, no study reported representative sampling, with the majority using convenience sampling to recruit eligible participants from university or college-based settings. Participation rates were difficult to determine in most studies as details on consent throughout the recruitment, screening, and randomization stages were not clearly reported. Therefore, all 24 studies were classified as weak for Component A. With respect to study design, 92% (n=22) of the studies employed a CCT [63,65-68,70] or RCT [57-62,69,72-79] design. The 2 remaining studies used cohort designs: 1 employed a 1-group pretest-posttest design [64] and the other employed a 1-group posttest only design [71]. Consequently, 22 studies were rated as strong and 2 as moderate for Component B. In terms of confounders, 13 studies [57-63,69-72,75-78] reported no significant differences between intervention and comparison (control) groups at baseline; 3 [76,77,79] reported significant differences among groups but controlled for these in analyses; 3 [68,70] did not report any potential confounders; 3 [65-67] reported significant differences between groups at baseline but did not report whether these differences were controlled for; 2 [64,71] did not include a comparison group and therefore group differences were not applicable. Consequently, 16 studies [57-63,69,72-79] were rated as strong and 8 [62,65-68,70,74] as weak for Component C.

In terms of blinding, 16 studies [57-59,61,63-65,70,72,75,77,79] did not describe blinding of outcome assessors or participants. Owing to the recruitment methods employed and the nature of the interventions (ie, behavioral modification), participants in these studies were assessed as being aware of the study’s research question unless explicitly stated otherwise. Of the remaining studies, 2 studies [62,74] were double blinded; 1 [73] did not report blinding of outcome assessors but participants were reportedly blinded; 2 reported outcome assessors as blinded but participants as not [60,76]; blinding was not applicable in 2 studies [64,71]. Subsequently, 18 studies [57-59,61,63-72,75,77,78] were assessed as weak, 4 [60,73,76,79] as moderate, and 2 [62,74] as strong for Component D. With regard to data collection methods, 20 studies [57-63,65-69,72-79] reported some evidence of reliability (eg, Cronbach alpha) and validity (eg, reference to a validation study) for measures used to assess primary outcomes; 1 [64] reported measures to be valid but not reliable; 3 [70,71] did not report any evidence of the reliability and validity of the measures used. Consequently, 20 studies were assessed as strong [57-63,65-69,72-79], 1 as moderate [64], and 3 [70,71] as weak for Component E.

With respect to withdrawals and dropouts, 12 studies [57,58,61,65,66,68-70,72,77,78] reported the number of dropouts but not the reasons for this attrition; 9 [59,60,63,67,73-76,79] reported both the numbers and reasons (eg, medical reasons, life changes could no longer commit, no contact); 1 study [64] did not report numbers or reasons. For the 2 remaining studies, withdrawals and dropouts were unclear [62] and not applicable [71]. On the basis of study completion rates, 10 studies [59,60,65,67,72-76,79] were assessed as strong (80%-100% retention), 8 [61,63,66,68-70,77] as moderate (60%-79% retention), and 6 [57,58,62,64,71,78] as weak (<60% retention) for Component F.

**Discussion**

**Principal Findings**

This systematic review provides a comprehensive narrative evidence synthesis of eHealth weight management interventions targeting young adults, with a particular focus on (eHealth) intervention components and outcomes. A total of 24 studies were identified and included in the review. A majority were published from 2010 onward, conducted in developed countries, and used convenience sampling to recruit young adults from university- or college-based settings. There was large variation in the behavioral focus, intervention design and duration, sample size, and outcomes reported across the included studies. The variability across intervention outcomes highlights that additional research is warranted to extend our understanding of what works, for whom, how, and when? The following discussion provides further commentary on review findings, along with recommendations for future research.

**Intervention (Electronic Health) Components**

Technology as a means to communicate content in eHealth interventions is often overlooked [80]. Frequently, technology is seen as a black box, a mere tool that has no effect or value and serves only as a vehicle to deliver intervention content [81]. However, recent research suggests that technology should be seen as a vital and inseparable aspect of interventions [82] and should be examined from a more holistic perspective [81,83]. With differences in persuasive technology elements and user interaction shown to be significant predictors of adherence [80], the design of persuasive technology should be an important consideration in the development of any eHealth intervention seeking sustained adherence [84]. Nonadherence is an issue that continues to plague the effectiveness of eHealth interventions [80,82,85], with many participants failing to sustain their use of the intervention in the desired way [81]. Given that nonoptimal exposure to an intervention has been shown to lessen intervention effect [86], examining technology and user interaction from a more holistic perspective is necessary for improving adherence and in turn the effectiveness of eHealth interventions.

In this review, the use of eHealth components and behavioral change strategies varied, with some studies only utilizing 1 technological function (eg, SMS text message or email) and others employing a range of internet- and mobile-enabled functions (eg, website, mobile phone apps, email, and SMS text message). Earlier studies (published 2006-2012) were generally more basic by design with the majority employing an e-learning-based approach to deliver a didactic education-focused weight management program, usually as part...
Tailoring has been shown to enhance the effectiveness of behavior change interventions, including eHealth-based interventions [94,95]. Tailoring involves gathering and assessing personal data to determine the most effective strategy to meet the specific needs of an individual [96]. Collecting data for tailoring intervention content enables personalized feedback, commands greater attention and is processed more deeply by the recipient and is perceived as more likable than a generic message [96,98]. With ready access to data provision and retrieval, the internet provides a powerful tool for tailoring interventions [96]. Interactive and responsive tailoring enhances the user’s experience with and understanding of intervention content [94,95]. Tailoring can range from simple Web-based assessments and feedback to highly sophisticated interventions that are completely customized [95]. Of the studies reporting tailoring in this review, most only employed simple tailoring based on either Web-based or in-person health assessments. For example, in the trial conducted by Bertz et al (2015), participants weighed themselves daily using Wi-Fi scales and immediately received an email containing their weight plotted over time with a horizontal reference line indicating their target weight [63]. A few studies employed more sophisticated levels of tailoring. The TXT2BFiT intervention [74] used a staging algorithm based on the Transtheoretical/Stages of Change Model to generate a personalized set of SMS text messages, which were tailored to the conditions under which they occur, and their immediate and long-term effects [93]. Research indicates that self-monitoring of key behaviors has been associated with successful weight maintenance [92,94-96]. In particular, the use of technology for self-monitoring has been suggested as a way of lessening the burden of self-monitoring and enhancing adherence [97]. In this review, all studies reporting positive weight-related outcomes implemented some form of self-monitoring (eg, frequent self-weighing, monitoring PA, or dietary intake). For instance, in the HEYMAN intervention [76], participants received a Jawbone wearable PA tracker with an associated mobile phone app (UP app) to assist in goal setting and self-monitoring and a TEMPlate dinner disc to guide main meal portion size. The findings from this review suggest that improving self-regulation skills should be a central focus of future eHealth weight management interventions, particularly given young adults often lack such skills [24].

**Tailored or Personalized Feedback**

Although the evidence for successful eHealth weight management interventions targeting young adults (aged 18 to 35 years) was limited, common behavioral change strategies and techniques were able to be thematically identified, with an emphasis placed on the studies categorized as having positive or mixed weight-related outcomes. The 5 strategies identified included the following: self-regulation (goal setting and self-monitoring), tailored or personalized feedback, contact with an interventionist, social support, and behavioral prompts (nudges and reminders) and booster messages.

**Self-Regulation (Via Goal Setting and Self-Monitoring)**

Most weight management interventions promote goal setting along with some form of self-monitoring, usually recommending that participants should record details pertaining to their behavioral patterns (eg, dietary intake and PA) and weight (eg, BMI) and review tracking data in line with their goals or recommended guidelines to evaluate progress and identify where further changes are needed [90]. The premise of self-regulation for changing finely ingrained habits is that monitoring of one’s behavior will lead to self-evaluation of progress made toward previously set goals, with ensuing self-reinforcement following this evaluation. Thus, the process of changing habits requires well-developed self-regulatory skills [91,92]. Self-monitoring and goal setting are central to this process [93]. Self-monitoring requires deliberate attention to one’s own actions, as well as the conditions under which they occur, and their immediate and long-term effects [93]. Research indicates that self-monitoring of key behaviors has been associated with successful weight maintenance [92,94-96]. In particular, the use of technology for self-monitoring has been suggested as a way of lessening the burden of self-monitoring and enhancing adherence [97]. In this review, all studies reporting positive weight-related outcomes implemented some form of self-monitoring (eg, frequent self-weighing, monitoring PA, or dietary intake). For instance, in the HEYMAN intervention [76], participants received a Jawbone wearable PA tracker with an associated mobile phone app (UP app) to assist in goal setting and self-monitoring and a TEMPlate dinner disc to guide main meal portion size. The findings from this review suggest that improving self-regulation skills should be a central focus of future eHealth weight management interventions, particularly given young adults often lack such skills [24].

**Tailored or Personalized Feedback**

Tailoring has been shown to enhance the effectiveness of behavior change interventions, including eHealth-based interventions [94,95]. Tailoring involves gathering and assessing personal data to determine the most effective strategy to meet the specific needs of an individual [96]. Collecting data for tailoring intervention content enables personalized feedback, commands greater attention and is processed more deeply by the recipient and is perceived as more likable than a generic message [96,98]. With ready access to data provision and retrieval, the internet provides a powerful tool for tailoring interventions [96]. Interactive and responsive tailoring enhances the user’s experience with and understanding of intervention content [94,95]. Tailoring can range from simple Web-based assessments and feedback to highly sophisticated interventions that are completely customized [95]. Of the studies reporting tailoring in this review, most only employed simple tailoring based on either Web-based or in-person health assessments. For example, in the trial conducted by Bertz et al (2015), participants weighed themselves daily using Wi-Fi scales and immediately received an email containing their weight plotted over time with a horizontal reference line indicating their target weight [63]. A few studies employed more sophisticated levels of tailoring. The TXT2BFiT intervention [74] used a staging algorithm based on the Transtheoretical/Stages of Change Model to generate a personalized set of SMS text messages, which were tailored to the conditions under which they occur, and their immediate and long-term effects [93]. Research indicates that self-monitoring of key behaviors has been associated with successful weight maintenance [92,94-96]. In particular, the use of technology for self-monitoring has been suggested as a way of lessening the burden of self-monitoring and enhancing adherence [97]. In this review, all studies reporting positive weight-related outcomes implemented some form of self-monitoring (eg, frequent self-weighing, monitoring PA, or dietary intake). For instance, in the HEYMAN intervention [76], participants received a Jawbone wearable PA tracker with an associated mobile phone app (UP app) to assist in goal setting and self-monitoring and a TEMPlate dinner disc to guide main meal portion size. The findings from this review suggest that improving self-regulation skills should be a central focus of future eHealth weight management interventions, particularly given young adults often lack such skills [24].

**Tailored or Personalized Feedback**

Tailoring has been shown to enhance the effectiveness of behavior change interventions, including eHealth-based interventions [94,95]. Tailoring involves gathering and assessing personal data to determine the most effective strategy to meet the specific needs of an individual [96]. Collecting data for tailoring intervention content enables personalized feedback, commands greater attention and is processed more deeply by the recipient and is perceived as more likable than a generic message [96,98]. With ready access to data provision and retrieval, the internet provides a powerful tool for tailoring interventions [96]. Interactive and responsive tailoring enhances the user’s experience with and understanding of intervention content [94,95]. Tailoring can range from simple Web-based assessments and feedback to highly sophisticated interventions that are completely customized [95]. Of the studies reporting tailoring in this review, most only employed simple tailoring based on either Web-based or in-person health assessments. For example, in the trial conducted by Bertz et al (2015), participants weighed themselves daily using Wi-Fi scales and immediately received an email containing their weight plotted over time with a horizontal reference line indicating their target weight [63]. A few studies employed more sophisticated levels of tailoring. The TXT2BFiT intervention [74] used a staging algorithm based on the Transtheoretical/Stages of Change Model to generate a personalized set of SMS text messages, which were tailored to the conditions under which they occur, and their immediate and long-term effects [93]. Research indicates that self-monitoring of key behaviors has been associated with successful weight maintenance [92,94-96]. In particular, the use of technology for self-monitoring has been suggested as a way of lessening the burden of self-monitoring and enhancing adherence [97]. In this review, all studies reporting positive weight-related outcomes implemented some form of self-monitoring (eg, frequent self-weighing, monitoring PA, or dietary intake). For instance, in the HEYMAN intervention [76], participants received a Jawbone wearable PA tracker with an associated mobile phone app (UP app) to assist in goal setting and self-monitoring and a TEMPlate dinner disc to guide main meal portion size. The findings from this review suggest that improving self-regulation skills should be a central focus of future eHealth weight management interventions, particularly given young adults often lack such skills [24].
Contact With an Interventionist

Several studies included in this review incorporated in-person support from an interventionist. Human support has been shown to enhance the effectiveness of and adherence to eHealth interventions via accountability to a coach who is seen as trustworthy, benevolent, and having expertise [99]. However, intervention designs incorporating in-person support are resource intensive. A trained specialist is needed to deliver intervention content and monitor participants to ensure the correct treatment dose is received and the fidelity of the intervention is maintained. In addition, the facilities and equipment required to deliver the intervention must be procured. Furthermore, the effort that is required on the part of participants to commit to and attend in-person counseling sessions can create barriers (e.g., cost of travel, lack of parking at venues, and limited availability) to full participation and adherence [100]. The high cost and inability of these interventions to reach diverse demographic and socioeconomic groups thwart large-scale deployment to the wider community [28]. More economical methods that may provide similar outcomes to face-to-face contact, while reducing the costs associated with intervention delivery, include coaching calls via telephone, email, chat forums, and SNSs [101]. For example, in the TXT2BFIT intervention [74], participants received 5 coaching calls focused on goal setting and a review from a dietician skilled in motivation interviewing. Similarly, in the CHOICES intervention [59], a study specific SNS facilitated participant engagement with peers and the intervention staff. Future research should consider the potential benefits and disadvantages of different communication mediums to deliver expert support at scale.

Social Support

Social support has been identified as an important factor in the provision of lifestyle-focused weight management interventions [102-104], including those supported by technology [105]. In particular, SNSs provide an ideal platform for facilitating social support with access to large existing (or new) networks of influencers [106]. The studies incorporating social support in this review typically facilitated peer support via online chat forums or SNSs. For example, in the CHOICES intervention conducted by Lytle et al (2017), a study-specific SNS was created to encourage discussion and interaction among participants [59]. Similarly, in the HEYMAN intervention, a combination of in-person (via group-based sessions) and Web-based social support (via a private Facebook group) was employed to facilitate interaction among participants [76]. Given that there is research to show that social contacts and normative beliefs influence weight status and intentions for weight control in young adults [106], mediums for delivering social support should be a key consideration in future research.

Behavioral Prompts (Nudges and Reminders) and Booster Messages

Maintenance of behavior change presents an ongoing challenge for behavior change research, with very little actually known about the process of behavioral maintenance [107]. The evidence supporting the use of behavioral nudges, reminders, and booster sessions for behavioral change and maintenance is mixed [108]. However, findings from this review indicate that booster emails, SMS text messages, and coaching calls may help promote behavioral maintenance over the longer term. For example, in the TXT2BFIT intervention [74], a low dose maintenance phase was implemented following the completion of the initial 12-week intervention. In this maintenance phase, participants received monthly SMS text messages and emails and 2 booster coaching calls at 5 and 8 months. Technology offers a feasible means of delivering strategies that promote behavioral maintenance; however, further research is needed to better understand the process of behavioral maintenance.

Quality of Included Studies

A majority of studies included in this review were of weak methodological quality according to EPHPP quality assessment ratings. The main weaknesses identified were the following: a lack of studies employing representative sampling, not clearly reporting participation rates, not blinding assessors and participants to group allocation, and low completion rates. Future research should aim to address these issues to improve the methodological quality of the evidence for eHealth weight management interventions targeting young adults.

Representativeness in eHealth-based research is crucial for ensuring interventions are capable of reaching large, representative numbers of the target population, particularly those who are most in need of treatment [109]. According to Glasgow (2007), reach is a function of both participation rate and the representativeness of participants compared with nonparticipants based upon a set of key characteristics including race, ethnicity, socioeconomic status, computer experience, and health literacy [109]. Participant characteristics across the studies included in this review were similar, with the majority of participants recruited from large western universities or colleges using convenience sampling procedures. Consequently, the results obtained from these studies are limited to a very small, homogenous (i.e., high socioeconomic status, education level, and health literacy level) subgroup of the target population, and they are unlikely to generalize to the larger target population, including those most in need (i.e., socioeconomically disadvantaged groups, low education and health literacy, ethnic minorities, and rural and remote communities) [28]. The study conducted by Simons et al (2018) is the exception as investigators specifically recruited lower-educated working young adults. Although difficulties in recruiting young adults are acknowledged [110,111], to improve representativeness, future research should aim to employ probability sampling methods, maintain a careful record of recruitment strategies and results, and collect data on both participant and nonparticipant characteristics.

The design of most studies included in this review was rated as strong; however, very few reported blinding of outcome assessors and participants. As a consequence, findings from these studies were likely influenced by detection and reporting bias [55]. Importantly, the 2 studies [62,74] that were reportedly double blinded reported positive weight-related outcomes, and 2 out of the 3 studies [50,73,76] reporting some level of binding (either outcome assessors or participants) reported positive weight-related outcomes. Therefore, where practical and
feasible, future research should aim for double-blinded allocations.

Finally, intervention durations and completion rates varied significantly across studies (6 weeks-24 months for duration; 42%-98% for retention), which affects the veracity of study findings and the ability to compare outcomes. Coupled with the lack of studies reporting details on effective recruitment strategies and reasons for attrition, the current understandings on how best to recruit and engage young adults in weight management studies is limited [28,112,113]. To improve participation rates, retention, and resource allocation efficiency, future research should keep a careful record of recruitment strategies, participation rates, and reasons for attrition by following up with withdrawals and dropouts.

Limitations
A number of limitations, many of which represent opportunities for future research, are acknowledged. First, the search parameters employed were specific to the review’s research aim, thereby limiting the number of studies identified. For example, grey literature, nonpeer-reviewed research, and studies not published in English were excluded. Future research may therefore extend this review by including grey literature, nonpeer-reviewed research, and studies not published in English. Moreover, all studies included in this review were conducted in developed countries; however, obesity is not isolated to the developed world [114]. Thus, extending the current review to include research from developing countries could provide valuable insight into the generalizability of study findings in different geographic contexts. Furthermore, future research may adopt the Patient, Problem or Population, Intervention, Comparison, Control or Comparator, and Outcomes framework to inform the search strategy and eligibility criteria and compare whether this approach yields the same or different results as in this review. Second, the highly complex nature of the interventions included in this review limited our ability to confidently isolate the active drivers of intervention outcomes [112]. Although some potential behavioral change strategies were thematically identified, definitive conclusions as to which intervention components were contributing most to outcomes (or lack thereof) were not able to be made. Future research should follow published guidelines on developing and evaluating complex interventions to permit critical appraisal [112], and research is called for to expand the evidence base. As the evidence base grows, we recommend that narrower age ranges should be set to extend understanding. Third, the EPHPP quality assessment tool, although deemed appropriate for the purposes of this review, is one of several tools that can be used to evaluate the quality of quantitative studies. As such, overall quality ratings should be interpreted with the specific characteristics of this tool in mind, given different assessment outcomes can arise from different tools [54].

Furthermore, obtaining representative samples and blinding participants to group allocation in interventions attempting to modify behavior(s) are not often practical or feasible. Assessment tools such as the EPHPP are principally concerned with what should be and this is seldom equivalent to what works in the field. Therefore, although the quality of the evidence in this review was generally assessed as weak, results should be interpreted tentatively. Sampling, study design, and retention rates will remain key determining factors of reliability and validity; however, further research attention should be directed toward the applicability, generalizability, and impact potential of studies. Given a large proportion of weight management interventions are delivered in-field, with varying budget amounts, expecting study designs to conform to the standards set within quality assessment tools arising from controlled clinical settings may not be realistic. As such, additional research is needed to better understand which metrics can be reliably applied within different research designs. For instance, future reviews may consider incorporating the Grading of Recommendations Assessment, Development and Evaluation [113] assessment tool to provide an overall judgement of the evidence base and in turn guide future practice. Future research may opt to narrow the scope of review to 1 specific behavior or study design to permit metaanalytic comparisons; however, the results of this review suggest such a narrow scope would significantly limit the number of eligible studies available for quantitative comparison at this point in time. Finally, we recommend that future studies publish a review protocol (researchprotocols.org) to establish an early scientific record, promote transparency, solicit early feedback, and enhance review methods and processes.

Conclusions
The prevention of unhealthy weight gain in young adults provides a new target for reducing the rising prevalence of obesity, and it is one that could offer an effective transgenerational approach to obesity prevention. Consequently, there is a need to develop effective weight management programs that are capable of engaging a large number of young adults in healthy lifestyle adoption over the longer term. An eHealth-based approach offers potential, with young adults among the highest users of digital technologies. However, at present, there is limited high-quality, peer-reviewed evidence available. Future research must be directed toward improving the methodological quality of the evidence and establishing which specific elements of eHealth weight management interventions are most effective in achieving the desired outcomes, thereby answering the for whom, how, and when question.
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Abstract

Background: Electronic health (eHealth) obesity programs offer benefits to traditionally delivered programs and have shown promise in improving obesity-related behaviors in children.

Objective: This study aimed to assess the efficacy of a parent-focused, internet-based healthy lifestyle program for preschool-aged children, who are overweight or at or above the fiftieth percentile for body mass index (BMI) for their age and sex, on child BMI, obesity-related behaviors, parent modeling, and parent self-efficacy.

Methods: The Time2bHealthy randomized controlled trial was conducted in Australia, during 2016 to 2017. Participants were recruited both online and through more traditional means within the community. Parent or carer, and child (aged 2-5 years) dyads were randomized into an intervention or comparison group. Intervention participants received an 11-week internet-based healthy lifestyle program, underpinned by social cognitive theory, followed by fortnightly emails for 3 months thereafter. Intervention participants set goals and received individual feedback from a dietitian. They were also encouraged to access and contribute to a closed Facebook group to communicate with other participants and the dietitian. Comparison participants received email communication only. Objectively measured child BMI was the primary outcome. Secondary outcomes included objectively measured physical activity, parent-measured and objectively measured sleep habits, and parent-reported dietary intake, screen time, child feeding, parent modeling, and parent self-efficacy. All data were collected at face-to-face appointments at baseline, 3 months, and 6 months by blinded data collectors. Randomization was conducted using a computerized random number generator post baseline data collection.

Results: A total of 86 dyads were recruited, with 42 randomized to the intervention group and 44 to the comparison group. Moreover, 78 dyads attended the 3- and 6-month follow-ups, with 7 lost to follow-up and 1 withdrawing. Mean child age was 3.46 years and 91% (78/86) were in the healthy weight range. Overall, 69% (29/42) of participants completed at least 5 of the 6 modules. Intention-to-treat analyses found no significant outcomes for change in BMI between groups. Compared with children in the comparison group, those in the intervention group showed a reduced frequency of discretionary food intake (estimate $-1.36$, 95% CI $-2.27$ to $-0.45$; $P=.004$), and parents showed improvement in child feeding pressure to eat practices ($-0.30$, 95% CI 0.06 to $-0.00$; $P=.048$) and nutrition self-efficacy (0.43, 95% CI 0.10 to 0.76; $P=.01$). No significant time by group interaction was found for other outcomes.

Conclusions: The trial demonstrated that a parent-focused eHealth childhood obesity prevention program can provide support to improve dietary-related practices and self-efficacy but was not successful in reducing BMI. The target sample size was not achieved, which would have affected statistical power.
Introduction

Background

The World Health Organization (WHO) has described childhood obesity as one of the most significant public health issues [1]. Around 23% of children and adolescents in developed countries and 13% in developing countries are overweight or obese [2]. One of the main influences on the development of childhood obesity is parental guidance and role modeling around obesity-related behaviors [3-5], particularly in the early years of life up to 5 years of age [5]. Health behaviors become more difficult to change with age [5] and tend to track into adulthood [6], but are quite malleable in the early years [5]. Therefore, early childhood is an opportune time to intervene, and involving parents in interventions appears to be crucial [7].

Targeted interventions have the potential to alter the trajectory of childhood overweight and obesity continuing into adulthood, and interventions that involve parents are the most successful [8-10]. However, barriers to traditional face-to-face interventions such as scheduling of appointments [10], stigma, parental denial [11], childcare for other siblings [12], travel [13], and cost [10] can prevent sustained parental involvement and commitment and, therefore, potentially impact the success of interventions.

Overweight and obesity interventions, which use an electronic health (eHealth) delivery method, offer many advantages compared with traditional delivery methods, particularly around convenience and accessibility. Most interventions using eHealth delivery methods have been conducted in older children and have not involved parents [14]. In a recent meta-analysis of parent-focused eHealth obesity interventions for 0- to 18-year-olds, around half of the included studies showed significant improvements in the dietary intake or physical activity when compared with a control group, but there was no significant change in the body mass index (BMI)/BMI z-score. In this review, no studies targeting children aged under 5 years were included, and it was recommended that larger, higher-quality parent-focused eHealth studies be conducted, with a particular focus on younger age groups [14]. There is also a lack of studies that focus on obesity-related behaviors beyond dietary intake and physical activity. It is important that interventions focus on total movement throughout the day and incorporate strategies to improve sleep and reduce sedentary behavior, aligning with the recommendations of newly released 24-hour movement guidelines [15,16]. Furthermore, although some studies have been underpinned by social cognitive theory [17-21], few have assessed change in parent self-efficacy, a key construct of social cognitive theory.

Objectives

This paper reports the outcomes of a randomized controlled trial (RCT) evaluating the efficacy of a parent-focused, internet-based program in facilitating behavior change in preschool-aged children who are overweight or at risk of becoming overweight. We hypothesized that children in the intervention group would achieve significantly greater reductions in BMI compared with those in the comparison group at 6-month follow-up. It was also hypothesized that the intervention group would achieve significantly greater improvements in child dietary intake, physical activity, screen time, sleep, child feeding, and parent self-efficacy and role modeling.

Methods

Study Design

The protocol for this study has been published [22]. Briefly, the Time2bHealthy study was based on formative research with parents of preschool-aged children [23] and was piloted [24] before this trial. This study was a 2-arm parallel RCT involving parent-child dyads recruited into 6 cohorts. The trial was conducted between January 2016 and December 2017 in the Illawarra, Southern and South-Western Sydney, Southern Highlands, and Shoalhaven areas of New South Wales and Melbourne, Victoria, Australia. Measures were collected at baseline, 3 months post baseline, and 6 months post baseline. The primary outcome was change in BMI 6-months post baseline. The 6-month time point was selected as it was not expected that the 3-month time point would provide adequate time to detect changes in BMI. Secondary outcomes included child dietary intake, physical activity, screen time, sleep, child-feeding practices, and parent self-efficacy and role modeling.

The Consolidated Standards of Reporting Trials statement was used to guide the reporting of this study [25]. The study was registered with the Australian and New Zealand Clinical Trials Registry (12616000119493) and approved by the University of Wollongong Human Research Ethics Committee (HE15/354).

Participant Recruitment and Eligibility Criteria

Potential participants were informed about the study through flyers distributed at early childhood education and care centers, general practices/primary health care centers, early childhood health centers, playgroups, and local sporting groups. Flyers were also displayed on community notice boards (eg, libraries, shopping centers, children’s activity centers), and articles were placed in the University of Wollongong and Local Health District newsletters and posted on Facebook. Media releases were also sent to local media outlets.
As the focus of the program was prevention of childhood obesity, healthy weight children as well as overweight children were included in the sample. Participants were eligible if they had access to the internet, if their child was 2 to 5 years old (and not yet attending school), and was at or above the WHO fiftieth percentile for BMI for their age and sex [26,27], a criterion used in other similar studies [17-19]. Parents also needed to have a Facebook account or agreed to create one.

Child participants were excluded if they were taking medications or had a medical condition with the potential to affect weight or restrict age-appropriate play. Children with conditions that required the restriction of certain foods (eg, celiac disease or food allergies) were deemed eligible to participate, but parents were informed that parts of the program would not be completely appropriate and that they would need to make some adaptations to the material provided to match their child’s individual dietary/health needs.

Informed written consent was provided by the parents/guardians after reading a participant information sheet. Provisional eligibility was determined through contact with participants via phone or email and was confirmed at the face-to-face baseline data collection visit when the child’s height and weight were measured to confirm if the child’s BMI was at or above the WHO fiftieth percentile for age and sex. Participants below the fiftieth percentile were excluded.

**Randomization and Blinding**

Participants were randomized into the intervention or comparison group following the collection of baseline measures. Randomization was performed in a 1:1 ratio using a computerized random number generator. A data manager with no other involvement in the study conducted the randomization. The researcher responsible for implementing the intervention was the only person who was informed about group allocation. At the follow-up data collection time points, height and weight measurements were taken by trained data collectors blinded to group allocation.

**Time2bHealthy Intervention**

Participants randomized to the intervention group were provided with an individual log-in to access the Time2bHealthy program. The development, content, and theoretical framework for this intervention have been previously published [22]. Briefly, the intervention was guided by Bandura’s social cognitive theory [28] and was designed using a backwards intervention mapping process [29,30]. The intervention targeted multiple behaviors and consisted of 6 modules including an introduction, nutrition (n=2), physical activity, screen time, and sleep module, which were completed by the participants over an 11-week period. Each module comprised reading material, videos, activities, quizzes, and a goal-setting component. Participants received feedback on their goals at the end of each module by a dietitian and were provided with advice to improve their goals using the SMART (Specific, Measurable, Attainable, Realistic, Timely) goal framework [31]. Participants also received weekly emails reminding them to log on to the website and participate in the activities. Participants were informed that they could make contact via email or phone if they had questions or concerns at any time. Participants in each of the cohorts were also encouraged to access and contribute to a closed (secret) Facebook group to communicate with other members of the cohort and the dietitian. There was a separate group for each cohort, and they were regularly monitored and moderated by the dietitian. Participants were asked to post photos, recipes, and personal experiences and ideas that they had found helpful for behavior change, which were relevant to each module. If the dietitian could not answer a question raised, advice was sought from another member of the research team, which included experts in physical activity. An incentive to post to the group was provided, with 1 post being selected from each module (2 to 6) to receive a gift card.

Participants continued to receive emails fortnightly at the end of the program until the 6-month follow-up. Infographics summarizing the key points from each of the modules were provided in these emails, and participants were also encouraged to log back into the website to revise the material and review their progress with their goals.

**Comparison Condition**

Participants randomized to the comparison group received fortnightly emails, which contained links to the Raising Children Network website (an Australian government-funded parenting website). The topics were similar to Time2bHealthy (nutrition, physical activity, screen time, and sleep) and also included other general health information. There were no interactive components available to this group. After the final data collection point at 6 months, participants from this group were provided access to Time2bHealthy, but they did not receive access to a Facebook group or to the regular emails.

**Outcome Measures**

Measurements were taken at baseline and 3 and 6 months post baseline. Participant measures were collected at the University of Wollongong, in the participant’s home, or in a community setting. Questionnaires were completed by the parents on an iPad during these sessions, which took approximately 30 to 45 min. Demographic information was also collected from parents at the baseline data collection point. Participants in the intervention group were asked to complete a process evaluation questionnaire at the end of the Web-based program, which assessed user acceptability of the program content, length, goal setting, Facebook discussion group, and the modality used.

**Primary Outcome Measure**

Child height and weight were measured using a standardized method [32] to calculate BMI. A stadiometer was used to measure height to the nearest 0.1 mm. Weight was measured (with no shoes and minimal clothing) to the nearest 0.1 kg using a Seca scale. Both height and weight were measured to confirm if the child’s BMI was at or above the WHO fiftieth percentile for age and sex [26,27], a criterion used for behavior change, which were relevant to each module. A third measurement was taken when height measurements differed by more than 0.5 cm and weight measurements differed by more than 0.5 kg.

**Secondary Outcome Measures**

Dietary intake was assessed using both a parent-reported food questionnaire (modified from the Eating and Physical Activity...
Questionnaire) [33] and a parent-reported 24-hour recall of child dietary intake (using the “Easy Diet Diary” app [Xyris Software, Australia, Pty Ltd]). The section of the food questionnaire, which asked about the frequency of intake of discretionary foods, was expanded to include additional discretionary food categories, which used the same scale as the existing question. Cronbach alpha=.68 for these discretionary food questions. Data from the 24-hour recall was used to calculate kJ per kg of body weight, percentage of kJ from sugar, and percentage of kJ from saturated fat. Data from the food questionnaire were used to assess the daily fruit intake, daily vegetable intake, and frequency of fruit juice and sugary drinks intake. A discretionary food score was calculated based on responses to questions on the frequency of intake of takeaway or fast food; sugary cereals; potato chips or other salty snacks; sweets; cakes, doughnuts, and sweet cookies, or muffins.

Physical activity intensity and duration were measured using an ActiGraph GT3X+ accelerometer (ActiGraph Corporation, Pensacola, FL), which was worn on an elasticized belt around the child’s waist for 7 days. Accelerometer data were analyzed in ActiLife version 6 (ActiGraph Corporation, Pensacola, FL). A sampling frequency of 30 Hz was used, with the files then reintegrated into 15-second epochs. Nonwear time was defined as 20 min or more of 0 counts. Accelerometer data used for the physical activity analysis were considered valid based on wear time of at least 6 hours per day on 3 days, which has been found to be reliable in previous research [34]. The following cut points appropriate for preschool-aged children were used to categorize physical activity intensity: sedentary, <100 counts/min; low light–intensity physical activity, 101 to 800 counts/min; high light–intensity physical activity, 801 to 1679 counts/min; moderate-intensity physical activity, 1680 to 3367 count/min; and vigorous-intensity physical activity, ≥3368 count/min [35].

Sleep habits were assessed using 4 questions assessing sleep latency, sleep reluctance, difficulty sleeping, and difficulty falling to sleep in own bed based on questions from the Children’s Sleep Habits Questionnaire [36] (Cronbach alpha=.63 for the 3 scaled questions relating to sleep reluctance, difficulty falling asleep, and difficulty falling to sleep in own bed) and questions about the child’s usual sleep and wake times and an Actigraph GT3X+ accelerometer. Sleep accelerometer data were analyzed in ActiLife using the Sadeh algorithm, which is appropriate for use in children [37]. Sleep accelerometer data were considered valid based on a wear time of at least 3 nights [38].

Parent-reported questionnaires were used to assess child feeding (from the Child Feeding Questionnaire predefined subscales of “restriction” and “pressure to eat” [39]), screen time (based on the studies by Downing et al and Hinkley et al [40,41] and additional questions relating to screen entertainment rules, presence of a television in the child’s bedroom and frequency of watching television while eating a meal), parent modeling (developed after reviewing the studies by Palfreyman et al and Gattsall et al [42,43]; Cronbach alpha=.63), and parent self-efficacy in nutrition, physical activity, screen time, and sleep (modified from Bohman et al [44] by adding 6 additional questions and making small changes to some existing questions to align the questionnaire to the program content; Cronbach alpha=.89).

Power and Sample Size
On the basis of the results of the pilot study [24], we expected a BMI effect size of approximately 0.4 for this trial. To detect a statistically significant difference between groups (alpha=.05 and power=.8), 136 participants were required (68 per group), and based on an estimated attrition rate of 15%, we aimed to recruit 160 participants (80 per group).

Statistical Analyses
Differences in changes over time between the intervention and comparison groups were assessed for each outcome. Linear mixed models were used to determine differences between groups over time (baseline, 3 months, and 6 months) with adjustment for potential covariates. Intention-to-treat (ITT) principles were used for parametric data, with all participants analyzed in the group to which they were randomized regardless of whether they attended all data collection time points or completed the intervention. Covariates included baseline values, age, and cohort. Due to nonparametric distributions for some variables, Freidman tests and Wilcoxon signed rank tests were used followed by Mann-Whitney tests to analyze nonparametric data using completed cases. Generalized estimating equations were considered; however, the analyses would not converge.

Post hoc analysis of covariance (ANCOVA) analyses were used to detect changes between groups at individual time points, which included the baseline value, age, and cohort as covariates. Within-group changes were analyzed using repeated measures analysis of variance (ANOVA), which included age and cohort as covariates. These were complete case analyses. Analyses were performed using IBM SPSS Statistics for Windows, version 25 (IBM Corp, Armonk, NY, USA).

Results
Overview
Figure 1 shows the flow of participants through the study. Recruitment was conducted between January 2016 and June 2017. Enquiries were received from 372 parents initially. After viewing the information sheet, 159 parents remained interested in the study and were screened via phone or email, with 104 being potentially eligible. Of the 93 parent-child dyads who attended the initial visit, 86 were eligible and enrolled in the study. A total of 42 participant dyads were randomized to the intervention group and 44 to the comparison group. The mean number of participants per cohort was 14 (range 8-22), and the mean number of participants in each Facebook group was 6 (range 3-10). Follow-up was conducted between July 2016 and December 2017. Moreover, 78 participants (91%) attended the 3- and 6-month follow-ups, with 7 (8%) lost to follow-up and 1 participant (1%) withdrawing from the intervention group due to problems accessing the internet. Figure 2 shows the completion of each of the intervention program modules. At least 5 of the 6 modules were completed by 29 participants (69%).
Figure 1. CONSORT flow diagram for Time2bHealthy randomized controlled trial.
Participant Characteristics
The baseline characteristics of participants are displayed in Table 1. The mean age (SD) of the participating children was 3.46 (0.92) years, and 50% of child participants were female. The mean age (SD) of the participating parents was 35.17 (4.80) years and 97% (83/86) were female, 63% (54/86) had a university degree, 50% (43/86) had an after-tax income of at least Aus $580/week, and 85% (73/86) were married or had a partner. The majority of children were in the healthy weight range (78/86, 91%) according to the WHO criteria [1]. The mean (SD) BMI of the participating children was 17.01 (1.24). The mean (SD) BMI of participating parents was 26.08 (5.97), and 45% (39/86) were overweight or obese.

Primary Outcome
Table 2 displays the baseline, 3-month, and 6-month BMI results. The results of the ITT, displayed in Table 3, indicated that there was no group-by-time effect for BMI. The ANCOVA analyses (shown in Tables 4 and 5) also found no significant differences between groups at each time point. When considering changes within groups, the repeated-measures ANOVA found a significant change in BMI within the intervention group at both the 3-month (adjusted mean difference $-0.26$, 95% CI $-0.51$ to $-0.02$; $P=.03$) and 6-month time points (adjusted mean difference $-0.40$ to $-0.03$; $P=.02$) and no significant changes within the comparison group.

Secondary Outcomes
Table 2 displays the baseline, 3-month, and 6-month results for parametric secondary outcomes. The linear mixed model analyses (displayed in Table 3) found a significant group-by-time interaction for frequency of consumption of discretionary foods (estimate $-1.36$, 95% CI $-2.27$ to $-0.45$; $P \leq .01$), nutrition parent self-efficacy (estimate 0.43, 95% CI 0.10 to 0.76, $P=.01$), and child feeding–pressure to eat (estimate $-0.30$, 95% CI 0.61 to $-0.00$, $P=.048$). No group-by-time interaction effects for any other secondary outcomes were observed.

The posthoc ANCOVA analyses results (displayed in Table 4 and 5) showed a significant difference between groups in frequency of consumption of discretionary foods at 3 months (adjusted mean difference $-1.45$, 95% CI $-2.42$ to $-0.43$; $P=.01$) and 6 months (adjusted mean difference $-1.30$, 95% CI $-2.34$ to $-0.26$; $P=.02$), nutrition parent self-efficacy at 6 months (adjusted mean difference 0.53, 95% CI 0.13 to 0.93; $P=.01$), child feeding–pressure to eat at 6 months (adjusted mean difference $-0.35$, 95% CI $-0.68$ to $-0.02$; $P=.04$), and accelerometer-measured sleep duration (in the nonhypothesized direction) at 6 months (adjusted mean difference $-0.55$, 95% CI $-1.01$ to $-0.03$; $P=.04$). The results of the Mann-Whitney tests for the nonparametric data showed that there were no significant differences between groups for any parameter (at Bonferroni adjusted $P<.008$).
Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Comparison group (n=44)</th>
<th>Intervention group (n=42)</th>
<th>All (n=86)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child (sex), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19 (43)</td>
<td>24 (57)</td>
<td>43 (50)</td>
</tr>
<tr>
<td>Female</td>
<td>25 (57)</td>
<td>18 (43)</td>
<td>43 (50)</td>
</tr>
<tr>
<td><strong>Child age (months), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>43 (12.26)</td>
<td>40 (9.65)</td>
<td>42 (11.05)</td>
</tr>
<tr>
<td><strong>Child age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>3.55 (1.02)</td>
<td>3.36 (0.80)</td>
<td>3.46 (0.92)</td>
</tr>
<tr>
<td><strong>Child body mass index (BMI), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>16.72 (0.92)</td>
<td>17.28 (1.44)</td>
<td>17.01 (1.24)</td>
</tr>
<tr>
<td><strong>Child weight statusa, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight</td>
<td>38 (86)</td>
<td>40 (95)</td>
<td>78 (91)</td>
</tr>
<tr>
<td>Overweight</td>
<td>5 (11)</td>
<td>2 (5)</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Obese</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Median BMI percentile range</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>85 to ≤85</td>
<td>75 to ≤85</td>
<td>75 to ≤85</td>
</tr>
<tr>
<td><strong>Child aboriginal/Torres Strait Islander status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>4 (9)</td>
<td>1 (2)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Torres Strait Islander</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>No</td>
<td>39 (89)</td>
<td>40 (95)</td>
<td>79 (92)</td>
</tr>
<tr>
<td>Not answered</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Participating parent’s sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1 (2)</td>
<td>2 (5)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Female</td>
<td>43 (98)</td>
<td>40 (95)</td>
<td>83 (97)</td>
</tr>
<tr>
<td><strong>Participating parent’s age, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>34.91 (4.68)</td>
<td>35.45 (4.95)</td>
<td>35.17 (4.80)</td>
</tr>
<tr>
<td><strong>Highest level of education of the participating parent, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not university qualified</td>
<td>22 (50)</td>
<td>8 (19)</td>
<td>30 (35)</td>
</tr>
<tr>
<td>University qualified</td>
<td>22 (50)</td>
<td>32 (76)</td>
<td>54 (63)</td>
</tr>
<tr>
<td>Currently studying</td>
<td>0 (0)</td>
<td>2 (5)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Participating parent’s income after tax (Aus $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$580/week</td>
<td>23 (52)</td>
<td>20 (48)</td>
<td>43 (50)</td>
</tr>
<tr>
<td>$580-$1240/week</td>
<td>15 (34)</td>
<td>16 (38)</td>
<td>31 (36)</td>
</tr>
<tr>
<td>&gt;$1240/week</td>
<td>6 (14)</td>
<td>6 (14)</td>
<td>12 (14)</td>
</tr>
<tr>
<td><strong>BMI of participating parent, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>27.38 (21.61)</td>
<td>24.81 (4.64)</td>
<td>26.08 (5.97)</td>
</tr>
<tr>
<td><strong>Weight status of participating parent, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Healthy weight</td>
<td>15 (34)</td>
<td>26 (62)</td>
<td>42 (49)</td>
</tr>
<tr>
<td>Overweight</td>
<td>13 (30)</td>
<td>9 (21)</td>
<td>22 (26)</td>
</tr>
<tr>
<td>Obese</td>
<td>11 (25)</td>
<td>6 (14)</td>
<td>17 (20)</td>
</tr>
<tr>
<td>Not answered</td>
<td>3 (7)</td>
<td>0 (0)</td>
<td>3 (3)</td>
</tr>
<tr>
<td><strong>Aboriginal status of participating parent, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aboriginal</td>
<td>2 (4.55)</td>
<td>1 (2.38)</td>
<td>3 (3.49)</td>
</tr>
<tr>
<td>No</td>
<td>41 (88.64)</td>
<td>40 (95.24)</td>
<td>81 (94.19)</td>
</tr>
<tr>
<td>Not answered</td>
<td>1 (2.27)</td>
<td>1 (2.38)</td>
<td>2 (2.33)</td>
</tr>
<tr>
<td><strong>Participating parent’s relationship with child, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biological mother</td>
<td>41 (93)</td>
<td>39 (93)</td>
<td>80 (93)</td>
</tr>
<tr>
<td>Biological father</td>
<td>2 (5)</td>
<td>2 (5)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Variable</td>
<td>Comparison group (n=44)</td>
<td>Intervention group (n=42)</td>
<td>All (n=86)</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------------------</td>
<td>----------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Other</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>2 (2)</td>
</tr>
<tr>
<td><strong>Marital status of participating parent, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single/divorced/separated/widowed</td>
<td>10 (23)</td>
<td>3 (7)</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Married/with partner</td>
<td>34 (77)</td>
<td>39 (93)</td>
<td>73 (85)</td>
</tr>
<tr>
<td><strong>BMI of other parent, mean (SD)</strong></td>
<td>27.61 (4.51)</td>
<td>28.24 (6.72)</td>
<td>27.95 (5.76)</td>
</tr>
<tr>
<td><strong>Weight status of other parent, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Healthy weight</td>
<td>9 (20)</td>
<td>15 (36)</td>
<td>24 (28)</td>
</tr>
<tr>
<td>Overweight</td>
<td>13 (30)</td>
<td>9 (21)</td>
<td>22 (26)</td>
</tr>
<tr>
<td>Obese</td>
<td>9 (20)</td>
<td>11 (26)</td>
<td>20 (23)</td>
</tr>
<tr>
<td>No answer/not applicable</td>
<td>13 (30)</td>
<td>7 (17)</td>
<td>19 (22)</td>
</tr>
<tr>
<td><strong>Income of other parent (Aus $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;$580/week</td>
<td>6 (14)</td>
<td>5 (12)</td>
<td>11 (13)</td>
</tr>
<tr>
<td>$580-$1240/week</td>
<td>20 (45)</td>
<td>19 (45)</td>
<td>39 (45)</td>
</tr>
<tr>
<td>&gt;$1240/week</td>
<td>9 (20)</td>
<td>15 (36)</td>
<td>24 (28)</td>
</tr>
<tr>
<td>No answer/not applicable</td>
<td>9 (20)</td>
<td>3 (7)</td>
<td>12 (14)</td>
</tr>
<tr>
<td><strong>Language spoken at home, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>40 (91)</td>
<td>37 (88)</td>
<td>77 (90)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (9)</td>
<td>5 (12)</td>
<td>9 (10)</td>
</tr>
<tr>
<td><strong>Found out about the program, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early childhood education center</td>
<td>18 (41)</td>
<td>16 (38)</td>
<td>34 (40)</td>
</tr>
<tr>
<td>Flyer</td>
<td>5 (11)</td>
<td>7 (17)</td>
<td>12 (14)</td>
</tr>
<tr>
<td>Early childhood nurse/center</td>
<td>2 (5)</td>
<td>5 (12)</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Email</td>
<td>0 (0)</td>
<td>4 (10)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>School newsletter</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Media (print, television, and radio)</td>
<td>2 (5)</td>
<td>1 (2)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Social media</td>
<td>5 (11)</td>
<td>4 (10)</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Playgroup</td>
<td>3 (7)</td>
<td>0 (0)</td>
<td>3 (3)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (16)</td>
<td>4 (10)</td>
<td>11 (13)</td>
</tr>
</tbody>
</table>

*World Health Organization definition [1].
Table 2. Mean (SD) values for primary and secondary outcomes at each time point.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SD)</th>
<th>3 months, mean (SD)</th>
<th>6 months, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Comparison (n=44)</td>
<td>Intervention (n=42)</td>
<td>Comparison (n=40)</td>
</tr>
<tr>
<td>Body mass index (BMI)</td>
<td>17.28 (1.44)</td>
<td>16.72 (0.92)</td>
<td>16.99 (1.25)</td>
</tr>
<tr>
<td>Median BMI percentile range</td>
<td>85 to ≤85</td>
<td>75 to ≤85</td>
<td>85 to ≤85</td>
</tr>
<tr>
<td>kJ/kg of body weight&lt;sup&gt;a&lt;/sup&gt;</td>
<td>330.43 (125.08)</td>
<td>343.64 (112.01)</td>
<td>296.24 (114.64)</td>
</tr>
<tr>
<td>Percentage of kJ from sugar&lt;sup&gt;a&lt;/sup&gt;</td>
<td>22.24 (6.75)</td>
<td>20.14 (7.01)</td>
<td>21.15 (7.30)</td>
</tr>
<tr>
<td>Percentage of kJ from saturated fat&lt;sup&gt;a&lt;/sup&gt;</td>
<td>12.52 (4.77)</td>
<td>11.74 (3.95)</td>
<td>11.58 (3.84)</td>
</tr>
<tr>
<td>Servings of fruit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.91 (1.03)</td>
<td>2.52 (0.92)</td>
<td>2.95 (0.96)</td>
</tr>
<tr>
<td>Servings of vegetables&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.34 (1.08)</td>
<td>2.62 (1.27)</td>
<td>2.53 (1.22)</td>
</tr>
<tr>
<td>Discretionary food frequency score&lt;sup&gt;d&lt;/sup&gt;</td>
<td>11.73 (2.86)</td>
<td>11.21 (3.82)</td>
<td>11.60 (2.73)</td>
</tr>
<tr>
<td>Nutrition self-efficacy&lt;sup&gt;e&lt;/sup&gt;</td>
<td>7.94 (1.13)</td>
<td>8.19 (1.36)</td>
<td>8.28 (1.19)</td>
</tr>
<tr>
<td>Child feeding–restriction&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3.60 (0.92)</td>
<td>3.630 (0.78)</td>
<td>3.73 (0.84)</td>
</tr>
<tr>
<td>Child feeding–pressure&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.34 (0.98)</td>
<td>2.52 (0.99)</td>
<td>2.34 (1.09)</td>
</tr>
<tr>
<td>Parent modeling&lt;sup&gt;g&lt;/sup&gt;</td>
<td>3.95 (0.76)</td>
<td>3.98 (0.79)</td>
<td>3.93 (0.85)</td>
</tr>
<tr>
<td>Sleep reluctance&lt;sup&gt;h&lt;/sup&gt;</td>
<td>3.00 (1.24)</td>
<td>2.36 (1.06)</td>
<td>2.65 (1.00)</td>
</tr>
<tr>
<td>Sleep duration (hours)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>n=34</td>
<td>n=34</td>
<td>n=19</td>
</tr>
<tr>
<td>Latency (minutes)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>19.92 (16.55)</td>
<td>20.98 (14.41)</td>
<td>19.97 (18.05)</td>
</tr>
<tr>
<td>Screen time</td>
<td>n=44</td>
<td>n=41</td>
<td>n=40</td>
</tr>
<tr>
<td>Weekday (hours)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>2.52 (2.55)</td>
<td>2.82 (3.87)</td>
<td>1.37 (1.06)</td>
</tr>
<tr>
<td>Weekend day (hours)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>2.94 (1.98)</td>
<td>3.15 (2.95)</td>
<td>2.31 (1.56)</td>
</tr>
<tr>
<td>Percentage activity</td>
<td>n=34</td>
<td>n=35</td>
<td>n=27</td>
</tr>
<tr>
<td>Sedentary time&lt;sup&gt;d&lt;/sup&gt;</td>
<td>46.28 (7.98)</td>
<td>47.44 (11.09)</td>
<td>48.28 (7.87)</td>
</tr>
<tr>
<td>Light, moderate, and vigorous physical activity&lt;sup&gt;d&lt;/sup&gt;</td>
<td>27.74 (7.40)</td>
<td>25.82 (6.24)</td>
<td>26.18 (6.16)</td>
</tr>
<tr>
<td>Moderate-to-vigorous physical activity&lt;sup&gt;d&lt;/sup&gt;</td>
<td>13.88 (5.04)</td>
<td>12.02 (3.60)</td>
<td>13.56 (4.43)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Calculated from 24-hour diet recall using Easy Diet Diary/Foodworks.<br>
<sup>b</sup>n=37.<br>
<sup>c</sup>From food questionnaire.<br>
<sup>d</sup>Scored from food questionnaire questions on frequency of intake of takeaway or fast food; sugary cereals; potato chips or other salty foods; sweets; and cakes, doughnuts, sweet cookies, or muffins. Responses of never or rarely, 1 to 3 times per month, 1 to 2 times per week, 3 to 4 times per week, 5 to 6 times per week, once per day, and 2 or more times per day were coded as 1 to 6, respectively, and summed to obtain a discretionary food score.<br>
<sup>e</sup>Self-efficacy questionnaire.<br>
<sup>f</sup>Child-feeding questionnaire.<br>
<sup>g</sup>Parent modeling questionnaire.<br>
<sup>h</sup>From sleep questionnaire.<br>
<sup>i</sup>Accelerometer measures.<br>
<sup>j</sup>From screen time questionnaire.
Table 3. Results of intention-to-treat analyses for primary and secondary outcomes; linear mixed model group × time interaction (random intercept and compound symmetry covariance structure). Age, cohort, and baseline values included as covariates in the model (n=86).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>95% CI</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body mass index</td>
<td>−0.11</td>
<td>−0.34 to 0.12</td>
<td>.35</td>
</tr>
<tr>
<td>kJ/kg of body weight&lt;sup&gt;b&lt;/sup&gt;</td>
<td>10.89</td>
<td>−29.94 to 51.73</td>
<td>.60</td>
</tr>
<tr>
<td>Percentage of kJ from sugar&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.09</td>
<td>−2.44 to 2.25</td>
<td>.94</td>
</tr>
<tr>
<td>Percentage of kJ from saturated fat&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−0.61</td>
<td>−3.09 to 1.87</td>
<td>.63</td>
</tr>
<tr>
<td>Servings of fruit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−0.24</td>
<td>−0.58 to 0.10</td>
<td>.17</td>
</tr>
<tr>
<td>Servings of vegetables&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.17</td>
<td>−0.15 to 0.49</td>
<td>.24</td>
</tr>
<tr>
<td>Discretionary food frequency score&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−1.36</td>
<td>−2.27 to −0.45</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Nutrition self-efficacy&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.43</td>
<td>0.10 to 0.76</td>
<td>.01&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Child feeding–restriction&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.04</td>
<td>−0.21 to 0.29</td>
<td>.76</td>
</tr>
<tr>
<td>Child feeding–pressure&lt;sup&gt;g&lt;/sup&gt;</td>
<td>−0.30</td>
<td>−0.61 to −0.00</td>
<td>.048</td>
</tr>
<tr>
<td>Parent modeling&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.21</td>
<td>−0.02 to 0.44</td>
<td>.08</td>
</tr>
<tr>
<td>Sleep duration (hours)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.22</td>
<td>−0.57 to 0.13</td>
<td>.21</td>
</tr>
<tr>
<td>Sleep latency (minutes)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.25</td>
<td>−0.79 to 0.74</td>
<td>.95</td>
</tr>
<tr>
<td>Sleep reluctance&lt;sup&gt;j&lt;/sup&gt;</td>
<td>−0.36</td>
<td>−0.77 to 0.06</td>
<td>.09</td>
</tr>
<tr>
<td>Screen time–week day (hours)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>−0.20</td>
<td>−0.87 to 0.47</td>
<td>.56</td>
</tr>
<tr>
<td>Screen time–weekend day (hours)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>−0.40</td>
<td>−0.90 to 0.10</td>
<td>.11</td>
</tr>
<tr>
<td>Percentage sedentary time&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.84</td>
<td>−1.60 to 3.27</td>
<td>.49</td>
</tr>
<tr>
<td>Percentage light, moderate, and vigorous intensity physical activity&lt;sup&gt;i,k&lt;/sup&gt;</td>
<td>−0.99</td>
<td>−2.20 to 2.01</td>
<td>.93</td>
</tr>
<tr>
<td>Percentage moderate-to-vigorous intensity physical activity&lt;sup&gt;i&lt;/sup&gt;</td>
<td>0.54</td>
<td>−0.94 to 2.01</td>
<td>.47</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant at P<.05.

<sup>b</sup>Calculated from 24-hour diet recall using Easy Diet Diary/Foodworks.

<sup>c</sup>From Food Questionnaire.

<sup>d</sup>Scored from food questionnaire questions on the frequency of intake of takeaway or fast food; sugary cereals; potato chips or other salty foods; sweets; and cakes, doughnuts, sweet cookies, or muffins. Responses of never or rarely, 1 to 3 times per month, 1 to 2 times per week, 3 to 4 times per week, 5 to 6 times per week, once per day, and 2 or more times per day were coded as 1 to 6, respectively, and summed to obtain a discretionary food score.

<sup>e</sup>Self-efficacy questionnaire.

<sup>f</sup>Italicized text: statistically significant result.

<sup>g</sup>Child feeding questionnaire.

<sup>h</sup>Parent modeling questionnaire.

<sup>i</sup>Accelerometer measures.

<sup>j</sup>From sleep questionnaire.

<sup>k</sup>From screen time questionnaire.
Table 4. Adjusted mean differences (and 95% CI) for primary and secondary outcomes at 3 months (complete case analyses). Analysis of covariance (ANCOVA) analyses, with baseline value, age, and cohort as covariates (n=78).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention comparison, adjusted mean difference (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body mass index</td>
<td>-0.23 (-0.50 to 0.04)</td>
<td>.09</td>
</tr>
<tr>
<td>kJ/kg of body weight&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.57 (-57.71 to 46.26)</td>
<td>.83</td>
</tr>
<tr>
<td>Percentage of kJ from sugar&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.23 (-3.29 to 2.83)</td>
<td>.88</td>
</tr>
<tr>
<td>Percentage of kJ from saturated fat&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.15 (-1.94 to 1.63)</td>
<td>.87</td>
</tr>
<tr>
<td>Servings of fruit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.31 (-0.69 to 0.07)</td>
<td>.11</td>
</tr>
<tr>
<td>Servings of vegetables&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.19 (-0.23 to 0.60)</td>
<td>.37</td>
</tr>
<tr>
<td>Frequency discretionary foods&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-1.45 (-2.47 to -0.43)</td>
<td>.01</td>
</tr>
<tr>
<td>Nutrition self-efficacy&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.33 (-0.03 to 0.69)</td>
<td>.07</td>
</tr>
<tr>
<td>Child feeding–restriction&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.01 (-0.28 to 0.29)</td>
<td>.96</td>
</tr>
<tr>
<td>Child feeding–pressure&lt;sup&gt;f&lt;/sup&gt;</td>
<td>-0.27 (-0.61 to 0.07)</td>
<td>.12</td>
</tr>
<tr>
<td>Parent modeling&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.24 (0.06 to 0.53)</td>
<td>.12</td>
</tr>
<tr>
<td>Sleep duration&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.04 (-0.35 to 0.43)</td>
<td>.84</td>
</tr>
<tr>
<td>Sleep latency&lt;sup&gt;h&lt;/sup&gt;</td>
<td>-4.46 (-13.91 to 4.98)</td>
<td>.35</td>
</tr>
<tr>
<td>Sleep reluctance&lt;sup&gt;i&lt;/sup&gt;</td>
<td>-0.36 (-0.82 to 0.09)</td>
<td>.11</td>
</tr>
<tr>
<td>Screen time–weekday&lt;sup&gt;j&lt;/sup&gt;</td>
<td>0.45 (-0.36 to 1.27)</td>
<td>.27</td>
</tr>
<tr>
<td>Screen time–weekend&lt;sup&gt;j&lt;/sup&gt;</td>
<td>-0.30 (-0.86 to 0.26)</td>
<td>.29</td>
</tr>
<tr>
<td>Percentage sedentary time&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.14 (-2.76 to 3.04)</td>
<td>.92</td>
</tr>
<tr>
<td>Percentage light, moderate, and vigorous intensity physical activity&lt;sup&gt;h&lt;/sup&gt;</td>
<td>0.92 (-1.60 to 3.44)</td>
<td>.47</td>
</tr>
<tr>
<td>Percentage moderate-to-vigorous intensity physical activity&lt;sup&gt;h&lt;/sup&gt;</td>
<td>1.10 (-0.65 to 2.84)</td>
<td>.21</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant at P<.05.

<sup>b</sup>Calculated from 24-hour diet recall using Easy Diet Diary/Foodworks.

<sup>c</sup>From food questionnaire.

<sup>d</sup>Scored from food questionnaire questions on frequency of intake of takeaway or fast food; sugary cereals; potato chips or other salty foods; sweets; and cakes, doughnuts, sweet cookies, or muffins. Responses of never or rarely, 1 to 3 times per month, 1 to 2 times per week, 3 to 4 times per week, 5 to 6 times per week, once per day, and 2 or more times per day were coded as 1-6, respectively, and summed to obtain a discretionary food score.

<sup>e</sup>Self-efficacy questionnaire.

<sup>f</sup>Child feeding questionnaire.

<sup>g</sup>Parent modeling questionnaire.

<sup>h</sup>Accelerometer measures.

<sup>i</sup>From sleep questionnaire.

<sup>j</sup>From screen time questionnaire.
Table 5. Adjusted mean differences (and 95% CI) for primary and secondary outcomes at 6 months (complete case analyses). Analysis of covariance (ANCOVA) analyses, with baseline value, age, and cohort as covariates (n=78).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Intervention comparison, adjusted mean difference (95% CI)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body mass index</td>
<td>0.01 (−0.27 to −0.29)</td>
<td>.95</td>
</tr>
<tr>
<td>kJ/kg of body weight&lt;sup&gt;b&lt;/sup&gt;</td>
<td>24.80 (−17.75 to 67.35)</td>
<td>.25</td>
</tr>
<tr>
<td>Percentage of kJ from sugar&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.05 (−3.18 to 3.29)</td>
<td>.97</td>
</tr>
<tr>
<td>Percentage of kJ from saturated fat&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−1.41 (−3.19 to 0.37)</td>
<td>.12</td>
</tr>
<tr>
<td>Servings of fruit&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−0.17 (−0.57 to 0.23)</td>
<td>.39</td>
</tr>
<tr>
<td>Servings of vegetables&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.16 (−0.24 to 0.56)</td>
<td>.44</td>
</tr>
<tr>
<td>Frequency discretionary foods&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−1.30 (−2.34 to −0.26)</td>
<td>.02</td>
</tr>
<tr>
<td>Nutrition self-efficacy&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.53 (0.13 to 0.93)</td>
<td>.01</td>
</tr>
<tr>
<td>Child feeding–restriction&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.10 (−0.18 to 0.37)</td>
<td>.48</td>
</tr>
<tr>
<td>Child feeding–pressure&lt;sup&gt;f&lt;/sup&gt;</td>
<td>−0.35 (−0.68 to −0.02)</td>
<td>.04</td>
</tr>
<tr>
<td>Parent modeling&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.18 (−0.05 to 0.41)</td>
<td>.12</td>
</tr>
<tr>
<td>Sleep duration&lt;sup&gt;h&lt;/sup&gt;</td>
<td>−0.55 (−1.01 to −0.03)</td>
<td>.04</td>
</tr>
<tr>
<td>Sleep latency&lt;sup&gt;h&lt;/sup&gt;</td>
<td>6.00 (−4.09 to 16.09)</td>
<td>.24</td>
</tr>
<tr>
<td>Sleep reluctance&lt;sup&gt;i&lt;/sup&gt;</td>
<td>−0.33 (−0.82 to 0.15)</td>
<td>.18</td>
</tr>
<tr>
<td>Screen time–weekday&lt;sup&gt;j&lt;/sup&gt;</td>
<td>−0.84 (−1.76 to 0.07)</td>
<td>.07</td>
</tr>
<tr>
<td>Screen time–weekend&lt;sup&gt;j&lt;/sup&gt;</td>
<td>−0.49 (−1.14 to 0.15)</td>
<td>.13</td>
</tr>
<tr>
<td>Percentage sedentary time&lt;sup&gt;k&lt;/sup&gt;</td>
<td>1.590 (−1.415 to 4.60)</td>
<td>.29</td>
</tr>
<tr>
<td>Percentage light, moderate, and vigorous intensity physical activity&lt;sup&gt;h&lt;/sup&gt;</td>
<td>−1.106 (−3.601 to 1.40)</td>
<td>.38</td>
</tr>
<tr>
<td>Percentage moderate-to-vigorous intensity physical activity&lt;sup&gt;b&lt;/sup&gt;</td>
<td>−1.110 (−1.912 to 1.69)</td>
<td>.90</td>
</tr>
</tbody>
</table>

<sup>a</sup>Significant at P<.05.
<sup>b</sup>Calculated from 24-hour diet recall using Easy Diet Diary/Foodworks.
<sup>c</sup>From food questionnaire.
<sup>d</sup>Scored from food questionnaire questions on frequency of intake of takeaway or fast food; sugary cereals; potato chips or other salty foods; sweets; and cakes, doughnuts, sweet cookies, or muffins. Responses of never or rarely, 1 to 3 times per month, 1 to 2 times per week, 3 to 4 times per week, 5 to 6 times per week, once per day, and 2 or more times per day were coded as 1-6, respectively, and summed to obtain a discretionary food score.
<sup>e</sup>Self-efficacy questionnaire.
<sup>f</sup>Child feeding questionnaire.
<sup>g</sup>Parent modeling questionnaire.
<sup>h</sup>Accelerometer measures.
<sup>i</sup>From sleep questionnaire.
<sup>j</sup>From screen time questionnaire.
### Table 6. *Time2bHealthy* intervention process evaluation (n=38).

<table>
<thead>
<tr>
<th>Question</th>
<th>Strongly agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly disagree, n (%)</th>
<th>Not applicable, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The program content was interesting</td>
<td>21 (55)</td>
<td>15 (39)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The program content was easy to understand</td>
<td>28 (74)</td>
<td>10 (26)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The program content was relevant</td>
<td>22 (58)</td>
<td>15 (39)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The length of the program was appropriate</td>
<td>15 (39)</td>
<td>18 (47)</td>
<td>2 (5)</td>
<td>3 (8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>One module every 2 weeks was appropriate</td>
<td>11 (29)</td>
<td>23 (61)</td>
<td>4 (11)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The tips and tricks for parents was helpful</td>
<td>20 (53)</td>
<td>17 (45)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The information about meals was helpful</td>
<td>22 (58)</td>
<td>13 (34)</td>
<td>2 (5)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>There was enough information in the module about meals</td>
<td>14 (37)</td>
<td>20 (53)</td>
<td>0 (0)</td>
<td>4 (11)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The information on snacks and drinks was helpful</td>
<td>21 (55)</td>
<td>15 (39)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>There was enough information in the module about snacks and drinks</td>
<td>15 (39)</td>
<td>19 (50)</td>
<td>2 (5)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The information about physical activity was helpful</td>
<td>20 (53)</td>
<td>16 (42)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>There was enough information in the module about physical activity</td>
<td>19 (50)</td>
<td>17 (45)</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The information on screen time was helpful</td>
<td>20 (53)</td>
<td>13 (34)</td>
<td>4 (11)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>There was enough information in the module about screen time</td>
<td>14 (37)</td>
<td>20 (53)</td>
<td>4 (11)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The information about sleep was helpful</td>
<td>11 (29)</td>
<td>19 (50)</td>
<td>6 (16)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>There was enough information about sleep</td>
<td>8 (21)</td>
<td>24 (63)</td>
<td>4 (11)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>The goal setting was helpful</td>
<td>12 (32)</td>
<td>18 (47)</td>
<td>7 (18)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The number of goals set was appropriate</td>
<td>12 (32)</td>
<td>18 (47)</td>
<td>7 (18)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The health consultants were helpful and knowledgeable</td>
<td>20 (53)</td>
<td>15 (39)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>The time the health consultants responded in was appropriate</td>
<td>21 (55)</td>
<td>16 (42)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>The online delivery mode was suitable</td>
<td>19 (50)</td>
<td>18 (47)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>The Facebook group component was useful</td>
<td>3 (8)</td>
<td>12 (32)</td>
<td>18 (47)</td>
<td>4 (11)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

### Process Evaluation

Overall, 38 participants from the intervention group (38/42, 90%) completed the process evaluation questionnaire. The results are displayed in Table 6. Most participants agreed or strongly agreed that the program content was interesting (36/38, 95%), easy to understand (38/38, 100%), and relevant (37/38, 97%). Most also agreed or strongly agreed that the length of the program was appropriate (33/38, 87%), the goal-setting component was helpful (30/38, 79%), and that the dietitian was helpful and knowledgeable (35/38, 92%). Most participants discussed the program with extended family members (28/38, 74%). The internet-based delivery mode of the program was suitable for the majority of participants (37/38, 97%); however, 6 participants stated that they would have preferred a different mode of delivery such as a mobile-optimized website (2) mobile phone app (2), face-to-face (2), or hard copy (2). Only 15 participants (15/38, 39%) agreed or strongly agreed that the Facebook component was useful.

### Discussion

#### Principal Findings

In this RCT, we found no significant difference in the BMI change between the 2 groups at 6 months post baseline. There were no significant differences in physical activity, screen time, or sleep outcomes between groups. The intervention did, however, demonstrate some positive group-by-time outcomes in relation to dietary intake, child feeding, and nutrition parent self-efficacy. To the best of our knowledge, *Time2bHealthy* is the first RCT to assess the efficacy of a parent-focused healthy lifestyle intervention on BMI in preschool-aged children, which is delivered entirely Web-based.

Our null finding regarding BMI change at 6 months aligns with similar eHealth obesity prevention studies conducted in young [45] and older children [17,21,46] and a recent mobile health study in preschool-aged children that measured fat mass index [47]. Due to a lack of eHealth studies in this age group, we have also compared our findings with studies delivered by more traditional methods. Mixed results have been reported from traditionally delivered parent-focused obesity prevention studies in young children, with a recent meta-analysis finding a short-term, but not a long-term, effect [48]. This meta-analysis
also found that interventions targeting only overweight and obese children were more effective than those that included children in the healthy weight range [48]. Given that more than 90% (78/86) of children recruited in our study were in the healthy weight range, significant changes may have been unrealistic. Superior outcomes may have been achieved had our study included only overweight and obese children. Healthy weight children were included in this study as prevention is key to impacting childhood obesity rates, and it is critical to design interventions that facilitate establishment of healthy behaviors and maintenance of healthy weight in all children at an early age [49]. There was a significant within-group difference in BMI in the intervention group. Had the target sample size been achieved, it is possible that a difference between groups would have been found.

Other eHealth parent-focused studies have demonstrated similar improvements in dietary outcomes, such as energy dense food consumption [50,51]. The discretionary food group-by-time outcomes in this study most closely align with Williamson et al’s [52] internet-based study targeting adolescent overweight girls, which demonstrated a reduction in “eating fattening foods.” Contrary to this study, previous eHealth studies have also shown improvements in fruit and vegetable intake, including Chen et al’s internet-based study on adolescents [21] and Knowlden and Conrad’s internet-based study for mothers of 4- to 6-year-old children [53]. Reduction in sugar-sweetened beverage intake was also reported in an internet-based parent-focused study for children aged 18 to 24 months [54]. Some traditionally delivered parent-focused interventions in preschool-aged children have also demonstrated improvements in fruit and vegetable consumption [55] and reductions in mean energy intake [56].

Our null findings in regard to kJ/kg body weight and kJ from sugar and saturated fat were perhaps due to the fact that (due to resource constraints) the 24-hour recall was administered on 1 single weekday at each time point and was not sufficient to capture regular and weekend consumption patterns. It is also possible that the intervention effects on each of the obesity-related behaviors could have been diluted due to the multi-behavior focus and breadth of the content covered compared with previous studies that have focused on fewer behaviors.

Similar eHealth parent-focused studies in a range of age groups have shown mixed physical activity outcomes [21,46,47,52,57,58]. One successful internet-based study of adolescents used pedometers to self-monitor activity [21], which may have enhanced motivation. Few traditionally delivered parent-focused studies have demonstrated an improvement in physical activity [59]. Accelerometry compliance was not optimal in our study (n=53 to 68), and therefore, the results may not be indicative of the whole sample. Night-time accelerometer compliance was even lower (n=41 to 68). To the best of our knowledge, no similar eHealth studies have assessed sleep outcomes; however, a traditionally delivered program found a significant increase in parent-reported sleep duration [60]. Further studies are needed, which objectively measure sleep duration and explore strategies to improve night-time accelerometer compliance, such as the use of wrist-worn monitors [61], incentives, or phone calls/email reminders [62]. Screen time behavior has also not been a focus of many parent-focused childhood obesity studies. One eHealth study in young children [45] and 2 in older children found null screen time outcomes [20,46], which align with our findings. Similar to our study, Knowlden et al [53] found improvements in both groups and an improvement in screen time parent self-efficacy in the intervention group; perhaps, a minimal intervention can effect change in this area.

There was a significant group-by-time interaction for nutrition parent self-efficacy but no significant differences between the intervention and comparison groups for parent self-efficacy in relation to physical activity, screen time, or sleep. The reason why positive outcomes were achieved for nutrition parent self-efficacy and not for the other behaviors is unclear, but it may be due to the higher proportion of program time dedicated to healthy eating and nutrition (2 modules compared with only 1 module for the other behaviors) and the larger number of videos, providing a greater opportunity for vicarious learning.

It is established that parent self-efficacy is crucial for implementing obesity-related behavior change in children [44]. Positive relationships have been reported between high parental (or maternal) self-efficacy and fruit and vegetable intake [63-66] and moderate-to-vigorous intensity physical activity [65], and an inverse relationship has been reported with consumption of unhealthy food [63,65]. Although social cognitive theory has been used as a basis for other similar studies [17,20], parent self-efficacy has rarely been assessed, despite this being key in parent-focused interventions.

There was a significant group-by-time interaction for “pressure-to-eat” child feeding practices, but there was no significant difference between groups for “restriction” of child-feeding practices. Despite the body of evidence regarding child feeding practices and risk of overweight and obesity, there are limited studies that have used child feeding as an outcome measure. No other eHealth study to the best of our knowledge has assessed child feeding practices; hence, the outcomes of this study will be compared with traditionally delivered programs in preschool-aged children. Similar to this study, a significant improvement in “pressure-to-eat” child feeding practices was reported in a group that received a regular newsletter (compared with a group that received a single booklet), but no significant changes in other child-feeding practices were reported in a study of mothers of African American preschool-aged children [67]. Conversely, Harvey-Berino et al [50] found a significant reduction in “restriction” child-feeding practices, but not for other child-feeding practices in their childhood obesity prevention study in Native American preschool children, which was delivered in the home [50]. As most studies have reported a significant change in only 1 child-feeding practice, it is possible that in this study as well as others, parents may find it difficult to focus on changing more than 1 of the practices simultaneously.

Research clearly demonstrates the need to intervene early to establish healthy behaviors [68], and the role of parents at this stage is instrumental in achieving change [4,7,49,69]. The results
of this RCT suggest that an internet-based program can be effective in facilitating change, particularly for dietary-related behaviors, and weight status range of children in this sample demonstrates that the intervention can be applied to both healthy weight and overweight/obese children. The positive dietary-related outcomes may be a reflection of a higher proportion of the program being focused on healthy eating and the activities in these modules being more intensive and involving more practical application. The dietary-related modules were also completed first, with 32 (76.19%) participants completing these 2 modules. Participation (and perhaps motivation) dropped off as participants worked through the modules, with 26 participants (61.90%) completing all the 6 modules.

A cost-effectiveness analysis was not within the scope of this study. Although it is generally perceived that eHealth interventions are more cost-effective than traditionally delivered programs, more research is needed [70].

Recruitment for this study was challenging, despite the expansion of the recruitment area and extension of the recruitment period, and we are not able to determine with certainty the factors involved in the lower than anticipated sample size without further investigation. Further work is required to explore optimal avenues to access at-risk and hard-to-reach populations. The program was marketed as a “healthy lifestyle program” and appeared to be more successful in recruiting parents of children in the healthy weight range than overweight or obese ranges. Parental awareness of their child’s weight status may have been a factor in the low enrollment rates in the overweight and obese ranges. Previous research has found that the majority of parents do not recognize that their child is overweight [71], and therefore, parents may not have recognized the need for the program. Education and monitoring initiatives may, therefore, be useful to enhance parent awareness. Feedback from participants who initially enquired about the study indicated that the need to attend face-to-face appointments for data collection was a deterrent. As the intervention is solely internet-based, it could be easily translated to a real-world setting, given that most developed countries [72-74] have a high proportion of internet users. In a real-world setting, data collection could be Web-based, which could improve participant recruitment and retention, but lack of objectively measured data may create bias issues. The requirement for participants to have a Facebook account may also have been a factor if potential participants did not have an interest in engaging with social media or felt uncomfortable sharing information online with people they did not know. It is recommended that further studies with a longer follow-up period and those that translate programs into primary health care be conducted to demonstrate long-term effectiveness.

**Strengths and Limitations**

This study used a randomized controlled design, applying a backwards intervention mapping exercise to align the intervention with social cognitive theory [29,30]. Multiple health behaviors were targeted, and outcome measures were based on objective and valid methods where possible. There was a low attrition rate, and the mode of delivery, content, and format of the program demonstrated a high rate of user acceptability.

There are several limitations of this study. Although it was intentional to include healthy weight children in this study, there were a higher than anticipated proportion of children (over 90%, 78/86) in the healthy weight range. Therefore, the effect on BMI may have been diluted. Due to the small number of children in the overweight and obese ranges, it was not possible to conduct a subanalysis of these participants. Statistical power would have been affected by the fact that the target sample size was not achieved despite measures to enhance participant recruitment, including expanding the recruitment area and extending the recruitment period. It is also possible that a longer follow-up period may have been required to demonstrate differences in BMI change between groups. As there were multiple outcomes assessed, there is a risk that there may have been a type 1 error. Questionnaire-based measures and the 24-hour recall used for secondary outcomes, involving self-reporting of data, were used, and therefore, it may have been possible that parents misreported this information (either intentionally or unintentionally) and such misreporting would probably have occurred in both groups. This is a familiar challenge to researchers assessing behavioral outcomes [75,76]. A height measure could not be obtained at the data collection appointment for 2 participants. Parent-provided measures were used in these instances.

In conclusion, *Time2bHealthy* led to a significant improvement in the frequency of discretionary food intake, nutrition parent self-efficacy, and pressure-to-eat child-feeding practices, but no improvement in BMI. The program has the potential for scalability and wide reach. Future studies with a larger sample size and longer follow-up period and those that translate effective eHealth childhood obesity prevention programs into primary health care are needed.
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Abstract

Background: Transitioning into parenthood can be stressful for new parents, especially with the lack of continuity of care from health care professionals during the postpartum period. Short hospital stays limit the availability of support and time parents need to be well equipped with parenting and infant care skills. Poor parental adjustment may, in turn, lead to negative parental outcomes and adversely affect the child’s development. For the family’s future well-being, and to facilitate a smoother transition into parenthood, there is a need for easily accessible, technology-based educational programs to support parents during the crucial perinatal period.

Objective: This study aimed to examine the effectiveness of a technology-based supportive educational parenting program (SEPP) on parenting outcomes during the perinatal period in couples.

Methods: A randomized, single-blinded, parallel-armed, controlled trial was conducted. The study recruited 236 parents (118 couples) from an antenatal clinic of a tertiary hospital in Singapore. Eligible parents were randomly assigned to the intervention group (n=118) or the control group (n=118). The SEPP is based on Bandura’s self-efficacy theory and Bowlby’s theory of attachment. Components of the intervention include 2 telephone-based educational sessions (1 antenatal and 1 immediately postnatal) and a mobile health app follow-up for 1 month. The control group only received routine perinatal care provided by the hospital. Outcome measures including parenting self-efficacy (PSE), parental bonding, perceived social support, parenting satisfaction, postnatal depression (PND), and anxiety were measured using reliable and valid instruments. Data were collected over 6 months at 4 time points: during pregnancy (third trimester), 2 days postpartum, 1 month postpartum, and 3 months postpartum. Outcomes were standardized using baseline means and SDs. Linear mixed models were used to compare the groups for postpartum changes in the outcome variables.

Results: The intervention group showed significantly better outcome scores than the control group from baseline to 3 months postpartum for PSE (mean difference, MD, 0.37; 95% CI 0.06 to 0.68; P=.02), parental bonding (MD −1.32; 95% CI −1.89 to...
Introduction

Background

Singapore’s fertility rate has been declining over the years despite the government’s desperate attempts to incentivize married couples to have more children. Career prioritization [1], previous negative childbirth experiences, and unmet parental expectations were the main reasons for this declining trend [2,3]. To mitigate negative childbirth experiences and prepare parents for parenthood, perinatal educational classes have been made available in Singapore’s hospitals. However, owing to unawareness, time, and financial constraints, only few parents attend these classes [4]. The dissemination of overwhelming infant care information through pamphlets or in a didactic style during the short hospital stay also tends to cause information overload for parents [4-6]. Despite the growing interest and involvement of fathers in parenting [5], perinatal care by Singapore’s hospitals still focuses primarily on breastfeeding and the physical health of the mother and child, failing to consider paternal involvement and the importance of parent-child bonding [5,7]. Recently, under a smart nation initiative, Singapore aimed to deliver holistic health care through technological innovations [8]. Given the increasing number of parents relying on Web-based information and online support communities [9,10], and considering the unreliability of sources and lack of professional moderation of Web-based information [11], there is a need for an improved technology and a theory-based perinatal educational program for parents.

Among all parental outcomes, parenting self-efficacy (PSE) is a major determinant of a positive parenting experience. According to Bandura, self-efficacy refers to one’s feeling of effectiveness in accomplishing required tasks and activities [12]. For better PSE, Bandura emphasized that parents must have confidence in their ability to perform specific skills and believe that their actions will have the desired outcomes to ensure successful parenting [13]. Self-efficacy can be developed through the mastery of experiences, vicarious experiences, social persuasion, and affective and physiological factors [12]. Especially for first-time parents, PSE is highly associated with better coping responses and parenthood adjustment and positive psychological and developmental outcomes for parents and children [14,15]. In addition, Bowlby’s attachment theory [16] also theorizes that PSE, social support, and parental emotional well-being are essential to establishing early parent-infant bonding, which is the foundation of a positive development of social relationships in infants. Therefore, it is important to investigate the relationships among PSE, social support, parent-infant bonding, parents’ psychological health (ie, postnatal depression [PND] and anxiety), and parenting satisfaction.

During the postpartum period, the stressful adaptation to new parental roles, additional infant care responsibilities, and a lack of social support from one’s partner [17-19] can adversely affect parental bonding with the infant, which may give rise to child developmental and attachment issues [20]. Poor parental adjustment also increases the risks of postpartum psychological disorders in both mothers and fathers [21,22]. On the contrary, high levels of perceived PSE [23] and social support help to facilitate smoother transition to parenthood [24], leading to increased parental bonding, parenting satisfaction, and parenting competence [25], and lowered risks of PND [23] and postnatal anxiety (PNA) [26]. This is evident in the vital role of PSE in promoting a positive parenting experience. Hence, intervention programs should emphasize on increasing PSE among parents.

In a recent review, educational intervention for parents was shown to be effective in enhancing and sustaining PSE long-term [27]. This corresponds with previous technology-based intervention studies, which were shown to not only boost PSE [28-31] but also increase parenting satisfaction [28,30,31], parental bonding [32,33], and perceived social support [29,31,34-36] and reduce postpartum psychological disorders [32,35,37]. However, most of these interventions cater only to mothers [32,35,37,38] and are only introduced during the postnatal period [28,30,31,33,34,38]. This study addresses the lack of continuity of care during the perinatal period [4,39] and the lack of inclusion of fathers’ involvement in parenting [28,31] by providing new insights with a technology- and couple-based parenting educational program made available during the perinatal period.

Aim and Hypotheses

This study aimed to examine the effectiveness of a technology-based supportive educational parenting program (SEPP) on parental outcomes in terms of PSE, parental bonding, perceived social support, parenting satisfaction, PND, and PNA during the perinatal period in couples.

Conclusions:
The technology-based SEPP is effective in enhancing parental bonding, PSE, perceived social support and parental satisfaction, and in reducing PND and PNA. Health care professionals could incorporate it with existing hands-on infant care classes and routine care to better meet parents’ needs and create positive childbirth experiences, which may in turn encourage parents to have more children.
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parents; social support
Compared with the control group receiving standard care, we hypothesized that the intervention group will have significantly better scores for PSE, perceived social support, parental bonding, and parental satisfaction, and lower scores for PND and PNA from baseline to 3 months postpartum.

Methods

Study Design

This was a randomized, single-blinded, parallel-armed controlled trial. The research assistant responsible for data collection was blinded to the intervention assignment of participants. Before recruitment, an independent statistician generated a randomization list using a permuted block randomization method (no stratification factor) with a 1:1 allocation ratio using Research Randomizer [40]. The block size was blinded to the study team. Couples were randomized into 2 groups (59 couples in each group) using an opaque envelope containing nonduplicated numbers (1-118).

Eligibility Criteria

Eligible participants were heterosexual married couples aged 21 years and older (individuals aged 21 years and below are considered minors in Singapore), were proficient in spoken and written English, owned a mobile phone with internet access, and planned to stay in Singapore for the first 3 months post delivery. Only mothers who had a low-risk singleton pregnancy with more than 28 weeks gestation were included. Fathers and mothers were excluded if they were a single parent, had self-reported physical or mental disorders that would interfere with their ability to participate in the study “and” or “or” if the mother had a high-risk pregnancy (eg, placenta-previa major, preeclampsia, or pregnancy-induced hypertension), had assisted delivery such as vacuum or forceps with a fourth degree perineal tear, and/or had given birth to a stillborn or newborn with congenital abnormalities and/or medical complications. Mothers with high-risk pregnancy were excluded to reduce confounding influences on the parental outcome scores. Upon recruitment, couples were informed of possible exclusion from the study if mothers were to experience complications during pregnancy and/or delivery.

Intervention

Parents assigned to the control group received routine perinatal care provided by the hospital, which includes antenatal checkups with an obstetrician, optional antenatal educational classes and postnatal parent-craft educational classes, and regular follow-ups with doctors from 10 days to 6 weeks postpartum.

Parents in the intervention group received the SEPP in addition to the standard routine perinatal hospital care. The SEPP adopted a 3-step approach, including (1) a 30-min telephone-based antenatal educational session, (2) a 60-min telephone-based immediate postnatal educational session, and (3) a mobile health (mHealth) app follow-up educational session made available for 4 weeks postpartum. Individual usernames, masking the parents’ identities, and passwords were issued to the parents for access to the mHealth app. Details of the SEPP are summarized in the protocol [41].

The mHealth app contained knowledge-based content that addressed issues on breastfeeding, maternal self-care, newborn care tasks, dealing with emotional challenges, and enhancing parental efficacy and bonding, besides providing insights to new parents to facilitate their transition into parenthood. In addition, parental queries could be posted in the app’s discussion forum, which were answered daily by a trained midwife for the first 4 weeks post childbirth. Parents were also highly encouraged to share their personal insights and experiences in response to such queries. The mHealth app issued daily push notifications regarding important milestones on parenting. Further specifications on the intervention can be found in the study protocol [41].

Procedure

The study took place in the antenatal clinic of a tertiary hospital, National University Hospital, in Singapore from December 2016 to December 2017. Participants were recruited as a couple (father and mother dyad) when they went for their routine antenatal checkup at the antenatal clinic. With the support and referral of nurse managers and clinicians at the antenatal clinic, a research assistant (RA1) approached referred couples to explain the purpose and details of the study. After being screened for eligibility, interested couples gave their informed consent and had to complete a demographics form and baseline questionnaire. They were then randomized into either the intervention group or the control group. For the SEPP intervention group, the RA1 proceeded to deliver a 30-min telephone-based antenatal educational session to participants. After childbirth, the couples were reapproached by the RA1 in the postnatal wards to finish another set of questionnaires. They then received a 60-min telephone-based postnatal educational session conducted by the RA1. Before discharge from the hospital, the couples were required to download the supportive parenting educational mHealth app. The RA1 guided couples through the app’s functions on the spot. Individual usernames and passwords, which would expire in 4 weeks, were provided for access to the mHealth app.

For couples in the control group, only routine perinatal care by the hospital was provided. Subsequent postbaseline data collection was done through telephone calls by another research assistant (RA2) who was blinded to the group allocation. Data collection took place at the following time points for all parents: (1) during pregnancy (baseline), (2) 2 days postpartum (immediate), (3) 4 weeks (1 month) postpartum, and (4) 3 months postpartum.

Outcome Measures

The primary outcome (PSE) and secondary outcomes (parental bonding, PND, PNA, perceived social support, and parenting satisfaction) were measured using validated and reliable self-report questionnaires. PSE was measured using the 10-item Parenting Efficacy Scale (PES) [42], with a score range of 10 to 40. A high PES score indicates a high level of perceived self-efficacy [43]. Internal consistency of the PES was high across all time points (baseline, immediate postpartum, 1 month postpartum, and 3 months postpartum) with standardized Cronbach alphas of .935, .928, .925, and .868, respectively. Parental bonding was measured using the 8-item Parent-to-Infant
Bonding Questionnaire (PIBQ) [44], which has a 4-point Likert scale. As the eighth item on aggression toward newborns was found to be poorly correlated with other items, this item was dropped to improve internal consistency among items and to help in calculating the total score. Total scores range from 0 to 21, and a score of 2 and above for each item suggests poor and ineffective parental bonding [30,45,46]. Standardized Cronbach alphas for the PIBQ were .704, .585, .663, and .624 across each time point. The 10-item Edinburgh Postnatal Depression Scale (EPDS), with a score range of 0 to 30, was used to measure PND [47]. A higher score indicates a higher risk of PND. The recommended cutoff score for PND screening in mothers is 12 or 13 [48], whereas the recommended cutoff score for PND in fathers is above 10 [49]. The EPDS had high internal consistency across each time point (.811, .834, .853, and .834). The 40-item State Trait Anxiety Inventory (STAI) [50] is widely used to measure PNA and has a score range of 40 to 160, with a higher score indicating a higher level of parental anxiety [31,51]. The internal consistencies of STAI were .957, .962, .964, and .961 across each time point. The 8-item Perceived Social Support for Parenting (PSSP) [52] scale constitutes 2 subparts (4 items each) that are used to measure parents’ perceived social support received from their partner and others. It has a total score range of 0 to 40, with a higher score indicating higher perceived social support [52]. The internal consistencies of the PSSP scale were .936, .875, .923, and .936 across each time point. Finally, parenting satisfaction was measured with an evaluation subscale of the What Being a Parent of a Baby Is Like (WPBL) scale [46]. It consists of 11 items, each with a 10-point semantic differential scale ranging from 0 to 9. A higher score indicates higher parenting satisfaction [53,54]. The WPBL scale has high internal consistencies of .956, .929, .958, and .954 across each time point. Further details on the psychometric properties of each outcome measure are mentioned in the protocol paper [41].

Data Analysis

The sample size was calculated based on a repeated measure analysis accounting for intracluster (within couple) to examine the differences between the 2 groups (intervention and control) at 3 months. Assuming a medium effect size of 0.3, an intracluster correlation of 0.05, and a correlation between repeated measurements of 0.5 at a power of 85% with a significance level of 5% (2-sided), 88 participants (44 couples) in each group were required. Factoring a 25% attrition rate, 236 participants (118 couples), with 118 participants (59 couples) in each group, were required.

The analysis was performed on the intention-to-treat population. All outcome data were treated continuously. As the total scores for the outcome variables (PSE, PIBQ, EPDS, STAI, PSSP, and WPBL) were on different scales, they were standardized to a z-score using their baseline mean and SD. This will enable interpreting all the outcome variables on the same scale, equivalent to the standardized effect size. In this study, each couple should be considered as a cluster of 2 individuals whose outcomes could be correlated. To account for intracluster correlation within clusters, linear mixed-effect models were used to compare the 2 groups on change in PSE, PIBQ, EPDS, STAI, PSSP, and WPBL z-scores at immediate, 1 month, and 3 months postpartum. The unadjusted model included couple-specific random intercepts, and baseline value, indicator variable for the intervention (reference—control), indicator variables for time points: immediate, 1 month, 3 months postpartum (reference—baseline), and interaction between indicator variables for intervention and 3 time points as fixed effects. A sensitivity analysis was performed using the same model adjusted for age, gender, ethnicity, education, employment status, household income, length of marriage, antenatal class attendance, confinement period, maternal/paternal leave, and mode of feeding. Similar models were performed separately for mothers and fathers to understand the intervention effect in each of these subgroups. Finally, the unadjusted and adjusted analyses were performed using the complete case data and multiple imputed data based on the Markov Chain Monte Carlo method (50 imputations) to assess the robustness of the model in the presence of missing data. A P value (P) of less than .05 was considered statistically significant. The analysis was performed using IBM SPSS 24.0.

Ethical Considerations

This study received ethics approval from the National Health Group Domain Specific Review Board (Ref. No: NHG DSRB: 2016/00651) before recruitment of participants commenced. All participants were given a participant information sheet and were briefed thoroughly on the purpose of the study and procedures before their consent was obtained. Participation was strictly voluntary, and anonymity was guaranteed. Participants were also informed of the right to withdraw at any point of the study without consequences.

Results

Participants’ Details

A total of 236 (118 couples) participants were recruited and randomized into the SEPP intervention group (n=59) and control group (n=59). The baseline sociodemographic and pregnancy-related characteristics of the study participants are presented in Table 1. Participants had a mean age of 32 years (SD 4.81, range 22-51). All participants were married with an average marriage length of 3.5 years (SD 2.67, range 1-10). The majority of the participants were Chinese (109/236, 46.2%), university graduates (173/236, 73.3%), and employed (215/236, 91.1%) with a household income of more than SGD $5000 (138/236, 58.5%). The majority of the participants did not attend antenatal classes; most mothers had a normal vaginal delivery and followed a confinement period. There were no statistically significant differences between the control and intervention groups on demographic characteristics except for age (P=.026) and length of marriage (P=.008). Figure 1 shows the Consolidated Standards of Reporting Trial flowchart of the study.
Table 1. Couples (mothers and fathers) population: summary of sociodemographic and pregnancy-related characteristics at the baseline.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=118)</th>
<th>Control (n=118)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD; min, max)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Couples</td>
<td>31.3 (4.6; 22, 51)</td>
<td>32.6 (5.0; 24, 51)</td>
</tr>
<tr>
<td>Fathers</td>
<td>32.1 (4.6; 25, 51)</td>
<td>33.9 (5.1; 26, 51)</td>
</tr>
<tr>
<td>Mothers</td>
<td>30.4 (4.4; 22, 42)</td>
<td>31.4 (4.6; 24, 45)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chinese</td>
<td>54 (45.8)</td>
<td>55 (46.6)</td>
</tr>
<tr>
<td>Malay</td>
<td>28 (23.7)</td>
<td>32 (27.1)</td>
</tr>
<tr>
<td>Indian</td>
<td>22 (18.6)</td>
<td>17 (14.4)</td>
</tr>
<tr>
<td>Others</td>
<td>14 (11.9)</td>
<td>14 (11.9)</td>
</tr>
<tr>
<td><strong>Marriage length (years), mean (SD; min, max)</strong></td>
<td>3.1 (2.5; 1, 10)</td>
<td>4.0 (2.8; 1, 10)</td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary/secondary school</td>
<td>7 (5.9)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Diploma/polytechnic</td>
<td>28 (23.7)</td>
<td>26 (22.2)</td>
</tr>
<tr>
<td>University graduates</td>
<td>83 (70.3)</td>
<td>90 (76.3)</td>
</tr>
<tr>
<td><strong>Employed participants, n (%)</strong></td>
<td>106 (89.8)</td>
<td>110 (93.2)</td>
</tr>
<tr>
<td><strong>Monthly household income, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;SGD $3000</td>
<td>18 (15.3)</td>
<td>12 (10.2)</td>
</tr>
<tr>
<td>SGD $3000-$5000</td>
<td>36 (30.5)</td>
<td>30 (25.4)</td>
</tr>
<tr>
<td>&gt;SGD $5000</td>
<td>62 (52.5)</td>
<td>76 (64.4)</td>
</tr>
<tr>
<td><strong>Planned pregnancy, n (%)</strong></td>
<td>80 (67.8)</td>
<td>80 (67.8)</td>
</tr>
<tr>
<td>Attended antenatal class, n (%)</td>
<td>40 (33.9)</td>
<td>31 (26.3)</td>
</tr>
<tr>
<td><strong>Mode of delivery, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal vaginal delivery/water birth</td>
<td>72 (61.0)</td>
<td>76 (64.4)</td>
</tr>
<tr>
<td>Instrumental delivery</td>
<td>8 (6.8)</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td>Cesarean section</td>
<td>32 (27.1)</td>
<td>32 (27.1)</td>
</tr>
<tr>
<td><strong>Female babies, n (%)</strong></td>
<td>48 (40.7)</td>
<td>48 (40.7)</td>
</tr>
<tr>
<td><strong>Birth order, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>84 (71.2)</td>
<td>74 (62.7)</td>
</tr>
<tr>
<td>Second</td>
<td>22 (18.6)</td>
<td>36 (30.5)</td>
</tr>
<tr>
<td>Third and above</td>
<td>10 (8.5)</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td><strong>Paternal/maternal leave, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No leave</td>
<td>3 (2.5)</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>≤12 weeks</td>
<td>69 (58.5)</td>
<td>61 (51.7)</td>
</tr>
<tr>
<td>&gt;12 weeks</td>
<td>30 (25.4)</td>
<td>40 (33.9)</td>
</tr>
<tr>
<td><strong>Confinement period, n (%)</strong></td>
<td>98 (83.1)</td>
<td>94 (79.7)</td>
</tr>
<tr>
<td><strong>Mode of feeding, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breastfeeding</td>
<td>74 (62.7)</td>
<td>70 (59.3)</td>
</tr>
<tr>
<td>Formula feeding</td>
<td>2 (1.7)</td>
<td>4 (3.4)</td>
</tr>
<tr>
<td>Breastfeeding and formula feeding</td>
<td>34 (28.8)</td>
<td>42 (35.6)</td>
</tr>
</tbody>
</table>
Follow-up assessments at 1 month postpartum were completed for 47 couples (47/59, 80%) in the intervention group and 50 couples (50/59, 85%) in the control group. At 3 months postpartum, follow-up assessments were completed for 44 couples (44/59, 75%) in the intervention group and 49 couples (49/59, 83%) in the control group. However, as the intention-to-treat analysis was adopted, data were analyzed for all 59 couples in both control and intervention groups. The overall attrition rate was 21.8%. Outcome scores were adjusted for ethnicity, maternal/paternal leave, confinement period, infant feeding mode, age, length of marriage, household income, employment status, and education. Table 2 summarizes the mean scores for parental outcomes of PSE, parental bonding, PND, PNA, perceived social support, and parenting satisfaction in the intervention and control groups at each time point. Multimedia Appendix 1 shows key baseline characteristics of participants who provided all data (complete case analysis) and those who provided partial data. As compared with participants who provided complete data, participants excluded from the complete case analysis were married slightly longer, had lower education, had less monthly household income, and fewer of them practiced the confinement period; therefore, the results of the unadjusted complete case analysis may or may not be extrapolated to this group of parents.
Table 2. Couples (mothers and fathers) population: summary of parental outcomes in the control (n=118) and intervention groups (n=118) at baseline, 2 days, 1 month, and 3 months postpartum.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Baseline, mean (SD)</th>
<th>2 days postpartum, mean (SD)</th>
<th>1 month postpartum, mean (SD)</th>
<th>3 months postpartum, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Intervention</td>
<td>Control</td>
<td>Intervention</td>
</tr>
<tr>
<td>Parenting self-efficacy (10-40)</td>
<td>28.45 (6.2)</td>
<td>29.91 (5.8)</td>
<td>27.37 (5.9)</td>
<td>27.27 (6.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>29.46 (6.2)</td>
<td>29.07 (5.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>32.10 (4.8)</td>
<td>31.95 (4.4)</td>
</tr>
<tr>
<td>Parental bonding (PIBQ, 0-21)</td>
<td>2.73 (3.1)</td>
<td>2.54 (3.1)</td>
<td>1.84 (2.2)</td>
<td>1.58 (1.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14.05 (2.8)</td>
<td>1.30 (1.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.64 (6.0)</td>
<td>1.37 (1.7)</td>
</tr>
<tr>
<td>Postnatal depression (EPDS, 0-30)</td>
<td>6.02 (4.1)</td>
<td>6.39 (4.1)</td>
<td>5.96 (4.6)</td>
<td>6.09 (3.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.76 (4.9)</td>
<td>5.65 (4.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.16 (4.3)</td>
<td>5.37 (4.1)</td>
</tr>
<tr>
<td>Postnatal anxiety (STAI, 40-160)</td>
<td>67.46 (17.2)</td>
<td>68.23 (17.8)</td>
<td>66.47 (19.2)</td>
<td>69.29 (18.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>64.34 (21.9)</td>
<td>66.97 (17.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>61.28 (16.7)</td>
<td>62.29 (18.2)</td>
</tr>
<tr>
<td>Perceived social support (PSSP, 0-40)</td>
<td>33.38 (5.8)</td>
<td>32.14 (7.5)</td>
<td>35.86 (4.4)</td>
<td>35.41 (7.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>34.53 (6.0)</td>
<td>33.27 (6.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>35.72 (4.3)</td>
<td>33.36 (7.2)</td>
</tr>
<tr>
<td>Parenting satisfaction (WPBL, 0-99)</td>
<td>85.32 (12.2)</td>
<td>82.14 (12.1)</td>
<td>83.32 (12.1)</td>
<td>81.18 (12.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>83.87 (13.5)</td>
<td>82.8 (12.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>88.85 (8.7)</td>
<td>87.61 (10.5)</td>
</tr>
</tbody>
</table>

\[a^{PIBQ}\): Parent-to-Infant Bonding Questionnaire.
\[b^{EPDS}\): Edinburgh Postnatal Depression Scale.
\[c^{STAI}\): State Trait Anxiety Inventory.
\[d^{PSSP}\): Perceived Social Support for Parenting.
\[e^{WPBL}\): What Being a Parent of a Baby Is Like.

Main Analysis

The mean difference of the standardized scores between the control and intervention groups immediately postpartum from the baseline (ie, intervention x time effects) was not significant for all parental outcomes (PSE, parental bonding, PND, PNA, social support, and parenting satisfaction; Table 3). At 1 month postpartum, the mean difference of the standardized scores between the control and intervention groups from the baseline was significant for all parental outcomes. At 3 months postpartum, all mean difference scores between the groups were significant for all parental outcomes. The mean difference between the 2 groups at the baseline (ie, main effect of intervention) was close to 0 for all outcomes (each \(P>.05\); results not shown). A comparison of the mean outcome scores between the control and intervention groups across all time points is shown in Figure 2. Sensitivity analyses based on the complete case and multiple imputed data showed results similar to the main analysis (Multimedia Appendices 2 and 3).

Subgroup Analysis

For the analysis of parental outcome scores for mothers, the mean difference of scores between groups immediately postpartum was not significant for all outcomes, but the mean difference of scores between groups (ie, intervention x time effects) was significant for all parental outcomes at 1 month postpartum. At 3 months postpartum, the mean difference of the scores was only significant for parental bonding \((d=1.33; 95\% CI \sim0.53; P<.001)\), PND \((d=0.84; 95\% CI \sim0.17; P<.001)\), and parenting satisfaction \((d=1.31; 95\% CI 0.72 to 1.90; P<.001)\). After adjusting for covariates, the mean difference of the scores for social support became significant \((d=0.69; 95\% CI 0.06 to 1.33; P=.03)\), whereas the mean difference of the scores for PSE remained as not significant \((d=0.33; 95\% CI \sim0.20 to 0.85; P=.22)\).

Similarly, for the analysis of parental outcome scores for fathers, the mean difference of the scores between the groups was not significant immediately postpartum. However, the mean difference of the scores for all parental outcomes was significant at 1 and 3 months postpartum. The mean difference between the 2 groups at the baseline (ie, main effect of intervention) was close to 0 for all outcomes (each \(P>.05\) in models for mothers and fathers (results not shown). A summary of the mean difference of standardized parental outcome scores between the groups for mothers and fathers is shown in Tables 4 and 5, respectively.
Table 3. Couple (mothers and fathers) population: estimated differences between the intervention and control groups for changes in standardized parental outcomes at 2 days, 1 month, and 3 months postpartum.

<table>
<thead>
<tr>
<th>Standardized outcomes</th>
<th>2 days postpartum</th>
<th>1 month postpartum</th>
<th>3 months postpartum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unadjusted</td>
<td>Adjusted</td>
<td>Unadjusted</td>
</tr>
<tr>
<td></td>
<td>difference</td>
<td>difference</td>
<td>difference</td>
</tr>
<tr>
<td></td>
<td>(OR) (95% CI)</td>
<td>(OR) (95% CI)</td>
<td>(OR) (95% CI)</td>
</tr>
<tr>
<td>Parenting self-efficacy</td>
<td>−0.20 (−0.53 to 0.12)</td>
<td>0.21 (−0.29 to 0.21)</td>
<td>2.23 (1.92 to 2.54)</td>
</tr>
<tr>
<td>Parental bonding</td>
<td>−0.03 (−0.36 to 0.31)</td>
<td>0.88 (−0.08 to 0.67)</td>
<td>−4.00 (−4.39 to −3.60)</td>
</tr>
<tr>
<td>Postnatal depression</td>
<td>−0.05 (−0.33 to 0.22)</td>
<td>0.69 (−0.05 to 0.76)</td>
<td>−3.40 (−3.97 to −3.22)</td>
</tr>
<tr>
<td>Postnatal anxiety</td>
<td>0.11 (−0.14 to 0.36)</td>
<td>0.37 (−0.15 to 0.26)</td>
<td>−3.30 (−8.17 to 1.57)</td>
</tr>
<tr>
<td>Perceived social support</td>
<td>−0.13 (−0.42 to 0.16)</td>
<td>0.37 (−0.18 to 0.19)</td>
<td>3.14 (2.75 to 3.53)</td>
</tr>
<tr>
<td>Parenting Satisfaction</td>
<td>0.14 (−0.21 to 0.49)</td>
<td>0.44 (−0.03 to 0.83)</td>
<td>3.31 (2.92 to 3.69)</td>
</tr>
</tbody>
</table>

*aUnadjusted differences were estimated using a linear mixed model adjusted for baseline values.

*bAdjusted differences were estimated using the same model with additions of covariates: ethnicity, maternal/paternal leave, confinement period, infant feeding mode, age, length of marriage, household income, employment status, and education. See Methods for outcome definitions.

cOR: odds ratio.
Figure 2. Couples’ (mothers and fathers) population: changes in the standardized estimated mean scores of parental outcomes at 2 days, 1 month, and 3 months postpartum in control and intervention groups.
Table 4. Mothers-only subgroup: estimated differences between intervention and control groups for changes in standardized parental outcomes at immediately, 1 month, and 3 months postpartum.

<table>
<thead>
<tr>
<th>Standardized outcomes</th>
<th>Immediately postpartum</th>
<th>1 month postpartum</th>
<th>3 months postpartum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unadjusted difference</td>
<td>Adjusted difference</td>
<td>Unadjusted difference</td>
</tr>
<tr>
<td>Parenting self-efficacy</td>
<td>–0.12 (.26)</td>
<td>.54 (.41)</td>
<td>2.9 (.001)</td>
</tr>
<tr>
<td></td>
<td>(.049 to .49)</td>
<td>(.76 to .22)</td>
<td>(1.92 to 2.67)</td>
</tr>
<tr>
<td>Parental bonding</td>
<td>–0.04 (.33)</td>
<td>.82 (.39)</td>
<td>–3.98 (.001)</td>
</tr>
<tr>
<td></td>
<td>(.041 to .62)</td>
<td>(.25)</td>
<td>(–4.44 to –3.51)</td>
</tr>
<tr>
<td>Postnatal depression</td>
<td>–0.33 (.07)</td>
<td>.07 (.46)</td>
<td>–3.69 (.001)</td>
</tr>
<tr>
<td></td>
<td>(.68 to .03)</td>
<td>(.25)</td>
<td>(–4.08 to –3.30)</td>
</tr>
<tr>
<td>Postnatal anxiety</td>
<td>–0.02 (.35)</td>
<td>.91 (.39)</td>
<td>–3.26 (.001)</td>
</tr>
<tr>
<td></td>
<td>(.39 to .53)</td>
<td>(.57)</td>
<td>(–3.72 to –2.79)</td>
</tr>
<tr>
<td>Perceived social support</td>
<td>–0.03 (.33)</td>
<td>.85 (.65)</td>
<td>3.36 (.001)</td>
</tr>
<tr>
<td></td>
<td>(.40 to .52)</td>
<td>(.33)</td>
<td>(2.85 to 3.86)</td>
</tr>
<tr>
<td>Parenting satisfaction</td>
<td>0.02 (.46)</td>
<td>.92 (.53)</td>
<td>3.64 (.001)</td>
</tr>
<tr>
<td></td>
<td>(.42 to .61)</td>
<td>(.32)</td>
<td>(2.98 to 4.30)</td>
</tr>
</tbody>
</table>

Unadjusted differences were estimated using a linear mixed model adjusted for baseline values.

Adjusted differences were estimated using the same model with additions of covariates: ethnicity, maternal/paternal leave, confinement period, infant feeding mode, age, length of marriage, household income, employment status, and education. See Methods for outcome definitions.

OR: odds ratio.
The positive results for parental PSE in the intervention group were similar to a Finnish study by Salonen et al where parents who received a Web-based educational intervention reported significant increases in PSE during the postpartum period [30]. However, another study by Bartholomew et al that evaluated the frequency of Facebook usage and communication with Facebook friends by parents during the postpartum period found no significant increase in PSE [55]. This suggests that apart from social support, educational information is essential in enhancing PSE among parents. The effectiveness of the technology-based SEPP in boosting PSE in fathers and mothers also corresponds with other parent-specific Web-based intervention studies (eg, Home-but-not-alone [31], Mom Mood Booster [56], and New Fathers Network [28]), which showed significantly better PSE scores in the intervention group around 1 to 6 months postpartum.

### Discussion

**Overview**

This study examined the effectiveness of a technology-based SEPP among parents in Singapore. As the first 2 days postpartum is a tumultuous time for parents, those in the intervention group did not show enhanced parental outcomes during the immediate postpartum period. However, they had significantly better parental outcome scores than those in the control group at 1 and 3 months postpartum, which suggests the effectiveness of the intervention. In terms of score trends for parental outcomes between 1 and 3 months postpartum, there are noticeable increases in the outcome scores for PSE, social support, and parenting satisfaction and decreases in the outcome scores for PND, parental bonding, and PNA for the control group. For the intervention group, scores for PSE, social support, and parenting satisfaction decreased, whereas scores for PND, PNA, and parental bonding increased. This implied that the cessation of the mHealth app usage at 1 month caused a decrease in parental outcomes.

**Parenting Self-Efficacy**

The significantly better PSE scores for the intervention group suggest that the SEPP is effective in enhancing parents’ confidence in infant care skills and capability as a parent. Adhering to Bandura’s self-efficacy theory [12], components of this technology-based SEPP allowed parents to obtain self-efficacy through mastery experiences (via telephone-based educational sessions and mobile phone app content information), vicarious experiences (via learning from other parents on the forum), and verbal persuasion (via constructive feedback and encouragement from the midwife).

After the cessation of the mHealth app usage, the PSE of parents in the control group decreased slightly, whereas PSE in the intervention group increased, resulting in similar scores. This suggested that parents in the control group needed 3 months of encouragement from the midwife.

**Table 5.** Fathers-only subgroup: estimated differences between the intervention and control groups for changes in standardized parental outcomes at immediately, 1 month, and 3 months postpartum.

<table>
<thead>
<tr>
<th>Standardized outcomes</th>
<th>Immediately postpartum</th>
<th>1 month postpartum</th>
<th>3 months postpartum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unadjusted difference&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Adjusted difference&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Unadjusted difference</td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Parenting self-efficacy</td>
<td>-0.28 (-0.77 to 0.21)</td>
<td>.26</td>
<td>-0.40 (-0.91 to 0.11)</td>
</tr>
<tr>
<td>Parental bonding</td>
<td>0.01 (-0.37 to 0.39)</td>
<td>.94</td>
<td>-0.04 (-0.49 to 0.41)</td>
</tr>
<tr>
<td>Postnatal depression</td>
<td>0.11 (-0.24 to 0.45)</td>
<td>.53</td>
<td>0.13 (-0.23 to 0.49)</td>
</tr>
<tr>
<td>Postnatal anxiety</td>
<td>0.17 (-0.14 to 0.48)</td>
<td>.26</td>
<td>0.13 (-0.18 to 0.44)</td>
</tr>
<tr>
<td>Perceived social support</td>
<td>-0.22 (-0.57 to 0.13)</td>
<td>.22</td>
<td>-0.22 (-0.62 to 0.18)</td>
</tr>
<tr>
<td>Parenting satisfaction</td>
<td>0.26 (-0.09 to 0.61)</td>
<td>.14</td>
<td>0.21 (-0.23 to 0.64)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Unadjusted differences were estimated using a linear mixed model adjusted for baseline values.

<sup>b</sup>Adjusted differences were estimated using the same model with additions of covariates: ethnicity, maternal/paternal leave, confinement period, infant feeding mode, age, length of marriage, household income, employment status, and education. See Methods for outcome definitions.

<sup>c</sup>OR: odds ratio.
in the intervention group, who were able to achieve high levels of PSE within 1 month. These results corresponded with Porter and Hsu’s study on first-time mothers, which reported a significant increase in maternal self-efficacy at 3 months postpartum even without an educational intervention [57]. A pilot study in Iran discovered an improvement in maternal self-efficacy after 6 weeks of an intervention and no change in PSE even 1 month after the withdrawal of the intervention [58]. Along with our results, this supports Bandura’s theory [12] that childcare experience increases maternal PSE regardless of the intervention received and that the SEPP is only effective in helping parents gain PSE in a shorter time.

**Parental Bonding**

There were significant differences in parental bonding scores between the control and intervention groups at 1 month and 3 months postpartum. According to Bowlby’s attachment theory, good parental bonding is dependent on high PSE, good psychological health, and good social support [16]. This corresponds with a recent review by Edward et al who reported PND and poor maternal social networks as predictors of impaired maternal bonding [49]. As the SEPP was effective in increasing PSE, parents were more confident in infant care skills such as breastfeeding, bathing, and swaddling the baby. These interactions and increased skin-to-skin contact [59] helped to release the oxytocin hormone, which is essential for parent-infant bonding [60].

Results from existing studies on the effectiveness of educational interventions on parental bonding are still inconclusive. Some studies have found increased parental bonding after receiving an intervention [61-63], whereas other studies reported no change in parental bonding [53,54,64]. Parental bonding plays an important role in promoting the healthy psychosocial well-being of parents and social development of the child [61,63]; therefore, more rigorous testing is required to determine the effectiveness of such educational interventions on parental bonding.

**Social Support**

The intervention group scored significantly higher than the control group for perceived social support at 1 month postpartum. This implied that the rich knowledge-based content and video and audio recordings of infant care were effective in providing professional informational support to both parents. The online discussion forum provided emotional support by creating a social support system among parents that fostered a sense of belonging within the community. This result corresponded with a local study, which found that the use of an informational mobile app significantly improved perceived social support of mothers during the postpartum period [31]. Two reviews further revealed that such online-based forums are common sources of peer support, helping to reduce stigma and promoting help-seeking behavior, which reduces PND and PNA [9,65]. An increasing number of young parents are also turning to the internet for social support rather than to their family and friends [10]. A combination of professional and peer support was also found to increase the efficacy of educational programs [66].

On the contrary, the decrease in scores for both groups at 3 months postpartum could be attributed to the cessation of the mHealth app usage (for the intervention group), which removed an essential source of social support, or it could be due to other external factors such as the intrusiveness of family members/in-laws [67-70] or the 1-month confinement period itself [4,5]. However, further studies are required to validate these findings.

**Postnatal Depression and Postnatal Anxiety**

For PND, there were significant differences between the control and intervention groups at 1 month and 3 months postpartum. However, in the intervention group, PND scores increased after the termination of SEPP, indicating more depressive symptoms. This suggested that the SEPP is effective in mitigating PND and the lack of it increases the risk of PND. These results were contrary to a local study where an educational mHealth app administered for 1 month postpartum did not show significant results in mitigating PND at 3 months postpartum [31]. However, a study by Danaher et al involving a 6- to 12-week-long Web-based intervention for PND prevention among mothers found significant decrease in PND scores at 3 and 6 months postpartum [56]. Despite a similar outcome to the present results, more research is required to determine the effects of length of intervention and follow-up time points on the effectiveness of technology-based psychoeducational programs on PND prevention.

For PNA also, there were significant differences between intervention and control groups at 1 and 3 months postpartum. A study by Seymour et al reported that postpartum maternal anxiety was associated with poor partner relationship quality, need for social support, low involvement, low efficacy, and low parenting satisfaction [26]. However, comorbid depression and anxiety were more strongly correlated with these negative experiences than anxiety alone [26]. Studies often investigate PNA and depression together because of their high comorbidity rates [71]. According to a study in the Netherlands, in 57% of the comorbid cases, anxiety preceded depression, and in 18% of cases, depression preceded anxiety [72]. In this study, PND and PNA showed similar trends in both groups, with PNA scores being slightly lower than PND at all time points. Similarly, O’Mahen et al reported a significant decline in both PND and PNA scores for mothers at 3 months postpartum using an 11-week technology-based intervention involving weekly phone calls from coaches and Web-based information [73]. Although few studies focused on the comorbidity of depression and anxiety in fathers [74], previous studies have mentioned the spillover effects of maternal psychological health on paternal psychological health [75], which can adversely affect the development of the child [74]. However, coparenting alliance and paternal self-efficacy were found to reduce the paternal stress and overall psychological health of fathers [76,77]. Therefore, couple-based educational programs are important for facilitating partner support, ensuring each parent’s well-being, and increasing parenting dynamics [78-80].

**Parenting Satisfaction**

There was an increase in parenting satisfaction scores in the intervention group, whereas there was a large decrease in...
parenting satisfaction scores in the control group. These results were congruent with Salonen et al’s study in which mothers who received a Web-based educational intervention reported higher parenting satisfaction, but not fathers [30]. However, Hudson et al reported an increase in paternal parenting satisfaction after an online fathers’ network intervention [28]. In both studies, PSE was found to be positively correlated with parenting satisfaction as parents gained more confidence in caring for their baby [28,30]. This suggests that higher PSE scores predict higher levels of parenting satisfaction, which corresponds to our findings.

**Strengths and Limitations**

Although most studies focused on technology-based interventions in the postpartum period [28,30,31], this study administered its intervention during the perinatal period, which may increase the effectiveness of improving parental outcomes. This study adds on to existing literature on maternal well-being and fills knowledge gaps on paternal well-being during the perinatal period. Given that most parents today are turning to the internet for information and social support, the technology-based SEPP is an ideal time- and cost-effective method to meet parental needs and reduce dependency on midwives who may not be available.

A major limitation of this study is that as the SEPP is a technology-based intervention, there is no practical hands-on skill incorporated into the program. This reduces the effectiveness of parenting skill-based learning, especially for experiential/hands-on learners. However, the short telephone-based educational classes (30 min and 1 hour) in the SEPP may suit working parents who lack the time to attend antenatal classes, which may last up to 16 hours. Therefore, future studies should investigate the difference in effectiveness between technology-based classes and traditional face-to-face didactic perinatal classes.

Owing to a lack of available data, we were unable to analyze the cost-effectiveness of this program; future research may consider evaluating cost-effectiveness as an outcome. This study lacks infant outcome data, thus restricting the evaluation of actual benefits of intervention on infants. Moreover, this is a single-site study that only included married English-speaking couples. As we believe, the SEPP will be equally beneficial to parents from the minority group (ie, single parents, other races, etc); future research should be more inclusive and consider a multisite study with a minority population. Future studies should also investigate the long-term effectiveness (beyond 3 months) of the SEPP on parental outcomes.

The internal validity of PIBQ was not optimal to measure parental bonding among multiracial parents in this study, although it has been validated in previous studies [44,81,82]. This could be due to cultural influence on parental bonding and that some questionnaire items may require further evaluation. Nevertheless, the precision of the intervention effect based on the PIBQ was not compromised because of the adequately large sample size of the study. However, we strongly recommend further testing of this instrument among various cultural populations and the testing of its psychometric properties.

**Conclusions**

This study demonstrated the effectiveness of a technology-based SEPP in improving PSE, parental bonding, perceived social support, and parenting satisfaction, while reducing PND and PNA. Such educational programs are vital to equip parents with the necessary parenting skills to facilitate a smoother transition into parenthood by increasing their self-efficacy and enhancing parental bonding. They also serve as a reliable source of social support to promote good psychological health in both fathers and mothers. We hope that the clinical implementation of the SEPP will meet parents’ needs and create positive childbirth experiences, which may in turn encourage parents to have more children and alleviate Singapore’s declining birth rate.
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Abstract

Background: Transitioning into parenthood can be stressful as parents struggle to cope with new parenting responsibilities. Although perinatal care in hospitals aims to improve parental outcomes, there is a general consensus that it is suboptimal and insufficient. Therefore, many studies have designed intervention methods to supplement support for parents during this stressful period. However, studies often focus on parental outcomes as indicators of their interventions’ success and effectiveness. Studies evaluating participants’ experiences and feedback are limited.

Objective: This study aimed to examine the experiences and perceptions of participants who participated in a supportive education parenting program intervention study.

Methods: A qualitative semistructured interview was conducted with 16 mothers (6 control and 10 intervention) from a randomized controlled trial. The supportive education parenting program received by the intervention group included 2 phone-based perinatal educational sessions, a phone-based educational session after childbirth, and a 1-month postpartum access to a mobile health app. The interviews were approximately 30- to 60-min long, audiotaped and transcribed verbatim, and analyzed using thematic analysis. Study findings were reported according to the Consolidated Criteria for Reporting Qualitative Research checklist.

Results: The 3 main themes evaluating mothers’ experiences and perceptions were generated: (1) changed perspective toward parenthood, (2) journey from pregnancy to after birth, and (3) a way forward. Mothers from the intervention group mostly had good perinatal experiences with sufficient support received, which elevated their emotional well-being and increased parenting involvement. Mothers in the control group, although satisfied with the hospital care received, were more stressed and shared a need for professional advice and extra support. Apart from technical enhancements, mothers also requested extended social support during early pregnancy up to 1 year postpartum, taking into consideration Asian cultural practices.

Conclusions: Mothers who received the intervention were overall satisfied with the support provided by the technology-based supportive educational parenting program. The success of the educational program in this study highlights the need to supplement standard care in hospitals with technology-based educational programs. Future research should include fathers’ perceptions to attain an in-depth understanding of overall participants’ experiences and needs in the future development of supportive and educational programs.

(J Med Internet Res 2019;21(2):e11065) doi:10.2196/11065)
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Introduction

Background
The birth of a child is typically a joyous occasion, but it can elicit an amalgamation of emotions from parents, ranging from elation to anxiety. Transitioning into parenthood can be stressful as parents often feel overwhelmed while struggling to achieve a new balance between their work lives and infant care [1,2]. This is especially challenging for mothers who are the sole caregivers and lack social support in the postpartum period [3,4]. Mothers have to constantly monitor their babies’ health, engage in baby care tasks, breastfeed, and experience varied sleep patterns, which cause high stress levels and increase their susceptibility to perinatal affective disorders such as postpartum anxiety and postpartum depression [5-7].

To this day, specific causes of perinatal psychiatric disorders remain unknown, although many studies suggest a multifactorial etiology [3,6,8]. However, certain protective factors such as social support received [9] and parental self-efficacy [10,11] are known to elevate maternal moods and keep postpartum psychiatric disorders at bay [10-12]. Maternal moods also adversely affect paternal psychological well-being [13], which subsequently disrupts parent-child bonding [14-16] and jeopardizes marital relationships [15] as negative emotions resonate off each other, creating a complex snowballing cycle. The resulting poor family dynamics and uncondusive home environment, in turn, affect the child’s physical, behavioral, and cognitive development [16,17].

To avoid negative social consequences inflicted by high maternal morbidity and poor child development, hospitals have implemented perinatal classes to prepare mothers for parenthood. However, there is a lack of continuity of care after hospital discharge [18], and the current perinatal care provided by hospitals is reportedly suboptimal and insufficient in meeting mothers’ needs [19].

Postnatal follow-ups often only focus on breastfeeding and the physical well-being of mothers, often neglecting mothers’ psychological and emotional well-being [20]. Moreover, in 1 study by Ong et al [19], because of short hospital stays, unawareness, lack of time, or financial constraints, very few mothers attended perinatal educational classes by hospitals. This can result in a lack of preparedness and poor parenting self-efficacy (PSE), which not only affect parental bonding and maternal emotional well-being but may also affect future childbearing decisions [21]. However, the Asian practice of a confinement period, which typically lasts for a month and mainly involves a confinement lady or the new mother’s own mother or mother-in-law taking care of the special dietary needs of the new mother and infant care tasks, was shown to provide instrumental support and improve maternal outcomes during the postpartum period [22].

In the effort to help parents tide over challenging times in the perinatal period, many preventive and treatment programs were designed to improve parental outcomes and reduce postpartum affective disorders, which were mostly successful [10,23-25]. Successful intervention methods have included home visits [26], telephone call follow-ups [27], and face-to-face educational programs [10,28], but they required significant resource costs because of practitioner involvement. An ideal solution is to harness widely available and advanced technology to provide sustainable and cost-effective health care [29]. However, there is a lack of available literature on multimodal technology-based interventions administered during the perinatal period, with most available studies adopting a single modal approach [23,24]. The majority of existing literature [9,30,31] tends to focus on at-risk parents, often neglecting healthy groups of parents who are also going through this stressful postpartum period. Therefore, there is a need for a universal intervention that is also applicable to the healthy population. In addition, most randomized controlled trials (RCTs) only focused on the quantitative analysis of parental outcomes; hence, the qualitative evaluations of participants’ perceptions of such perinatal technology-based interventions are limited. Considering that similar interventions may have different results depending on the setting and the population group involved, it is important to incorporate detailed insights on users’ experiences and feedback on the intervention when gauging its success and effectiveness on parental outcomes [32]. A qualitative analysis also provides descriptive and exploratory insights that can better capture complex social needs and allow intervention methods to be tailored according to the population’s needs [33]. Process-oriented studies evaluating parenting programs have increased substantially, but the programs are often home-based or face-to-face [34-38], which differ in administration and intervention components compared with technology-based programs. The heterogeneity of the studies in terms of findings or themes identified [39] and interview sample population (eg, fathers [40], immigrants [35], health care professionals [37], and low-income mothers [38]), warrants a need for a qualitative study specific to the current educational program.

Aim of the Study
Therefore, the aim of this study was to explore the experiences and perceptions of participants in a technology-based supportive educational parenting program (SEPP). The perinatal experiences of the control group were included to show the contrast in experiences from those who received the intervention.

Methods

Design and Setting
This study adopted a descriptive qualitative study design. It is a follow-up of an RCT that examined the effectiveness of a technology-based SEPP on parental outcomes during the perinatal period [41]. The original study took place in a tertiary hospital in Singapore, where a convenience sample of 118 couples was recruited. Participants in the control group only received routine hospital perinatal care, whereas those in the intervention group received additional phone-based educational
sessions during the perinatal period and access to a mobile health (mHealth) app for 1 month post delivery. The 2 antenatal and postnatal phone-based education sessions were administered by a professionally trained research assistant. The details of each SEPP component can be found in the study protocol [41]. Despite both parents being involved in the initial trial [41], the unavailability of fathers because of their work commitments limited the interviewees to mothers only. Mothers from the control group were also included in this study to provide a comparison of perinatal experiences and further insight into unmet maternal needs. Before the intervention study, participants were already informed of this optional extended qualitative arm of the study and that they would be further reimbursed for participation.

**Recruitment**

Recruitment took place 1 month postpartum (immediately after the completion of the intervention). Participants in this study were a subset of mothers involved in the initial intervention study [41]. Convenience sampling was conducted through the blasting of messages to all 118 participants (from both intervention and control groups) until data saturation was reached. Overall, 30 mothers volunteered to be interviewed, but data saturation was reached at the 14th participant, when no new findings emerged. Moreover, 2 additional interviews were performed to confirm the findings, resulting in a total of 16 participants (6 from the control group and 10 from the intervention group). The remaining 14 mothers agreed to withdraw from the study. The mothers were notified of the estimated length of the interview (approximately 30-60 min) and that all interviews would be audio-recorded for research purposes only.

**Data Collection**

A research assistant trained in qualitative interviewing techniques conducted the face-to-face interviews with the mothers at a time and location of each mother’s convenience, which was typically during their postnatal follow-ups in the hospital. A semistructured interview guide was adopted with probing questions to attain a more comprehensive view of the effectiveness of the SEPP. The interview guides for both groups are presented in Textboxes 1 and 2. The interviews lasted approximately 30 min and were subsequently transcribed verbatim. Field notes were taken during the interviews to note nonverbal cues that were used to supplement the transcript.

**Textbox 1.** Qualitative evaluation semistructured guide for the control group.

<table>
<thead>
<tr>
<th>Probing question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How did you prepare yourself during the pregnancy? Did you seek any support?</td>
</tr>
<tr>
<td>2. How did you bond with your baby? Did you think it was effective?</td>
</tr>
<tr>
<td>3. How did you provide newborn care? Did you find it efficient?</td>
</tr>
<tr>
<td>4. Did you seek any social support regarding newborn care or postdelivery care?</td>
</tr>
<tr>
<td>5. How did you feel emotionally during the pregnancy and post delivery?</td>
</tr>
<tr>
<td>6. How did you gain knowledge on self-care and newborn care during your pregnancy or post delivery?</td>
</tr>
<tr>
<td>7. Did you think any nurse’s/midwife’s expert advice will be beneficial during the pregnancy or post delivery?</td>
</tr>
<tr>
<td>8. Do you think it is worthwhile to spend extra time receiving educational programs provided by the hospital? Or any peer support groups?</td>
</tr>
<tr>
<td>9. How did you find the perinatal care provided to you by the hospital throughout your pregnancy, during labor, and after delivery?</td>
</tr>
<tr>
<td>10. Do you have any suggestions for the improvement of care or support for example during pregnancy, labor, and after delivery, provided to you as a parent?</td>
</tr>
</tbody>
</table>
Textbox 2. Qualitative evaluation semistructured guide for the intervention group.

Probing question
1. How did you feel participating in this research study?
2. Was this supportive educational parenting program helpful?
3. Did you find the supportive educational parenting program useful in improving your bond with your newborn?
4. Did you find the supportive educational parenting program useful in improving your self-efficacy in newborn care?
5. Did you find the supportive educational parenting program useful in improving your social support seeking behavior?
6. Did you find the supportive educational parenting program useful in improving your mood and decreasing your negative emotions?
7. Did you find the supportive educational parenting program useful in improving your knowledge about self-care and newborn care post delivery?
8. Did you find the nurse’s/midwife’s expert advice beneficial?
9. Do you think it was worthwhile spending extra time to receive this supportive educational parenting program intervention?
10. What were the strengths and weaknesses of the intervention?
11. How did you find the perinatal care provided to you by the hospital?
12. Do you have any suggestion for the improvement of perinatal support provided to you as a parent?

Data Analysis
Thematic analysis was conducted by 2 authors independently according to Braun and Clark’s [42] 6 phases of analysis. The authors read the 16 transcribed interviews multiple times to familiarize themselves with the data. A manual color-coding method was employed to highlight different concepts and generate the initial codes. Related codes from all excerpts were collated to generate subthemes and overarching themes, which were reviewed comprehensively for homogeneity by both authors. Field notes were also constantly referred to as supplementary materials. Any discrepancies were discussed and clarified between the 2 authors until consensus was achieved. Upon further discussion, prominent themes constituting frequently reported overlapping data were selected from the authors’ independent analysis, renamed, and included in the final analysis.

Ethical Considerations
Ethics approval was obtained from the National Health Group Domain Specific Review Board (Reference Number: NHG DSRB: 2016/00651) of the participating hospital. Relevant information about the research study was comprehensively explained to the participants, and the participants were informed of their rights to withdraw at any time during the study. After which, a written informed consent was obtained from each participant. Participation in this research was strictly voluntary and confidentiality was adhered to.

Results
Study findings were reported according to the Consolidated Criteria for Reporting Qualitative Research checklist [43].

Participant Characteristics
A total of 16 mothers were interviewed (6 control and 10 intervention). They had an age range of 23 to 41 years. The majority of the mothers were Chinese (n=9), followed by Malay (n=3), Indian (n=3), and Pakistani (n=1) (Table 1).

Themes and Subthemes
Overall, 3 major themes were identified (Figure 1): (1) changed perspective toward parenthood, (2) journey from pregnancy to after birth, and (3) a way forward.
Table 1. Description of the interviewed mothers (n=16).

<table>
<thead>
<tr>
<th>ID</th>
<th>Group</th>
<th>Age (years)</th>
<th>Ethnicity</th>
<th>Employment</th>
<th>Antenatal class</th>
<th>Type of delivery</th>
<th>Duration of maternity leave</th>
<th>Confinement period</th>
<th>Child birth order</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Control</td>
<td>31</td>
<td>Indian</td>
<td>Employed</td>
<td>No</td>
<td>Assisted</td>
<td>&gt;12 weeks</td>
<td>No</td>
<td>First</td>
</tr>
<tr>
<td>C2</td>
<td>Control</td>
<td>27</td>
<td>Malay</td>
<td>Employed</td>
<td>Yes</td>
<td>NVD(^a)</td>
<td>&gt;12 weeks</td>
<td>Yes</td>
<td>Second</td>
</tr>
<tr>
<td>C3</td>
<td>Control</td>
<td>41</td>
<td>Malay</td>
<td>Unemployed</td>
<td>No</td>
<td>NVD</td>
<td>NS(^b)</td>
<td>Yes</td>
<td>Second</td>
</tr>
<tr>
<td>C4</td>
<td>Control</td>
<td>34</td>
<td>Chinese</td>
<td>Employed</td>
<td>Yes</td>
<td>NVD</td>
<td>&gt;12 weeks</td>
<td>Yes</td>
<td>First</td>
</tr>
<tr>
<td>C5</td>
<td>Control</td>
<td>34</td>
<td>Chinese</td>
<td>Employed</td>
<td>No</td>
<td>NVD</td>
<td>NS</td>
<td>Yes</td>
<td>Second</td>
</tr>
<tr>
<td>C6</td>
<td>Control</td>
<td>30</td>
<td>Chinese</td>
<td>Employed</td>
<td>Yes</td>
<td>C-sect(^c)</td>
<td>≤12 weeks</td>
<td>Yes</td>
<td>Second</td>
</tr>
<tr>
<td>T1</td>
<td>Intervention</td>
<td>33</td>
<td>Chinese</td>
<td>Employed</td>
<td>No</td>
<td>C-sect</td>
<td>&gt;12 weeks</td>
<td>Yes</td>
<td>First</td>
</tr>
<tr>
<td>T2</td>
<td>Intervention</td>
<td>34</td>
<td>Indian</td>
<td>Employed</td>
<td>No</td>
<td>NVD</td>
<td>≤12 weeks</td>
<td>No</td>
<td>First</td>
</tr>
<tr>
<td>T3</td>
<td>Intervention</td>
<td>28</td>
<td>Chinese</td>
<td>Employed</td>
<td>No</td>
<td>NVD</td>
<td>≤12 weeks</td>
<td>Yes</td>
<td>First</td>
</tr>
<tr>
<td>T4</td>
<td>Intervention</td>
<td>34</td>
<td>Chinese</td>
<td>Employed</td>
<td>No</td>
<td>NVD</td>
<td>&gt;12 weeks</td>
<td>Yes</td>
<td>≥ third</td>
</tr>
<tr>
<td>T5</td>
<td>Intervention</td>
<td>23</td>
<td>Pakistani</td>
<td>Unemployed</td>
<td>Yes</td>
<td>C-sect</td>
<td>NS</td>
<td>Yes</td>
<td>First</td>
</tr>
<tr>
<td>T6</td>
<td>Intervention</td>
<td>25</td>
<td>Chinese</td>
<td>Unemployed</td>
<td>No</td>
<td>NVD</td>
<td>&gt;12 weeks</td>
<td>Yes</td>
<td>First</td>
</tr>
<tr>
<td>T7</td>
<td>Intervention</td>
<td>28</td>
<td>Chinese</td>
<td>Unemployed</td>
<td>No</td>
<td>NVD</td>
<td>NS</td>
<td>Yes</td>
<td>First</td>
</tr>
<tr>
<td>T8</td>
<td>Intervention</td>
<td>29</td>
<td>Indian</td>
<td>Employed</td>
<td>No</td>
<td>C-sect</td>
<td>≤12 weeks</td>
<td>No</td>
<td>First</td>
</tr>
<tr>
<td>T9</td>
<td>Intervention</td>
<td>32</td>
<td>Malay</td>
<td>Employed</td>
<td>No</td>
<td>NVD</td>
<td>&gt;12 weeks</td>
<td>Yes</td>
<td>≥ third</td>
</tr>
<tr>
<td>T10</td>
<td>Intervention</td>
<td>30</td>
<td>Chinese</td>
<td>Employed</td>
<td>Yes</td>
<td>NVD</td>
<td>≤12 weeks</td>
<td>Yes</td>
<td>First</td>
</tr>
</tbody>
</table>

\(^a\)NVD: normal vaginal delivery.
\(^b\)NS: not stated.
\(^c\)C-sect: cesarean section.

Figure 1. Themes and subthemes.
Theme 1: Changed Perspective Toward Parenthood

Overall, mothers who received the intervention had improved emotional well-being and confidence levels in handling baby care tasks. This, in turn, led to more involved parenting and effective parental bonding, which encouraged their partners' active involvement as well.

Subtheme 1: A Confidence Boost

The majority of the mothers from the intervention group felt more relaxed, encouraged to seek help, and confident in taking care of their babies. One mother shared how the postnatal education phone call helped her to manage her emotions better and built her confidence:

> The starting period when I was having difficulties, the phone call supported me a lot...to understand my own emotions because I was depressed at the start, and I was restless not having enough sleep...Also, I got some confidence in understanding my baby... [T11]

A different mother shared how the mHealth app improved her baby care skills, which increased her confidence:

> Through this application, there was a page on how we should take care of the baby's bathing and I have also seen a video...Like, from 0%, at least, I have improved to 70%. I can confidently say that I can take care of the baby, but I am still learning... [T8]

In addition, the majority of the mothers stated how the forum component of the app encouraged help-seeking behaviors and motivated them. According to 1 mother:

> Sometimes, mothers don’t dare to ask questions...So, if you ask through such a platform, no one else knows that you ask questions and you still get the answers you need. [T4]

Apart from the given anonymity and the reduced stigma, 2 mothers also shared how the forum:

> encourages you, like you don’t have to be shy to ask. [T9]

And that:

> it makes you more willing to speak up...they are also facing the same issues and, then, they are overcoming them well, which gives you more confidence and motivation to persevere. [T3]

Subtheme 2: Immersed Parenting

On receiving this intervention, most mothers reported improved bonds with their babies. Moreover, 1 mother shared that the self-care tips and infant care information available on the app helped with maternal bonding:

> For the first few weeks, I was not able to have a proper [maternal] attachment with the baby, but I read through how I have to take care of myself after my C-section, and, then, I had bonding with my baby and...I read through the positions on how to hold my baby...So, it helped me bond with my baby... [T8]

Another mother shared that the information on the app allowed her to understand her baby better, which enhanced her bonding:

> I found [out] how to take care of the newborn in terms of basic needs and stuff, making the baby more pleasant and happy. So, when he is happy, it is easier to bond... [T1]

She also added:

> Because of the video, my husband is more knowledgeable about breastfeeding...So, it is like a guidebook to him too...He is more supportive towards breastfeeding now. [T11]

A first-time mother and an experienced mother also gave feedback on increased paternal involvement because of educational information and reminders provided by the app:

> It helped my husband to bond with my baby...He hasn’t carried any baby in his lifetime...So, the application...helped him a lot. [T8]

> Because she is already the third child, so bonding time with the father is not as much as with me...So, I guess with this app, it reminds us [that] the father needs to still be involved because, I mean, the father honestly spent a lot of time dealing with the other two [kids]. Sometimes, I will take over and, then, he comes around. [T4]

Theme 2: Journey From Pregnancy to After Birth

This theme encapsulates the journeys and experiences of mothers during their last trimester to 1 month postpartum, including the support they received during this period. Overall, mothers from both groups (intervention and control) had positive pregnancy experiences; however, mothers in the control group were more stressed than those in the intervention group after delivery. Most mothers from both groups were also satisfied with the care and support received, but mothers from the control group highlighted the need for professional advice.

Subtheme 1: Experiences of Mothers

During pregnancy, a first-time mother from the control group reported being emotionally scared because she did not know what to expect. In contrast, first-time mothers in the intervention group felt good and excited. One of them shared:

> My mood was very good...as they [phone call education] told me what to expect...I was excited to see my baby. [T10]

After delivery, although some mothers from the control group reported that they were managing well, they also frequently used the words stressed, anxious, and challenging. A mother who had undergone a cesarean section shared her postnatal experiences:

> We were quite helpless sometimes because we are new parents...I felt incompetent...It was more on anxiety and, sometimes, anger at myself for not being able to recover in time...I didn’t really know whether, with my wound [still recovering], I can actually care for her in a right, responsible way. [C4]
On the contrary, mothers from the intervention group reported feeling less anxious:

"Actually, I feel more at ease, not worried. I am not that worried that I am feeding wrongly and stuff... as my queries have been answered in a timely manner. [T2]"

**Subtheme 2: Support Received**

Mothers from both groups were overall satisfied with the hospital care received and the social support received from their loved ones:

"I think the perinatal care itself... was very good according to me. Even after the delivery, we did get visits to see a better doctor and so on. So, I didn’t feel that anything was lacking, so I was quite happy with the service that I got overall. [C5]"

"I am really pleased to be here. For once, they responded very quickly to the request... and every nurse was very willing to do things for you... and they are very nice when approaching you and teaching you... so I feel like I am in good hands. [T4]"

However, despite the availability of external platforms (ie, the internet, Facebook groups, books, or confinement ladies) on infant and self-care information, several mothers from the control group still shared the need for advice and emotional support from a health care professional whom they could trust. One mother justified her need for added professional advice despite having support from a confinement lady, an experienced family member, and the internet:

"If we have other information, like more on scientific ones... I think it is more helpful... would be better if we have somebody else... an expert... to tell us exactly what is the correct one because... whatever we have, we actually learnt from the confinement lady, so we are not sure whether that is really, like, the correct thing to do... and if I tell my sister-in-law the situation, she might come across [different problems] because every baby is different, so it [her solution] might not be applicable to my baby... Sometimes, we share... but it might not actually be the solution for the problem... Sometimes, it is reassuring to know that it comes from a nurse or midwife rather than any Google or website. [C4]"

On the other hand, mothers who received the intervention felt more prepared, reassured, and encouraged by the professional advice and existing external support they got:

"It definitely helps us to get answers [from the midwife], not spend time worrying, and, then, you Google and, sometimes, we are even more scared. Because we got answers from professionals and they also always replied in a very positive tone, which really helped us to be very confident and just not worry too much... [T4]"

An experienced mother shared how the app served as a refresher course:

"The gap with my third one is quite far, about 5 years. I actually forgot what I must do. What is good for the baby? When somebody replies to you, “Oh, okay, I know this.” It [the app] is something like a refresher course. [T9]"

**Theme 3: A Way Forward**

This theme explores the feedback and opinions from mothers in both groups, which primarily acknowledges the need for additional social support in the Asian context, the importance of being part of a community of new parents, and suggested improvements to this intervention study.

**Subtheme 1: Added Support Needed by Asian Parents**

Despite the Asian culture being known for its collectivistic culture and its strong emphasis on family-oriented values, certain cultural taboos restrict help-seeking behaviors during early pregnancy. According to a mother:

"For the Chinese, the first month of the first trimester is a hush-hush kind of thing because we are a bit pantang [superstitious], you know, they [are] afraid that if you tell everybody that you are pregnant, then...[something bad will happen]. [C4]"

In addition, although confinement practices were thought to provide more support to mothers during the first month postpartum, 1 mother confessed that having a confinement lady only delayed parenting stress by 1 month. Another mother shared the need for more support, especially after 1 month postpartum:

"After the confinement lady leaves, then that’s when most of the mothers are left on their own and when the fathers go back to work, and they [are] left alone with the baby... [There] will be more things that you [are] worried about, questions they may ask... [but] the people are not around anymore... [T10]"

**Subtheme 2: Having a Community of Parents**

Mothers from both groups indicated strong preferences for chat groups and interactions with other new parents as it provided communal support, mutual understanding, and encouraged active parenting:

[When] my husband sees more daddies asking questions, he gets more involved. He also reads through and, then, he also asks questions himself [T3]

"It will be really helpful to have added support from the hospital... because someone who understands you in terms of whatever you say will really make a difference compared to, you know, you speak to your husband and he is not able to understand what you are trying to say. [C2]"

"Let’s say if you are lonely and a struggling mum, you want somebody to listen to you. So, I feel like you need somebody to talk during that crucial time... I thought with this app... somebody is over there, you know, like, watching me, so, okay, I can get through this, you know. [T6]"
Subtheme 3: Enhancement of the Intervention

With regard to the app’s features, 1 mother suggested appointment checking for the baby, such as when vaccinations were due. Another mother suggested a feeding reminder:

When we feed, then we get very busy, then we really forget when the last feed was...When you are passing the baby to another caregiver, then the caregiver doesn’t know when the last time the baby was fed. [C4]

A few mothers also reported the need for a segregation and categorization of forum queries so that it would be easier for them to view as well as receive notifications whenever someone replied.

Content-wise, 1 mother suggested adding prenatal information on in vitro fertilization–assisted reproduction to facilitate informed decision making and increase the preparedness of couples undergoing it. She shared her experience:

We underwent the assisted reproduction programme. For the first time, we were quite clueless...because not a lot of people know what it is exactly. So, I think it would be helpful to actually have some sort of guideline to actually know what to expect and so it is not scary... [C4]

Although the majority of the mothers in the control group suggested a need for an informational app, most of the mothers in the intervention group requested for extended access to the app for approximately 3 months up to 1 year. Upon termination of the app, 1 mother felt that she was out of it and could not access the app, so it was disappointing to her. Mothers from both the intervention and control groups shared their needs for prolonged use of the app to address different baby issues during the critical first year:

One year is a very crucial time for the baby. I thought I can go into the application, but I realize I do not have the application access. I don’t have enough duration. [T8]

If there are queries about the infants at least half a year [postpartum]...I think it will be good if there is some sort of, like, platform or support instead of running to the hospital every single time...An app would be a good option. [C4]

The same mother from the control group added:

If it [the app] extended to the prenatal period, it will be good, because, for me, I actually had bleeding in the first trimester, so we were a bit stressed and very scared. [C4]

A different mother also suggested the extension of the availability of the app to prenatal stages to increase maternal preparedness before the mother gets too busy with the baby:

Once when the baby comes, then you are...engaged in being with the baby, doing things, you are sleepless also...When you are pregnant, you have more time, so you can go through the educational videos or seek expert advice. [T2]

In addition, several mothers from the intervention group requested to have faster responses from the health care professional or to have a live chat as they were usually desperate for answers and the slow responses made them anxious. Overall, 3 mothers shared their experiences:

Our query was answered a bit late...We were really anxious and waiting...So, maybe, you know, this process is faster instead of one person, if [there are] two to three people [replying]. If one is busy, the other one can reply. [T2]

When I asked any question, then it takes a day [for it] to be answered. So, if I have some emergency for my baby or anything, I am very much in trouble... [T5]

I thought it’s...online when somebody is over there to answer your questions, like instantly...Times like that, my baby was crying, I can’t wait for 24 hours...You are so desperate to get the answers really, really fast... [T6]

Discussion

Principal Findings

In general, participants in the intervention group were more positive, calm, and well adjusted in the postpartum period. On the other hand, mothers in the control group were most likely to report feeling anxious, lost, and incompetent during the postpartum period. The effectiveness of the technology-based educational intervention in reinforcing parental self-efficacy and improving the emotional well-being of parents during the perinatal stage was similarly reflected in previous studies [24,44-46]. Aligning parents’ expectations with reality and supplying them with parenting information also helped to ease their transition into parenthood [47]. According to Bandura [48], self-efficacy is the optimistic self-belief in our competence or chances of successfully accomplishing a task and producing a favorable outcome. Compared with mothers in the control group, those in the intervention group reported increased parenting confidence and self-efficacy, which also led to other positive parental outcomes such as better parental bonding and improved emotional well-being. This corresponds with previous intervention studies that reported positive intercorrelations between parental outcomes, including social support received [24,49].

With regard to social support, mothers in the intervention group who used the forum felt more reassured and less alone knowing that other parents encountered the same problems. Although sharing with a professional would generate a clinical or scientific reasoning for their physical experiences, sharing with other mothers produced communal responses to the emotional experiences themselves [50]. Therefore, a cohesive community of parents with shared experiences is essential for providing emotional support during the perinatal period [33,34].

The majority of the mothers in this study followed a confinement period and were generally satisfied with the instrumental support received; however, this support was only temporary and delayed mothers’ actual assumption of duty, thus causing stress to a
minority of the mothers after the confinement period. A plausible reason is the formation of dependence on caregivers during the 1-month confinement period, which hinders the development of parental self-efficacy; however, further studies are needed to verify this claim. Although most studies agree that confinement practices generally improve parental outcomes, it must not be assumed that the confinement period is available to or practiced by all Asians because of the additional financial burden it imposes [22]. Without anyone to turn to, the forum provided a safe space for parents to share their experiences and queries. The anonymity feature of the forum provided a safe haven for mothers to seek answers by reducing the stigma and fear of appearing as incompetent parents [9,51]. Similarly, in other studies [52,53], the anonymity guaranteed by the technology-based intervention greatly reduced help-seeking barriers across the population regardless of medical conditions [54]. In addition, the Chinese superstition of not announcing one’s pregnancy during the first trimester to prevent bad luck serves as a help-seeking barrier for parents in the prenatal stages. This highlights the need for added support by Asian parents in the perinatal period and postconfinement period, which can be met by increasing the duration of accessibility to the app and professional support.

On receiving the intervention, all mothers reported more confidence in their infant care abilities. This increased sense of PSE promoted more immersive parenting, whereby parents were more involved in infant care tasks and actively bonded with their children. Corresponding with Bandura’s social learning theory [48], parental self-efficacy is achieved through mastery experience, verbal persuasion, vicarious experience, and physiological and emotional states. Verbal persuasion from other mothers and the midwife through the app’s forum also served as a form of appraisal support, which motivated mothers to persevere. Being continually assured and reminded that they had the abilities to be proficient at infant care tasks encouraged mothers to work toward achieving better infant care skills [55].

In addition, medical and parenting advice from health care professionals was deemed trustworthy and necessary by parents to ease their worries and anxiety in the perinatal period. Mothers who lacked professional advice reported poorer self-esteem and emotional well-being, which negatively influenced mothers’ sense of self-efficacy. This is congruent to the emotional aspect of Bandura’s learning theory [48], whereby a poor emotional or physical state adversely affects PSE. Therefore, receiving guidance from a health care professional is a vital facet to parents developing a sense of security during the postnatal period [24,56].

Various features of the intervention also enhanced mothers’ vicarious experiences, which boosted their confidence and self-efficacy. First, the forum established a platform for parents to post queries, share experiences, and provide advice that was moderated by the midwife. Mothers were better equipped with parenting skills through the observation and imitation of other parents’ techniques. In addition, there was increased paternal involvement when fathers noticed other fathers’ active involvement in the forum. The imitation bias of mimicking a similar individual increased the self-relevance and adaptive value of the information learned [48,57]. A study further discovered that own-gender imitation behavior actually elicits a reward response in the brain [58]. This emphasizes the need for the extension of technology-based supportive community networks to encourage active and immersive parenting.

In consideration of parental preferences for the dissemination of information through multimedia [59], the audio and video recordings on baby care skills proved a useful reference guide for parents to model after. Studies have also reported higher memory retention through visual imagery than auditory or written contents [60], which suggests the effectiveness of the app in boosting parental learning and retention compared with didactic perinatal lectures provided by the hospital. Mothers also recommended a categorization of information on the app for ease of reference and learning. Likewise, Bandura stated that organized information better enhances memory than fragmented information [48].

However, the technology-based SEPP failed to incorporate the mastery experience facet of Bandura’s social learning theory [48] as only mothers who had given birth previously could achieve mastery experience. The technology-based intervention did not provide a direct mastery of infant and self-care skills, which is equally vital for promoting self-efficacy. In Saunders et al’s study [61], mothers who received hands-on practice improved faster and better incorporated those strategies into their parenting behaviors. Therefore, there is still a necessity for hands-on practice and positive live guidance from health care professionals, suggesting that technology-based interventions should be used as a supplementary tool to existing hospital care and not as a replacement [62].

Overall, the SEPP was generally well received, with certain feedback regarding the expansion of content database and information coverage (eg, in vitro fertilization) as well as the app’s availability during the antenatal period. With such improvements, the SEPP can potentially address the common issue of the lack of informed decision making during the antenatal period [63]. Suggestions to include features such as appointment reminders and the categorization of forum queries will also enhance user friendliness and increase usability, creating an all-in-one go-to app for parents. In many studies [24,64], asynchronous communication with health care professionals was reported to be of utmost importance to mothers who see such apps as a lifeline. Although our study has adopted a similar approach through the Web-based forum, mothers gave feedback that the responses from the midwife were too slow, which was not reported in Danjborg et al’s study [24], which used Web-based chat instead. Therefore, future studies can consider including an instant messaging function by using an Web-based chat to contact health care professionals directly.

Implication for Future Research and Clinical Practice

Given the rapid advancement of technology and the various benefits technology provides, such as cost-effectiveness, flexibility, accessibility, and its potentially extensive outreach to the wider community, this should serve as an impetus for health care sectors to dedicate more resources to further develop such technology-based interventions.
In a collectivist Asian society that strongly places emphasis on family-oriented values, one’s family is often the immediate source of emotional support, and the lack of it may adversely affect a mother’s emotional well-being [65]. Along with the rise of paternal involvement in parenting, future interventions should tailor features to encourage involvement and support from other family members such as grandparents. With an increasing dependency on Web-based communities for support, future studies should also emphasize on building more interactive or live communities for parents to interact and exchange experiences.

**Strengths and Limitations**

Unique to this study is the added insight on Asian cultures such as taboos and traditions during the perinatal period. To the best of our knowledge, this is also the first qualitative study to provide in-depth insight into participants’ views on a multimodal technology-based SEPP that was implemented during the perinatal period. A major limitation of this study was the unavailability of fathers during the follow-up interviews, which impeded our understanding of paternal experiences and perceptions of the SEPP intervention. However, mothers who were interviewed mostly reported positive receptivity by fathers and increased fathers’ involvement in infant care. The once-off nature of this study disallowed the comparison of pre- and posttest perceptions of mothers, making it difficult to determine the effectiveness of the intervention. In addition, using the convenience sampling method and voluntary participation did not provide a good representation of mothers in the control group. Therefore, future studies should consider employing random or purposive sampling methods when recruiting participants for interviews. The mobile app was a novel approach and the last intervention phase of the SEPP; hence, because of possible recency effect, participants’ responses were more inclined to the mobile app. Future qualitative studies should, therefore, consider constructing component-specific interview questions to have a more holistic evaluation of the entire intervention program.

**Conclusions**

This study examined the perceptions of participants who received routine care and those who received the technology-based SEPP intervention in addition to routine care in the perinatal period. A comparison of mothers’ perceptions in both the groups allowed a deeper insight into the needs of mothers in the perinatal period, with the intervention group being generally satisfied with the SEPP. The multifeature technology-based intervention was effective in improving parental outcomes and was well received by parents. This calls for a higher allocation of resources to further develop and tailor technology-based interventions that can supplement existing hospital perinatal care and be implemented in a wider community of parents.

**Acknowledgments**

The authors would like to thank the funding agency, National University of Singapore, for the National University Health System Clinician Research grant FY2015 (Reference Number: NUHSRO/2016/023/CRG/02). The authors would also like to thank the National University Health System, Medical Publications Support Unit, for assistance in the language editing of this manuscript.

**Conflicts of Interest**

None declared.

**Editorial notice:** This is a companion article to “Effectiveness of a Technology-Based Supportive Educational Parenting Program on Parental Outcomes (Part 1): Randomized Controlled Trial” by Shorey et al (J Med Internet Res 2019;21(2):e10816) which can be found at https://www.jmir.org/2019/2/e10816/.

**Multimedia Appendix 1**

COREQ Checklist.

[PDF File (Adobe PDF File), 486KB - jmir_v21i2e11065_fig.pdf]

**References**


41. Shorey S, Ng YP, Siew AL, Yoong J, Mørelius E. Effectiveness of a technology-based supportive educational parenting program on parental outcomes in Singapore: protocol for a randomized controlled trial. JMIR Res Protoc 2018 Jan 10;7(1):e4 [FREE Full text] [doi: 10.2196/resprot.8062] [Medline: 29321127]


Abbreviations

C-sect: cesarean section

mHealth: mobile health

NHG DSRB: National Health Group Domain Specific Review Board

NS: not stated

NVD: normal vaginal delivery

PSE: parenting self-efficacy

RCT: randomized controlled trial

SEPP: supportive educational parenting program

---

Edited by G Eysenbach; submitted 16.05.18; peer-reviewed by J Day, G Hickey; comments to author 02.09.18; revised version received 26.10.18; accepted 12.11.18; published 13.02.19.

Please cite as:

Shorey S, Ng ED
Evaluation of Mothers’ Perceptions of a Technology-Based Supportive Educational Parenting Program (Part 2): Qualitative Study
J Med Internet Res 2019;21(2):e11065
URL: https://www.jmir.org/2019/2/e11065/
doi: 10.2196/11065
PMID: 30758295

©Shefaly Shorey, Esperanza Debby Ng. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 13.02.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Resilience@Work Mindfulness Program: Results From a Cluster Randomized Controlled Trial With First Responders

Sadhbh Joyce\(^{1,2}\), MClinNeuroPsych; Fiona Shand\(^2\), PhD; Tara J Lal\(^3\), BSc (Hons); Brendan Mott\(^3\), BExScRehab (Hons); Richard A Bryant\(^4\), PhD; Samuel B Harvey\(^{1,2}\), PhD

\(^{1}\)School of Psychiatry, Faculty of Medicine, University of New South Wales, Randwick, Australia
\(^{2}\)The Black Dog Institute, Hospital Road, Randwick, Australia
\(^{3}\)Fire and Rescue New South Wales, Sydney, Australia
\(^{4}\)University of New South Wales, School of Psychology, Sydney, Australia

Corresponding Author:

Sadhbh Joyce, MClinNeuroPsych
School of Psychiatry
Faculty of Medicine
University of New South Wales
The Black Dog Institute
Hospital Road
Randwick, 2031
Australia
Phone: 61 401297711
Email: sadhbh.joyce@unsw.edu.au

Abstract

Background: A growing body of research suggests that resilience training can play a pivotal role in creating mentally healthy workplaces, particularly with regard to protecting the long-term well-being of workers. Emerging research describes positive outcomes from various types of resilience training programs (RTPs) among different occupational groups. One specific group of workers that may benefit from this form of proactive resilience training is first responders. Given the nature of their work, first responders are frequently exposed to stressful circumstances and potentially traumatic events, which may impact their overall resilience and well-being over time.

Objective: This study aimed to examine whether a mindfulness-based RTP (the Resilience@Work [RAW] Mindfulness Program) delivered via the internet can effectively enhance resilience among a group of high-risk workers.

Methods: We conducted a cluster randomized controlled trial (RCT) comprising 24 Primary Fire and Rescue and Hazmat stations within New South Wales. Overall, 12 stations were assigned to the 6-session RAW Mindfulness Program and 12 stations were assigned to the control condition. A total of 143 active full-time firefighters enrolled in the study. Questionnaires were administered at baseline, immediately post training, and at 6-month follow-up. Measurements examined change in both adaptive and bounce-back resilience as well as several secondary outcomes examining resilience resources and acceptance and mindfulness skills.

Results: Mixed-model repeated measures analysis found that the overall test of group-by-time interaction was significant \(P=.008\), with the intervention group increasing in adaptive resilience over time. However, no significant differences were found between the intervention group and the control group in terms of change in bounce-back resilience \(P=.09\). At 6-month follow-up, the group receiving the RAW intervention had an average increase in their resilience score of 1.3, equating to a moderate-to-large effect size compared with the control group of 0.73 (95% CI 0.38-1.06). Per-protocol analysis found that compared with the control group, the greatest improvements in adaptive resilience were observed among those who completed most of the RAW program, that is, 5 to 6 sessions \(P=.002\).

Conclusions: The results of this RCT suggest that mindfulness-based resilience training delivered in an internet format can create improvements in adaptive resilience and related resources among high-risk workers, such as first responders. Despite a number of limitations, the results of this study suggest that the RAW Mindfulness Program is an effective, scalable, and practical means of delivering online resilience training in high-risk workplace settings. To the best of our knowledge, this is the first time a mindfulness-based RTP delivered entirely via the internet has been tested in the workplace.

http://www.jmir.org/2019/2/e12894/
resilience training; workplace mental health; occupational health; well-being; online intervention; employee resilience; health and safety; psychological health; first responders

Introduction

Background

Poor mental health is the leading cause of absenteeism and long-term disability worldwide [1-3], costing the global economy an estimated US $1 trillion each year in lost productivity [4]. Most of the common mental health difficulties experienced by workers, such as depression and anxiety, are both treatable and, in some cases, preventable [5-7]. Policy makers and researchers are now concentrating their efforts on how to address this public health issue, with a specific focus on what can be done within the workplace. Research continues to highlight the important role the workplace can play in the prevention, treatment, and management of common mental health conditions [8]. Developing mentally healthy workplaces requires a multifaceted approach across all levels of an organization and should include proactive and preventative strategies [9].

One proactive approach receiving increased attention from both public and private sectors is individual psychological resilience training. Resilience can be viewed as a dynamic process reflecting a person’s ability to adapt, manage, and recover effectively from stressful experiences and adverse circumstances [10]. Employee resilience has previously been identified as a key component in creating mentally healthy workplaces [9]. An emerging body of research describes positive outcomes from various types of resilience training programs (RTPs) among different groups, including medical specialists, factory workers, nurses, youth workers, and public servants [11-16]. In addition, research among high-risk occupations, such as firefighters, police, paramedics, and military personnel, highlights the benefits of resilience training among those who frequently experience high-stress situations as an inherent aspect of their work [17-19]. Conversely, several larger trials with US army personnel and more recently with London Ambulance Service in the United Kingdom reported more limited improvements following resilience training [20,21].

Determining which RTPs are beneficial to groups such as emergency workers is particularly important for several reasons. First, these workers play a vital role in providing critical services that maintain the health and safety of our communities. Second, given the nature of their work, emergency workers are at higher risk of developing mental health conditions such as depression, anxiety, and alcohol misuse as well as posttraumatic stress disorder (PTSD) [21-24]. Finally, RTPs that are evaluated and found to benefit emergency workers are likely to provide valuable insights in terms of how best to support the mental health of workers in other high-stress occupations (eg, health care, journalism, and military).

Prior Work

RTPs typically share the common aim of enhancing a person’s ability to manage stressful situations and adverse circumstances more effectively and with greater emotional insight. Although they may share this common goal, RTPs often differ considerably in terms of content, length, and delivery [25]. More recently, researchers have been drawing on evidence-based psychological therapies such as acceptance and commitment therapy (ACT), cognitive behavioral therapy, and mindfulness-based stress reduction to inform program development [11,12,15,26-30]. These RTPs generally include a combination of psychoeducational material, cognitive strategies, and goal setting, with mindfulness training frequently emerging as a core component.

The growing emphasis on mindfulness training within RTPs is understandable, given the large body of research highlighting the positive benefits of this practice on mental health outcomes [31-38]. Several studies have also described the positive impact of mindfulness on psychological resilience [11,12,26,39]. The idea that mindfulness training may serve to enhance psychological resilience is further supported by findings from a recent meta-analysis that found resilience can indeed be enhanced, particularly by programs that involve both cognitive behavioral strategies and mindfulness training [40].

These specific strategies and skills require time to practice and attain proficiency. It is, therefore, unsurprising that most resilience studies completed thus far describe training programs that involve multiple face-to-face training sessions [25,41]. This is particularly challenging for many employers, as taking workers off the job to attend training can result in considerable disruption to business and services. Face-to-face training is also inherently expensive. As well as direct program costs, employers may face many additional expenses, such as travel, accommodation, venue hire, and the cost of replacement staff. Delivering programs in remote areas can also prove to be particularly difficult and expensive. The scalability of RTPs is thus a critical consideration. The more affordable and accessible RTPs can be made, the more likely they are to be implemented on a large scale.

In response to these challenges, workplace mental health researchers have begun to develop and evaluate novel electronic health (eHealth) programs (online, Web-based training) to help improve accessibility and engagement. Results from a recent meta-analysis found that digital mental health interventions in the workplace can improve psychological well-being [38] and
work effectiveness among employees [42]. Despite the apparent advantages of eHealth, research examining the efficacy of this approach for resilience training remains sparse. A few trials have examined either a blended approach (ie, programs that combine online and face-to-face resilience training) [12,26] or an online approach with an emphasis on stress reduction and enhancing resilience-related factors [43,44]. As with the main resilience literature to date, these studies vary greatly in their approach to measuring program efficacy, and thus, limited conclusions can be drawn regarding the efficacy of online RTPs.

To address these issues, we developed an interactive e-learning program called the Resilience@Work (RAW) Mindfulness Program. This self-paced intervention aims to enhance psychological resilience among workers. It comprises 6 online training sessions, each taking about 20 to 25 min to complete on a tablet or computer. The program involves mindfulness training, psychoeducation, and a range of skills and strategies drawn from evidence-based therapies, including ACT, mindfulness-based cognitive therapy, and compassion-focused therapy. A more detailed overview of this program was published in a recent pilot study, and it was found that the RAW Mindfulness Program is feasible in a workplace setting and that those using the program showed a trend toward increased resilience and psychological flexibility [45].

Hypotheses
The main aim of this study was to build upon the initial pilot research and examine whether the RAW Mindfulness Program can improve resilience among a group of high-risk workers, specifically emergency services personnel. Our primary hypothesis is that first responders receiving the RAW Mindfulness Program will have increased resilience following training, compared with the control group. In addition, we will examine the impact of this training on several secondary outcomes, including acceptance and mindfulness skills, as well as resilience resources such as coping, self-compassion, and optimism. To the best of our knowledge, this is the first time an entirely online mindfulness-based RTP has been evaluated via a randomized controlled trial (RCT) with active emergency services personnel.

Methods
Cluster Randomization
This study was prospectively registered with the Australian New Zealand Clinical Trial Registry (ANZCTR no: 12615000574549). We conducted a cluster RCT comprising 24 NSW Primary Fire and Rescue and Hazmat Stations. Fire and Rescue New South Wales (FRNSW) is the seventh largest urban fire service in the world and responds to firefighting, rescue, and hazardous material emergencies in Sydney, Australia, and surrounding regional areas. Given the nature of their work, employees are known to have an elevated risk of depression, anxiety, and PTSD [24,46]. Ethics approval was obtained via the Human Research Ethics Committee at the University of New South Wales, Australia. Randomization was at the station level using an online random sequence generator. An external researcher completed the randomization process. Overall, 12 stations were assigned to receive the RAW Mindfulness Program, and 12 stations were assigned to receive the attention-matched control intervention.

Participants
Potential participants were full-time firefighters working in the 24 Primary Rescue and Hazmat Stations involved in this trial. Participants were informed about the study during a standard well-being talk facilitated by members of the FRNSW Peer Support Team. These talks are performed several times a year as part of FRNSW’s employee well-being initiative. The Peer Support System within NSW Fire and Rescue is a successful and long-running nonhierarchical support service for firefighters. From November 2015 to April 2016, the Peer Support Officers provided a brief presentation on the topic of resilience as well as the aims of the research study and highlighted that participation in the study was voluntary. The presentation slides were provided by the researchers. Following the presentation, firefighters were provided with a participant information sheet and consent form, the study questionnaire, and a stamped address envelop to return their information to the research team if they chose to be a part of this study. Potential participants in the 12 stations randomly assigned to the intervention group were also asked to provide their email address in the consent form to receive information to access the online program. Log-in details were then emailed directly to the participant. When a participant logged into the online RAW program, this was considered as final consent and enrolment in the intervention group. Participants could withdraw at any time from the study. Participants were not aware of the study hypotheses and were blinded to intervention versus control status. Potential participants who were currently engaged in any form of regular psychological therapy with a psychologist and/or psychiatrist were excluded from this study.

Intervention: Resilience@Work (RAW) Mindfulness Program
Firefighters assigned to the intervention group received the RAW Mindfulness Program. FRNSW granted firefighters who were enrolled in the study permission to access the program at work. Tablets (iPads) were made available in the stations for firefighters to complete the online program. The RAW program is a mindfulness-based intervention, which also draws on ACT and has a significant emphasis on self-compassion and acceptance skills. The intervention comprises 6 online training sessions. Each session takes about 20 to 25 min to complete. A combination of interactive exercises, audio, and animation is used to teach resilience skills. An overview of the core strategies and skills taught in the RAW program is outlined in Table 1. Participants were able to download mindfulness tracks to their own device for continued practice. Each session was provided in a sequential order, with completion of the first module unlocking access to the next and so on. There was a 3-day break in between each session to encourage skills practice. Therefore, the minimum amount of time a participant could complete the training was 3.5 weeks and the maximum was 6 weeks. Participants also had the opportunity to sign up for text message and/or email reminders.
Primary Outcome: Measure of Resilience

The primary outcome of this study was resilience. The means by which resilience is best measured remains a topic of considerable discussion in the literature. In their review of resilience scales, Windle et al [47] concluded that there was “no current ‘gold standard.’” They did, however, identify the Connor-Davidson Resilience Scale (CDRISC) and the Brief Resilience Scale (BRS) as 2 of the better measures available to researchers at present. We utilized both measures at baseline and 6-month follow-up in our study to examine 2 inherent constructs of resilience: (1) successful adaptation to stressful life events and circumstances and (2) bounce-back resilience. The 10-item version of the CDRISC was used to examine the ability to successfully adapt and tolerate experiences such as illness, pressure, personal problems, failure, change, and painful feelings [48]. The BRS was employed to specifically examine the concept of bounce-back resilience, that is, the ability to recover from stress [49].

Control Condition: Healthy Living Program

Along with the standard FRNSW well-being talk, firefighters who were assigned to the control group received access to the Healthy Living Program (HLP). FRNSW granted permission to firefighters enrolled in the study to access the program while at work. The HLP comprises 6 modules that provide helpful information on a range of health and well-being topics, for example, healthy skin, healthy home environment, and mobile phone use. The self-paced program was available on tablets (iPads) within the station, with each module taking about 20 min to complete.

Measures

Brief Resilience Scale

Bounce-back resilience (the ability to recover from stress) was measured using the 6-item BRS [49]. Items are rated on a 5-point scale ranging from 0 (not true at all) to 4 (true nearly all of the time). The total score ranges from 0 to 40, with a higher score indicative of higher psychological resilience. Previous studies have found CDRISC_10 to be a reliable and valid measure, with Cronbach alpha ranging from .81 to .88 [50,51] and test-retest reliability of .90 at 6 weeks [51,52].

Secondary Outcomes

A number of secondary outcomes were included to examine the processes by which the RAW Mindfulness Program may enhance resilience. Measures of acceptance and mindfulness skills and several resilience resources were administered.

Acceptance and Mindfulness Skills

Freiburg Mindfulness Inventory

Mindfulness was measured using the short version of the Freiburg Mindfulness Inventory (FMI-14) [54]. Previous studies have found that the FMI-14 is a reliable measure with good internal consistency (Cronbach alpha=.86) [54-56].

Cognitive Fusion Questionnaire

The CFQ is a measure of cognitive fusion and defusion, a core component of the ACT model [57]. Higher scores reflect greater thought entanglement. The CFQ has been found to be a reliable and valid measure, with Cronbach alpha ranging from .89 to .93 [57,58].
Acceptance and Action Questionnaire

The Acceptance and Action Questionnaire (AAQ-II) is a measure of experiential avoidance and psychological inflexibility. Previous research has found the AAQ-II to be a reliable and valid measure, with a Cronbach alpha of .84 and test-retest reliability of .81 at 3-month follow-up [59].

Self-Compassion Scale

The 12-item short form of Self-Compassion Scale (SCS-SF) [60] assesses the level of self-compassion an individual has toward themselves during difficult and challenging times. The measure has high internal consistency (Cronbach alpha=.85) and a nearly perfect correlation with the long form of the SCS [60,61].

Resilience Resources

Optimism: Life Orientation Test-Revised

The Life Orientation Test-Revised (LOT-R) was used to assess levels of optimism [62]. This 10-item scale examines the extent to which individuals anticipate positive outcomes in the future, with higher scores reflecting greater optimism. The LOT-R has been shown to be a reliable and valid measure (Cronbach alpha=.73) [61,63].

Coping: The Brief-Coping Orientation to Problems Experienced

A total of 3 subscales of the Brief-Coping Orientation to Problems Experienced (Brief-COPE) [64] were included Using Emotional Support (accepting emotional support, compassion, and sympathy from others), Using Instrumental Support (seeking advice, help, or information from others), and Active Coping (the process of taking active steps to alter or reduce the impact of a stressor). Higher scores reflect greater use of each coping strategy. These subscales have been found to be reliable measures, with Cronbach alpha values ranging from .64 to .82 [64-66].

Sense of Purpose: Life Engagement Test

The extent to which participants value their daily activities and have a sense of life purpose was examined by the 6-item Life Engagement Test (LET) [67]. The LET has previously been found to be a reliable measure, with Cronbach alpha ranging from .72 to .87 [67,68].

Statistical Analysis

As outlined in the a priori analysis plan recorded in the online trial registry (ANZCTR no: 12615000574549), the primary analysis was undertaken within an intent-to-treat framework utilizing mixed-model repeated measures (MMRM). This approach is recognized as a reliable method of analyzing RCT data [69,70]. MMRM uses all available data and, therefore, does not substitute missing values with estimated values. The dependent variables in these analyses were the absolute values for resilience, as measured by CDRISC_10 and BRS. The relationships between observations at different occasions were modeled using an unstructured variance-covariance matrix. The analysis examined whether the rates of change on resilience scores over time differed significantly between the intervention group and the control group via a group-by-time interaction. In addition, differences between the intervention and control groups at each of the follow-up time points were examined against baseline using planned contrasts. Similar analyses examined the impact of the RAW intervention program compared with the control condition on several secondary outcomes, which included mindfulness/acceptance skills and resilience resources. A priori planned per-protocol analyses were also conducted to test the effectiveness of the program among participants who completed different numbers of online RAW modules compared with the control group. All tests of treatment effects were conducted using a 2-sided alpha level of .05 and 95% CIs. All analyses were conducted in IBM SPSS version 24. On the basis of our pilot study results of baseline resilience levels [45] and predicted intracluster correlation coefficient of .01, we estimated that a total of 24 fire stations (clusters) including 144 firefighters would need to be recruited to achieve .80 power of detecting a .50 SD improvement in resilience measures with an alpha of .05 (2-sided).

Results

Overview

This study was conducted in accordance with the Consolidated Standards of Reporting Trials (CONSORT) statement and guideline for transparent reporting of RCTs. Figure 1 outlines the flow of recruitment and loss to follow-up. Overall, a total of 143 firefighters were recruited, with 83 firefighters assigned to the control condition and 60 firefighters to the RAW Mindfulness Program. Of those that were recruited, data for the primary outcome were available for 55.2% (79/143) of the sample at 6-week follow-up. At 6 months, there was a decrease in the follow-up rate to 48.3% (69/143). There was a greater loss to follow-up in the control group at post intervention (54% [45/83] compared with 32% [19/60]; $P=.01$); however, by the 6-month follow-up, this differential loss to follow-up was no longer apparent (43% [36/83] compared with 53% [32/60]; $P=.24$). Loss to follow-up was unrelated to age, gender, years served as a firefighter, baseline measures of resilience, and prior exposure to traumatic events ($P>.05$).

Demographic details of firefighters enrolled in the study are shown in Table 2. In line with recommendations from the CONSORT statement [71], statistical tests of baseline differences were not carried out, as any differences were because of the randomization process and, therefore, by definition, because of random chance. However, observation of the data summarized in Table 2 suggested that the participants in the intervention group were slightly older and more experienced than the participants in the control group and, therefore, may have been exposed to more traumatic incidents across their career. These baseline differences were controlled for in later sensitivity analyses.
Figure 1. Consolidated Standards of Reporting Trials flow diagram. RAW: Resilience@Work.
Table 2. Demographics of enrolled participants at baseline.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Intervention group (n=60)</th>
<th>Control group (n=83)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>56 (93)</td>
<td>81 (98)</td>
</tr>
<tr>
<td>Female</td>
<td>4 (7)</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.9 (7.8)</td>
<td>41.1 (9.2)</td>
</tr>
<tr>
<td>Years served as a firefighter, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 5 years</td>
<td>5 (8)</td>
<td>9 (11)</td>
</tr>
<tr>
<td>6 to 10 years</td>
<td>13 (22)</td>
<td>27 (33)</td>
</tr>
<tr>
<td>11 to 15 years</td>
<td>11 (18)</td>
<td>24 (29)</td>
</tr>
<tr>
<td>16 to 20 years</td>
<td>6 (10)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>More than 20 years</td>
<td>25 (42)</td>
<td>17 (20)</td>
</tr>
<tr>
<td>Number of trauma incidents attended over the course of career, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 to 5</td>
<td>3 (5)</td>
<td>14 (17)</td>
</tr>
<tr>
<td>6 to 10</td>
<td>7 (12)</td>
<td>17 (21)</td>
</tr>
<tr>
<td>11 to 15</td>
<td>5 (9)</td>
<td>10 (12)</td>
</tr>
<tr>
<td>16 to 20</td>
<td>6 (10)</td>
<td>6 (7)</td>
</tr>
<tr>
<td>More than 20</td>
<td>37 (64)</td>
<td>37 (45)</td>
</tr>
<tr>
<td>Measures of resilience, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDRISC_10&lt;sup&gt;a&lt;/sup&gt;</td>
<td>28.4 (5.3)</td>
<td>1.5 (5.5)</td>
</tr>
<tr>
<td>BRS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>22.1 (3.4)</td>
<td>23.0 (3.6)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CDRISC_10: 10-item version of Connor-Davidson Resilience Scale.
<sup>b</sup>BRS: Brief Resilience Scale.

**Resilience@Work Program Engagement**

The majority of participants (38/60, 63%) completed more than half the RAW program (mean number of sessions completed was 3.5 out of a possible 6; SD 2.0), equating to 60 to 75 min of training. A total of 22 participants (22/60, 37%) went on to complete 5 to 6 sessions (a total of at least 100 to 120 min of training).

**Resilience**

For the primary outcome, the overall test of group-by-time interaction was significant ($P=.01$), with the intervention group increasing in resilience over time (Figure 2). Although the intervention group increased in resilience at 6 weeks, the difference compared with the control group at this time point fell short of significance ($P=.09$). However, at 6-month follow-up, the intervention group continued to improve in resilience and was significantly different from the control group ($P=.002$). At 6-month follow-up, the group receiving the RAW intervention had an average increase in their resilience score of 1.3, equating to a moderate-to-large effect size compared with the control group of 0.73 (CI: 0.38-1.06). This effect remained when the analysis was repeated with adjustment for baseline age, years of service, and number of traumatic incidents experienced (test of group-by-time interaction, $P=.008$; difference between groups at 6-month follow-up, $P=.02$).

No significant differences were found between the intervention group and the control group in terms of change in bounce-back resilience as measured by BRS ($P=.09$). This finding was replicated when the analysis was repeated to adjust for baseline age, years of service, and number of traumatic incidents experienced (test of group-by-time interaction, $P=.09$).

A per-protocol analysis examined the dose response to the RAW intervention program at 6-month follow-up (Figure 3). Compared with the control group, there was a significant and positive change in CDRISC_10 resilience scores at 6-month follow-up among those who completed most of the RAW program, that is, 5 to 6 sessions ($P=.002$). Within the intervention group, there was no difference between partial and full completers (5-6 sessions) of the RAW program in terms of age ($P=.20$), gender ($P=.62$), and baseline levels of resilience ($P=.39$).
**Figure 2.** Test of group-by-time interaction ($P=.01$) change on the 10-item version of the Connor-Davidson Resilience Scale. RAW: Resilience@Work.

**Figure 3.** Analysis of primary outcome (change on the 10-item version of the Connor-Davidson Resilience Scale) by number of Resilience@Work sessions. Statistical difference test of significance compared with control group obtained from mixed-methods repeated measures models. RAW: Resilience@Work; CDRISC_10: 10-item version of the Connor-Davidson Resilience Scale.
### Table 3. Mixed-model repeated measures with secondary outcome variables change at 6 weeks and 6 months for intervention and control groups.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
<th>Change at 6 weeks Mean (SE)</th>
<th>Significance test of difference at 6 weeks(^a)</th>
<th>Change at 6 months Mean (SE)</th>
<th>Significance test of difference at 6 months(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Control</td>
<td>RAW</td>
<td>Control</td>
<td>RAW</td>
</tr>
<tr>
<td>Acceptance and mindfulness skills</td>
<td>Level of thought entanglement</td>
<td>−0.18 (1.07)</td>
<td>−0.85 (0.74)</td>
<td>.25</td>
<td>0.06 (0.89)</td>
</tr>
<tr>
<td>Cognitive Fusion (CFQ)</td>
<td>Psychological inflexibility/reactivity, tendency to avoid experiencing internal events</td>
<td>−0.29 (1.38)</td>
<td>−0.83 (0.56)</td>
<td>.31</td>
<td>−0.27 (0.81)</td>
</tr>
<tr>
<td>Experiential Avoidance (AQQ_II)</td>
<td>Level of self-compassion during difficult times</td>
<td>0.89 (1.66)</td>
<td>1.31 (0.95)</td>
<td>.42</td>
<td>0.71 (1.24)</td>
</tr>
<tr>
<td>Self-Compassion (SCS-SF)</td>
<td>Level of mindfulness and present moment awareness</td>
<td>0.38 (1.06)</td>
<td>1.18 (0.87)</td>
<td>.79</td>
<td>0.37 (0.99)</td>
</tr>
<tr>
<td>Mindfulness (FMI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resilience resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life Engagement Test (LET)</td>
<td>Sense of purpose in Life</td>
<td>0.00 (0.64)</td>
<td>0.11 (0.57)</td>
<td>.83</td>
<td>−0.69 (0.66)</td>
</tr>
<tr>
<td>Life Orientation Test-Revised (LOT-R)</td>
<td>Level of optimism</td>
<td>−0.83 (0.55)</td>
<td>1.2 (.43)</td>
<td>.05(^a)</td>
<td>−0.86 (0.48)</td>
</tr>
<tr>
<td>Active Coping (AC)</td>
<td>Personal effort and actions to change and improve current situation</td>
<td>0.11 (0.46)</td>
<td>0.40 (0.43)</td>
<td>.09</td>
<td>−0.56 (0.44)</td>
</tr>
<tr>
<td>Use of Emotional Support (ES)</td>
<td>Emotional, empathic and comfort from others</td>
<td>−1.35 (0.48)</td>
<td>0.30 (0.36)</td>
<td>.05(^a)</td>
<td>−0.40 (0.34)</td>
</tr>
<tr>
<td>Use of Instrumental Support (IS)</td>
<td>Advice/help from others on what actions to take</td>
<td>−0.47 (0.43)</td>
<td>0.43 (0.36)</td>
<td>.05(^a)</td>
<td>−0.29 (0.37)</td>
</tr>
</tbody>
</table>

\(^a\)Significant at \(P<0.05\). Test of difference between groups at each time point were obtained from planned contrasts utilizing unadjusted mixed-model repeated measures analysis.

### Secondary Outcomes

Analyses of change for secondary outcomes are shown in Table 3. Improvements within the intervention group were observed in mindfulness and self-compassion as well as reduced thought entanglement (cognitive fusion) and experiential avoidance; however, these changes were not significantly different from those observed in the control condition. With regard to resilience resources, there were statistically significant improvements noted in optimism \((P=.05)\), use of emotional support \((P=.05)\), and use of instrumental support \((P=.05)\) at 6-week follow-up in the intervention group compared with the control condition; however, this change was not sustained at 6-month follow-up. There was a significant and sustained improvement in active coping among the intervention group when compared with the control group at 6-month follow-up \((P=.046)\).

Finally, we examined how mindfulness (FMI) and cognitive defusion (CFQ) skills changed over time for partial completers (1-4 sessions) and completers (5-6 sessions). Change in scores was examined across 3 time points: baseline, 6-week follow up, and 6-month follow-up. The differences between baseline and different follow-up for partial completers and completers were analyzed using paired \(t\) tests (Figure 4). For RAW program completers, significant improvements were observed in mindfulness skills at 6-week follow-up \((P=.03)\) and 6-month follow-up \((P=.002)\) compared with baseline. The improvements in mindfulness from 6-week follow-up to 6-month follow-up were also statistically significant \((P=.046)\). In addition, there was a trend toward reduced cognitive fusion/thought entanglement (CFQ) at 6-week follow-up for program completers \((P=.08)\). However, for partial completers, there was limited change in mindfulness or cognitive defusion.
**Discussion**

**Principal Findings**

This study is the first ever RCT to test the ability of an entirely online training program to enhance psychological resilience. Our results demonstrate that the RAW Mindfulness Program enhanced adaptive psychological resilience among active firefighters, increasing their ability to adapt successfully in the face of adverse circumstances and situations. Our per-protocol analysis found that the greatest improvements were seen among...
those who completed all 6 RAW sessions—at least 2 hours of training over a minimum of 3.5 weeks. The results support previous findings that mindfulness-based RTPs can create improvements to individual resilience [40,53,72]. The results also further support previous research regarding workplace eHealth initiatives and the positive impact they can have on employee well-being [38,42]. These findings have important implications for other high-risk groups, with workers such as paramedics, police, defense personnel, doctors, nurses, midwives, and journalists, who may also be likely to benefit from similar interventions.

This study utilized 2 of the most commonly used measures of resilience, along with several measures of resilience-related factors. This approach was in response to the absence of a current gold standard resilience measure [47] and the growing consensus among researchers that resilience is a multifaceted construct [48,73]. The RAW program resulted in significant improvements in resilience as measured by the CDRISC_10; however, no changes were observed on the BRS. It is difficult to establish why RAW led to improvements on the CDRISC_10 and not the BRS. One possible explanation is that our baseline sample was already scoring in the average to high range on the BRS and yet low average to average on the CDRISC. This may have limited the opportunity to enhance bounce-back resilience in this group. This observation supports the notion that these scales are measuring 2 different aspects of resilience and that the RAW program may enhance certain aspects of resilience and not others. Endorsement of the CDRISC_10 reflects an individual’s ability to tolerate experiences such as change, personal problems, illness, pressure, failure, and painful feelings [48,73,74]. In contrast, Smith et al argue that the BRS is currently the only scale that accurately measures resilience in its most basic form as it focuses solely on a person’s ability to bounce back or recover from stress rather than the personal qualities that facilitate and promote positive adaptation [49]. Smith et al emphasize that bounce-back resilience is particularly important when examining groups that are already unwell or facing health-related stresses, as it reflects the specific ability to recover rather than one’s ability to resist illness. In their review of resilience measures, Windle et al note that although items in the BRS correspond with the ability to recover and cope with challenging circumstances, all 6 items reflect a sense of personal agency [47]. Although personal agency can be viewed as an essential part of resilient adjustment to adversity, it is now well documented that resilience is a dynamic multifaceted construct, with no single factor accurately predicting resilience outcomes [47,74]. For groups of relatively healthy workers who do not identify as being unwell physically or psychologically, focusing on factors that can enhance adaptive resilience may serve a greater purpose than examining factors related to personal agency. The enhancement of adaptive resilience and related resources may be central to such groups’ abilities to manage potentially stressful and challenging situations in the future. This, in turn, may have a direct impact on their overall psychological well-being. Indeed, a recent study of the relationship between baseline resilience and mental health outcomes [75] found that low adaptive resilience among active first responders (as measured by the CDRISC_10) was an accurate predictor of increased PTSD symptoms at 6-month follow-up. Similarly, researchers in the United Kingdom found that low adaptive resilience at baseline (measured by the CDRISC_25) accurately predicted greater symptoms of depression at 2-year follow-up among active paramedics [76].

In terms of the secondary outcomes examined in this study, the RAW program resulted in significant improvements in overall optimism, use of emotional support (seeking empathy and emotional support from others), and use of instrumental support (actively seeking advice and help from others on what actions to take) post training. At 6-month follow-up, there was a significant improvement in the level of active coping (personal effort and actions to change and improve the current situation). This may further explain why improvements were observed on the CDRISC_10 and not the BRS, as the RAW program focused heavily on the acquisition of skills directly aimed at enhancing resilience resources that are more directly measured by the CDRISC. Surprisingly, although an overall trend of improvement in acceptance and mindfulness skills was observed in the RAW group, when compared with the control group, these changes did not reach statistical significance. As this study’s power analysis was based on our primary outcome of resilience, it may have been underpowered to detect a difference on measures of mindfulness and acceptance skills.

Overall, our findings suggest that the RAW program can improve specific resilience resources and aspects of resilience such as distress tolerance, positive adjustment, and perseverance, as measured by the CDRISC_10. It may have less impact on the concept of bounce back as measured by the BRS. It is also important to consider why improvements in resilience were more prominent at 6-month follow-up than immediately following training. Time is an essential aspect in any skill’s acquisition, allowing the opportunity for ongoing practice, development, and refinement. Given the greater time to practice and develop their skills, it is consistent that enhanced resilience was seen at 6-month follow-up. These findings are in line with results from a recent meta-analysis and systematic review of RTPs, which found that programs delivered over time can improve resilience, whereas one-off training sessions resulted in little to no improvement [40]. This also speaks to the temporal elements of resilience and the importance of including longer-term follow-up in trials examining the efficacy of RTPs [74]. Resilience studies to date have generally limited data collection time points to posttraining and 3-month follow-up, with minimal good-quality studies including 6-month follow-up data [25,40].

Limitations

Limitations to this research include that the workforce was a male-dominated high-risk group, thus limiting the generalizability of the findings to lower-risk and gender-balanced occupational groups. It is also important to acknowledge that during the trial period, the self-reported resilience of the control group reduced. It is unknown whether this may be related to their ongoing trauma exposure or whether it may be the natural trajectory of resilience among firefighters over a 6-month period. The latter may be the case, given that participants enrolled in this study were all active, full-time firefighters based at Primary Rescue and Hazmat Stations. These
stations are the busiest across the state of New South Wales and frequently respond to serious emergencies, critical incidents, and disaster situations, including motor vehicle accidents, suicide, structural fires, hazard material, and body recovery. In light of these environmental factors and the workplace setting, it is perhaps unsurprising that the overall resilience of firefighters in the control group declined over a 6-month period. Importantly, this highlights the significance of the temporal elements of resilience and the value of measuring it over several time points [74]. A further limitation in the study’s design was the second step in the consent process for the intervention group, that is, logging into the online program. This is a potential source of bias and may have influenced the different rates of loss to follow-up. Another design limitation was the omission of measurements examining personal motivation and skills implementation. Therefore, we have limited insight into how often the skills were used post training and whether they were implemented during certain work situations. It will be critical to include these measurements in future evaluations of the RAW program. It will also be important to examine whether increased resilience can lead to improvements in job-related factors such as productivity, safety, and reduced on-the-job errors.

It is important to also acknowledge the adherence issues in this trial. Although the majority of firefighters (63%) in our study completed over half the program (3.5 out of 6 modules), only 37% of firefighters went on to complete the entire program. Unfortunately, we did not gather specific follow-up information from participants regarding their reasons to stop training. Some potential reasons include poor internet connection within the station, the program being accessible only on tablets or computers, reduced motivation, or limited available time because of competing work responsibilities. It is also possible that a participant may have found certain skills in the early modules helpful and, therefore, felt they did not require additional training. Alternatively, some participants may have found some aspects of the training repetitive and restrictive (each module had to be completed to unlock the next one) and, therefore, lost interest in the program. In future evaluations of the program, it will be important to examine why participants stop engaging in the RAW program and whether having access to the program on other personal devices such as smartphones may increase program adherence. In addition, as noted by recent research [12], providing greater control and flexibility around how participants access the online intervention may well increase program adherence and long-term engagement.

A final limitation is that the primary outcome of resilience was measured by self-report. Although the measures used are the most validated and widely used measures of resilience available, it is important that future studies are able to assess whether changes in self-reported resilience from interventions such as RAW translate into fewer incidents of mental illness over time. It is important to note that the RAW program was specifically aimed at enhancing personal resilience rather than reducing mental health symptoms. Given the emerging literature on the relationship between low resilience and increased risk of future mental health difficulties [75,76], the next key step in this research will be to examine whether improved resilience results in reduced mental health symptomology and whether this reduction is sustained over time.

Conclusions

Despite these limitations, our study’s findings have important implications. First, mindfulness-based resilience training delivered in an online format can create improvements in adaptive resilience and related resources among high-risk workers, such as firefighters. This is particularly significant, given recent findings that low baseline resilience may be a risk factor for increased mental health symptomology in emergency workers [75,76]. As resilience is a potentially modifiable risk factor for mental health conditions in high-risk groups, programs such as RAW may increase an organization’s ability to play a proactive role in protecting psychological well-being. The RAW Mindfulness Program and similar interventions may also serve to bolster psychological resilience among other high-risk groups, such as military personnel, journalists, nurses, doctors, and midwives. Further large-scale resilience trials would offer the opportunity to measure outcomes across different workplaces and occupations. Research trials incorporating extended follow-ups beyond 6 months would also be beneficial, to examine long-term impacts and the optimum time for retraining to occur.

In conclusion, the RAW Mindfulness Program is an effective, scalable, and practical means of delivering online resilience training to high-risk groups such as first responders. With the benefit of further research and development, this form of online resilience training may serve to enhance mental health on a broad scale, protecting workers who perform some of our society’s most challenging roles.
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Abstract

Background: Smoking is the largest preventable cause of mortality in Brazil. Education Against Tobacco (EAT) is a network of more than 3500 medical students and physicians across 14 countries who volunteer for school-based smoking prevention programs. EAT educates 50,000 adolescents per year in the classroom setting. A recent quasi-experimental study conducted in Germany showed that EAT had significant short-term smoking cessation effects among adolescents aged 11 to 15 years.

Objective: The aim is to measure the long-term effectiveness of the most recent version of the EAT curriculum in Brazil.

Methods: A randomized controlled trial was conducted among 2348 adolescents aged 12 to 21 years (grades 7-11) at public secondary schools in Brazil. The prospective experimental design included measurements at baseline and at 6 and 12 months postintervention. The study groups comprised randomized classes receiving the standardized EAT intervention (90 minutes of mentoring in a classroom setting) and control classes in the same schools (no intervention). Data were collected on smoking status, gender, social aspects, and predictors of smoking. The primary endpoint was the difference in the change in smoking prevalence between the intervention group and the control group at 12-month follow-up.

Results: From baseline to 12 months, the smoking prevalence increased from 11.0% to 20.9% in the control group and from 14.1% to 15.6% in the intervention group. This difference was statistically significant ($P<.01$). The effects were smaller for females (control 12.4% to 18.8% vs intervention 13.1% to 14.6%) than for males (control 9.1% to 23.6% vs intervention 15.3% to 16.8%). Increased quitting rates and prevented onset were responsible for the intervention effects. The differences in change in smoking prevalence from baseline to 12 months between the intervention group and the control group were increased in students with low school performance.

Conclusions: To our knowledge, this is the first randomized trial on school-based tobacco prevention in Brazil that shows significant long-term favorable effects. The EAT program encourages quitting and prevents smoking onset, especially among males and students with low educational background.

Trial Registration: ClinicalTrials.gov NCT02725021; https://clinicaltrials.gov/ct2/show/NCT02725021

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.7134

(J Med Internet Res 2019;21(2):e12854) doi:10.2196/12854
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Introduction
In 2015, smoking accounted for 156,216 deaths and 3.72 million disability-adjusted life years in Brazil, representing a direct cost for the health system of R$39.4 billion [1]. More than 30.0% of Brazilian boys and 27% of girls aged 13 to 15 years had tried smoking before the age of 12 [2]. Given the time adolescents spend in the school setting, schools represent an excellent opportunity to deliver smoking prevention programs.

Current Knowledge on School-Based Tobacco Prevention
Most school-based tobacco control programs are ineffective, but data from Brazil remain scarce [3-5]. Recent trials on tobacco prevention in the school setting have focused on including school teachers in the intervention [6-8], with others involving families [9,10]. However, these studies concluded that the students’ environment (ie, peer group as well as parental behavior and school policies) plays a role in smoking initiation in adolescence.

A randomized controlled trial involving different school-based interventions to reduce the use of various psychotropic substances among 1316 students in Brazil showed mixed effects for different drugs; however, the study design had limitations that precluded interpretation [11]. Another study from Brazil analyzed the effectiveness of an educational intervention by the Brazilian Cancer Institute (INCA) on smoking among school adolescents. Those researchers randomized 32 schools to either control (no intervention) or intervention arms, with a total sample of 2200 students in grades 7 and 8 (aged 13-14 years). INCA members lectured teachers from schools in the intervention arm about tobacco control, with the expectation that those teachers would discuss tobacco-related topics with their students. No change in smoking prevalence was found at the study endpoint, but knowledge about passive smoking had improved [12].

Education Against Tobacco
Education Against Tobacco (EAT) is a network of volunteer medical students and physicists from more than 80 medical schools in 14 countries worldwide that was founded in Germany in 2012 [13]. The network has its roots in school-based interventions delivered by medical students. These interventions cost approximately US $20 per participating class and can reach up to 50,000 students per year worldwide. EAT is also involved in medical education research on smoking cessation counseling, science-based multilanguage apps, and public awareness and advocacy for tobacco control [14-16].

A German quasi-experimental study showed the school-based intervention resulted in a significant reduction in smoking prevalence among secondary school students at 6-month follow-up [17,18]. A randomized follow-up study in Germany indicated effectiveness at the 12-month follow-up; however, the results were not significant because of a large loss-to-follow-up effect [19]. Recent studies indicate that physicians substantially undertreat tobacco addiction compared with other chronic conditions, such as diabetes or hypertension [20-22]. The school-based smoking prevention provided by EAT is thought to sensitize medical students for tobacco control in general, as well as having a direct effect on adolescents [13].

A facial-aging app was implemented as part of the school-based EAT interventions to increase effectiveness. Facial-aging interventions, in which a selfie is altered to predict future appearance, provide motivation for healthier behavioral choices in adiposity prevention, skin cancer prevention, and smoking cessation [14,16,19,23-39]. An explanation for these preliminary results may be the high importance of appearance for a person’s self-concept, especially in adolescence [40]. However, to our knowledge, the only completed randomized trial that investigated the prospective effectiveness of a facial-aging intervention on actual behavior (smoking) was conducted by Burford et al [41]. In that study, five of 80 control group participants (6.3%) suggested they had quit smoking at the 6-month follow-up, and 22 of 80 intervention group participants (27.5%) reported quitting (P<.05).

This study aimed to determine the long-term effectiveness of the school-based EAT intervention in reducing smoking prevalence among secondary school students in Brazil, as per the study protocol [42].

Methods
A randomized controlled trial was conducted among 2384 adolescents in grades 7 to 11 from secondary schools in Brazil from February 2017 to June 2018 (Figure 1). All predefined time points were met. Details of the study design and the development of the questionnaire are outlined in our previously published study protocol [42].

Participants
Students in grades 7 to 11 at secondary public schools were eligible to participate in this study. In total, 2348 secondary school students from 110 classes (from 14 eligible schools), who fulfilled the inclusion criteria, entered baseline data. Baseline data (t1) were collected from February 2017 to May 2017. Follow-up data (t2 and t3) were collected 6 and 12 months after that (from August 2017 to June 2018). Overall, 1353 participants provided data at both t1 and t3, which were used for primary endpoint analyses. The loss to follow-up effect was 42.38% (995/2348).
Attrition Analysis

To evaluate attrition bias, participants who dropped out at follow-up (t3) were analyzed using logistic regression analysis (1=dropout and 0=analysis sample; t1 and t3 participation as the dependent variable). There was no systematic bias regarding the main effect of study group (intervention vs control; \( P = .24 \)) and the interactions between study group and gender (\( P = .61 \)), study group and age (\( P = .56 \)), or study group and grade (grades 7-11; \( P = .10 \)). However, there was systematic bias regarding the interaction of study group (0=control and 1=intervention) and smoking status (0=no tobacco consumption during the last 30 days and 1=at least one regular or straw cigarette, water pipe/hookah, or e-cigarette; odds ratio [OR] 0.63, 95% CI 0.42-0.94, \( P = .02 \)). Among smokers, there were fewer dropouts in the intervention group than in the control group. For nonsmokers, the dropout rates were about the same in both study groups (intervention group/smoker: 52.1%, 114/219 dropout; control group/smoker: 63.4%, 116/183 dropout; intervention group/nonsmoker: 39.0%, 409/1084 dropout; control group/nonsmoker: 39.6%, 356/898 dropout).

The dropout probability differed for the main effects of four characteristics: smoking status (OR 2.67, 95% CI 1.95-3.66, \( P < .001 \)), gender (OR 1.57, 95% CI 1.24-2.00, \( P < .001 \)), age (OR 1.14, 95% CI 1.09-1.19, \( P < .001 \)), and academic performance (OR 1.39, 95% CI 1.27-1.53, \( P < .001 \)). Age and academic performance were used as the metric. The ORs represented a change in the characteristic by one level.

Dropouts distorted the remaining sample for the analysis in four directions: younger age, more girls, students with better performance, and fewer smokers. Reasons for loss to follow-up included identifier code not assignable, change of school, unauthorized absence from class (truancy), illness, or grade retention.

Intervention: Education Against Tobacco

The EAT school-based intervention comprises a 90-minute module in the classroom setting (about 25 students per class) delivered by two medical students per classroom. The intervention was implemented by 36 volunteering medical students from the Federal University of Ouro Preto EAT group who received standardized training in advance, which was monitored via a performance questionnaire by the instructor. The program covered features of smoking that students can relate to in their everyday life in a gain-framed and interactive manner, which also involved a three-dimensional facial-aging app, “Smokerface,” developed by EAT. The intervention is described in detail in our study protocol [42].

Outcomes

The primary outcome was the difference in smoking prevalence from baseline (t1) to 12 months of follow-up (t3) in the control group versus the difference from t1 to t3 in the intervention group. The differences in smoking behavior (smoking onset, quit attempts) between the two groups were studied as secondary outcomes, along with gender-specific effects.

Data Entry

Data entry was performed manually at the Federal University of Ouro Preto in Brazil, using Microsoft Excel (Microsoft Corp, Redmond, WA, USA) and SPSS (IBM Corp, Armonk, NY, USA).

Statistical Analyses

We used chi-square tests, t tests, and Fisher exact tests to examine baseline differences. The effects of predictors (gender...
and social characteristics) on smoking behavior at 12 months were calculated using robust panel logistic regression analysis. The significance level was set at 5% for t tests (two-sided) with 95% CIs (two-sided). Statistical analyses were performed using SPSS version 23 (IBM Corp, Armonk, NY, USA). The group allocation of the study sample was based on class level. Statistically robust panel logistic regression was used (SPSS GENLINMIXED procedure) to account for clustering. This procedure was also used to calculate the difference in the smoking prevalence from baseline to 12-month follow-up in the control group versus that in the intervention group (primary outcome). The number needed to treat (NNT) was calculated for the total effect (preventing smoking onset and initiating quit attempts).

Ethics Approval and Consent to Participate
In accordance with Guidelines for Good Epidemiologic Practice [43], the study protocol was submitted for approval to the responsible ethics committee (Federal University of Ouro Preto, Brazil) and consent was obtained. All legal and data protection issues were discussed with the responsible authorities, and all participants were required to provide informed consent.

Results
Baseline Data
The mean age of the 2348 participants at baseline (Multimedia Appendix 1) was 14.8 years (range 12-21 years), and 50.72% (1191/2348) were female. At baseline, the survey identified 7.79% (183/2348) of participants as regular cigarette smokers, 12.05% (283/2348) as straw cigarette smokers, 4.64% (109/2348) as water pipe/hookah smokers, and 2.21% (52/2348) as e-cigarette smokers.

New derived variables were calculated for the analyses. In total, 14.78% (347/2348) of participants had smoked at least one regular or straw cigarette during the past 30 days, 5.88% (138/2348) had used a new tobacco product during the past 30 days (new tobacco product defined as water pipe/hookah or e-cigarettes), and 17.12% (402/2348) had used at least one of these during the past 30 days (regular/straw cigarettes, water pipe/hookah, or e-cigarette). The last characteristic was used as the criterion for the primary outcome and did not differ between the randomly assigned treatment groups at baseline (P=.83, Multimedia Appendix 1). However, there were strong influences of age, grade, and school performance on smoking behavior (Multimedia Appendix 2).

Follow-Up Data
Data analyses were based on the originally assigned groups (Table 1). There were 744 students in the intervention group and 609 in the control group who participated in the survey at both baseline and at 12-month follow-up that could be identified (baseline sample N=2348; prospective sample: n=1353; lost to follow-up: n=995).

From baseline to 12-month follow-up, the smoking prevalence increased from 11.0% (67/609) to 20.9% (127/609) in the control group and from 14.1% (105/744) to 15.6% (116/744) in the intervention group (NNT=19), with an effect for female gender (control 12.4%, 43/346 to 18.8%, 65/346 vs intervention 13.1%, 54/411 to 14.6%, 60/411) and an even greater effect for males (control 9.1%, 24/263 to 23.6%, 62/263 vs intervention 15.3%, 51/333 to 16.8%, 56/333) (Table 1).

Primary Outcome
The difference in the change in smoking prevalence between the control and intervention groups was statistically significant at 8.1% (95% CI 3.5%-12.7%, P<.001, t test calculated from estimated parameters). Smoking prevalence increased over the 12 months in both groups. However, in the intervention group, smoking only increased by 1.5% (95% CI -1.5% to 4.5%) compared to a 9.6% (95% CI 6.1%-13.1%) increase in the control group (Table 2).

Table 2 was calculated using the GENLINMIXED procedure (SPSS version 23) for a binomially distributed dependent variable with logit-link and an unstructured covariance matrix. Degrees of freedom were adjusted using the Satterthwaite approximation, and robust estimates were used. The class affiliation was used as random factor, meaning the clustered structure of the experimental design was taken into account. Age and academic performance at baseline were used for model adjustment. Academic performance was dichotomized as 0=good and very good; 1=reasonable, poor, and very poor. The (significant) influence of age and academic performance remained constant for the estimation of prevalence.

Secondary Outcomes
The intervention effect could be explained by the EAT program preventing adolescents from starting smoking as well as encouraging quitting attempts, as can be seen in Table 3.

If the intervention and control group were additionally differentiated according to gender, there were four groups (Table 4). Smoking prevalence increased in all four groups. In the intervention group (both males and females), smoking increased by 1.5%. However, in the control group, the increase in smoking prevalence differed for males and females: 13.6% for males and 6.4% for females.

The difference in the change in smoking prevalence between the control and intervention groups was statistically significant among males (difference 12.1%, 95% CI 5.0%-19.1%, P<.001; t test calculated from estimated parameters). However, the difference in the change in smoking prevalence between the control and intervention groups was not statistically significant for females (difference 4.9%, 95% CI -0.7% to 10.4%, P=.09; t test calculated from estimated parameters). If only the control group was considered, the difference in the increase in smoking prevalence between males and females was significant (P=.049, t test). Figure 2 illustrates the gender-specific findings.
Table 1. Smoking prevalence at baseline (t1) and at the 6- (t2) and 12-month (t3) follow-ups.

<table>
<thead>
<tr>
<th>Time point&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Total sample, n (%)</th>
<th>Intervention group, n (%)</th>
<th>Control group, n (%)</th>
<th>Number needed to treat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>172/1353 (12.7)</td>
<td>105/744 (14.1)</td>
<td>67/609 (11.0)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>150/899 (16.7)</td>
<td>64/472 (13.6)</td>
<td>86/427 (20.1)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>243/1353 (18.0)</td>
<td>116/744 (15.6)</td>
<td>127/609 (20.9)</td>
<td>19/12&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>97/757 (12.8)</td>
<td>54/411 (13.1)</td>
<td>43/346 (12.4)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>86/518 (16.6)</td>
<td>39/266 (14.7)</td>
<td>47/252 (18.7)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>125/757 (16.5)</td>
<td>60/411 (14.6)</td>
<td>65/346 (18.8)</td>
<td>24</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>75/596 (12.6)</td>
<td>51/333 (15.3)</td>
<td>24/263 (9.1)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>64/381 (16.8)</td>
<td>25/206 (12.1)</td>
<td>39/175 (22.3)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>118/596 (19.8)</td>
<td>56/333 (16.8)</td>
<td>62/263 (23.6)</td>
<td>15</td>
</tr>
<tr>
<td><strong>Grade at baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>25/341 (7.3)</td>
<td>19/213 (8.9)</td>
<td>6/128 (4.7)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>30/208 (14.4)</td>
<td>12/133 (9.0)</td>
<td>18/75 (24.0)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>56/341 (16.4)</td>
<td>28/213 (13.1)</td>
<td>28/128 (21.9)</td>
<td>11</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>40/296 (13.5)</td>
<td>34/192 (17.7)</td>
<td>6/104 (5.8)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>38/185 (20.5)</td>
<td>24/114 (21.1)</td>
<td>14/71 (19.7)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>52/296 (17.6)</td>
<td>27/192 (14.1)</td>
<td>25/104 (24.0)</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>14/86 (16.3)</td>
<td>6/34 (17.6)</td>
<td>8/52 (15.4)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>14/56 (25.0)</td>
<td>3/10 (30.0)</td>
<td>11/46 (23.9)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>19/86 (22.1)</td>
<td>9/34 (26.5)</td>
<td>10/52 (19.2)</td>
<td>−14</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>48/317 (15.1)</td>
<td>18/116 (15.5)</td>
<td>30/201 (14.9)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>45/245 (18.4)</td>
<td>14/96 (14.6)</td>
<td>31/149 (20.8)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>61/317 (19.2)</td>
<td>23/116 (19.8)</td>
<td>38/201 (18.9)</td>
<td>−108</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>45/313 (14.4)</td>
<td>28/189 (14.8)</td>
<td>17/124 (13.7)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>23/205 (11.2)</td>
<td>11/119 (9.2)</td>
<td>12/86 (14.0)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>55/313 (17.6)</td>
<td>29/189 (15.3)</td>
<td>26/124 (21.0)</td>
<td>18</td>
</tr>
<tr>
<td><strong>Academic performance&lt;sup&gt;c&lt;/sup&gt; (at baseline)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>28/335 (8.4)</td>
<td>21/197 (10.7)</td>
<td>7/138 (5.1)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>24/216 (11.1)</td>
<td>12/122 (9.8)</td>
<td>12/94 (12.8)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>43/335 (12.8)</td>
<td>25/197 (12.7)</td>
<td>18/138 (13.0)</td>
<td>283</td>
</tr>
<tr>
<td>Good</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>68/577 (11.8)</td>
<td>40/299 (13.4)</td>
<td>28/278 (10.1)</td>
<td></td>
</tr>
<tr>
<td>Time point&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Total sample, n (%)</td>
<td>Intervention group, n (%)</td>
<td>Control group, n (%)</td>
<td>Number needed to treat</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------------</td>
<td>----------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>t2</td>
<td>54/411 (13.1)</td>
<td>23/212 (10.8)</td>
<td>31/199 (15.6)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>87/577 (15.1)</td>
<td>37/299 (12.4)</td>
<td>50/278 (18.0)</td>
<td>18</td>
</tr>
<tr>
<td>Reasonable</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>64/363 (17.6)</td>
<td>34/201 (16.9)</td>
<td>30/162 (18.5)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>53/214 (24.8)</td>
<td>19/105 (18.1)</td>
<td>34/109 (31.2)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>91/363 (25.1)</td>
<td>42/201 (20.9)</td>
<td>49/162 (30.2)</td>
<td>11</td>
</tr>
<tr>
<td>Poor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>9/57 (15.8)</td>
<td>7/34 (20.6)</td>
<td>2/23 (8.7)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>14/43 (32.6)</td>
<td>8/25 (32.0)</td>
<td>6/18 (33.3)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>16/57 (28.1)</td>
<td>9/34 (26.5)</td>
<td>7/23 (30.4)</td>
<td>25</td>
</tr>
<tr>
<td>Very poor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1</td>
<td>3/21 (14.3)</td>
<td>3/13 (23.1)</td>
<td>0/8 (0.0)</td>
<td></td>
</tr>
<tr>
<td>t2</td>
<td>5/15 (33.3)</td>
<td>2/8 (25.0)</td>
<td>3/7 (42.9)</td>
<td></td>
</tr>
<tr>
<td>t3</td>
<td>6/21 (28.6)</td>
<td>3/13 (23.1)</td>
<td>3/8 (37.5)</td>
<td>7</td>
</tr>
</tbody>
</table>

<sup>a</sup>The case number at t1 and t3 corresponds to all participants at t3 (N=1353, the basis for the analysis of the primary outcome). For better comparability, only cases are used for t2 that were also present at t3 (N=899).

<sup>b</sup>The NNT is 12 if the baseline differences are taken into account.

<sup>c</sup>Academic performance was assessed by the students themselves through one single 5-point Likert scale item in the study questionnaire.

**Table 2.** Change in smoking prevalence in the intervention and control groups from baseline to 12-month follow-up.

<table>
<thead>
<tr>
<th>Pairwise contrasts</th>
<th>Survey wave pairwise contrasts</th>
<th>Contrast estimate</th>
<th>SE</th>
<th>t (df)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>95% CI&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
<td>12-month follow-up from baseline</td>
<td>0.015</td>
<td>0.015</td>
<td>0.975 (883)</td>
<td>.33</td>
<td>−0.015, 0.045</td>
</tr>
<tr>
<td>Control</td>
<td>12-month follow-up from baseline</td>
<td>0.096</td>
<td>0.018</td>
<td>5.413 (714)</td>
<td>&lt;.001</td>
<td>0.061, 0.131</td>
</tr>
<tr>
<td>Difference in change</td>
<td>Control and intervention groups</td>
<td>0.081</td>
<td>0.023</td>
<td>3.456 (1595)</td>
<td>&lt;.001</td>
<td>0.035, 0.127</td>
</tr>
</tbody>
</table>

<sup>a</sup>The sequential Sidak adjusted significance level is .05.

<sup>b</sup>Confidence interval bounds are approximate.

**Table 3.** Nominal and percentage effects of the intervention on the smoking status (secondary outcomes) from baseline to 12-month follow-up (N=1353; P=.001 [Fisher test]).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Prospective smoking status (t1-t3)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Remained a nonsmoker (n=1041)</td>
<td>Started smoking (n=140)</td>
<td>Quit smoking (n=69)</td>
<td>Remained a smoker (n=103)</td>
<td></td>
</tr>
<tr>
<td>Control group, n (%)</td>
<td>460 (75.5)</td>
<td>82 (13.5)</td>
<td>22 (3.6)</td>
<td>45 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Intervention group, n (%)</td>
<td>581 (78.1)</td>
<td>58 (7.8)</td>
<td>47 (6.3)</td>
<td>58 (7.8)</td>
<td></td>
</tr>
</tbody>
</table>

The change in smoking behavior was also examined separately for the intervention and control groups. In the control group, there was a 13.5% change from nonsmokers to smokers, but only a 3.6% change from smokers to nonsmokers. The proportion of smokers in the control group increased from 11.0% to 20.9%. This difference was statistically significant (P<.001, McNemar test). However, in the intervention group, the changes from smokers to nonsmokers and from nonsmokers to smokers were roughly balanced. The proportion of smokers increased moderately from 14.1% (105/744) to 15.6% (116/744), but the difference was not significant (P=.34, McNemar test). This suggests the intervention prevented a further increase in the proportion of smokers.

The differences in change in smoking prevalence from baseline to 12-month follow-up between the intervention and control groups were increased in participants with low school performance (Table 5). Dichotomized academic performance at baseline was used for the calculation (0=good or very good; 1= reasonable, poor, or very poor).
Table 4. Nominal and percentage effects of the intervention on smoking status by gender.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Prospective smoking status (t1-t3)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Remained a nonsmoker (n=1041)</td>
<td>Started smoking (n=140)</td>
<td>Quit smoking (n=69)</td>
<td>Remained a smoker (n=103)</td>
</tr>
<tr>
<td>Control group, n (%)</td>
<td>Total</td>
<td>460 (75.5)</td>
<td>82 (13.5)</td>
<td>22 (3.6)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>267 (77.2)</td>
<td>36 (10.4)</td>
<td>14 (4.0)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>193 (73.4)</td>
<td>46 (17.5)</td>
<td>8 (3.0)</td>
</tr>
<tr>
<td>Intervention group, n (%)</td>
<td>Total</td>
<td>581 (78.1)</td>
<td>58 (7.8)</td>
<td>47 (6.3)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>324 (78.8)</td>
<td>33 (8.0)</td>
<td>27 (6.6)</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>257 (77.2)</td>
<td>25 (7.5)</td>
<td>20 (6.0)</td>
</tr>
<tr>
<td>Total (n)</td>
<td>Female</td>
<td>591</td>
<td>69</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>450</td>
<td>71</td>
<td>28</td>
</tr>
</tbody>
</table>

Figure 2. Effects of the intervention on smoking status by gender.
Table 5. Effect of school performance on the change in the prevalence of smoking, calculated with GENLINMIXED.

<table>
<thead>
<tr>
<th>Academic performance and treatment</th>
<th>Survey wave pairwise contrasts</th>
<th>Contrast estimate</th>
<th>SE</th>
<th>( t (df) )</th>
<th>Adjusted significance(^a)</th>
<th>95% CI(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not good</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>12-month follow-up from baseline</td>
<td>0.041</td>
<td>0.038</td>
<td>1.094 (356)</td>
<td>.28</td>
<td>−0.033, 0.115</td>
</tr>
<tr>
<td>Control</td>
<td>12-month follow-up from baseline</td>
<td>0.138</td>
<td>0.033</td>
<td>4.141 (1155)</td>
<td>&lt;.001</td>
<td>0.073, 0.203</td>
</tr>
<tr>
<td>Good</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention</td>
<td>12-month follow-up from baseline</td>
<td>0.002</td>
<td>0.014</td>
<td>0.145 (2077)</td>
<td>.89</td>
<td>−0.026, 0.031</td>
</tr>
<tr>
<td>Control</td>
<td>12-month follow-up from baseline</td>
<td>0.077</td>
<td>0.020</td>
<td>3.936 (754)</td>
<td>&lt;.001</td>
<td>0.039, 0.116</td>
</tr>
</tbody>
</table>

\(^a\)The sequential Sidak adjusted significance level is .05.
\(^b\)Confidence interval bounds are approximate.

**Discussion**

**Principal Findings**

To our knowledge, this is the first randomized trial on school-based tobacco prevention in Brazil that showed significant (\(P<.01\)) results in favor of the intervention. From baseline to the 12-month follow-up, the smoking prevalence increased from 11.0% to 20.9% in the control group and from 14.1% to 15.6% in the intervention group. This effect was increased for students with low educational background (ie, with low academic performance), which suggests that the intervention may contribute to reducing social inequalities among Brazilian adolescents, which are enhanced by tobacco addiction [44-48]. In addition, this study represents the first time the current (2015) EAT school curriculum was prospectively evaluated globally. Therefore, our findings have high relevance for the global EAT network (educationtobacco.org). In Brazil, EAT is currently established at 15 Brazilian medical schools, with more than 200 medical students volunteering to educate more than 8000 adolescents per year. Therefore, our findings also have high local relevance. Considering the NNT we found in this study (NNT=12 with baseline differences taken into account) and the current structure of EAT in Brazil (8000 adolescents covered annually), we can extrapolate that 667 Brazilian adolescents per year (8000/12) either quit smoking or do not start smoking due to EAT.

Local and international observations indicate that school-based prevention strongly motivated medical students within EAT for further tobacco control activities, such as engaging with politicians or improving medical education in regard to smoking cessation by organizing elective courses for their peers [13]. In Brazil, a national tobacco control award was organized by local medical students involved with EAT to recognize the best idea for enhancing tobacco control [49].

**Limitations**

**Lack of Biochemical Validation**

Originally, we planned to biochemically validate our findings via carbon monoxide measurements with a portable CO analyzer “Smokerlyzer piCO+” (Bedfont Scientific, Maidstone, United Kingdom) that was purchased for the study [42]. However, random measurements were not possible as some schools and teachers refused to participate. This made systematic collection impossible, and we were not able to collect a sample for analysis.

**Generalizability**

As our research was not conducted multinationaly, we cannot generalize our results to different countries and cultural backgrounds. However, the similarity between the results found here and the ones found in our German studies [17-19] increases the international validity of our research. Also, as this study was performed in the setting of Brazilian public schools, the results might not be generalizable to private schools. The fact that there were some students aged 18 to 21 years in our study (the normal expected age range for grades 7-11 would be 12-17 years) may reflect higher rates of grade retention in public schools. Nevertheless, after excluding those participants aged 18 to 21 years (117/2348), we repeated all statistical analyses (data not shown) and noted that the significant results found for the total number of students remained the same.

**Comparison With Prior Work in Brazil**

This is the first randomized trial on school-based tobacco prevention in Brazil that showed significant (\(P<.01\)) results in favor of the intervention. Prior work failed to show such an effect mainly due to lack of sample size, funding, and incompletely implemented interventions [11,12]. By using motivated volunteer medical students, we were not dependent on the participation and training of teachers but had a preselected enthusiastic team that achieved complete implementation in the intervention classes. However, although the use of medical students has many benefits [13], it limits the number of adolescents that may be reached by the intervention.

**Conclusions**

The EAT intervention prevents smoking by encouraging quitting and preventing smoking onset, especially among males and students with low educational background.
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Abstract

Background: Mobile technologies are emerging as tools to enhance health service delivery systems and empower clients to improve maternal, newborn, and child health. Limited evidence exists on the value for money of mobile health (mHealth) programs in low- and middle-income countries.

Objective: This study aims to forecast the incremental cost-effectiveness of the Mobile Technology for Community Health (MOTECH) initiative at scale across 170 districts in Ghana.

Methods: MOTECH’s “Client Data Application” allows frontline health workers to digitize service delivery information and track the care of patients. MOTECH’s other main component, the “Mobile Midwife,” sends automated educational voice messages to mobile phones of pregnant and postpartum women. We measured program costs and consequences of scaling up MOTECH over a 10-year analytic time horizon. Economic costs were estimated from informant interviews and financial records. Health effects were modeled using the Lives Saved Tool with data from an independent evaluation of changes in key services coverage observed in Gomoa West District. Incremental cost-effectiveness ratios were presented overall and for each year of implementation. Uncertainty analyses assessed the robustness of results to changes in key parameters.

Results: MOTECH was scaled in clusters over a 3-year period to reach 78.7% (170/216) of Ghana’s districts. Sustaining the program would cost US $17,618 on average annually per district. Over 10 years, MOTECH could potentially save an estimated 59,906 lives at a total cost of US $32 million. The incremental cost per disability-adjusted life year averted ranged from US $174 in the first year to US $6.54 in the tenth year of implementation and US $20.94 (95% CI US $20.34-$21.55) over 10 years. Uncertainty analyses suggested that the incremental cost-effectiveness ratio was most sensitive to changes in health effects, followed by personnel time. Probabilistic sensitivity analyses suggested that MOTECH had a 100% probability of being cost-effective above a willingness-to-pay threshold of US $50.

Conclusions: This is the first study to estimate the value for money of the supply- and demand-side of an mHealth initiative. The adoption of MOTECH to improve MNCH service delivery and uptake represents good value for money in Ghana and should be considered for expansion. Integration with other mHealth solutions, including e-Tracker, may provide opportunities to continue or combine beneficial components of MOTECH to achieve a greater impact on health.
child health; frontline health workers; Ghana; health information systems; maternal health; mHealth; mobile phone; newborn health

Introduction

Globally, an estimated 273,500 maternal and 6.3 million child deaths occur each year; nearly half are in sub-Saharan Africa [1,2]. Ghana, home to 24.5 million people, is estimated to have 3,100 maternal and 56,000 child deaths annually [3]. While maternal and child mortality rates have both declined by 30% between 2000 and 2012, the rate of reduction annually over the last decade has not been enough for Ghana to achieve the Millennium Development Goals’ targets for maternal and child health [3]. Public health programs that aim to capitalize on mobile health (mHealth) technologies are emerging as potentially novel and effective strategies to address critical health system constraints [4-7]. Over the last decade, more than 600 documented mHealth strategies and comprehensive programs have been introduced globally, and innumerable small-scale pilots are in development or underway [8]. Ghana has seen a similar proliferation of mHealth programs alongside increasing rates of phone usage in the population: at least 22 different projects have been piloted since 2004 [5,9]. While evidence exists on the effectiveness of mHealth programs in improving health outcomes, fewer studies have investigated the cost-effectiveness of these new technology-supported solutions [7,10-14]. While there is broad consensus on the potential for mHealth solutions to improve the management of health systems, provider performance, and empower clients [15], several technical complexities, including network coverage, technology use, and data flow, when coupled with limited information on the effectiveness and cost-effectiveness, have impeded efforts to sustain and scale programs in areas with limited resources.

The Mobile Technology for Community Health (MOTECH) program aims to empower pregnant women and new mothers to improve knowledge and utilization of services through mobile phone-based voice messages on maternal, newborn, and child health (MNCH) and system-managed appointment reminders and alerts for important care visits. Simultaneously, MOTECH supports frontline health workers in collecting patient-level clinical information, improving data-reporting processes, and improving the timeliness and continuity of MNCH service delivery for clients in their catchment area [16,17]. The program was first initiated in 2009 in community-level health facilities in the Upper East Region of Ghana and later expanded to the Central, Greater Accra, and Volta Regions. To date, implementation has occurred in all public health centers and rural frontline health facilities in 7 districts: 24 health centers and 83 Community-based Health Planning and Services (CHPS) facilities.

To complement efforts to evaluate the effectiveness of MOTECH [18,19], we sought to determine the incremental cost-effectiveness of MOTECH as compared to existing health services in 170 districts over a 10-year analytic time horizon (2015-2024). Study findings aim to support evidence-based decision making on the value for money of MOTECH. This is the first study of its kind on the cost-effectiveness of an mHealth solution in Ghana and one of few globally on mHealth strategies for enhancing community-based MNCH services through the support of frontline health workers [20].

Methods

Study Setting

Ghana’s estimated population of 24.5 million is spread across 216 districts. Health services in the public sector are delivered through community CHPS facilities, health centers, and district and regional hospitals with varying rates of public sector service utilization. MNCH indicators have improved with the help of policies such as the Free Maternal Care Policy and National Health Insurance; however, maternal mortality (380 per 100,000 live births) and infant mortality (49 per 1000 live births) rates did not decrease sufficiently to reach 2015 targets, and socioeconomic and geographic differences continue to reflect inequalities in health service utilization and outcomes [1,3,21]. Utilization of at least 1 antenatal care (ANC) session is nearly universal, and 84% of women attend 4 or more ANC visits, nearly 30% of deliveries are not attended by a skilled birth attendant, and almost 20% do not receive postnatal care [22].

In an effort to catalyze improvements in the quality and continuity of care during pregnancy and postpartum, the MOTECH program launched in August 2010 in Kassena-Nankana West District in the Upper East Region of Ghana and in 2011 in Awutu Senya District in the Central Region. In 2012, with added funding from United States Agency for International Development and the Bill and Melinda Gates Foundation (BMGF), MOTECH was expanded into new districts: Dangme East in Greater Accra, South Tongu in the Volta region, and Gomoa West in Central region. Gomoa West was selected for an independent evaluation led by Healthcare Innovation Technology Lab in partnership with the University of Ghana School of Public Health. Because of the availability of data on health effects, data from Gomoa West were used in this analysis to forecast the costs and consequences of program expansion to 170 districts across Ghana.

Gomoa West is a semirural coastal district of the Central Region with a population of 135,139 [23]. Health services in Gomoa West are delivered through 17 CHPS facilities (1 per 7949 population), 4 health centers (1 per 33,785 population), and 1 district hospital [16]. Population and health systems characteristics for the remaining 169 districts were drawn from the 2010 Population and Housing Census, including district-division and population statistics, data on the number of health facilities, and human resources [23,24].
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Program Description

MOTECH, a partnership between Grameen Foundation and GHS, aims to improve service delivery and access to MNCH services through 2 components: Mobile Midwife and Client Data Application (CDA). Mobile Midwife is a demand-side intervention, which aims to improve client knowledge and awareness of key health information during pregnancy and postpartum, with the goal of stimulating best practices and encouraging timely and appropriate service utilization. Under Mobile Midwife, registered pregnant women and mothers of infants are provided with a MOTECH identification number and receive weekly local-language interactive voice response messages on pregnancy and infant care and appointment reminders for routine clinical visits on their mobile phones (Multimedia Appendix 1). To complement demand generation through Mobile Midwife, the CDA of MOTECH allows frontline health workers affiliated with CHPS facilities and health centers to use mobile phones to digitize clinical care information to better track and deliver care to women of reproductive age, including pregnant women and children <5 years of age. CDA consists of simplified digital registers consolidating information previously collected in over a dozen paper-based registers in health centers and CHPS facilities. Data elements recorded onto mobile phones are used to generate monthly reports as well as care reminders and alerts sent to both the clients and nurses along with a weekly list of care defaulters in need of follow-up in their catchment area [16]. The input of digitized health data activates the automated system to cross-reference national care protocols, identify appropriate reminders or alerts to clients and nurses, and send voice messages. The MOTECH program also facilitates data reporting by summarizing facility statistics for a report to the district, although the reporting system is not directly interoperable with the government health information system.

As part of this analysis, we forecasted the costs and consequences of scaling up MOTECH activities to 170 districts across Ghana, mirroring the implementation activities conducted in Gomoa West. Program activities were provided in 3 phases: development (6 months), start-up (6 months), and ongoing support to implementation (Table 1). Development encompasses all central activities, such as national stakeholder meetings, which are necessary to prepare for the initiation of the program. Start-up includes all central- and local-level activities required to initiate the program, including district profiling, content localization, orientations, and training. Implementation refers to ongoing activities required to sustain the program and includes salary support for personnel at all levels for ongoing monitoring and evaluation as well as recurrent telecommunications and data usage costs, which assume no fluctuation for agreements with mobile network operators from what was established in the MOTECH program in Gomoa West. Development and start-up phase activities occur at the program’s inception and are considered capital investments that are annualized across the life of the program. Some activities were modified for national scale from the original Grameen Foundation MOTECH project in Gomoa West: instead of mass registration campaigns for enrollment, the national program would assume point-of-care enrollment at health facilities. Recurring costs such as personnel, utilities, and vehicle maintenance are included in all phases.

To initiate MOTECH activities at scale, a 3-year national rollout plan was designed to begin in 3 regions, with 5 districts in each region conducting start-up activities simultaneously supported by key central and regional support staff for training, program administration, and technical support (Table 2). Additional districts could be brought on board within those regions once the first districts completed all development activities and had moved on to start-up or implementation phases of the program. GHS successfully upgraded from District Health Information System (DHIS) version 1 to the current DHIS 2 in only 6 months, and although this is promising for the capacity and experience with digital health solutions, the roll out of MOTECH activities at scale would require significant oversight capacity for additional health worker training, equipment replacement, and data monitoring [25].
Table 1. Program costs by phase and activity for the gradual rollout of Mobile Technology for Community Health (MOTECH) to 170 districts from 2015-2024.

<table>
<thead>
<tr>
<th>Program activities</th>
<th>National program activity description and input</th>
<th>Total cost (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Development</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program design</td>
<td>National leadership meetings among central program leadership, regional, and district health management teams</td>
<td>36,800</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>Voice message program national negotiations and ongoing partnership with telecommunications companies, infrastructure establishment to manage call system</td>
<td>23,480</td>
</tr>
<tr>
<td>Technology</td>
<td>Platform support and server hosting</td>
<td>16,907</td>
</tr>
<tr>
<td>Personnel</td>
<td>Central, regional, and district staff time allocated to develop the program for each district</td>
<td>596,955</td>
</tr>
<tr>
<td>Subtotal development</td>
<td></td>
<td>698,647</td>
</tr>
<tr>
<td>Subtotal development costs per district per year</td>
<td></td>
<td>4,110</td>
</tr>
<tr>
<td><strong>Start-up</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>District profiling</td>
<td>Profile data on health system facilities and telecommunication infrastructure compiled by district health management teams</td>
<td>150,919</td>
</tr>
<tr>
<td>Content localization</td>
<td>Voice health messaging content standardized, translated, recorded, and tested for 9 recognized national languages</td>
<td>30,690</td>
</tr>
<tr>
<td>Equipment</td>
<td>Phone purchases for facilities to use for MOTECH mHealth application platform, additional staff equipment</td>
<td>2,471,799</td>
</tr>
<tr>
<td>Customer support</td>
<td>Customer service referral system for technical or programmatic issues</td>
<td>249,746</td>
</tr>
<tr>
<td>Training</td>
<td>Orientation for leadership, nurse training on simplified registers and data entry application, and subdistrict program orientation</td>
<td>2,406,578</td>
</tr>
<tr>
<td>Community mobilization</td>
<td>District launch events, durbars, or other marketing</td>
<td>627,638</td>
</tr>
<tr>
<td>Partnership building</td>
<td>Regional steering committee meeting for district program planning and technical steering committees in the district meet monthly for 4 months to direct start-up</td>
<td>10,449</td>
</tr>
<tr>
<td>Vehicle maintenance</td>
<td>Cost to maintain and use existing vehicles without new capital cost purchase</td>
<td>172,082</td>
</tr>
<tr>
<td>Office maintenance</td>
<td>Central office space</td>
<td>86,277</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>Airtime for voice messages, nurse data upload cost</td>
<td>77,166</td>
</tr>
<tr>
<td>Technology</td>
<td>Platform support, server hosting, and system scaling by region for increased call capacity</td>
<td>26,318</td>
</tr>
<tr>
<td>Personnel &amp; benefits</td>
<td>Central, regional, and district staff time allocated to initiating the program for each district</td>
<td>1,193,847</td>
</tr>
<tr>
<td>Subtotal start-up</td>
<td></td>
<td>7,503,508</td>
</tr>
<tr>
<td>Subtotal start-up costs per district per year</td>
<td></td>
<td>44,138</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical groups</td>
<td>District health management teams will include program tasks in current workflow, no added cost</td>
<td>17,810</td>
</tr>
<tr>
<td>Monitoring and evaluation</td>
<td>Routine data entry application use monitoring and data validation</td>
<td>1,700,567</td>
</tr>
<tr>
<td>Continued training</td>
<td>Refresher training and training of new hires</td>
<td>2,140,605</td>
</tr>
<tr>
<td>Equipment &amp; materials</td>
<td>Phone replacement and simplified registers annual set per facility</td>
<td>4,928,480</td>
</tr>
<tr>
<td>Vehicle Maintenance</td>
<td>No vehicle cost in national program</td>
<td>1,078,131</td>
</tr>
<tr>
<td>Field office maintenance</td>
<td>District office space</td>
<td>209,521</td>
</tr>
<tr>
<td>Office maintenance</td>
<td>Central office space</td>
<td>257,036</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>Airtime for voice messages and nurse data upload cost</td>
<td>2,343,275</td>
</tr>
<tr>
<td>Technology maintenance</td>
<td>Data platform and information technology technical assistance</td>
<td>241,582</td>
</tr>
<tr>
<td>Personnel &amp; benefits</td>
<td>Central, regional, and district staff time allocated to maintaining the program</td>
<td>11,218,454</td>
</tr>
<tr>
<td>Subtotal implementation</td>
<td></td>
<td>24,135,461</td>
</tr>
</tbody>
</table>
Program activities | National program activity description and input | Total cost (US $)
--- | --- | ---
Subtotal implementation costs per district per year | | 17,918
Total annualized cost per district per year | | 66,166

a6 months in duration per district.
b6 months in duration per district.
c9 years of implementation annual costs for 45 districts in which MOTECH program activities were initiated in 2015, 8 years for 67 districts in which MOTECH program activities were initiated in 2016, 7 years for 58 final districts in which MOTECH program activities were initiated in 2017.

Table 2. Rollout plan for the Mobile Technology for Community Health program: Reaching 170 districts over 3 years.

<table>
<thead>
<tr>
<th>Ghana regions</th>
<th>Number of districts</th>
<th>Year 1 January-June</th>
<th>Year 1 July-December</th>
<th>Year 2 January-June</th>
<th>Year 2 July-December</th>
<th>Year 3 January-June</th>
<th>Year 3 July-December</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Western</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Greater Accra</td>
<td>5</td>
<td>5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Volta</td>
<td>—</td>
<td>5</td>
<td>5</td>
<td>8</td>
<td>—</td>
<td>—</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Eastern</td>
<td>—</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>—</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>Ashanti</td>
<td>—</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Brong-Ahafo</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>7</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Northern</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Upper East</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Upper West</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>New districts starting up</td>
<td>15</td>
<td>30</td>
<td>39</td>
<td>28</td>
<td>31</td>
<td>27</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>All districts with program costs</td>
<td>15</td>
<td>45</td>
<td>84</td>
<td>112</td>
<td>143</td>
<td>170</td>
<td>170</td>
<td></td>
</tr>
</tbody>
</table>

aNo start-up costs were being incurred in this district.

Costs
Economic costs were estimated from a program perspective for a 10-year analytic time horizon (2015-2024). Program costs were defined as the costs required to develop, start up, and support ongoing implementation. Costs associated with MOTECH activities from 2012-2014 in the district of Gomoa West were used to generate estimates of the resources required to scale up and sustain implementation into 170 districts. Drawing from Grameen Foundation project financial records in Accra, which detailed capital and recurrent expenditures over time for MOTECH in Gomoa West, as well as informant interviews with program staff, we used an ingredients approach to forecast estimates of costs by activity and level of the health system (central, regional, or district) over time for each district. District population estimates were drawn from the 2010 census in Ghana and the model adapted to incorporate differences across districts in numbers of CHPS facilities and health centers [23]. Once collected, costs were converted into US $, using month-appropriate market exchange rates, and then adjusted into 2014 US $ using the 2014 Consumer Price Index for Ghana [26]. Capital costs were annualized over the lifetime of the project or life span of the item as appropriate and discounted at 3% [27]. Development and start-up phase costs were viewed as one-time activities and similarly annualized over the lifetime of the project. Variable costs were anticipated to change with the number of facilities or nurses (mobile phones purchased, refresher training, etc) and adjusted based on population rates in Gomoa West.

Health Effects
Health effects were modeled based on the average intervention effects observed as part of the independent evaluation of MOTECH carried out in Gomoa West and 1 comparison district. Secondary analyses of exit interview data conducted by our team sought to generate an estimate of the average treatment effect of the MOTECH program based on propensity score values. Findings from this analysis suggested a significant increase in the coverage of skilled birth attendants (11%), facility delivery (10%), and measles immunization (6%) following program implementation. No significant changes were observed in pregnant women reporting 4 or more ANC visits, exclusive breastfeeding, the use of modern methods postpartum family planning, and other indicators. Indicators with significant increases in health effects were inputted in to the Lives Saved Tool (LiST) in Spectrum version 4.7. Increases in coverage were assumed to increase linearly but not anticipated to increase at the same rate over time. When intervention coverage surpassed 75%, the rate of coverage increase was adjusted by half; above 90% overall intervention coverage, the...
rate of increase is again halved; and for any intervention, cannot increase beyond 99%. These breakpoints help to adjust expectations of increases in coverage with the model’s time horizon. The disability-adjusted life years (DALYs) averted were calculated with a 3% discount rate, no age weighting, and life expectancy of 65.5 years as reported in the 2010 Census [23,28]. In the absence of data on disabilities, DALYs are based on years of life lost only.

Analyses
Analyses of incremental costs and effects were conducted in Microsoft Excel. To test for uncertainty, one-way and probabilistic sensitivity analyses were conducted. The latter was carried out in Microsoft Excel using Monte Carlo simulation with 1000 iterations per analysis. The resulting mean point estimate was obtained by dividing mean costs by mean effects and presented along with the 95% CI. A cost-effectiveness plane and cost-effectiveness acceptability curve (CEAC) were used to calculate the probability that the intervention would be cost-effective for each of a number of standard thresholds of cost-effectiveness. Cost-effectiveness was ultimately determined according to thresholds set forth by the Commission for Macroeconomics and Health and World Health Organization in 2002, which stipulate that an intervention is “highly cost-effective” and “cost-effective” at 1 and 3 times the value of per capita gross domestic product per DALY averted, respectively. To facilitate comparison with alternative resource uses, we additionally compared findings against those available in the literature, including the Disease Control Priorities Project, third edition that highlights low-cost, high-priority interventions for key regions for the world, including sub-Saharan Africa.

Results

Costs
Table 1 presents program costs by phase and activity for the 10-year time horizon taking into account the rollout plan shown (Table 2). The mean annualized cost per district over the 10 years of the MOTECH-modeled program is US $237,745: US $4,110 per district for central development and program planning activities over 6 months, US $44,138 to initiate the program over 6 months, and US $17,918 to sustain the program annually. Development phase costs, which include program design, telecommunications negotiation, and system development from existing technology, are all incurred at a central level. Personnel costs accounted for 85% (US $596,955/US $698,647) of total costs in that phase. Start-up costs include some central- and some district-level activities, such as district profiling, content localization for health messaging, customer support, training for all health workers and district health teams, community mobilization through durbars or community meetings, and more. The main cost drivers in this phase are mobile phone device purchase and district-wide training, which together account for over 65% (US $4,878,377/US $7,503,508) of total start-up phase costs. During the years of program implementation, costs at the district level are focused on technical working group meetings, monitoring and evaluation, refresher and new hire training, and technical support and maintenance of the system. Costs in this phase are also driven primarily by personnel (47%, US $11,218,454/US $24,135,461), equipment (20%, US $4,928,480/US $24,135,461) including phone replacement and annual registry replacement costs as well as airtime and data costs (10%, US $2,343,275/US$24,135,461) associated with health messaging and appointment reminders.

Health Effects
Multimedia Appendix 2 present data on health effects adjusted for district rollout and duration of program implementation. Based on incremental changes in facility delivery, skilled birth attendance, and measles coverage, a total of 6298 maternal deaths, 33,797 child deaths, and 19,811 stillbirths would be averted over the 10-year analytic time horizon. This would correlate to a yearly average decrease in the <5 mortality rate by 4 per 1000 births. While the program is not anticipated to save lives in the first year of implementation, a total of 483 lives would be saved in Year 2; 59.6% (288/483) of these are child deaths averted, 31.5% (152/483) stillbirths averted, and 8.9% (43/483) deaths averted. By Year 10, when implementation would have occurred in all 170 districts for at least 7 years, a total of 11,938 lives would be saved. Cumulative lives saved over the 10-year analytic time horizon are anticipated to correspond to 1,550,028 DALYs averted.

Incremental Cost-Effectiveness
Multimedia Appendix 3 presents data on the incremental cost-effectiveness of MOTECH based on deterministic values draw from 10 year estimates of costs and consequences implementation across 170 districts. The deterministic costs per DALY averted decreased over time with increasing scale and coverage from US $173.62 in Year 1 to US $6.54 in Year 10. Probabilistic estimates of the total cost per DALY averted and total cost per death averted after 10 years are US $20.92 (95% CI US $20.34-$21.55) and US $586.72 (95% CI US $569.36-$604.09), respectively.

Uncertainty Analyses
Figure 1 presents findings from a 1-way sensitivity analysis. Estimates of the cost per DALY averted are most sensitive to changes in health effects parameters, including estimates of lives saved among children, stillbirths, and mothers as well as personnel costs during implementation. Probabilistic sensitivity analyses sought to explore the effects of varying multiple parameters simultaneously (Multimedia Appendix 3). The cost-effectiveness plane presented in Figure 2 depicts the incremental costs and consequences of 1000 simulations, all of which fall in the northeast quadrant. Figure 3 presents incremental CEACs of MOTECH implementation from 2015-2024 versus status quo in 170 districts of Ghana for varying denominators of DALYs based on cumulative lives saved versus DALYs based on child, maternal, or stillbirths averted. With a gross national income per capita for 2015 of US $1,480 as the threshold, program activities have a 100% probability of being cost-effective. At lower willingness-to-pay thresholds, MOTECH has a 90% probability of being cost-effective above a willingness-to-pay threshold of US $400 and a 50% probability of being cost-effective above a willingness-to-pay threshold of US $500.
willingness-to-pay threshold of US $50 when cumulative lives saved are used to generate DALYs.

**Figure 1.** Tornado diagram showing one-way sensitivity analyses on key drivers of cost-effectiveness. DALYs: disability-adjusted life years.

**Figure 2.** Cost-effectiveness plane of incremental program costs and disability-adjusted life years (DALYs) averted from Mobile Technology for Community Health implementation in 170 districts from 2015-2024.
Discussion

Principal Findings

This study assessed the costs and consequences of implementing an mHealth program—dually providing an interactive voice message system to pregnant and new mothers as well as a health record and reminder system for use by frontline health workers—as compared to the pre-existing health services over 10 years in nearly 80% of districts across Ghana. If implemented across Ghana through 170 districts over 10 years, MOTECH could potentially save an estimated 59,906 lives at a total 10-year cost of US $32 million. Estimates of the total annualized cost per district of US $66,166 were driven by start-up costs including provider training and equipment. The cost to sustain the program once implemented would be US $17,618 on average annually per district. In Ghana’s 2013 government budget, US $264.5 million was earmarked for the health sector of which 72% was specifically directed for primary care [29]. Assuming this directive funding is continued in the modeled MOTECH timeframe with equal allocation to 170 districts, then developing and starting the MOTECH program would equate to 4% of the district budget, and sustaining the program would be less than 1.6%.

Efforts to determine the value for money of MOTECH suggest that program activities are highly cost-effective at a total cost per DALY averted of US $20.94 (95% CI US $20.34-$21.55) over 10 years—an estimate that falls well below the gross national income for Ghana of US $1,480 and compares favorably with alternative resource uses [30,31]. As implementation at scale continues and integration with existing or planned digital health solutions occurs it is probable that further declines in costs could be attained, corresponding to even greater improvements in cost-effectiveness. Alternatively, it is also possible that 1 of MOTECH’s components (CDA or Mobile Midwife) could be scaled in isolation, which may also affect value for money estimates. Our analyses did not differentiate the costs and consequences of the subcomponents of MOTECH. However, messaging has been shown to be an effective strategy for client engagement across a number of geographies [7,32,33], and evidence is emerging on its probable cost-effectiveness. In South Africa, a small-scale deployment of MAMA maternal messaging forecasted to scale across 1 province over 5 years reported a US $200 cost per DALY averted [34]—a finding nearly 10 times higher than that estimated for Ghana when maternal messaging is provided in conjunction with the supply-side CDA. Estimates of the value for money of initiatives similar to CDA that digitize patient health records and send alerts and reminders are not yet available in the literature. While such programs may have some effects on improved efficiencies in reporting, in practice, these can be difficult to translate into measurable health outcomes. Mobile e-Tracker, a new feature of the national population health monitoring DHIS2 system in Ghana, is an example of 1 initiative underway that may ultimately take the place of CDA at scale should GHS not opt to expand and sustain MOTECH as this analysis considers. E-Tracker aims to digitize individual client data for aggregation at district, regional, and national levels, a step that may ease reporting and improve the national health information system. To date, implementation has occurred in 200 hospitals around the country, which process, on average, 1000 new admissions per day using ICD-10 codes [25]. Whether e-Tracker will be expanded to the community level and taken up by frontline health workers remains to be seen. In the event that it is, our analyses highlight the potential synergistic effect that concurrent implementation with a demand-generating initiative like Mobile Midwife may have. Early findings on the cost-effectiveness from other programs, such as the Smart Registries Project (OpenSRP), led by the WHO, or the mCARE program in Bangladesh, which have drawn inspiration from the MOTECH strategy of combined client and health worker engagement, echo these results.
suggesting value for money particularly over time and with sufficient scale [35].

**Comparison With Alternative Resource Uses**

Data on the cost-effectiveness of interventions to improve MNCH coverage are emerging [20]. Incremental cost-effectiveness ratios from these studies range from US $79 per DALY averted, for a 10-year forecasted program that supports delivery care in Zambia and US $214 per DALY averted, for a home-care service package that includes community mobilization and health system strengthening aspects in Bangladesh, to US $302 per DALY averted, for a women's group quality improvement collaborative to improve birth outcomes in rural Nepal [20,36-38]. When compared against studies that report findings on the cost per life saved, MOTECH similarly falls well below program alternatives with a cost per death averted of US $586.72 (95% CI US $569.36-$604.09). The quality improvement collaborative in Nepal reported US $8,670 per life saved, the Zambian program supporting delivery care reported US $1,988 per life saved, and a maternal health mobile unit providing outreach services in The Gambia reported a cost per life saved range of US $1,380-$6,414 [20,37-39]. Collectively, these studies suggest that MOTECH, even in its earliest years of implementation, where the cost per DALY averted is US $173.62, is likely to provide good value for money.

In the context of other digital health programs, only a dozen peer-reviewed articles comprise the body of evidence on the value for money of mHealth solutions, including cost-effectiveness analyses (5 studies [40-44]), cost-utility analyses (2 studies [45,46]), and cost-benefit analyses (4 studies [47-50]). Ours is the first effort to forecast costs and consequences of scaling up an mHealth solution and the only study to date of an integrated behavior change communication and service delivery mHealth solution. The effectiveness results may be further improved if the program implementation targeted districts or regions with a worse health status first, in order to have longer implementation and achieve greater effects in those areas.

**Limitations**

This study encompasses several important limitations. Efforts to determine the economic costs of MOTECH implementation were conducted from a program perspective, drawing upon data obtained from a single district. While these costs have been modified to best model potential program expenditure, they do not represent planned government resource use or cost structures. In particular, personnel costs are based on Grameen Foundation personnel in Accra and in Gomoa West rather than GHS personnel or salary costs, as this level of granularity in government expenditure was not available at the time of the analysis. To account for these limitations, we achieved a granular level of cost and activity data that are related to the number of nurses, CHPS facilities, and health centers, which we used to vary mHealth program costs across different districts to best estimate national-scale costs in Ghana. Further sensitivity analyses were used to characterize the effects of changes to these parameters on emerging cost-effectiveness estimates. To forecast the costs of scaling up program activities to 170 districts, we drew from the most recent census data available, the 2010 Ghana Population and Housing Report, and generated a rollout plan to estimate associated costs for these 170 districts [23]. In 2012, 46 new districts were created; however, in the absence of updated population or health facility data, the model could not adequately estimate the program scaling costs for these presently defined districts [24]. Finally, it is noteworthy that our analyses did not include costs incurred by pregnant and postpartum women to seek care or to the health system to collect data using CDA or accommodated forecasted increases in utilization stemming from increased demand. Future evaluations of digital health programs should plan economic evaluations from the outset that can prospectively track costs from a societal perspective.

To model health effects, we drew from data collected as part of a randomized controlled trial exploring the effects of MOTECH versus status quo activities on key MNCH outcomes, including skilled birth attendance, facility delivery, and immunizations, conducted in Gomoa West led by the Healthcare Innovation Technology Lab in partnership with the University of Ghana School of Public Health. In brief, methodological limitations were seen in the study design, methods for data collection (sampling, survey tool), and the analytic approach. Among these factors, limitations in the survey tool and wording of indicators as well as the decision to recruit the sample population from community outreach activities organized by GHS community health nurses versus sampling at a household population level has rendered efforts to estimate the effects of MOTECH activities on population-level changes in service utilization challenging. In an effort to work with the data available to us, we generated propensity scores based on values of education, employment, marital status, age, and income at endline. We then estimated average treatment (MOTECH intervention) effects based on nearest neighbor matching based on propensity score values. The end changes in coverage were then inputted into the LIST and used to generate lives saved and, ultimately, a years of life lost only-based DALY. For the health effects included, we further attenuated coverage gains anticipated over time across the time horizon in order to account for declines in the magnitude of gains anticipated as coverage reached thresholds of 75% and above for key interventions. To account for uncertainty in our primary effects data as well as forecasted changes over time, we conducted 1-way and probabilistic sensitivity analyses. We further presented CEACs that included cumulative lives saved as well as those based on maternal, child, and stillbirths averted.

**Conclusion**

Study findings suggest that supply- and demand-side digital health initiatives like MOTECH may offer value for money when implemented over time and at scale. Further research is needed to validate underpinning assumptions and generate more robust evidence on the costs and consequence of expanding and sustaining the implementation MOTECH in Ghana.
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Abstract

Background: As the use of digital media for health promotion has become increasingly common, descriptive studies exploring current and innovative marketing strategies can enhance the understanding of effective strategies and best practices.

Objective: This study aims to describe the implementation of a provincial digital media campaign using complementary advertising platforms to promote healthy pregnancy weight gain messages and direct a Web audience to a credible website.

Methods: The digital media campaign occurred in 3 phases, each for 8 weeks, and consisted of search engine marketing using Google AdWords and social media advertising through Facebook. All advertising materials directed users to evidence-based pregnancy-related weight gain content on the Healthy Parents, Healthy Children website.

Results: Google Ads received a total of 43,449 impressions, 2522 clicks, and an average click-through rate (CTR) of 5.80%. Of people who clicked on a Google ad, 78.9% (1989/2522) completed an action on the website. Across all Facebook advertisements, there were 772,263 impressions, 14,482 clicks, and an average CTR of 1.88%. The highest-performing advertisement was an image of a group of diverse pregnant women with the headline “Pregnancy weight is not the same for every woman.”

Conclusions: This study supports the use of digital marketing as an important avenue for delivering health messages and directing Web users to credible sources of information. The opportunity to reach large, yet targeted audiences, along with the ability to monitor and evaluate metrics to optimize activities throughout a campaign is a powerful advantage over traditional marketing tactics. Health organizations can use the results and insights of this study to help inform the design and implementation of similar Web-based activities.

(J Med Internet Res 2019;21(2):e11534) doi:10.2196/11534
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Introduction

Studies have consistently found that the majority of Canadian women do not meet the Health Canada [1] gestational weight gain (GWG) recommendations [2,3]. Exceeding these recommendations is associated with adverse outcomes, such as pre-eclampsia, cesarean delivery, and infants born large for gestational age [4], with an increased risk of childhood obesity [5]. Weight gain below the recommendations can increase risks of preterm birth and infants who are small for their gestational age [6]. Reported barriers to meeting GWG recommendations include misperceptions, lack of advice, and poor knowledge with regard to personal body mass index, GWG
recommendations, and the impact of GWG on health outcomes [7-10].

While the prenatal visit offers an opportunity to provide pregnancy information and support, many women feel that discussions with health professionals are insufficient and use Web-based resources to compensate [11,12]. Women commonly access the internet during pregnancy [13,14] and perceive Web-based health information as reliable and useful, while appreciating features such as anonymity, simplicity, and unrestricted access at any time [15,16]. In a study by Larsson [17], 84% of women reported using the internet to obtain pregnancy-related information, particularly in early pregnancy, and 97% of participants in a study by Lagan et al [12] reported using search engines to find pregnancy webpages. In addition, women use social media, including Facebook, during pregnancy to share their experiences and seek advice, with the majority accessing these platforms, at least, once a day [11,15].

The internet, therefore, provides an opportunity to increase women’s awareness and knowledge about healthy GWG and connect women with credible resources, as other Web-based information may not be consistent and evidence-based. For health organizations, advantages of using digital platforms for these purposes include low cost, accessible information, interactivity with users, and the ability to deliver tailored messages with a wide reach to specific audiences [18,19]. Because of these advantages, it has become increasingly common for health organizations to create and maintain social media accounts. Organizations can share health information through these accounts in 2 main ways—unpaid (organic) and paid (advertising). As social media platforms, like Facebook, continue to decrease the amount and frequency of content from organizations that users see organically [20], paid advertising is becoming increasingly important. Descriptive studies about the feasibility and steps for implementing successful Web-based campaigns are needed to support a better understanding of innovative strategies that engage the public in health topics like GWG [18,19,21].

Informed by recent Alberta-based maternal health research [3,10,22], a provincial marketing campaign using digital platforms was developed to promote awareness of healthy GWG among women. This paper aims to describe the development and implementation of the digital campaign, which used search engine marketing using Google AdWords and social media advertising through Facebook. This project was a collaboration between Alberta Health Services (AHS), which is the health authority for the Canadian province of Alberta, and the University of Alberta’s ENRICH Research Program.

**Methods**

**Campaign Objectives**

The GWG campaign was embedded within Healthy Parents, Healthy Children (HPHC), a program created by AHS. This program provides evidence-based information and best practice advice to expectant parents and parents of children up to 6 years of age through printed books, a website [23], and social media activity. Pregnancy information on the website covers topics such as nutrition, exercise, distribution of weight, risks of gaining too much or too little weight, and weight gain guidelines. A Web-based calculator is also available for pregnant women to find their prepregnancy body mass index and recommended weight gain range as well as to track their current weight in relation to their recommendation [24]. All digital advertising campaign materials directed users to this GWG content on the HPHC website.

The campaign objectives were to increase awareness about the importance of healthy GWG among women in Alberta and direct women to the HPHC website. Google AdWords and Facebook Ads were chosen to achieve these objectives as Google is the most popular search engine [25] and Facebook is the most used social media network, with the greatest proportion of users being women aged 18-29 years [26]. In addition, the combination of these platforms reaches 2 audiences—those searching for information (Google AdWords) and those who may not be actively searching (Facebook). A health marketing framework that “involves creating, communicating, and delivering health information and interventions using customer-centered and science-based strategies to protect and promote the health of diverse populations” [27] was used to guide the campaign.

**Google AdWords**

Google AdWords is a paid service that displays ad text and a website link above, beside, or below a list of Google search results when a user performs a search using keywords that match those selected by the advertiser. In the list of search results, these paid ads are labeled “Ad” to differentiate them from organic search results.

**Facebook Ads**

On Facebook, ads are paid messages from organizations or businesses displayed to members of a predefined audience. Paid ads look similar to unpaid Facebook content and can appear throughout the social network. Advertisers can set budget, articulate advertising objectives, and define a target audience, all of which determine where, how often, and to whom the ad is shown. For this campaign, the project team developed the ads using Facebook Ads Manager, Facebook’s advertising management platform.

**Campaign Design**

The campaign occurred in 3 distinct phases of 8 weeks each between January 2 and December 3, 2017, with a total budget of Can $7034.44. This design was used to decrease the risk of message fatigue and overexposing the audience, which would have been more likely had this been carried out as a single 24-week campaign. To ensure equitable distribution across the entire province, the budget was allocated to 3 markets—65% (Can $4572.39/Can $7034.44) to 2 major cities in Alberta, 15% (Can $1055.17/Can $7034.44) to smaller cities throughout the province, and 20% (Can $1406.88/Can $7034.44) to rural Alberta. A local vendor was contracted to establish the advertising platforms and manage the first phase of the campaign. The remaining phases of the campaign were maintained by internal staff who attended local and Web-based digital marketing training sessions to gain knowledge and
expertise. At the end of each campaign phase, staff reviewed the campaign results and adapted the strategy for the next phase.

Overall, 3 Google AdWords ads were developed to be used across all phases (Figure 1) and set to appear to users in Alberta searching for pregnancy weight information. One of the ads was duplicated and served only to mobile devices. When a user clicked on the ad, they were brought to the GWG calculator on the HPHC website. Google AdWords uses a bidding system to determine which ads are displayed and the cost to the advertiser. For this digital campaign, the budget was Can $10 per day, and we used automatic cost per click (CPC) bidding, meaning we only paid when the ad was clicked.

For Facebook ads, the audience was defined as female, aged 18-44 years, with interests in pregnancy. Ads were selected to show on all devices (mobile, tablet, and desktop) and in Facebook newsfeeds, instant papers, and in the right column of Facebook’s desktop platform. A flexible daily budget of Can $26 was set to have ads run continuously. Like Google AdWords, Facebook uses a bidding system to determine which ads to display. For the digital campaign, Facebook performed automatic bidding based on campaign objectives and audience to achieve the highest number of clicks on the ad at the lowest cost. Allowing for adjustments in daily spending through the automatic bidding process helped to take advantage of opportunities in the ad auction marketplace to optimize results.

Unlike Google AdWords, Facebook ads offer the opportunity for longer messaging, images, and branding. Two new HPHC-branded Facebook ads were developed by staff prior to each phase of the campaign using key messages about healthy pregnancy weight, stock photos, and a link to a relevant HPHC webpage (Figure 2). Ads adhered to Facebook guidelines; however, adjustments to the wording of the ad copy were required when Facebook did not approve ads because of an unexpected application of their prohibited content guidelines that restricted the use of the phrase “weight gain” and the option to ask personal questions (e.g., How much weight gain is healthy for you during pregnancy?).

During the first phase, ads incorporated color blocks using HPHC branding colors and text onto the image. For the second phase, women in the images were not visibly pregnant and the color blocks and text were removed. Ads for the third phase incorporated design and content elements of the top performing ads from the previous phases; these elements included an image of a woman talking with a health care provider, an image of diverse women to promote the individuality of weight gain, displaying the AHS logo, and the use of HPHC branding colors.

Facebook users can react and leave comments on paid ads; hence, throughout the campaign, staff monitored the ads for comments and provided timely responses, redirecting users to additional HPHC webpages as applicable. While privacy and profanity issues were not a challenge during the campaign, staff had prepared to hide comments that were inappropriate or revealed personal medical information, and connect with users through private messaging as needed.

Figure 1. Sample design of Google AdWords advertisements promoted during the campaign.
Figure 2. A screenshot of the Facebook advertisements for each campaign phase. (Source: photos purchased from iStock.com and Shutterstock.com).
Data Analysis

Both Google and Facebook provide extensive data for paid ads delivered using their platforms. Ad performance data were collected from the HPHC Google AdWords account and Facebook Ads Manager. Definitions of key metrics can differ across digital platforms. For the results and discussion that follows, we will use the following terms and definitions:

- **Impressions**: the number of times an ad was displayed to a user
- **Engagement**: interaction with an ad, including Facebook user reactions, sharing, and comments, as well as ad clicks
- **CPC**: price an advertiser pays for each click on the ad
- **Click-through rate (CTR)**: the number of clicks on the ad per the number of impressions
- **Conversions**: actions that a user completes after clicking on an ad (completing the Web-based weight gain calculator, clicking to download the results of the Web-based weight calculator, clicking on a social media share button). These data could be collected because of the existing codes that had been added to the HPHC website by the website developer.

It was predicted that Facebook ad engagement would be low because weight can be a personal and sensitive topic, and many women in early pregnancy delay public announcement. Any reaction, comment, or share of the ads could be seen by the women’s Web-based social network, which may deter users from engaging in these ways. For this campaign, the CTR was a better indicator of overall success and user interest in the ad message.

Results

Google AdWords

Ads displayed on Google received a total of 43,449 impressions throughout the campaign. The average position of a campaign ad in the search results list was 1.3, meaning the ad was often displayed first or second when an associated keyword was searched. A total of Can $1913.72 was spent on ads, with an average CPC of Can $0.76, which is the average amount charged for a click on an ad.

The Google ads were clicked 2522 times, with an average CTR of 5.80%. The most popular search term that led to an ad click was “calculate weight gain during pregnancy” with 137 clicks (Table 1). The search term “pregnancy weight gain” had the highest CTR at 24.07% (Table 2). There were 1989 conversions as a direct result of the ads, which represents a 78.9% (1989/2522) conversion rate by users who clicked on an ad.

Facebook Ads

During the campaign, Facebook ads received 772,263 impressions, and the average number of times an ad was displayed to the same individual ranged from 2.53 to 3.28. A total of Can $5067 was spent on Facebook ads, with an average CPC of Can $0.35. A greater amount was spent on Facebook ads because of the platform’s required minimum daily budget for an ad set. Table 3 shows results for Facebook ads during each phase. The overall average CTR was 1.88% (range 0.32%-2.56%), and the most clicks on any one ad were 4741. In comparison, the highest number of clicks for organic, unpaid Facebook posts on the HPHC account during 2017 that included an image and a link to a healthy pregnancy weight gain content page was 95. The highest-performing ad, as determined by the CTR, occurred in the third phase and included the AHS logo, an image of diverse women, and the headline “Pregnancy weight is not the same for every woman” (Figure 2).

Facebook ads were clicked a total of 14,482 times, for an overall CTR of 1.88%. Ads received 43 comments, 28 shares, and 247 reactions. While a rigorous content analysis was not performed, the majority of ad comments were neutral, with many users sharing about their personal weight gain experience. Several comments provided an opportunity to enhance knowledge. For example, when a woman commented on weight gain for carrying twins, our reply encouraged them to talk with her health care provider, and we shared a link to the HPHC webpage containing information about healthy weight gain for a twin pregnancy.

**Table 1.** Top 5 performing keywords on Google AdWords by ad clicks.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Clicks, n (%)</th>
<th>Click-through rate, %</th>
<th>Cost per click, Can $</th>
<th>Cost, Can $</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculate weight gain during pregnancy</td>
<td>137 (5.43)</td>
<td>10.65</td>
<td>0.65</td>
<td>88.91</td>
</tr>
<tr>
<td>Pregnancy weight gain chart calculator</td>
<td>109 (4.32)</td>
<td>17.90</td>
<td>0.54</td>
<td>58.39</td>
</tr>
<tr>
<td>Weight gain during pregnancy chart</td>
<td>103 (4.08)</td>
<td>12.06</td>
<td>0.58</td>
<td>59.96</td>
</tr>
<tr>
<td>Pregnant weight gain calculator</td>
<td>90 (3.57)</td>
<td>13.72</td>
<td>0.55</td>
<td>49.72</td>
</tr>
<tr>
<td>Calculate weight gain during pregnancy</td>
<td>89 (3.53)</td>
<td>8.52</td>
<td>0.64</td>
<td>56.65</td>
</tr>
</tbody>
</table>

**Table 2.** Top 5 performing keywords on Google AdWords by click-through rate.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Clicks, n (%)</th>
<th>Click-through rate, %</th>
<th>Cost per click, Can $</th>
<th>Cost, Can $</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pregnancy weight gain</td>
<td>13 (0.52)</td>
<td>24.07</td>
<td>0.39</td>
<td>5.10</td>
</tr>
<tr>
<td>Healthy pregnancy weight gain chart</td>
<td>4 (0.16)</td>
<td>20.00</td>
<td>0.65</td>
<td>2.61</td>
</tr>
<tr>
<td>Weight gain during pregnancy month by month</td>
<td>6 (0.24)</td>
<td>20.00</td>
<td>0.75</td>
<td>4.50</td>
</tr>
<tr>
<td>Pregnancy weight gain chart calculator</td>
<td>109 (4.32)</td>
<td>17.90</td>
<td>0.54</td>
<td>58.39</td>
</tr>
<tr>
<td>Healthy pregnancy weight gain chart</td>
<td>6 (0.24)</td>
<td>17.65</td>
<td>0.50</td>
<td>03.01</td>
</tr>
</tbody>
</table>
Table 3. Facebook Ads results during each phase.

<table>
<thead>
<tr>
<th>Phase and ad headline</th>
<th>Impressions, n (%)</th>
<th>Clicks, n</th>
<th>Click-through rate, %</th>
<th>Cost per click, Can $</th>
<th>Comments, n</th>
<th>Shares, n</th>
<th>Reactions, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Find out where the weight goes and why it’s important</td>
<td>27,747 (3.59)</td>
<td>485</td>
<td>1.75</td>
<td>0.41</td>
<td>0</td>
<td>0</td>
<td>34</td>
</tr>
<tr>
<td>Gaining a healthy amount of weight is important for you and your baby</td>
<td>197,921 (25.63)</td>
<td>4273</td>
<td>2.16</td>
<td>0.37</td>
<td>22</td>
<td>8</td>
<td>89</td>
</tr>
<tr>
<td>Phase 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pregnancy weight is not the same for every woman</td>
<td>295,762 (38.30)</td>
<td>4741</td>
<td>1.60</td>
<td>0.34</td>
<td>11</td>
<td>6</td>
<td>47</td>
</tr>
<tr>
<td>Pregnancy weight on target?</td>
<td>60,522 (7.84)</td>
<td>196</td>
<td>0.32</td>
<td>0.17</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Phase 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pregnancy weight is not the same for every woman</td>
<td>176,288 (22.83)</td>
<td>4521</td>
<td>2.56</td>
<td>0.33</td>
<td>10</td>
<td>12</td>
<td>62</td>
</tr>
<tr>
<td>Gaining a healthy amount of weight is important for you and your baby</td>
<td>14,023 (1.82)</td>
<td>266</td>
<td>1.90</td>
<td>0.43</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This observational study explored the use of a digital media campaign applying complementary tactics to increase awareness about healthy GWG among women in Alberta. Google AdWords targeted users who were actively searching for pregnancy-related information, while Facebook ads reached an audience who were not actively seeking this information. Both tactics directed users to an established website that had credible, evidence-based information, as well as helpful interactive tools to support women achieve a healthy GWG. Observational studies of digital campaigns and the sharing of lessons learned are important as health organizations continue to increase their presence on the Web and as Facebook increasingly limits the reach of unpaid messaging.

Although determining definitive benchmarks and comparing digital marketing tactics can be difficult because of the many variables involved (e.g., budget, target audience, industry, competition, imagery, etc), the GWG digital campaign did exceed recently published standards. A digital marketing company in the United States investigated ad campaign metrics and determined that the average CTR across all industries in Google AdWords was 1.91% and average CPC was US $2.32 (Can $2.92) for paid search ads [28]. The average CTR for Facebook ads was 0.9% and average CPC was US $1.72 (Can $2.19) [29]. Using these overall benchmarks, our campaign had approximately 3 times the CTR for a third of the cost in Google AdWords and had approximately double the CTR for one-fifth of the cost in Facebook. The results of this campaign serve as the baseline for future campaigns and provide insights into target audience preferences and the components that contribute to successful advertising.

Previous health campaigns have used paid digital display ads (ads placed on various websites that are not affiliated with the advertiser) and search engine ads or have focused solely on social media platforms to reach target audiences. Cooper et al [30], for example, used Google ads to direct users searching for gynecologic cancer information to content on the Centers for Disease Control and Prevention website. Visits to the advertised webpages were 26 times higher during the 3-month campaign compared with the period before. Another campaign conducted in the state of Michigan over 11 weeks with a US $15,000 budget, used Facebook ads to increase awareness of a newborn screening and biobanking program [31]; the campaign reached 1.88 million users while achieving 15,958 website clicks, 452 shares, and 542 comments. Facebook ads have also been used to reach women for participation in prenatal research studies [22,32,33]. Compared with traditional tactics, Web-based ads were found to be more efficient and cost-effective for recruitment because of the ability to target women based on specific demographic and geographic features.

In this study, almost 80% of users who clicked on a Google ad completed a conversion on the website, which highlights the ability of these ads to attract highly interested users. Using Facebook ads instead of digital display ads as a complementary tactic also has several advantages, such as more effective targeting capabilities, higher-quality data on ad performance and more effective targeting capabilities, higher-quality data on ad performance.
(which enabled us to refine the ad content between phases), ability to see user comments, the opportunity for 2-way communication, and extended organic reach when users interact with ads (because the engaged users' social networks are seeing their engagement and thereby exposed to the ad message).

Online ads have been shown to impact users and increase awareness of the message even without a click [34]. A study involving a tobacco prevention campaign using Web-based ads to direct users to a campaign website found that exposure to digital display and search ads influenced visits to the website with added visits occurring up to 4 weeks after a user was exposed to an ad [35]. The ads were also found to influence other information-seeking behaviors, with users visiting additional cessation sites following ad exposure; this further emphasizes the benefit of complementary ad tactics as a user exposed to a social media ad may later use a search engine to research the topic, providing another opportunity to advertise and direct the user to a trusted, designated website.

A well-defined strategy including target audience research, aligning metrics with campaign goals, and a monitoring and evaluation plan was essential to the campaign. Lee et al [36] described a similar experience in using digital tactics as part of a campaign to increase awareness among health care professionals in California about smoking cessation resources for patients; the authors also comment on the benefits of having a clear purpose for each campaign tactic, continuous data monitoring to guide activities, and working with a marketing consultant. Hiring a vendor is an additional expense; however, organizations with limited experience may benefit from the technical expertise and the opportunity for staff to learn about campaign design and management. The GWG digital campaign began with the support of an external expert but advertising functions transitioned to internal staff as they grew more comfortable with the technology and system established by the external expert.

The strategy allowed for each phase of the campaign to build upon the data collected and lessons learned throughout the project. The ability to measure, monitor, and adapt the strategy continuously allowed for gradual optimization of campaign elements toward target audience preferences, lower costs, and a wider reach. Using readily available metrics, campaign activities were adjusted on the basis of components that indicated effectiveness. The highest-performing social media ad, for example, occurred in the last phase of the campaign and represented a combination of the most successful elements (eg, text, branding, and imagery) from previous ads. Furthermore, ad fatigue is a common challenge with digital advertising, where ad performance tends to decline over time. Running 2 Facebook ads at a time—and testing the 2 against one another—helped to reduce ad fatigue by keeping the content new and engaging while providing a means to test the performance of various campaign elements among the target audience.

**Limitations**

This study has a number of limitations. Conversions could only be reported for Google AdWords because of an oversight in placing a tracking code in the HPHC website. Future digital campaigns will include this coding consideration early in the planning stage to ensure that additional data can be collected. There are also limitations in comparing results between marketing tactics as they reach different audiences and have different aims. Determining which tactic is a better value or which had a larger impact on the target audience is dependent on the individual interpretation that considers audiences and objectives—it would not be accurate in this case to directly compare the CTR for Google AdWords with the CTR for Facebook ads, for example.

This study did not assess the impact of the campaign on women’s behaviors, knowledge, or attitude; however, 83% of women in a study by Lagan et al [12] reported that the internet was used to influence decision making during their pregnancy. Women felt that their confidence levels to make decisions during pregnancy and their ability to engage in discussions with their health care provider significantly increased after using the internet. Thus, in the case of the GWG campaign, paid digital marketing may offer a means to meet women’s informational needs and ensure they receive credible, evidence-based, and personalized recommendations about GWG. Future research exploring the impact of digital ads on health-related attitudes and behavioral outcomes is warranted.

**Conclusions**

This study adds to the literature by employing search engine marketing and social media advertising as complementary tactics for GWG health promotion goals. While the quality of information on the Web is highly variable, Google AdWords can be used by health organizations to promote credible websites as women search for specific information to fill knowledge gaps and inform decisions about their pregnancy. An advantage of incorporating Facebook ads into an overall digital marketing campaign is the ability to deliver information to women without their intervention, reaching those who may not be aware of health information related to GWG and women who may not have information-seeking skills.

Harnessing the power of search engine marketing and social media advertising together is a promising strategy to reach women who may not receive adequate information about GWG from other sources. Advantages of digital marketing include the opportunity to target a large audience and the ability to monitor and apply user data to optimize digital marketing activities. While the impact of digital marketing on behavior change is unknown, it may play an important role in contributing to increased awareness and knowledge of health topics that inspire action.
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Abstract

Background: Facebook, a popular social media site, allows users to communicate and exchange information. Social media sites can also be used as databases to search for individuals, including cohort participants. Retaining and tracking cohort participants are essential for the validity and generalizability of data in longitudinal research. Despite numerous strategies to minimize loss to follow-up, maintaining contact with participants is time-consuming and resource-intensive. Social media may provide alternative methods of contacting participants who consented to follow-up but could not be reached, and thus are potentially “lost to follow-up.”

Objective: The aim of this study was to determine if Facebook was a feasible method for identifying and contacting participants of a longitudinal pregnancy cohort who were lost to follow-up and re-engaging them without selection bias.

Methods: This study used data from the All Our Families cohort. Of the 2827 mother-child dyads within the cohort, 237 participants were lost to follow-up. Participants were considered lost to follow-up if they had agreed to participate in additional research, completed at least one of the perinatal questionnaires, did not complete the 5-year postpartum questionnaire, and could not be contacted after numerous attempts via phone, email, or mail. Participants were considered to be matched to a Facebook profile if 2 or more characteristics matched information previously collected. Participants were sent both a friend request and a personal message through the study’s Facebook page and were invited to verify their enrollment in the study. The authors deemed a friend request was necessary because of the reduced functionality of nonfriend direct messaging at the time. If the participant accepted the study’s friend request, then a personalized message was sent. Participants were considered reconnected if they accepted the friend request or responded to any messages. Participants were considered re-engaged if they provided up-to-date contact information.

Results: Compared with the overall cohort, participants who were lost to follow-up (n=237) were younger (P=.003), nonmarried (P=.02), had lower household income (P<.001), less education (P<.001), and self-identified as being part of an ethnic minority (P=.02). Of the 237 participants considered lost to follow-up, 47.7% (113/237) participants were identified using Facebook. Among the 113 identified participants, 77.0% (87/113) were contacted, 32.7% (37/113) were reconnected, and 17.7% (20/113) were re-engaged. No significant differences were found between those identified on Facebook (n=113) and those who were not able to be identified (n=124).

Conclusions: Facebook identified 47.6% (113/237) of participants who were considered lost to follow-up, and the social media site may be a practical tool for reconnecting with participants. The results from this study demonstrate that social networking...
Introduction

Background

Prospective cohort study designs are methodologically valuable as they follow participants over time, which allows for the identification of risk factors that occur before outcomes and allow for the examination of trajectories of health and development [1]. However, this study design is particularly vulnerable to attrition over time as people move or lose interest in participating [1]. Birth and pregnancy cohorts may be particularly susceptible to participant attrition due to high mobility during this life stage and busy schedules of families with small children. In addition to introducing selection bias [2], loss of cohort participants reduces data quality, interpretability, and potential generalizability. Attrition also reduces statistical power and can threaten the accuracy of measures of association (such as odds ratios and risk ratios). Consequently, maximum follow-up rates are attempted [1,3].

The now widespread use of social networking sites, such as Facebook, can provide new opportunities for locating participants of research studies, who are difficult to track. Previous studies have used Facebook to recruit participants—specifically to identify and engage participants with rare conditions—those who are hard to reach or vulnerable [4-6]. Recruitment through Facebook can be more cost-effective than traditional methods, which is appealing to researchers [7-10]. Several studies have also successfully used Facebook to relocate participants after the original research concluded. These include a longitudinal follow-up of an intervention program for at-risk families [11], a longitudinal study of adults who used methamphetamine [12], and members of a graduating class [13]. These studies demonstrate the potential for identifying participants for whom follow-up was unplanned, who were high risk, or highly mobile. Yet, use of these methods to reduce attrition within a low-risk cohort has not been examined.

The All Our Families cohort (formerly the All Our Babies study) is a contemporary ongoing prospective community-based pregnancy cohort situated in Calgary, Alberta, Canada. A detailed overview of the study design, recruitment, eligibility, and data collection is described elsewhere [14-16]. Since recruitment, between 2008 and 2011, participants have completed 7 questionnaires; 3 questionnaires in the perinatal period (22 to 24 and 32 to 36 weeks gestation and 4 months postpartum) and 4 questionnaires in the early childhood period (1, 2, 3, and 5 years postpartum). The All Our Families cohort has utilized many methods to improve response rates and minimize loss to follow-up. These include collection of detailed and appropriate recruitment information, implementing standardized participant-tracking procedures, contacting alternative contacts, identifying 3 or more alternate contacts, increased frequency of participant contact, and offering monetary or other incentives for study participation [1,12,17-19]. However, even when all recommended strategies are implemented, a participant may not be retained in a mobile population [1]. Addresses, telephone numbers, and even emails are becoming less predictable ways of tracking participants in cohorts [20]. Recommendations to obtain personal identifying information to track participants on major databases (ie, driver’s license numbers for use with the department of motor vehicles) [20] are not feasible in every country or region as privacy laws may prohibit researchers from accessing this information without explicit prior participant consent. Therefore, in an effort to minimize selection bias and re-engage lost-to-follow-up participants, the All Our Families cohort required new methods of participant tracking.

Objectives

The effectiveness of using social media to recontact participants in a longitudinal pregnancy cohort has not previously been examined. Among social networking sites, Facebook has emerged as one of the dominant platforms reporting 2.23 billion monthly active users as of June 30, 2018 [21]. Unlike traditional communication platforms, Facebook URLs are associated with longer periods of use compared with email addresses [12], which could potentially make retroactive tracking more accessible. Among active Facebook users, people aged between 18 and 24 years (30.9%), 25 and 34 years (22.6%), and 35 and 54 years (27.0%) comprise the largest member groups and continue to grow [22]. For this study, Facebook was chosen as a target social media platform to use as the median age of the All Our Families cohort and the typical age of Facebook users overlapped [23]. This study investigated the feasibility of 1 social networking site, Facebook, for both identifying and recontacting participants without demographic bias as part of a contemporary longitudinal pregnancy cohort situated in Calgary, Alberta, Canada.

Methods

Study Eligibility

Of the 2827 mother-baby dyads who were eligible to complete the 5-year questionnaire, 237 participants were considered lost to follow-up (Figure 1). Participants were considered lost to follow-up if they had agreed to participate in additional research and completed at least one of the perinatal questionnaires, did not complete the 5-year postpartum questionnaire, and could not be contacted after numerous attempts (n=237). Participants were excluded from the re-engagement study if they had previously withdrawn or discontinued from the study or had indicated a lack of interest in the data collection wave.
Figure 1. Eligibility criteria of lost to follow-up participants.

**Facebook Re-Engagement Protocol**

To contact participants, an All Our Families study Facebook profile was created. Throughout the course of the re-engagement study, the All Our Families Facebook profile included the study logo, a brief paragraph describing the study, the study’s contact information, and frequent updates regarding the study.

To re-engage participants, those lost to follow-up were first identified by searching the first and last name on Facebook. To verify the participants’ identity, profiles were browsed for known identifiers including birth date, home address, email address, child’s name, spouse’s name, phone number, and if the alternate contact on file was included in the participant’s friends list. If a Facebook profile contained at least two identifiers that matched data previously collected by the study, the participant was considered found on Facebook. Profiles with matching identifiers were then sent friend requests and a personalized message via Facebook’s direct messaging service.
asking the profile owner to confirm their participation in the All Our Families study. The friend request was deemed necessary for direct messaging at the time of the study (May-August 2016), as messages from nonfriends were relegated to a separate section within the messages tab on Facebook’s website, where messages would not prompt notifications to the user. If participants responded to the initial message, they were encouraged to contact the study team via email or telephone to update their contact information. If participants did not respond to the initial Facebook message after 2 weeks, a follow-up message was sent. A third and final follow-up message was sent to participants if they did not respond within 1 month following the initial message.

Ethical Considerations

Social media platforms such as Facebook provide an innovative means for recruitment and retention; however, the use of social media may increase risks to participant privacy and confidentiality. This study recognized that ethical principles for ensuring privacy and confidentiality of study participant’s personal information may be affected by the use of Facebook. To protect participants’ privacy on the study’s Facebook page, the study’s Facebook privacy settings were set to “Disable posts by other people on the Page.”

Confidentiality cannot be guaranteed if a participant “shares” or “likes” the study’s page; however, by performing these actions, the participant, who has agreed to the terms and conditions of the social media site, has the ability to disclose this information as they wish according to their own privacy settings. In addition, the study’s Facebook page accepts friends who are not participants of the study, and as such, being a friend of the study does not imply that a person is a participant—only that the person may have an interest in our research on maternal child health. Nonparticipants have equal opportunity to utilize these social media functions, which further protects confidentiality as the communication is not exclusive to participants. In addition to the above safeguards, Facebook’s privacy settings were monitored on a weekly basis for potential updates. No updates or changes occurred during the data collection period. Although the study undertook precautions to protect the identity of participants, we recognized the potential risk of disclosing a participant’s identity when using social media as a public database.

The All Our Families study is a population-based cohort, with the eligibility criteria of having a child and being over the age of 18 years. The potential risk associated with the proposed re-engagement strategy was the potential harm that a person may have experienced from the disclosure, collection, and use of personal and sensitive information triggered by accepting the study’s friend request and replying to the message through the personal messaging system. This was considered to be minimal within our study population as accepting the friend request was at the discretion of the participant, who had already agreed to be contacted and had previously provided personal information to the study. If the friend request was accepted, the All Our Families study information that would have been visible was information already in the public domain about the study (eligibility criteria). The study viewed nonacceptance of the friend request or nonresponse to the direct message as the participants practicing their right to control their information while participating in social media within a public space. The study’s privacy settings were set so that only the study team could view the friend list, only mutual friends (persons who were friends with the study as well as with the newly added participant) would be visible to both the study team and to each individual friend. This was meant to maximize confidentiality for the participant as their privacy settings would determine who is able to view their association with the study. Studies that may be dealing with specific diseases or have identifiable characteristics (ie, use of the same program) may require different privacy safeguards [7]. Furthermore, if the association of the participant and study was revealed through this communication, the personal and integrated nature of our previous contact with the participant and our study’s purpose were considered in weighing research utility with participant confidentiality. Messages to participants included sufficient information to potentially confirm their participation (asking for confirmation of the details we found through Facebook) but not lead to involuntary disclosure of additional personal information through social media. In addition, conversations were moved off of social media once a participant had been engaged.

The All Our Families study was approved by the Child Health Research Office, Alberta Health Services, and the Conjoint Health Research Ethics Board of the University of Calgary. Written informed consent for the initial study and follow-up was obtained from the study participants at the time of recruitment, who were also provided copies for their records. Although this consent did include permission to contact for future studies, it did not specify the use of social media as a mode of contact. Additional ethical approval for this participant re-engagement was obtained, considering the specific privacy and confidentiality concerns regarding the use of social media. Data used for identifying participants were stored and analyzed on the 256-bit encrypted server at the University of Calgary, and only researchers named in the ethics file and those who sign confidentiality agreements have access to these data.

Data Analysis

For the purpose of this analysis, participants were considered to be identified on Facebook if their identity could be confirmed on their profile. Participants were considered contacted if their privacy settings allowed for a friend request and a personal message to be sent. If a participant accepted the study’s friend request or replied to any of the messages, they were considered as being reconnected with the study. Finally, if a participant responded to the messages and provided their up-to-date contact information, they were considered as being re-engaged with the study.

Bivariate analyses were used to compare demographic variables of active study participants and participants considered lost to follow-up, using chi-square or Fisher exact tests. Bivariate analyses were also used to compare those whose Facebook profiles were identified compared with those whose could not be identified. A P value of less than .05 was considered
statistically significant. Statistical analyses were performed using SPSS version 23 (SPSS Inc).

Results

Engagement

Data collection was initiated in June 2016 and ended in August 2016. Of the 237 All Our Families participants considered lost to follow-up, 47.7% (113/237) of participant profiles were identified using Facebook. Among the 113 participant profiles that were identified, 77.0% (87/113) of participants (those who accepted the friend request) were sent messages through the Facebook messenger app. Moreover, 32.7% (37/113) of participants responded to the sent messages, and 17.7% (20/113) of these participants were re-engaged in the study’s follow-up.

Participant Characteristics

To understand the sociodemographic differences between active participants (n=2590) and participants considered lost to follow-up (n=237), baseline data were compared on the following variables: maternal age, marital status, born in Canada, household income, education status, ethnicity, and language spoken at home (Table 1). Participants considered lost to follow-up when compared with continuing participants were younger (P=.003), single (P=.023), had less household income (P<.001), lower education (P<.001), and were more likely to identify as ethnic (P=.015).

No significant differences were found between those whose Facebook profiles were identified (n=113) and those whose could not be identified (n=124; Table 2).

Table 1. Characteristics of continuing and lost to follow-up participants.

<table>
<thead>
<tr>
<th>Demographic characteristics (at recruitment)</th>
<th>Was this participant identified as lost to follow-up?</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=2590a), n (%)</td>
<td>Yes (n=237b), n (%)</td>
</tr>
<tr>
<td>Maternal age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 35</td>
<td>2012 (77.68)</td>
<td>201 (88.2)</td>
</tr>
<tr>
<td>35 or older</td>
<td>503 (19.42)</td>
<td>27 (11.8)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married or common law</td>
<td>2449 (95.22)</td>
<td>213 (91.8)</td>
</tr>
<tr>
<td>Other</td>
<td>123 (4.78)</td>
<td>19 (8.2)</td>
</tr>
<tr>
<td>Born in Canada</td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Yes</td>
<td>2052 (79.72)</td>
<td>175 (75.1)</td>
</tr>
<tr>
<td>No</td>
<td>522 (20.28)</td>
<td>58 (24.9)</td>
</tr>
<tr>
<td>Household income</td>
<td></td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>&lt;Can $60,000</td>
<td>376 (15.09)</td>
<td>62 (27.4)</td>
</tr>
<tr>
<td>Can $60,000 or greater</td>
<td>2115 (84.91)</td>
<td>164 (72.6)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>High school or less</td>
<td>228 (8.88)</td>
<td>59 (25.2)</td>
</tr>
<tr>
<td>Some or completed postsecondary</td>
<td>2341 (91.12)</td>
<td>175 (74.8)</td>
</tr>
<tr>
<td>Self-identified ethnicity</td>
<td></td>
<td>.02b</td>
</tr>
<tr>
<td>Minority</td>
<td>501 (19.49)</td>
<td>61 (26.2)</td>
</tr>
<tr>
<td>White</td>
<td>2069 (80.51)</td>
<td>172 (73.8)</td>
</tr>
<tr>
<td>Language spoken at home</td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td>English</td>
<td>2298 (89.28)</td>
<td>204 (87.6)</td>
</tr>
<tr>
<td>Other</td>
<td>276 (10.72)</td>
<td>29 (12.4)</td>
</tr>
</tbody>
</table>

aSmall variations in totals may exist because of missing data (less than 3%).
bIndicates statistical significance (P<.05).
Table 2. Characteristics of participants identified on Facebook.

<table>
<thead>
<tr>
<th>Demographic characteristics (at recruitment)</th>
<th>Was this participant identified on Facebook?</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No (n=124$^a$), n (%)</td>
<td>Yes (n=113$^a$), n (%)</td>
</tr>
<tr>
<td>Maternal age (years)</td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Less than 35</td>
<td>104 (88.1)</td>
<td>97 (88.2)</td>
</tr>
<tr>
<td>35 or older</td>
<td>14 (11.9)</td>
<td>13 (11.8)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Married or common law</td>
<td>111 (92.5)</td>
<td>102 (91.1)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (7.5)</td>
<td>10 (8.9)</td>
</tr>
<tr>
<td>Born in Canada</td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>Yes</td>
<td>89 (73.6)</td>
<td>86 (76.8)</td>
</tr>
<tr>
<td>No</td>
<td>32 (26.4)</td>
<td>26 (23.2)</td>
</tr>
<tr>
<td>Household income</td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>&lt;Can $60,000</td>
<td>31 (26.5)</td>
<td>31 (29.4)</td>
</tr>
<tr>
<td>Can $60,000 or greater</td>
<td>86 (73.5)</td>
<td>78 (71.6)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>.5</td>
</tr>
<tr>
<td>High school or less</td>
<td>33 (27.0)</td>
<td>26 (23.2)</td>
</tr>
<tr>
<td>Some or completed postsecondary</td>
<td>89 (73.0)</td>
<td>86 (76.8)</td>
</tr>
<tr>
<td>Self-identified ethnicity</td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Minority</td>
<td>34 (28.1)</td>
<td>27 (24.1)</td>
</tr>
<tr>
<td>White</td>
<td>87 (71.9)</td>
<td>85 (75.9)</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>English</td>
<td>103 (85.1)</td>
<td>101 (90.2)</td>
</tr>
<tr>
<td>Other</td>
<td>18 (14.9)</td>
<td>11 (9.8)</td>
</tr>
</tbody>
</table>

$^a$Small variations in totals may exist because of missing data (less than 3%).

Second, Facebook can assist with identifying and re-engaging participants across sociodemographic strata and may be particularly valuable for certain populations, such as those who are younger. In pregnancy cohorts, participants who are lost to follow-up are often those who are younger, unmarried, have a lower household income, less education, and more likely to self-identify as a self-identified ethnic minority compared with active participants [2]. These sociodemographic characteristics are consistent with other studies, where more vulnerable groups are more susceptible to be lost to follow-up [25,26]. Although the definition of vulnerability varies depending on locality, comparative to the relatively affluent cohort population, vulnerability in this study was defined as being younger (aged less than 35 years), lower income (<Can $60,000), or self-identified ethnic minority or not born in Canada. Of note, among those lost to follow-up, there were no sociodemographic differences between those who were identified through Facebook and those who were not, implying the feasibility of using Facebook to connect with participants without bias.

Discussion

Principal Findings

This study has 2 key findings. First, Facebook is a feasible way to identify participants who are lost to follow-up even without prior collection of Facebook identifiers. Using the social networking site, 48% (n=113) of lost to follow-up participants were identified and 17% (n=20) of those identified were re-engaged in the study’s follow-up. Finding and contacting participants who are lost to follow-up often depends upon collection of detailed information at the time of recruitment [18]. By using only the participant information collected at recruitment (ie, first and last name, email, and alternative contacts), almost half of the participants who were lost to follow-up were identified. The authors recognized that the privacy norms surrounding communication through social media differ from traditional means of communication by email or telephone. Although this study did not encounter negative perceptions of our use of social media from participants, the concept of privacy within social media norms is situationally dependent, and researchers must understand the context surrounding perceived privacy violations when using social media within their research [24].
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participants in 1 week (35 hours or 2100 min), with minimal weekly follow-up messages. Approximately 10 min were spent per participant, and almost half of the participants were identified. Comparatively, the cohort staff spend 20 min per participant on phone calls to participants and alternate contacts, sending emails, and sending request letters via mail. In the case of lost to follow-up participants, traditional methods were ineffective as the required information (phone numbers, mailing address, and email) was out-of-date.

**Strengths and Limitations**

Although this study was able to use Facebook to identify participants without a priori data collection, collection of Facebook-specific identifiers at study outset is recommended, if possible. Facebook’s privacy settings are continually changing to keep up with the public demand for privacy and security of data, and it may become more difficult to use Facebook to reconnect with participants. Unlike phone or email, Facebook URLs are associated with longer periods of use [12]. Collection of Facebook ID at the time of recruitment would expedite the process of connecting with participants and would increase confidence that the profile corresponds to the study participant. Researchers using any type of social media to engage participants should remain vigilant to the dynamic nature of privacy settings on social media platforms and would be encouraged to utilize social media early on in the study timeline as part of their knowledge dissemination strategy. This method should be adapted depending on the demographics and subject matter of the particular study. The All Our Families study is a population-based cohort, where eligibility does not imply specific personal health information, and future studies should alter the privacy measures to address the sensitivity of information being exchanged. For this study, Facebook was the best social media platform to use as the median age of the All Our Families cohort and the typical age of Facebook users overlapped [23]. However, when looking at a younger cohort, other social networking sites should be considered as they may be of greater benefit. When considering which social media site to use, the risks and benefits of each were weighed. The advantage of an open platform such as Twitter is that anyone can follow and search for users, whereas a closed platform such as Facebook allows users more control over who can view their profile. Both platforms allow direct messaging, and the accessibility of this messaging is determined by the profile owner [27]. The user interface of Twitter is more accessible to the public, and its intended use is for online social networking and microblogging. Conversely, Facebook’s functionality is more diverse and provides stronger privacy and security measures at the control of the user [28]. The decision to use a closed platform such as Facebook, rather than an open platform such as Twitter, was to ensure the privacy and confidentiality of the participants was protected, even if the risk of potential disclosure of personal information was low [29].

Facebook’s real name policy was used in this study to identify participants. Although some marginalized communities may prefer to use pseudonyms or other ways of remaining anonymous, this likely represents a small proportion of the study’s sample based off a previous cohort analysis [16]. Under this assumption, our method would lead to minimal bias in recontacting the participants from this particular study. Moreover, those identified through Facebook were compared with those not identified through Facebook based on demographic characteristics to assess selection bias. However, in utilizing the real name policy, our results may not be as generalizable to studies who work with vulnerable or marginalized populations, and the implications of this policy should be considered dependent on the specific demographics of the study.

The use of social media to re-engage participants brings in new ethical considerations, and early incorporation of possible social media use in the informed consent process is recommended. Social media technology is innovative for recruitment and retention as it encourages the free sharing of information through an interactive and expanding platform. Although all of the participants agreed to participate in the follow-up studies and signed consent forms allowing us to contact them in the future, explicit informed consent from participants at study outset for use of social networking sites for both knowledge dissemination as well as participant communication would reduce the likelihood of participants finding this form of contact intrusive and would provide support for ethical approval. This study had some limitations, including a small sample size. Only 237 participants were identified as lost to follow-up after the 7th wave of data collection in the All Our Families pregnancy cohort. This sample size limits the statistical power when determining differences between those found and those not found. However, when considering the literature surrounding finding, contacting, and re-engaging lost to follow-up participants, this study’s sample size is consistent with other studies [11,26].

An additional limitation is that only 1 social media platform was used to recontact participants, and these efforts were limited to a 3-month period. This proposed method of contacting lost to follow-up participants using Facebook was initiated in June 2016 and completed in August 2016, for a total data collection period of 3 months. The short time frame of this study’s social media presence may have limited the effectiveness in contacting and re-engaging lost to follow-up participants, especially considering the summer season. Study participants are mothers of school-aged children, and this same protocol at another time of year may increase the likelihood of contacting and re-engaging participants. In addition, the study’s Facebook profile was created specifically for this study in May 2016. Had Facebook or other social networking sites been integrated earlier into the study protocol, it may have been more successful at re-engaging lost-to-follow-up participants or reducing attrition over the 7 waves of follow-up.

The dynamic nature of privacy settings within social media sites was a further limitation to this study. At the time of the study, a friend request was necessary preceding a personalized message, as messages before friend requests were relegated to an archived message folder. Messages in the archive folder do not prompt a notification and were less accessible; however, once a friend request was accepted, a personalized message would be sent to the messenger’s standard inbox.
The results from this study demonstrated that social networking sites, such as Facebook, should be included in the development of retention practices and can be implemented at any point in cohort follow-up.
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Abstract

Background: A growing number of apps to support good mental health and well-being are available on digital platforms. However, very few studies have examined older adults’ attitudes toward the use of these apps, despite increasing uptake of digital technologies by this demographic.

Objective: This study sought to explore older adults’ perspectives on technology to support good mental health.

Methods: A total of 15 older adults aged 50 years or older, in two groups, participated in sessions to explore the use of digital technologies to support mental health. Interactive activities were designed to capture participants’ immediate reactions to apps and websites designed to support mental health and to explore their experiences of using technology for these purposes in their own lives. Template analysis was used to analyze transcripts of the group discussions.

Results: Older adults were motivated to turn to technology to improve mood through mechanisms of distraction, normalization, and facilitated expression of mental states, while aiming to reduce burden on others. Perceived barriers to use included fear of consequences and the impact of low mood on readiness to engage with technology, as well as a lack of prior knowledge applicable to digital technologies. Participants were aware of websites available to support mental health, but awareness alone did not motivate use.

Conclusions: Older adults are motivated to use digital technologies to improve their mental health, but barriers remain that developers need to address for this population to access them.

(J Med Internet Res 2019;21(2):e11694) doi:10.2196/11694
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Introduction

Late-life mental health is often overshadowed by physical health. However, mental illness is common in older adult populations, with estimates suggesting that depression is more common than dementia in later life [1]. Prevalence of depression among individuals over the age of 65 has been suggested to range from 7.2% to as high as 49%, depending on the living situation from which the sample is taken [2]. Depression is characterized by persistent feelings of low mood, lack of motivation, reduced
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enjoyment of daily activities, tiredness, and suicidality [3]. Over half of all cases of depression in older adults are first onset [4], highlighting the need for effective preventative strategies for this age group. Generalized anxiety disorder is also common, affecting up to 15% of older adults, with even higher rates of symptom incidence [5]. Anxiety has several symptoms in common with depression and can cause persistent and exaggerated worry, trembling, and panic attacks [3]. Both anxiety and depression are risk factors for suicide [6,7] and can negatively impact physical health and well-being. This is evident in hospital care, where older adults with mental health problems spend longer waiting for emergency room treatment, have longer hospital stays, and have higher rates of readmission than those without them [8]. In addition, the presence of mental health problems in older adults is correlated with increased health care costs, even after accounting for mental health-specific treatment costs [9].

In contrast, there is growing interest in efforts to promote positive mental health, well-being, and flourishing, including among the older adult population. Keyes defines mental health as “a syndrome of symptoms of positive feelings and positive functioning in life,” and uses the term flourishing to describe states of positive mental health [10]. The New Economics Foundation developed the Five Ways to Wellbeing, a series of tools to help individuals to improve well-being and increase flourishing. These tools comprise five types of behavior, each of which is likely to increase positive affect, according to evidence reviewed by the foundation [11]. The report specifically mentions the benefits these behaviors can have for older adults. Huppert reviewed literature on the causes and consequences of psychological well-being and concluded that actions and attitudes were likely to have a greater effect on mental state than external circumstances [12]. These accounts suggest that individuals can have a strong influence over their own mental states by engaging in behaviors known to support good mental health. However, for individuals to take responsibility for their own mental states, awareness of their present mental state and knowledge of the behaviors that may improve it are required.

Across all age groups, the potential of digital technologies for monitoring and supporting good mental health is increasingly being recognized [13]. For example, there is increasing use of digital tools for ecological momentary assessment or experience sampling of mood [14,15], as well as recording of GPS data to monitor mental health using digital technology [16]. There is also a growing range of mobile apps to suggest and facilitate activities specifically to support mental health. Those studies that have explored this area have limitations. For example, while Sauve et al [24] found a significant increase in participants’ self-reported mood after playing an online educational game on the topic of well-being, they only examined one game, developed by the authors themselves, limiting generalizability to other digital tools. Similarly limited are the findings from a single case study examining online, therapist-assisted cognitive behavioral therapy, which revealed user satisfaction and positive responses to the use of technology for this purpose [25]. Given these limited results, more research is needed involving larger groups of older adults to increase the range of views expressed.

There is also a need to understand potential barriers to older adults using digital technologies for supporting mental health. For instance, many older adults perceive technology to be expensive [26,27] and often prefer the “old-fashioned” ways of doing things [28]. Prior research has also highlighted that older people can have trouble remembering how to use new technologies [27,28]. However, little is known about older adults’ attitudes toward the use of digital technologies specifically to support mental health.

To address these gaps in knowledge, this study sought to use an innovative and interactive methodology to understand what motivates and prevents the use of digital technologies to support mental health among older adults. Therefore, this study was based on the Challenging Obstacles and Barriers to Assisted Living Technologies (COBALT) [29] principle of user as expert [30]. According to this principle, older adult users of technology are considered the most knowledgeable on the reasons for their adoption and continued use, or abandonment, of particular technologies. This approach invites older adults to share momentary experiences of using technologies presented within the session and addresses the limitations of traditional focus groups that rely on participants recalling anecdotes from memory [31], perhaps from years ago, where subtle details of particular situations may be lost.

The COBALT approach was cocreated with older adults as a means of ensuring their equal participation in technology development and evaluation. Most older adults have no experience interacting with technology developers, but their input into developing technologies and services aimed at them is essential. The COBALT project created user-centered activities specifically to hear the voices of older adults at any and all stages of the technology development process [32]. These arose in response to older adults, technology developers, and service providers who might commission or provide technologies to older adults, identifying lack of meaningful communication as a major barrier to technology uptake. The principle of user as expert and some of the specific activities have been further developed in the TUNGSTEN project [33]. All parts of the interactive sessions are audio- and videotaped, meaning that views participants may only express to one or two of their peers are also captured, reducing the influence of large-group dynamics on results. In this study, each facilitated activity used a set of materials or technologies, developed to create a comfortable environment where older adults could speak freely as experts about the topic of interest, which in this case was technology and late-life mental health.
Methods

Design
This study used a qualitative approach to elicit older adults’ views and experiences. It sought to explore why older adults might or might not be motivated to engage with digital technologies to support their mental health. The aim was thus to develop new insights and understanding, which are key aims of a qualitative approach. The COBALT tool kit uses techniques that encourage interaction with technology within sessions, so that immediate reactions and experiences can be captured, and that respect the knowledge held by older adults regarding their motivations and experiences of using technologies.

Participants
In total, 15 participants were recruited for the study: one group of 7 participants and one group of 8, which is in line with COBALT methodology guidelines [34]. Eligibility criteria were as follows: being 50 years of age or over, able to read (with or without glasses), able to hear (with or without a hearing aid), and having no diagnosis of cognitive impairment (self-certified). As the aim of the study was to understand views on apps and websites to maintain good mental health rather than treat mental illness, people experiencing mental illness at the time of recruitment were ineligible for the study. While several organizations describe older adulthood as beginning at age 65, we recruited adults aged 50 and older, in line with the Mental Health Foundation’s definition of later life as the period beginning at age 50 [35]. While this meant the age range was large, it ensured that views of people likely to have experienced using digital technology during their working lives were included in the study. This was to ensure the research would remain relevant to those reaching retirement age over the next 15-20 years. No upper age limit was set. Participants were recruited from two volunteer groups aimed at people aged 50 years and older and participants were advised that they did not need to have extensive knowledge of technology to take part.

Ethics and Payment
The study was approved by the Research Ethics Committee of the School of Health and Related Research at the University of Sheffield (approval number 003140). All participants provided written informed consent before taking part. No payment was made. Ethics and Payment

Data Analysis
All sessions were audio- and videotaped and subsequently transcribed verbatim by the first author (JAA). All personal identifiable data were removed at the stage of transcription. Transcripts were analyzed using template analysis [36]. Applying this form of analysis involved a number of steps, which led to the development of a final template of themes. First, a small number of a priori themes were developed, which formed the basis of the template. Initial themes for this study related to attitudes toward technology and mental health in general, as well as attitudes toward use of technology for the specific purpose of supporting mental health (see Textbox 1).

After familiarization, the data were coded using NVivo 11 PC software (QSR International), in line with the principles of template analysis. This was an iterative process that involved reading each transcript and identifying meaningful chunks of text that demonstrated participants’ views. Once identified, chunks were labeled in one of three ways: (1) they were assigned directly to one of the a priori themes; (2) they were assigned to new codes that were related to one of the themes; or (3) where the view represented was not related to any pre-existing theme, they were assigned a floating code. These were combined into new themes where appropriate. Themes were iteratively renamed, reorganized, and removed. This process was conducted by JAA. In order to improve the reliability of the analysis, LJEB and AJA also reviewed some of the data and took part in discussions throughout the process.
<table>
<thead>
<tr>
<th>Activity breakdown</th>
<th>Description</th>
<th>Materials</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Session 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Icebreaker (10 minutes)</td>
<td>Participants introduced themselves and said something that cheers them up when they are feeling down.</td>
<td>N/A(^a)</td>
<td>This activity aimed to make participants feel comfortable speaking in a group and to begin thinking about ideas associated with mood.</td>
</tr>
<tr>
<td>2. Activity sorting (25 minutes)</td>
<td>Participants worked in pairs to decide whether or not they would use technology for a range of tasks, including some related to mental health and some not. They also considered what type of technology they might use to achieve these tasks.</td>
<td>Four packs of 10 laminated cards were used. Each card featured an activity that could be done with or without technology (e.g., send a photo or research a health problem). These were written in size 55 text.</td>
<td>This activity aimed to begin to elicit attitudes toward use of technology to support mental health.</td>
</tr>
<tr>
<td>Break (15 minutes)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3. Vignettes (25 minutes)</td>
<td>Participants worked in small groups to read and discuss four vignettes describing the experience of anxious feelings and low mood.</td>
<td>Four packs of four vignette cards were used. These cards were written in size 14 text.</td>
<td>This activity aimed to engage participants in considering real-world situations in which technology might be used to support mental health.</td>
</tr>
<tr>
<td>4. App interaction (25 minutes)</td>
<td>In small groups, participants tried multiple apps on a mobile phone (Samsung Galaxy S3) and on tablet computers (iPad Air and Samsung Galaxy Tab 2). Participants discussed how useful these were and decided if they (the participants) would use these in their own homes.</td>
<td>Apps selected were WellMind (Dudley and Walsall NHS Mental Health Partnership), Five Ways to Wellbeing (Somerset Public Health), and MindShift (AnxietyBC).</td>
<td>This activity aimed to explore motivators and barriers to the use of apps and websites for the purpose of supporting mental health.</td>
</tr>
<tr>
<td><strong>Session 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Show and tell (20 minutes)</td>
<td>In an activity inspired by the COBALT study [29], participants presented a piece of technology they loved and a piece of technology they had abandoned, along with reasons.</td>
<td>Participants’ own self-bought and self-chosen technologies were used.</td>
<td>This was a warm-up activity, aimed to give participants confidence and allow them to feel like experts on the topics at hand [29].</td>
</tr>
<tr>
<td>6. App interface evaluation (70 minutes, including a 15-minute break)</td>
<td>In small groups, participants evaluated four different ways of self-reporting mood using different digital technologies in turn. Then, following a 15-minute break, the apps were discussed in the whole group.</td>
<td>Mr Mood and Pacifica were presented on Apple iPad Air devices; Five Ways to Wellbeing was presented on a Samsung Galaxy Tab 2; and NANA Mood was presented on a 15-inch touch screen Asus EeeTop PC.</td>
<td>This activity aimed to explore usability of apps for the purpose of supporting mental health.</td>
</tr>
<tr>
<td>7. Imagining a future app (30 minutes)</td>
<td>Participants were asked to consider different ways an app might respond to low mood scores. After discussing different ideas in pairs or threes, ideas were discussed as a group. All discussions were recorded.</td>
<td>A flip chart and pens were used.</td>
<td>This activity aimed to allow participants to consider how data might be used and to understand how this may affect their motivation to use mood-reporting technology.</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)NHS: National Health Service.
\(^c\)COBALT: Challenging Obstacles and Barriers to Assisted Living Technologies.
\(^d\)NANA: Novel Assessment of Nutrition and Ageing.
Figure 1. Older adult using the Novel Assessment of Nutrition and Ageing (NANA) home system on an Asus EeeTop PC.

Textbox 1. A priori themes chosen before beginning the coding process.

_A priori_ themes:
- Attitudes toward technology in general
- Attitudes toward mental health conditions
- Attitudes toward technology for supporting mental health
- Motivators to use
- Barriers to use
- Usability

**Results**

**Participant Characteristics**

The participants’ ages ranged from 52 to 88 years and the mean age was 66 years (SD 8.6). The majority of the participants were female (12/15, 80%). Most had attended further or higher education (11/15, 73%). The majority of the participants (11/15, 73%) reported that they regularly used the Internet. Almost half of the participants reported that they used technology to manage a health condition (7/15, 47%), although no data were available on what type of technology they used or what condition they managed. All participants rated their health as fair (8/15, 53%) or good (7/15, 47%).

**Results of the Template Analysis**

The final template comprised three themes, each with a number of subthemes (see _Table 2_). Each of these themes is described in detail in the following sections.
Table 2. Final template including themes and subthemes after coding.

<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Quotes a (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Motivators to the use of technology to support mental health</td>
<td></td>
</tr>
<tr>
<td>Using technology is preferential to “bothering” people when experiencing low mood</td>
<td>6</td>
</tr>
<tr>
<td>Keeping a record of mood using apps and websites can facilitate self-awareness</td>
<td>3</td>
</tr>
<tr>
<td>Playing music using technology can be beneficial to mood</td>
<td>11</td>
</tr>
<tr>
<td>Games within apps can be used as a distraction from problems</td>
<td>6</td>
</tr>
<tr>
<td>2. Barriers to the use of technology to support mental health</td>
<td></td>
</tr>
<tr>
<td>Low mood may affect readiness to engage with digital technologies</td>
<td>4</td>
</tr>
<tr>
<td>Fear of consequences may affect readiness to engage with technology</td>
<td>4</td>
</tr>
<tr>
<td>Self-diagnosis using websites is problematic</td>
<td>9</td>
</tr>
<tr>
<td>Technology is inferior to humans</td>
<td>11</td>
</tr>
<tr>
<td>Older adults have some difficulties with usability of apps and websites irrespective of the mental health content</td>
<td>9</td>
</tr>
<tr>
<td>3. Awareness of technology to support mental health</td>
<td></td>
</tr>
<tr>
<td>Participants are aware of National Health Service websites as a source of information and resources</td>
<td>4</td>
</tr>
<tr>
<td>Participants are aware of online meditation and mindfulness resources</td>
<td>5</td>
</tr>
<tr>
<td>Awareness alone is not enough for successful use</td>
<td>6</td>
</tr>
</tbody>
</table>

aNumber of quotes coded to each theme and subtheme. Coding was completed using NVivo 11 (QSR International).

Theme 1: Motivators to the Use of Technology to Support Mental Health

Participants described several reasons they may be motivated to use technology to support their mental health. First, participants described feeling reticent to discuss if they were experiencing low mood with friends or family members for fear of bringing them down, too. Using technology in place of speaking to a person was seen as a potential way to prevent “bothering” others and thus to be self-reliant.

I’d be worried about passing misery on, you know what I mean. [Participant 11, female, age 66]

If your computer was set up that way, if you spoke to it and said, “I’m in a low mood today, what should I do?” ...because the computer’s programmed to s...well like one of them Android things [sic], just to say, “well I suggest you go for a walk” or whatever it churns out, really. I think that’s good. Cos [because] you don’t always want to bother somebody, like these ladies have said, you don’t. [Participant 15, female, age 55]

Loneliness was a particular source of concern for participants. Many recognized that loneliness was detrimental to health and mood. Participants discussed how they used technology to alleviate loneliness.

I will switch the radio on sometimes, but the visual contact of the TV makes me feel that I’m not on my own... It’s company, you see people. [Participant 15, female, age 55]

Participants recognized that they were motivated to use technology to play music because it helped to improve their mood. Participants used a wide variety of different technologies to source music, including YouTube [37].

If I want a lift, an uplift, I go and put rock and roll on, or summat [something] a bit lively. [Participant 14, male, age 75]

I put music on. Put YouTube on and type in what I fancy listening to. [Participant 10, female, age 68]

Yeah, I like the YouTube [sic] for all sorts. Er, but music is, does relax me. [Participant 9, female, age 69]

Apps designed to support mental health were considered helpful in normalizing the experience of poor mental health. After testing apps that described commonly experienced symptoms of depression, anxiety, and stress, participants highlighted how reading these accounts provided them with a sense of normality.

It makes you feel normal, because you’re seeing it written down. [Participant 12, female, age 56]

Video games were also seen as helpful, as a way to distance oneself from one’s problems and improve current mental state through distraction.

It’s if like, summat’s [something has] happened or you know, so it will take your mind if you’re concentrating on one thing. Just gives you that bit of respite. [Participant 14, male, age 65]

Participants recognized these benefits in a game within an app entitled WellMind that was explored during the study session.

Oh there’s playing a game with a kind of snake and an apple, you have to move a bar and hit the apple and things...I suppose it’s a kind of concentration of the mind. [Participant 12, female, age 56]
Theme 2: Barriers to the Use of Technology to Support Mental Health

Participants also recognized a number of barriers to the use of digital technology to support mental health. First, participants suggested that low mood was likely to affect readiness to engage with digital technologies.

*I do wonder if you could be so low, that you couldn’t be bothered to go on a computer.* [Participant 11, female, age 66]

Participants also commented that the fear of the consequences of using technology to support mental health may also prevent them from engaging with mood-reporting tools, such as apps, to support mental health.

*Where the fear is of something unpleasant happening to you, like you’re being taken, taken into an institution, then you’re not going to admit any symptoms that you might think could be interpreted that way.* [Participant 8, female, age 68]

Some participants mentioned that using technology to self-diagnose could be problematic, since it could result in patients mistakenly believing they had a rare or extreme medical condition.

*To research online a specific problem, you know, say diabetes, is ok, but to research and put in what problems you’ve got that come up with some outlandish thing is wrong. I don’t agree with that. The doctor tells you that.* [Participant 6, male, age 69]

As well as these concerns, there was a sense that human contact was superior to technology when it comes to mental health and that dealing with people was preferable to using technology.

*If you really feel down and you really need some help, can a computer...don’t you think physical contact or speaking to someone is far more important?* [Participant 13, female, age 60]

Some technology usability issues were discussed, which, while not specific to apps to support good mental health, nonetheless created barriers to successful engagement. Many of the apps evaluated by participants assumed a certain level of prior knowledge on the part of their users. For example, some apps use a cross (X) symbol on buttons to close a text-entry box, while others used a swipe action to move between options. For some participants, these assumptions caused difficulties, as they did not always have the required prior knowledge, skills, or experience.

*If you push that cross does that mean it cancels it out? Yes. Right. You do it.* [Participant 12, female, age 56]

*No I think it, does it, oh.* [Participant 13, female, age 60]

Dexterity was also an issue raised by several participants. One of the apps tested by participants was Pacifica. This app featured a circular slider for users to report on how they were feeling. Participants suggested this action would be particularly difficult for someone who had had a stroke.

*I think, if they’ve come out of hospital and had a stroke, that turning one [ie, Pacifica] might be quite difficult for them.* [Participant 15, female, age 55]

They also suggested that poor dexterity may be a barrier to the use of games within apps to support mental health.

*I think that you’ve...that snake game, your hands have to be quite good.* [Participant 12, female, age 56]

*Yeah, dexterous.* [Participant 11, female, age 66]

*Yeah, your dexterity has to be pretty good for that one.* [Participant 12, female, age 56]

Further, usability-related barriers found in this study included difficulties reading small fonts; for example, Participant 15 stated, “The print’s too small, can you make it bigger?” There was also a sense that using technology is effortful and time-consuming; for example, Participant 2 stated, “When you go on a computer, you’ve got to log on and all that blah, blah, blah.” Some participants also mentioned that they experienced fear when completing certain activities on digital platforms; for example, Participant 13 stated, “I don’t know why I’m afraid of downloading apps.”

Theme 3: Awareness of Technology to Support Mental Health

Participants demonstrated an awareness of multiple uses of digital technologies to support mental health. These included online doctor’s appointment booking systems, National Health Service (NHS) and other health websites for researching health conditions, meditation apps, and YouTube videos for relaxation. One participant expressed confidence using the NHS website and saw the potential benefits of using it. Here, she reacts to a vignette in which the person described is imagined to be experiencing symptoms of depression.

*I suppose for this one, this red one, you could like, look up a...NHS site, Moodzone, they do audio tapes that, they do tapes that actually give you some inspiration towards feeling better.* [Participant 13, female, age 60]

Many participants referred to CDs, tapes, and online resources for mindfulness, though one participant was unsure about digital delivery.

*How does mindfulness work online?* [Participant 1, female, age 66]

Another participant found it difficult to use such resources alone.

*I’ve got those tapes that they’ve given me to teach me how to relax. I find that, I can’t do it on me [sic] own. But I can do it say if you was [sic] with me, and we just, meditated together, I could do that. But on my own, I’m finding, “oh I haven’t washed the pots, I haven’t done this, I haven’t done that,” you know.* [Participant 15, female, age 55]

Thus, although participants showed an awareness of various ways in which digital technologies can be used to support mental health, awareness alone may not be enough for participants to start using such tools successfully. Indeed, not everyone was convinced there is a role for technology in certain situations.
I don’t know how technology would help. [Participant 9, female, age 69]

Discussion

Principal Findings

This study used the COBALT principle of user as expert to understand the motivators and barriers to older adults’ use of technology to support mental health. New findings presented in this work include that self-reliance, averting loneliness, normalization, facilitated expression, and improving mood can be motivators for older adults to use technology to support their mental health. Some apps and websites included in the study were found to offer functions that assisted users in understanding their mental states and in facilitating behaviors that would promote well-being, flourishing, and mental health. The study has also illuminated possible reasons older adults might avoid using technology to support mental health, including low mood itself, fear of consequences, and a preference for human contact.

The participants expressed an interest in using technology to alleviate low mood, for example, by listening to music on YouTube or playing games within apps. They expressed how playing games, such as that within the app WellMind, could be a helpful distraction from unwanted thoughts and may help to concentrate the mind. Prior research has highlighted that technology can provide older adults with opportunities for enjoyment and fun [22]. This study extends this to the added benefit of alleviating low mood and providing distraction. Older adult participants also highlighted how the framework provided by mood-reporting tools within apps could be helpful for exploring their own feelings and being able to express these. Furthermore, reading descriptions of the experience of symptoms of poor mental health was felt to be normalizing.

Our findings suggest the inclusion of elements such as the ability to play music, play games, read about symptoms, and report on mood within an app to support mental health is likely to be motivating and beneficial for older adult users and could promote flourishing, as described by Keyes [10]. However, further research would be required to ascertain the true level of benefit each of these elements could provide.

Findings here reflect how older adults may turn to technology to manage symptoms of low mood and alleviate feelings of loneliness by themselves, without reaching out to friends or family. Participants described how using apps to record their mood and receive activity suggestions may be preferable to speaking with others when experiencing low mood, to avoid being seen as a burden. Peek et al [28] also found that older adults were keen to avoid being a burden and used technology to this end. The determination of older adults to be self-reliant can thus be seen as a motivator for them to engage with technology to support their mental health. However, some participants felt that, if affected by a mental health condition, they would prefer to speak with a human about their experience rather than use technology. Views on the superiority of humans over technology thus contrasted with views around the benefits of technology when an individual did not feel confident speaking with a person. These differing views on the best way to support mental health demonstrate there is no “one-size-fits-all” in the use of digital solutions to support mental health and that there are situations in which technology can be seen as having advantages over human contact. Prior work has also highlighted both the preference of older adults for human management of health care [38] and, contrastingly, the benefits of using technology to support health care in order to avoid being a burden on others [28]. This tension could be resolved in future applications of digital technology for the management of older adults’ health and well-being through a decision aid to help decide whether contact should be made with a health professional and/or a formal or informal carer.

The participants identified a number of barriers to using technology to support mental health. Discussions revealed how symptoms of poor mental health may affect readiness to engage with technology. Comments included the fact that feeling depressed was likely to magnify difficulties with usability of digital technologies. The Diagnostic and Statistical Manual of Mental Disorders lists lack of motivation and reduced pleasure in daily activities as symptoms of major depression [3] and participants’ comments in this regard are thus in line with these symptoms of depression. Further research would be required to understand this phenomenon more fully, for example, exploring what severity of depression or anxiety causes disengagement with technology and in what populations this is most common. The use of prompts, either originating from the devices themselves or from family members or health care practitioners, could also be explored as a potential method to mitigate this disengagement.

Some usability issues with the apps and websites were identified. For example, the use of interactive COBALT activities revealed that some participants struggled to understand the meaning of relatively standard symbols and dialogues within apps and websites. This suggests that apps and websites must address accessibility and universal design features to maximize their usability and reach to all potential beneficiaries, rather than assuming prior knowledge. Similar findings were reported by Eisma et al [39], who demonstrated that scrollbars were not familiar to older adults, and Grindrod et al [40] who discussed how “Cancel” buttons, scrolling functionality, autocorrect, sample text in grey fonts, and peripheral buttons can confuse older adult users with less experience using technology. Vaportzis et al [41] reported on older adults’ struggle to use digital technologies where physical health complaints, such as poor eyesight or limited dexterity, affected interaction with devices. Our findings support these points and further demonstrate the need for lower dexterity to be kept in mind when developers are designing apps for older adults. Thus, to ensure older adults feel comfortable and confident using digital technologies to support their mental health, apps and websites should use intuitive layouts with easy-to-use function buttons and clear explanations, while avoiding the use of technical jargon.

Another perceived barrier to using technology to support mental health was the perception that using digital technology might result in automated decisions about treatment being taken. When discussing the use of digital technology to report on mood, participants suggested that fear of being institutionalized could affect honesty in self-reports. Prior work has indicated the
benefits and psychological attachments older adults have to ageing in their own homes [42,43]; the findings in our study indicate that the possibility of losing this independence could provoke anxiety for older adults using digital technology to monitor mental health. This finding could inform the development of documents and guidance provided alongside apps and websites to address users’ fears about the implications of using the technology. For example, these materials might explain that these technologies are designed to be informative rather than diagnostic and that their use would not lead to any automatic decisions about their future care or treatment being made.

**Limitations**

Although this study has produced novel insights into older adults’ attitudes toward the use of technology to support mental health, it does have some limitations. First, there were few participants with very low levels of education or very limited experience of technology, meaning results may reflect a greater awareness of, or ability with, technology among participants than is representative of the population at large. Second, the majority of participants in this study were female, meaning views of older males may be underrepresented. Third, while the inclusion of participants aged 50 and over enabled us to gain a more diverse range of perspectives, it also means that not all points may be relevant to all age groups. Future studies that examine the relevance of each theme to more homogenous subgroups of older people would therefore be useful for learning more about the different types of potential users of mental health technologies.

**Conclusions**

This study has revealed that older adults are motivated to use digital technology to support their mental health, in particular to promote self-reliance, avert loneliness, and improve mood. However, low mood, fear of consequences, and a preference for human contact may prevent successful engagement with these technologies. Further work is needed to understand how the use of music and games within apps and websites might help to address symptoms of mental illness in older adults and to understand how different states of mind, such as low mood, might affect older adults’ readiness to engage with technology. Developers of apps and websites designed to support mental health that could be used by older adults should be mindful that technical jargon and commonly used symbols may not be understandable to all older adults. They should also be aware that guidance provided with such tools could be helpful in reassuring users that using these tools will not reduce human contact with health professionals or result in adverse consequences.
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Design and Delivery Features That May Improve the Use of Internet-Based Cognitive Behavioral Therapy for Children and Adolescents With Anxiety: A Realist Literature Synthesis With a Persuasive Systems Design Perspective

Abstract

**Background:** Internet-based cognitive behavioral therapy (iCBT) is a *persuasive system* as its design combines therapeutic content, technological features, and interactions between the user and the program to reduce anxiety for children and adolescents. How iCBT is designed and delivered differs across programs. Although iCBT is considered an effective approach for treating child and adolescent anxiety, rates of program use (eg, module completion) are highly variable for reasons that are not clear. As the extent to which users complete a program can impact anxiety outcomes, understanding what iCBT design and delivery features improve program use is critical for optimizing treatment effects.

**Objective:** The objectives of this study were to use a realist synthesis approach to explore the design and delivery features of iCBT for children and adolescents with anxiety as described in the literature and to examine their relationship to program use outcomes.

**Methods:** A search of published and gray literature was conducted up to November 2017. Prespecified inclusion criteria identified research studies, study protocols, and program websites on iCBT for child and adolescent anxiety. Literature was critically appraised for relevance and methodological rigor. The persuasive systems design (PSD) model, a comprehensive framework for designing and evaluating persuasive systems, was used to guide data extraction. iCBT program features were grouped under 4 PSD categories—Primary task support, Dialogue support, System credibility support, and Social support. iCBT design (PSD Mechanisms) and delivery features (Context of use) were linked to program use (Outcomes) using meta-ethnographic methods; these relationships were described as Context-Mechanism-Outcome configurations. For our configurations, we identified key PSD features and delivery contexts that generated moderate-to-high program use based on moderate-to-high quality evidence found across multiple iCBT programs.

**Results:** A total of 44 documents detailing 10 iCBT programs were included. Seven iCBT programs had at least one document that scored high for relevance; most studies were of moderate-to-high methodological rigor. We developed 5 configurations that highlighted 8 PSD features (Tailoring, Personalization [Primary task supports]; Rewards, Reminders, Social role [Dialogue support]; System credibility [System credibility support]; and Social support).
supports; and Trustworthiness, Expertise, Authority [System credibility supports]) associated with moderate-to-high program use. Important features of delivery Context were adjunct support (a face-to-face, Web- or email-based communications component) and whether programs targeted the prevention or treatment of anxiety. Incorporating multiple PSD features may have additive or synergistic effects on program use.

Conclusions: The Context-Mechanism-Outcome configurations we developed suggest that, when delivered with adjunct support, certain PSD features contribute to moderate-to-high use of iCBT prevention and treatment programs for children and adolescents with anxiety. Standardization of the definition and measurement of program use, formal testing of individual and combined PSD features, and use of real-world design and testing methods are important next steps to improving how we develop and deliver increasingly useful treatments to target users.

(J Med Internet Res 2019;21(2):e11128) doi:10.2196/11128

KEYWORDS
internet; cognitive behavioral therapy; computer-assisted therapy; persuasive communication; anxiety; children; adolescents; review; adherence

Introduction

Background
Cognitive behavioral therapy (CBT) is recommended as a first-line treatment for children and adolescents with anxiety [1-4]. Trained mental health professionals have traditionally delivered CBT, but there is an increasing interest in the internet as a delivery platform to circumvent the multiple barriers to receiving in-person treatment. These barriers can include direct and incidental costs to families, lack of trained deliverers, and inconvenient service times and locations [5]. Internet-based CBT (iCBT) is also proposed to preserve adolescent autonomy, appeal to user preferences, reduce health care system costs, and improve the time it takes to receive treatment [6-8]. iCBT is recognized as an important treatment option [9-11] to meet the increasing demands of a population where anxiety is often undetected and untreated, but with whom early access to care can improve long-term outcomes [3,12-14].

iCBT uses technological features (ie, multimedia and email) to deliver treatment content through the Web or a software application to generate interactions between the user and the program [15]. In this way, iCBT aims to reinforce, change, or shape attitudinal or behavioral health outcomes and aligns with the concept of a persuasive system [16-18]. Although recent efforts have been made to provide guidance on the design and delivery features of iCBT [19], considerable differences exist across programs both in terms of their features and the health outcomes they produce. Recent systematic reviews and meta-analyses have found a range of iCBT programs to be effective at reducing anxiety in children and adolescents [9,10,20,21]; however, poor and highly variable rates of completion can be found across programs (up to 50% of participants not reaching the end of a program) [5,7,10,21,22]. The term program use captures the various, typically objective, outcomes used across studies (ie, adherence, compliance, and number of program activities or homework completed) that describe the extent to which users interact with a program.

Understanding the factors that influence iCBT program use is important as there have been indications that greater program use is associated with better outcomes [23,24]. Studies of iCBT in children and adolescents with anxiety [25,26] have found that certain participant demographics (eg, gender, age, location, and anxiety severity) and delivery features (eg, parental or therapist support) relate to or predict program use. However, the relationship between technological design features of a program, the ability of those features to enhance the persuasiveness of a program, and actual iCBT program use by children and adolescents with anxiety, has received minimal attention in the literature.

Objectives
Recognizing iCBT as a persuasive system, we conducted a realist synthesis to examine the technological design and program delivery features of iCBT for children and adolescents with anxiety in order to document their potential relation to persuading program use. The realist synthesis approach provided a framework to answer 2 main questions: (1) what design and delivery components (technological features, treatment content, and interactions) are described for iCBT programs for children and adolescents with anxiety? and (2) what components may explain reported program use outcomes?

Methods

Study Design
This realist synthesis was conducted using steps recommended by Pawson and Tilley [27,28] and is reported in accordance with the Realist and Meta-narrative Evidence Synthesis: Evolving Standards (RAMESES II) [29]. Realist synthesis is theory-driven in that the synthesis searches for and refines explanations of intervention effects by asking: “What works, for whom, and in what circumstances?” [27]. In this synthesis, we examined the relationships that exist between the therapeutic and technological features of iCBT (Mechanisms) and program use (Outcomes), and the program delivery formats and interactions (Contexts) that support them. We expressed these relationships as Context-Mechanism-Outcome configurations.

Context-Mechanism-Outcome Configuration Development
We began the synthesis by developing candidate Context-Mechanism-Outcome configurations for how iCBT programs may work. The development process consisted of brainstorming activities, with the research team reviewing
literature on human-technology interaction and studies of iCBT programs for anxiety to identify relevant and pre-existing theories, models, or frameworks to work from. The persuasive systems design (PSD) model [17] emerged as a key framework for understanding how iCBT, as a persuasive system, was intended to work, and we used this model to develop the initial list of Context-Mechanism-Outcome configurations. The model describes 28 PSD (technological) features, subdivided across the following 4 categories, which can be implemented by programs to guide the user toward their health-related goal: (1) Primary task support, (2) Dialogue support, (3) System credibility support, and (4) Social support.

Using the PSD model, we identified which PSD features (Mechanisms) might be associated with iCBT program use (Outcomes) to formulate Mechanism-Outcome dyads. We then hypothesized which program delivery formats, interactions, and conditions for use (Context) might promote the occurrence of the Mechanism-Outcome interactions. Together, these steps led to the generation of 5 candidate Context-Mechanism-Outcome configurations (Multimedia Appendix 1) [30-34]. The configurations were as comprehensive and justifiable as possible, referencing literature that supported their development and inclusion in the list. These configurations would undergo refinement and testing during the analysis stage of the synthesis, whereby we used evidence from the literature to validate their explanatory usefulness and applicability for answering our research questions.

**Literature Search**

We used 3 main strategies to identify literature for iCBT programs. The first search strategy involved an information specialist conducting a systematic and comprehensive search of 8 electronic databases: MEDLINE, EMBASE, ERIC, PsycINFO, CINAHL, Cochrane Library, ProQuest Dissertations & Theses Global, and PubMed for the period 1990 to 2017. The second strategy involved a manual search using Google, an internet search engine, and gray literature repositories (Association for Computing Machinery Digital Library, Open Grey, Institute of Electrical and Electronics Engineers Digital Library, and Canadian Agency for Drugs and Technologies in Health) to identify conference proceedings, program evaluations, and government or technical reports. For both search strategies, MeSH terms and text words were based on mental health condition (anxiety and phobias), intervention modality (internet-based and mobile app), intervention type (prevention and treatment), and therapeutic approach (CBT; Multimedia Appendix 2). The third strategy involved manually searching the table of contents in the Journal of Medical Internet Research, Internet Interventions, Journal of Cyber Therapy & Rehabilitation, and Journal of Telemedicine and Telecare, and a review of reference lists of included documents and reviews (eg, systematic reviews).

We employed the search strategies on an iterative and recurrent basis until November 2017 to ensure the review was up to date and inclusive. Before discontinuing the literature search, a test of saturation was applied to the search strategies, which involved verifying that further searching would not yield any new results [35].

**Literature Selection**

In this study, 2 independent, trained reviewers (authors ADR and LW) screened the identified documents for eligibility using a 2-stage approach. During this process, reviewer discrepancies were resolved by consensus or third party arbitration (author ASN). At stage 1, all documents were screened for eligibility using the title and abstract. During this stage, we randomly selected 100 citations to assess inter-rater agreement for inclusion or exclusion decisions; Cohen kappa was 0.74 between raters, reflecting substantial agreement [36]. All documents that were screened “yes, include” or “unsure to include” moved to stage 2. At stage 2, the full text of documents was reviewed by 1 reviewer (ADR), in consultation with another (ASN), with a resulting decision to either include or exclude a document from the synthesis.

For an iCBT program to be included in this synthesis, supporting documents needed to be published in English and provide information on treatment Context, program design (PSD) and delivery features, and program use Outcomes. Each document did not need to provide details on all 3, but all 3 needed to be represented in the total documents for an iCBT program. In addition, at least one published study on the iCBT program needed to be available for inclusion so that we could assess the methodological quality of the study providing program use outcome data.

Intervention studies (eg, clinical trials) were eligible for inclusion if they evaluated iCBT anxiety programs with children (aged <14 years) or adolescents (aged 12-19 years). As some iCBT programs were designed for and evaluated with participants from a broader age range (eg, programs also geared toward young adults), only those studies that provided separate data for participants aged ≤19 years were included. We also required that the type of iCBT program under evaluation be designed for an anxiety disorder(s) or anxiety symptoms associated with a disorder as classified according to the Diagnostic and Statistical Manual of Mental Disorders, fifth edition [37] such as social phobia (social anxiety disorder), generalized anxiety disorder, panic disorder, separation anxiety disorder, or specific phobia. Transdiagnostic programs (ie, programs designed for anxiety plus another diagnosis such as depression) were also eligible for inclusion. We also required that the iCBT program consisted of modules designed for use by the child or adolescent (and not solely delivered to or facilitated by a parent or therapist) as child or adolescent program use was our outcome of interest. Theoretical papers, mixed-methods and qualitative studies, and policy or implementation documents were also eligible if they included a focus on how an iCBT program was proposed to work.

**Literature Appraisal**

Documents were assessed for relevance and rigor based on consensus between 2 reviewers (authors ADR and LW). Relevance was assessed based on the level of contribution a document provided for an iCBT program in 3 domains: (1) underpinning theory and/or the context and sequence for delivery (Context), (2) PSD features (Mechanism), and (3) program use outcomes (Outcomes). The level of contribution for each domain was rated low if little or no information was
provided, medium if some information was provided, and high if information was well described. Exemplar documents with a high level of contribution across the 3 domains informed decision rules for the rating of all other documents.

The methodological quality (rigor) of research studies was assessed using the Mixed Methods Appraisal Tool (MMAT) [38-40]. The MMAT is a reliable, efficient, and valid tool that provides different sections for assessing studies of qualitative, randomized, nonrandomized studies, descriptive studies, and mixed-method designs [38-40]. Multiple publications of the same study (thesis + journal publication) received the same MMAT score. MMAT scores could range from 0% to 100%, with a greater score indicating that more quality criteria were met.

Data Extraction and Coding
Documents for each iCBT program were grouped together during data extraction and coding. Two reviewers (ADR and LW) cross-referenced extraction and coding decisions, with a random subset of 10 documents; the remaining documents were coded by 1 reviewer (ADR). In addition to document characteristics (type and year of publication), iCBT program data were extracted for the following:

- Participants: eligibility criteria and participant demographics.
- iCBT program Context: number of modules, module workflow and sequence, delivery setting, adjunct support, and level of prevention according to the Institute of Medicine model [41].
- Theory or proposed Mechanisms: program features, content, and components, including PSD features, and information on why the iCBT program was designed a certain way or how the program was proposed to work.
- Program use Outcomes: information related to how many Web-based modules, exercises, or activities were completed by users or how many users completed certain aspects of the program, measured at posttreatment.

Context and Mechanism Data
Adjunct support details were coded when human-derived technological or therapeutic communication was provided to users to complement iCBT program delivery.

Therapeutic content in programs was coded according to the 5 main CBT components found in the American Academy of Child and Adolescent Psychiatry (AACAP) practice parameter [42]: psychoeducation, somatic management skills, cognitive restructuring, exposure methods, and relapse prevention.

As most authors did not use PSD terminology or concepts, program descriptions were coded as PSD features using a codebook and glossary [17] (Multimedia Appendix 3). PSD features were coded when they were executed by the technology (intrinsic to the design and delivery of the internet-based program) and not by human action (eg, congratulatory comments provided in person by a parent or teacher), which is in line with the use of the PSD model by others [15]. When available, suggested mediators and moderators of program use were extracted, as was information on partial or full Context-Mechanism-Outcome configurations, as discussed by the original authors of the included documents.

Outcome Data
We found inconsistent and heterogeneous measurement and reporting of program use Outcomes—such as program adherence, compliance, and completion. These limitations have been noted by others [22].

For each study, program use Outcomes are reported as published by original authors and are collectively referred to in this study using the umbrella term program use. As no applicable cut-off scores have yet been established, when possible, Outcomes were converted into percentages (based on quartiles) to assist with interpreting program use. We used the following parameters to summarize program use: high use (≥75%), moderate use (50%-74%), low use (25%-49%), or very low use (≤24%). Study dropout or attrition data were not included in the analysis because these data may not directly reflect program use (eg, program completion), but rather rates of study participants who did not fulfill the research protocol (eg, filling out questionnaires) [15]. Corresponding authors were contacted to provide clarity and completeness of unclear or unreported information and to ensure accurate application of the PSD model for coding iCBT program features. An author for each of the included programs responded to our requests (n=10).

Data Analysis and Synthesis Process
We used a multistep approach to data analysis that was structured according to Pawson’s techniques [27,28] and meta-ethnography [43,44]. The first step involved determining recurrent patterns or themes (semi-regularities) across documents for each iCBT program for delivery Context, PSD features and program Mechanisms, and Outcomes related to program use. The purpose was to use evidence from the literature to (1) identify PSD Mechanisms in each program most frequently associated with the program use Outcomes to refine the candidate Mechanism-Outcome dyads, and (2) incorporate delivery Context of each iCBT program into the dyads to refine the overall Context-Mechanism-Outcome configurations.

Context-Mechanism-Outcome configurations that were supported by evidence from at least two different iCBT programs progressed to the next step of analysis.

The second step in the analysis involved reciprocal translation analysis, a meta-ethnographic technique that involved reviewing the Context-Mechanism-Outcome configurations across iCBT programs [44,45]. Configurations that were found to have mixed (ie, more heterogeneous support with no larger trend) or confounding evidence across programs, or could not be refined by better describing or recombining the Context, Mechanism or Outcome factors, did not progress to the next stage of analysis. What remained were configurations that provided the best support, across multiple programs, to explain the relationship of design and delivery components of iCBT with program use.

In the final step, we used lines-of-argument synthesis, a theorizing technique [44] that involved assessing how well each Context-Mechanism-Outcome configuration could explain why the same PSD Mechanism(s), operating in different iCBT
program Contexts, might result in particular program use Outcomes. We took into consideration the quality and quantity of evidence supporting the configuration and held a meeting to discuss, amend, and finalize configurations with individuals from across Canada with expertise in electronic health interventions. Configuration refinement continued until we felt that it reflected a pattern that would remain consistent despite differences in small- or large-scale details across iCBT programs. At that point in time, we considered the configuration to be adequately developed.

**Results**

**Included Documents**

The literature search and selection progress are presented in Figure 1. The search strategy yielded 11,511 unique documents for stage 1 screening, after duplicates were removed. Of these, 801 documents underwent stage 2 screening. In total, 44 documents detailing 10 iCBT programs were included in the realist synthesis. Documents were published studies (n=20), theses (n=5), published or registered protocols for trials (n=12), study or program websites (n=6), and a study flyer (n=1).

**Characteristics of Internet-Based Cognitive Behavioral Therapy for Anxiety in Children and Adolescents**

**Program and Participant Characteristics**

Table 1 presents an overview of iCBT program and user characteristics. The majority of child and adolescent users were white, English speakers, of middle-to-high socioeconomic status, who lived in urban centers with both biological parents. Programs designed to treat an anxiety disorder tended to be longer in duration (included more modules) than prevention-based programs. Treatment-based programs were delivered in the community (some included occasional health care clinic visits) and involved weekly Web- or email-based therapist interaction and parent-dedicated modules. Prevention-based programs were often provided in schools, with a teacher facilitating program administration. Most iCBT programs were adaptations of previously developed mental health prevention or treatment resources [46-55].

---

**Figure 1.** Flow diagram of the literature search and selection process. iCBT: internet-based cognitive behavioral therapy.
Table 1. Overview of the internet-based cognitive behavioral therapy user, program, and delivery characteristics.

<table>
<thead>
<tr>
<th>Numbered list of programs&lt;sup&gt;a&lt;/sup&gt;</th>
<th>User details</th>
<th>Delivery Setting</th>
<th>Number of modules and duration</th>
<th>Therapist support in program</th>
<th>Adjunct support</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment programs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. BRAVE-ONLINE</td>
<td>Children and adolescents with anxiety</td>
<td>Clinic or community</td>
<td>10 weekly modules + 2 booster modules, 60 min each</td>
<td>✓ ✓ —&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Parent</td>
</tr>
<tr>
<td>2. iCBT&lt;sup&gt;c&lt;/sup&gt; for children and adolescents with dental anxiety</td>
<td>Children and adolescents with anxiety</td>
<td>Community plus clinic</td>
<td>12 weekly modules</td>
<td>✓ — —</td>
<td>Parent, Dental professional&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>3. Internet-delivered CBT for children with anxiety disorders</td>
<td>Children with anxiety</td>
<td>Community</td>
<td>11 modules over a 10-week period&lt;sup&gt;e&lt;/sup&gt;</td>
<td>✓ ✓ —</td>
<td>Parent</td>
</tr>
<tr>
<td>4. Internet-delivered CBT for children with specific phobia</td>
<td>Children with anxiety</td>
<td>Community</td>
<td>11 modules over a 6-week period, 15-45 min each</td>
<td>✓ ✓ —</td>
<td>Parent</td>
</tr>
<tr>
<td>5. SmartCAT App for children with anxiety disorders</td>
<td>Children with anxiety</td>
<td>Community</td>
<td>Daily app entries completed over 8 in-person modules, 3-4 min each</td>
<td>✓ — ✓</td>
<td>Parent</td>
</tr>
<tr>
<td><strong>Indicated prevention programs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Internet cognitive behavioral skills-based program</td>
<td>Children with anxiety</td>
<td>Community</td>
<td>3 modules over a 12-week period&lt;sup&gt;f&lt;/sup&gt;</td>
<td>— ✓&lt;sup&gt;g&lt;/sup&gt; —</td>
<td>Parent</td>
</tr>
<tr>
<td>7. REACH for success app&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Children with anxiety</td>
<td>School</td>
<td>5 activities, 20-30 min for each activity</td>
<td>— — ✓</td>
<td>Research assistant&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td>8. Individually tailored iCBT for adolescents&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Adolescents with anxiety, or anxiety and depression</td>
<td>Clinic</td>
<td>6-9 prescribed modules over a 6-18-week period&lt;sup&gt;j&lt;/sup&gt;</td>
<td>✓ ✓ ✓</td>
<td>Therapist (optional)</td>
</tr>
<tr>
<td><strong>Universal prevention programs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. The e-couch anxiety and worry program</td>
<td>Adolescents with anxiety</td>
<td>School</td>
<td>6 weekly modules, 30-40 min each</td>
<td>— — —</td>
<td>Teacher&lt;sup&gt;k&lt;/sup&gt;, Mental health service provider&lt;sup&gt;l&lt;/sup&gt;</td>
</tr>
<tr>
<td>10. MoodGYM</td>
<td>Adolescents with anxiety, or anxiety and depression</td>
<td>School or community</td>
<td>5 weekly modules, 30-60 min each</td>
<td>— — —</td>
<td>Teacher&lt;sup&gt;k&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Categorized according to the Level of Prevention Model [41]: universal prevention: target participants have not been identified on the basis of individual risk (ie, no symptoms required); selective prevention: target participants have a higher risk of developing an anxiety disorder than others; indicated prevention: target participants are high risk, and who have anxiety signs or symptoms, but do not currently meet diagnostic levels; and treatment: target participants are diagnosed with an anxiety disorder.

<sup>b</sup>N/A: not applicable.

<sup>c</sup>iCBT: internet-based cognitive behavioral therapy.

<sup>d</sup>A dental professional (a dentist, dental hygienist, or dental assistant) provided exposure at a dental clinic.

<sup>e</sup>Five versions depending on diagnosis.

<sup>f</sup>Two blocks of modules (containing multiple sections) dedicated to mothers and 1 module block (containing multiple sections) dedicated to child + mother.

<sup>g</sup>Therapist completed a brief (15 min), nontherapeutic, check-in telephone call with the mother (not the child).

<sup>h</sup>Program was designed for indicated prevention or treatment (early intervention).

<sup>i</sup>Research assistant or graduate student was present to facilitate aspects of the study such as assessment and troubleshoot technical issues.

<sup>j</sup>Out of a possible 17 modules, based on symptoms.

<sup>k</sup>Teacher facilitated program administration and was available for general guidance or if questions arose but did not provide an active therapeutic role.

<sup>l</sup>Mental health service provider was present in 1 study of the program to facilitate program administration or address student questions [56].
Figure 2. Overview of the persuasive systems design features across the 10 internet-based cognitive behavioral therapy programs included in the synthesis.

Cognitive Behavioral Therapy Components and Persuasive Systems Design Features

All programs described themselves as CBT-based and contained at least 3 of the 5 AACAP-recommended CBT components (most commonly psychoeducation, somatic management skills, and cognitive restructuring). The workflow of the programs presented the more foundational and simpler treatment components (eg, psychoeducation and symptom identification) before more challenging skills (eg, desensitization or exposure). Many programs also integrated interpersonal therapy skills [57], such as assertiveness training and problem solving, to reduce environmental stressors and enhance social support.

The frequency of the PSD features used in the iCBT programs is shown in Figure 2. All programs incorporated Reduction and Tunneling (Primary task supports) to regulate the pace and sequence by which users moved through the program. Self-monitoring, a Primary task support, was also used in all programs to track users’ progress or mood over time. A total of 8 programs used Rehearsal by providing recommended or required Web-based homework or practice activities. Moreover, 7 programs provided a Personalized review (eg, progress report and feedback) of homework or module content before the next module was accessible to users. Most programs used Tailoring (n=6) or Personalization (n=7) (Primary task supports) to adapt the content to users’ characteristics such as their primary anxiety concern, age, or name. Incorporating a Social role, such as a Web-based or virtual therapist or cartoon guide, was one of the most commonly used Dialogue supports (n=8). In addition, 9 of the 10 programs had program content, technology, and interaction features that were relatable and appealing to target users (Similarity and Liking features). As all programs were part of a research study, Trustworthiness and Surface credibility (System credibility supports) were considered inherent to their design (ie, programs were ad-free, not marketed for commercial use, and accessed through a secure platform), although few documents explicitly reported this. Authority (System credibility support) was incorporated when Web- or email-based therapist support was provided. Social support features were seldom used among programs.

Level of Contribution and Methodological Quality

Details of the quality appraisal are provided in Multimedia Appendix 4 [58-75]. Documents tended to provide the greatest level of contribution to understanding program Context and Outcomes with relatively few details available for understanding program Mechanisms. A total of 7 iCBT programs had at least one document that scored high for level of contribution for program Context, Mechanisms, and Outcomes. We evaluated 29 research studies (found in 25 documents) for methodological rigor. A total of 19 studies met all 4 MMAT criteria (100%), 7
met 3 criteria (75%), and 3 met 2 criteria (50%). Lower ratings reflected an unclear description of: processes for recruitment, selection, randomization, or allocation; how group differences (if any) were controlled for; the percentage of outcome data obtained; or withdrawal or dropout rates were not within acceptable limits.

**Summary of Key Internet-Based Cognitive Behavioral Therapy Contexts, Mechanisms, and Outcomes**

Tables 2 and 3 present an overview of the delivery Context and PSD Mechanisms that were most frequently or consistently associated with moderate-to-high program use Outcomes across iCBT programs. Contexts most indicative of program use were the adjunct support person and the communication approach (eg, Web [the program platform or internal messaging system], email, or in-person) provided to the user—both of which typically varied based on the level of prevention the program was designed for. The type of adjunct support also depended on the age of program users. Children generally received the most extensive adjunct support (ie, therapist and parent), and program use was often greater among this age group than among adolescents. PSD features identified as having a high value to encouraging program use were Tailoring and Personalization (Primary task supports); Social role, Reminders, and Rewards (Dialogue supports); and Authority, Expertise, and Trustworthiness (System credibility supports). Program use Outcomes most commonly reported either the total proportion or average proportion of program modules, homework, or activities completed by users. More than half of the Outcomes indicated high or moderate program use.

When finalizing our proposed configurations, we considered both what program Contexts and Mechanisms were combined (using Tables 2 and 3) and in what way and for what purpose they may have been combined (using excerpts from individual documents; see Table 4) to explain how moderate-to-high program use Outcomes were generated.

**Proposed Internet-Based Cognitive Behavioral Therapy Contexts and Mechanisms for Moderate-to-High Program Use**

Key Contexts and PSD Mechanisms that may have led to moderate-to-high iCBT program use Outcomes are described in Table 4 alongside examples from contributing programs.

**Context-Mechanism-Outcome Configuration 1: Tailoring and Personalization**

Evidence from 8 iCBT programs suggested that indicated prevention and treatment programs that provided adjunct support along with Tailoring and Personalization resulted in greater program use. Studies supporting this configuration had a mean MMAT score of 90.2%.

Tailoring and Personalization were used to provide users with more information to increase the individualized feel of the program and portray that the program knew and could meet the user’s needs. Programs most commonly tailored content (ie, therapeutic elements and examples) based on the user’s age or mental health condition (eg, specific phobic and social anxiety). User information was often collected by the adjunct support person during study enrollment (ie, part of eligibility screening). Personalization was a feature that could be initiated through program automation (ie, user’s name appeared on the home screen; his or her pronouns) or via program communications (ie, individualized weekly emails and secure messages). The adjunct support person acted as an extension of the Tailored or Personalized program experience through their contact with users within (eg, by providing personalized feedback on Web-based homework [50,76,83]) or outside of the iCBT program (eg, by tailoring in-person session objectives [55]). Programs with a combination of Tailoring and Personalization reported some of the highest program use Outcomes.

**Context-Mechanism-Outcome Configuration 2: Reminders**

Evidence from 6 iCBT programs suggested that indicated prevention and treatment programs that provided adjunct therapist support along with Reminders also resulted in greater program use. Studies supporting this configuration had a mean MMAT score of 92.1%.

The programs contributing to this Context-Mechanism-Outcome configuration involved multiple modules or activities (the number of modules ranged from 6-11 or app use ranged from daily-weekly activities); therefore, users were required to log into the program over numerous instances. Reminders were used to encourage the user to take program action, either by promoting skills practice [46] or by “prompt[ing] participants who [were] late in completing a module” [78] to access the newly available content. Programs provided generic and automatized Reminders through email or the Web-based platform. Reminders were also embedded in the regular, electronic, personalized communications (eg, feedback and progress check-ins) sent by the adjunct therapist to the child or adolescent. If users remained absent from the program beyond the recommended treatment schedule (eg, longer than 1 week), the adjunct therapist provided additional in-person or telephone follow-up, encouraging users to access the next available module.

**Context-Mechanism-Outcome Configuration 3: Rewards**

Evidence from 4 iCBT programs suggested that programs and mobile apps that provided adjunct support along with Rewards resulted in greater program use. Studies supporting this configuration had a mean MMAT score of 85.0%.
<table>
<thead>
<tr>
<th>Program and document</th>
<th>Context: Target users and adjunct support</th>
<th>Mechanism: PSD features</th>
<th>Outcome: Posttreatment findings (program use summary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program 1: BRAVE-ONLINE for children and adolescents with anxiety disorders</td>
<td>[49] Child users; Therapist support: in-person, Web, email, phone; Parent support: in-person, module</td>
<td>Primary task support: Tailoring and Personalization; Dialogue support: Social role and Reminders; System credibility support: Authority, Expertise, and Trustworthiness</td>
<td>91% of homework completed (high use)</td>
</tr>
<tr>
<td></td>
<td>[76] Child users; Therapist support: Web, email, phone; Parent support: modules</td>
<td>Same as above</td>
<td>95% of module activities completed (high use)</td>
</tr>
<tr>
<td></td>
<td>[77,78] Same as above</td>
<td>Same as above</td>
<td>Average of 7.5/10 modules completed (high use); 33.3% of users completed all 10 modules (low use)</td>
</tr>
<tr>
<td></td>
<td>[79] Same as above</td>
<td>Same as above</td>
<td>Average of 4.88/10 modules completed (low use)</td>
</tr>
<tr>
<td></td>
<td>[76] Adolescent users; Therapist support: Web, email, phone; Parent support: modules</td>
<td>Same as above</td>
<td>85% of module activities completed (high use)</td>
</tr>
<tr>
<td></td>
<td>[80] Same as above</td>
<td>Same as above</td>
<td>Average of 7.5/10 modules completed (high use); 39% of users completed all 10 modules (low use)</td>
</tr>
<tr>
<td></td>
<td>[80] Child and adolescent users; Therapist support: Web, email, phone; Parent support: modules</td>
<td>Same as above</td>
<td>Average of 7.9/10 modules completed (high use); 42.6% of users completed all 10 modules (low use); 73.5% of module tasks completed (moderate use); Treatment expectancy predicted compliance (N/A)</td>
</tr>
<tr>
<td></td>
<td>[81] Same as above</td>
<td>Same as above</td>
<td>Average of 85% module tasks completed (high use); Average of 8.9/10 modules completed (high use)</td>
</tr>
<tr>
<td></td>
<td>[82] Same as above</td>
<td>Same as above</td>
<td>Average of 6.7/10 modules completed (moderate use); 19% of users completed all 10 modules (very low use)</td>
</tr>
<tr>
<td></td>
<td>[23] Same as above</td>
<td>Same as above</td>
<td>Average of 4.8/10 modules completed by children (low use); Average of 4.0/10 modules completed by adolescents (low use)</td>
</tr>
<tr>
<td>Program 2: iCBT for children and adolescents with dental anxiety</td>
<td>[48] Child and adolescent users; Therapist support: Web; Parent support: in-person; Dental professional support: in-person</td>
<td>Primary task support: Personalization; Dialogue support: Social role; System credibility support: Authority, Expertise, and Trustworthiness</td>
<td>Average of 9.2/12 modules completed (high use)</td>
</tr>
<tr>
<td>Program 3: Internet-delivered CBT for children with anxiety disorders</td>
<td>[54,83] Child users; Therapist support: Web, email, phone; Parent support: modules</td>
<td>Primary task support: Tailoring and Personalization; Dialogue support: Social role and Reminders; System credibility support: Authority, Expertise, and Trustworthiness</td>
<td>Average of 9.7/11 modules completed (high use)</td>
</tr>
<tr>
<td></td>
<td>[54,84] Same as above</td>
<td>Same as above</td>
<td>Average of 9.7/11 modules completed (high use)</td>
</tr>
<tr>
<td></td>
<td>[85] Same as above</td>
<td>Same as above</td>
<td>83% of users completed ≥9 of 11 modules (high use)</td>
</tr>
<tr>
<td></td>
<td>[50] Child users; Therapist support: Web, email, phone; Parent support: modules</td>
<td>Primary task support: Personalization; Dialogue support: Social role and Reminders; System credibility support: Authority, Expertise, and Trustworthiness</td>
<td>80% of users completed ≥9 of 11 modules (high use)</td>
</tr>
</tbody>
</table>

Program 5: SmartCAT App for children with anxiety disorders
Outcome: Posttreatment findings (program use summary)  

Mechanism: PSD features

Context: Target users and adjunct support

Program and document use summary was calculated by dividing the reported value by 100 or converting it to a percentage. High use (≥75%), moderate use (50-74%), low use (25-49%), or very low use (≤24%).

Child users; Therapist support: in-person, mobile app; Parent support: in-person

Primary task support: Tailoring and Personalization; Dialogue support: Social role, Reminders, and Rewards; System credibility support: Authority, Expertise, and Trustworthiness

Average of 82.8% of practice entries completed (high use)

—

aPSD: persuasive systems design.
bProgram use summary was calculated by dividing the reported value by 100 or converting it to a percentage. High use (≥75%), moderate use (50-74%), low use (25-49%), or very low use (≤24%).
cNot applicable
dAll participants were diagnosed with a high functioning autism spectrum disorder and anxiety disorder.
eThis study compared participants who were randomized to 1 of 2 iCBT conditions: iCBT-generic (iCBT relevant to multiple types of anxiety; ie, social, separation, and generalized anxiety) or iCBT-social anxiety (iCBT specific to social anxiety).
fICBT: internet-based cognitive behavioral therapy.
gData available for 15 out of 17 participants.

A total of 3 iCBT programs regularly incorporated Rewards into modules to encourage ongoing program use and promote the completion of essential treatment exercises [46,47,51]. The iCBT program for dental anxiety opted for a final Reward and presented users with a virtual diploma at the end of their treatment [45]. Rewards were also used as a proxy to track program progress, including completion of exposure activities [46,47,51]. Unlike computer-based programs, the open and flexible design approach to mobile apps gave users the option to select what treatment content and tasks they wanted to access and when. Progressive reward incentives were used to persuade users to complete more of the app’s content and critical components. In the REACH for success app, a cartoon character provided regular guidance and feedback to users and entertained them with animations following task completion (Reward) [47]. In the SmartCAT app, a point system tied to external prizes (Reward) was a feature managed by the adjunct therapist [46]. In-person sessions with a therapist or parent also provided positive reinforcement of program use (ie, Praise, Rewards); sessions were also used to instruct users on how to incorporate Rewards into their anxiety management activities outside of the program [48,51].

Context-Mechanism-Outcome Configuration 4: Therapist, Social Role, Authority, Expertise, and Trustworthiness

Evidence from 6 iCBT programs suggested that indicated prevention and treatment programs with adjunct Web- or email-based therapist support that also provided a Social role component, and conveyed Authority, Expertise, Trustworthiness, resulted in greater program use. Studies supporting this configuration had a mean MMAT score of 91.3%.

The Social role component of iCBT programs was often fulfilled by a therapist or coach (who received specialized training with the program but may not have been a licensed psychologist). Therapists engaged in regular, Web- or email-based communication with the user and served 2 roles by (1) facilitating program delivery by providing technical support and answering users’ questions and (2) promoting program completion by providing reminders and encouragement, reinforcing program concepts, and ensuring accurate comprehension and application of CBT skills. Together, the Social role feature and therapist emails complemented (had overlap with) other PSD features such as Reminders, Praise, and Suggestion. Therapists had secure access to users’ written responses or logged data so that they could send specific communications to users, demonstrating therapists’ credibility and competence with both the therapeutic process and individual responsiveness (Authority, Expertise, and Trustworthiness). Moreover, 3 studies measured child-reported therapeutic alliance with their iCBT program therapist and found it to be strong and program use to be high [76,81]. One of these studies correlated therapeutic alliance with program use and found a significant, positive relationship [81].

Context-Mechanism-Outcome Configuration 5: Therapist + Parent, Social Role, Authority, Expertise, and Trustworthiness

Evidence from 5 treatment programs suggested that iCBT programs with adjunct therapist and parent support that also included a Social role component, and conveyed Authority, Expertise, and Trustworthiness, had greater program use. Studies supporting this configuration had a mean MMAT score of 90.8%.
Table 3. An overview of the delivery Context and persuasive systems design features that may explain program use Outcomes across internet-based cognitive behavioral therapy indicated prevention and universal prevention programs.

<table>
<thead>
<tr>
<th>Program and document</th>
<th>Context: Target users and adjunct support</th>
<th>Mechanism: PSD(^a) features</th>
<th>Outcome: Posttreatment findings (program use summary(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Indicated prevention programs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Program 6: Internet cognitive-behavioral skills-based program</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[51] Child users; Therapist support: phone; Parent support: modules</td>
<td>Primary task support: Tailoring; Dialogue support: Rewards; System credibility support: Trustworthiness</td>
<td>Average of 82.6% modules completed; Users who immediately accessed the program completed more sections (average=17.35) than those who had delayed access (average=8.0); Immediate access users spent more time in the program (average=183.3 min) than those who had delayed access (average=77.6 min); Use time was positively correlated with number of sections completed (high use)</td>
<td></td>
</tr>
<tr>
<td><strong>Program 7: REACH for success app</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[47] Child users; Therapist support: in-person</td>
<td>Primary task support: Tailoring and Personalization; Dialogue support: Social role, Reminders, and Rewards</td>
<td>93.2% of users completed relaxation practice (high use); 91.7% of users completed hypothetical cognitive self-control practice (high use); 15.2% of users completed applied (very low use) cognitive self-control practice (very low use); 45.5% of users completed self-monitoring (low use); The proportion of users who attempted an activity was higher than those who completed an activity (N/A(^c))</td>
<td>Users completed more activities before an evaluation module (N/A); App use was highest in week 1 and decreased over 6 weeks (N/A); 100% of users completed relaxation practice (high use); 100% of users completed hypothetical cognitive self-control practice (high use); 60.0% of users completed self-monitoring (moderate use); 0% of users completed exposure practice (very low use)</td>
</tr>
<tr>
<td>[47] Same as above</td>
<td>Same as above</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Program 8: Individually tailored iCBT(^d) for adolescents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[55, 86] Adolescent users; Therapist support: in-person, email, phone</td>
<td>Primary task support: Tailoring and Personalization; Dialogue support: Social role and Reminders; System credibility support: Authority, Expertise, and Trustworthiness</td>
<td>Average of 6.5/9 modules completed (moderate use)</td>
<td></td>
</tr>
<tr>
<td><strong>Universal prevention programs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Program 9: The e-couch anxiety and worry program</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[87] Adolescent users; Teacher support: in-person</td>
<td>Dialogue support: Social role</td>
<td>45% of users completed all modules (low use)</td>
<td></td>
</tr>
<tr>
<td>[24] Same as above</td>
<td>Same as above</td>
<td>50% of users completed all modules (moderate use)</td>
<td></td>
</tr>
<tr>
<td>[24] Adolescent users; Teacher support: in-person; Mental health provider support: in-person</td>
<td>Same as above</td>
<td>36% of users completed all modules (low use)</td>
<td></td>
</tr>
<tr>
<td><strong>Program 10: MoodGYM</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[53] Adolescent users; Teacher support: in-person</td>
<td>Dialogue support: Social role</td>
<td>Average of 3.2/5 modules completed (moderate use)</td>
<td></td>
</tr>
<tr>
<td>[25] Same as above</td>
<td>Same as above</td>
<td>Average of 9.4/28 exercises completed (low use); &gt;25% of users completed all modules (low use)</td>
<td></td>
</tr>
<tr>
<td>[25] Adolescent users</td>
<td>Same as above</td>
<td>Average of 3.1/28 activities completed (very low use)</td>
<td></td>
</tr>
<tr>
<td>[26] Adolescent users; Teacher support: in-person</td>
<td>Same as above</td>
<td>&lt;1% of users completed all activities (very low use)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)PSD: persuasive systems design.

\(^b\)Program use summary was calculated by dividing the reported value by 100 or converting it to a percentage. High use (≥75%), moderate use (50-74%), low use (25-49%), or very low use (≤24%).

\(^c\)Not applicable.

\(^d\)iCBT: internet-based cognitive behavioral therapy.
Treatment-based iCBT programs were designed to be child-parent combined or parent-supported child-based interventions. Combined interventions required parents to complete parent-specific modules (eg, psychoeducation, relaxation training, problem solving, and modeling adaptive behaviors) either before or alongside their child as they completed their own child-directed modules. In parent-supported interventions, parents may have also been responsible for explaining program instructions and assisting their children with their modules [46,48,50], coaching or supporting their child with in vivo exposure or practice activities [46,48,50], and overseeing their child’s treatment schedule [54]. The support the adjunct therapist provided to children was also extended to parents. Parents had the opportunity to ask clarifying questions, receive expert advice, and troubleshoot difficulties with their child’s iCBT progress with the program therapist. Studies found that both parent and child ratings of therapeutic alliance and program use were high [76,81]. One study correlated therapeutic alliance and program use and found significant, positive relationships for both parents and children [81]. Anderson et al [81] hypothesized that therapist emails may have contributed to fostering a strong therapeutic alliance.

**Discussion**

**Principal Findings**

The role of technological, persuasive components in iCBT programs is an understudied aspect of program design and evaluation. The extent of iCBT program use may be a fundamental indication of its persuasiveness and its potential to assist the user with their goals of the program [15,88-91]. This realist synthesis identified 5 possible relationships as to

Table 4. Configuration summaries of the key Contexts and persuasive systems design Mechanisms that may have led to moderate-to-high program use Outcomes.

<table>
<thead>
<tr>
<th>Context</th>
<th>Mechanism</th>
<th>Example</th>
<th>Program #</th>
</tr>
</thead>
</table>
| Indicated prevention and treatment programs with adjunct therapist support | Configuration 1: Tailoring +/or Personalization to increase relevance of program content | ● Through email the therapist provided “written feedback on worksheets” and was available to “answer questions and clarify treatment content, increase motivation and to help solve problems” [83].
● A participant’s name was populated in modules and feedback messages [76]. | 1, 2, 3, 4, 5, 6, 7, and 8 |
| | Configuration 2: Reminders to increase awareness of program availability and progress | ● “Participants receive automated, computer-generated, standardized, weekly e-mails both before each module (as a reminder to complete their modules) and after each module (to congratulate them on finishing their module)” [78].
● “Each skills coach entry ends with a customized motivational message from the therapist (entered weekly via the [app] portal) that includes encouragement as well as a reminder to complete any assigned home-based exposure or skills practice” [46]. | 1, 3, 4, 5, 7, and 8 |
| | Configuration 3: Rewards to recognize and encourage achievement | ● Following task completion, the user received a reward in the form of Bob’s abilities or tricks, with more complicated tricks being unlocked as users completed more of the treatment protocol [47].
● Program progress was presented and tracked with a virtual sticker chart. A cartoon figure would jump to the next rung of the ladder indicating successful completion of an exposure hierarchy activity [51]. | 2, 5, 6, and 7 |
| Indicated prevention and treatment programs with adjunct therapist support | Configuration 4: Social role to increase program interaction; Authority+Expertise+Trustworthiness to improve perceived value of information or support | ● Participants received “comments and feedback from their therapist on all exercises, and the technical platform also allowed participants to comment on worksheets” [50].
● The therapist portal and secure messaging features in the app allowed the participants and therapist to securely exchange information such as messages, documents, or audio or video files related to treatment [46]. | 1, 2, 3, 4, 5, and 8 |
| Treatment programs with adjunct therapist support plus parent support | Configuration 5: Social role to increase program interaction; Authority+Expertise+Trustworthiness to improve perceived sense of reliance and cooperation toward program progress | ● Parents were provided with their own modules during treatment.
“In this way, the parent was empowered to help their child acquire and use the skills presented in the program, and to handle situations in which their child became anxious” [77].
● Check-in telephone calls from the therapist consisted of 4 elements: (1) progress updates, (2) symptom assessments, (3) encouragement to use the program, and (4) troubleshooting [51]. | 1, 2, 3, 4, and 5 |

aPSD: persuasive systems design.
how the use of specific PSD features (technological Mechanisms), supported by some key user and delivery features (Context), may generate moderate-to-high program use (Outcomes) in iCBT for children and adolescents with anxiety.

The 5 Context-Mechanism-Outcome configurations provide support for several persuasive strategies to improve iCBT program use: Tailoring and Personalization as Primary task supports; Rewards, Reminders and Social role features in programs serving as Dialogue supports; and Trustworthiness, Expertise, and Authority features serving as System credibility supports for a program. Traditionally, PSD features that stimulate human-computer communication, such as Dialogue supports, have been the most widely used and studied features for improving program use [6,15,89,92,93]. However, this synthesis demonstrated that having credibility (System credibility supports) and supporting users in completing their target behavior (Primary task supports) may also promote moderate-to-high program use. We hypothesize that using multiple PSD features, both within and across the different support categories, may produce additive or synergistic effects on program use; however, there was insufficient evidence available for our analysis to explain the impact of PSD feature combinations that involved more than a few features (and proposed functions) at a time. This is because the authors of the original studies included in our review typically discussed or formally tested the relationship of only 1 or 2 PSD features and program use at a time. Therefore, our configurations present the fewest possible PSD features that could be linked to higher program use (ie, we uncoupled features as much as possible—an approach that may make testing of their effects more efficient in future studies).

Moreover, we suspect that not all PSD features may have equal influence on program use. Depending on the program, some PSD features may be necessary for program use (part of the basic requirements or foundational design framework of iCBT), whereas others may be complementary to program use (have an impact by enhancing the design framework of iCBT); although both types of features together may influence program use. In this realist synthesis, all 10 iCBT programs described a purposeful design that incorporated Reduction and Tunneling (Primary task supports) and Similarity and Liking (Dialogue supports) to create a logical, incremental, relevant, and aesthetically pleasing experience for users—these may be the necessary PSD features for iCBT for children and adolescents with anxiety. The PSD features described in our configurations are hypothesized to be complementary—building on the persuasiveness of necessary PSD features to further improve or optimize iCBT program use.

A meta-analysis of PSD features used in internet-based interventions for mental health demonstrated that determining the amount and type of persuasive principles to include may be a delicate balance, as some principles seem to work together, whereas other principles co-occur, they may have an unapparent or diminishing effect [90]. As was found for this synthesis, it is not necessarily the number of PSD features used in iCBT, but it is their proposed purpose or implementation that is particularly critical for optimizing program use outcomes [90]. For example, when comparing 2 indicated prevention programs, we observed that the internet cognitive behavioral skills-based program [51] had fewer PSD features than the individually tailored iCBT program [55], although the former reported greater program use. At this time, our understanding of how to best bring together PSD features, such as Personalized Reminders [93], in the design and delivery of iCBT for child and adolescent anxiety is limited. Therefore, further research on the theory, function, quality, and effectiveness of individual PSD features is needed to deliberately use and combine them for idealized treatment outcomes. Moreover, involving target users in the (co)design and testing of treatments is recommended to improve the acceptability, feasibility, and effectiveness of iCBT with children and adolescents [19,94,95]. These participatory research efforts may provide important guidance on the usefulness and functionality of select (PSD) features of iCBT programs in the real world and from the user’s perspective [96]; therefore, facilitating greater program use [97].

In this synthesis, 3 important potential relationships were identified: (1) adjunct support seemed to improve program use even when input or support was minimal (eg, in-person, classroom-based program administration with no treatment advice given) or when it was provided by a nonexpert (eg, teacher) [24,25]; (2) users of treatment programs demonstrated higher program use than users of universal prevention programs; and (3) a trend for increased program use among programs for children (more so than for adolescents) was identified. Within these relationships, multiple contextual aspects or user characteristics may have also had an additive or synergistic effect on program use. For example, the level of expertise the adjunct support person had (eg, teacher vs therapist) and the degree of their guidance or therapeutic involvement (eg, in-person program administration vs personalized feedback emails) increased from prevention-based to treatment programs.

In the literature, little is known about how much, when, and what type of support is necessary for enhancing program use and efficacy [98,99]. Although some evidence suggests that layperson support is as effective as clinician support [100], this synthesis suggests that the person providing support as well as the intensity of their support activities (frequency; inclusion of therapeutic elements) may have a noteworthy effect on program use. The nature of the role adjunct support plays in iCBT program use is also unclear. It has been suggested that adjunct support may leverage the advantages of therapeutic alliance [101,102], which might include principles of persuasion (eg, users feel the need to respond to social cues [18]), it may establish process expectations and social accountability [103], or it may develop a sense of legitimacy or credibility of the program [103] (see Santarossa et al’s study [104] for further suggestions). Programs that had both therapist and parent involvement may have (1) reinforced child’s understanding of and confidence in treatment content and (2) increased the child’s interaction with the program by creating a perceived sense of cooperation (shared goals) and accountability toward treatment progress. In this realist synthesis, adjunct support may have been used to complement or replace the use of some PSD features in iCBT, particularly Dialogue supports. For example, in-person therapist sessions or telephone calls provided opportunities for Reminders, Personalized feedback, or Praise to be conveyed to users [49,50,54,55]. Consideration of how
and when to provide adjunct support is critical when preparing for the implementation and integration of iCBT within routine practice, such as allotting for therapist time, making changes in clinical workflow, and when conducting economic analyses.

Future Directions
This realist synthesis not only provides support for incorporating some of the well-studied and highly used PSD features into iCBT (ie, Reminders [93,105,106]) but also draws attention to underutilized features that can be incorporated in the designs of new treatments. For example, Rewards were only occasionally used by iCBT programs included in this study (4 out of 10 programs) but are more commonly used techniques for increasing program use in internet-based interventions targeting physical activity or dietary behaviors [107]. Recent efforts into improving the gamification of technology-based CBT for pediatric mental health (see SPARX [108]), where incorporating game-design elements such as Praise and Rewards are regularly used to enhance program use and engagement [109], demonstrate the potential benefits that the use of these features may have.

Although this synthesis and other recent reviews have been helpful for identifying PSD features of interest for improving program use of internet-based interventions [15,89,90], the next step is to formally isolate and evaluate the effectiveness of these PSD Mechanisms in producing optimal program use. This synthesis suggests 8 features that may be a priority for further examination. Modeling, factorial designs or the multiphase optimization strategy [110-112] (see also Baker et al’s study [113] for other suggestions) can be used to evaluate the best set (individual or combination) of program features to use under different conditions (eg, delivery setting and start or end of treatment). Studies with multiple, active treatment arms would also allow the examination of the comparative effects of select program features [114] or in different delivery contexts (ie, varying the type of adjunct support). From this synthesis, only 3 studies of 3 different programs conducted these comparisons. These studies provided important insights into the impact of delivery medium [49], type of adjunct support [24], and delivery location [25] on iCBT program use. Qualitative studies or self-report data would also provide meaningful information on the factors affecting program use from child and adolescent or health care provider standpoints. Another important line of inquiry relates to defining and measuring program use to ensure its validity and reliability for future studies. Designing studies that incorporate in vivo, objective measurements or automatic data capture of program use [115,116] could improve our awareness of program use predictors beyond user demographics (ie, age), for example, to actual usage behaviors (ie, number of Web pages viewed). This method would allow for iCBT program use to not only be measured at end of the intervention but also throughout the program access period to assess usage patterns over time [15], when certain design or delivery features may be more or less activated or present.

Strengths and Challenges of Realist Synthesis
This is the first study to examine PSD features as they relate to program use in iCBT for children and adolescents with anxiety. A strength of this synthesis is the inclusion of diverse and high-quality evidence (ie, MMAT scores>75% [38]) from both the published and gray literature. Approaching our research questions using a single theoretical framework (ie, the PSD model) allowed for systematic and incremental accumulation of knowledge about how iCBT may work from a trackable, technological perspective. The lack of operationalization of how PSD features and aspects of Context and program use Outcomes were defined, described, and measured by authors affected our data extraction and coding strategies. As adherence to recent recommendations [19] and reporting guidelines, such as Consolidated Standards of Reporting Trials-electronic health (CONSORT-EHEALTH) [117], become mandatory for publication, the opportunity to identify the active ingredients of iCBT will improve. Clarifying PSD features with original authors was an attempt to mitigate the potential bias that lies in coding technological program features and interpreting the papers using the PSD model [92]. However, few details about the time or the quality of communication by the adjunct support person(s) were available, limiting our understanding of the important role this contextual feature played in program use. For reasons of inclusivity, we described the heterogeneous outcomes using the umbrella term program use. Adoption of a recent standardized definition and calculation of adherence [118] can clarify what is meant by specific program use terms and allow for comparisons of outcomes across programs. iCBT programs’ widespread implementation and ability to meet the health goals of users will involve an understanding of the expectations and actuality of program use in the real world (ie, using true effectiveness studies or formative program evaluation), and setting benchmarks for an effective dose in different delivery settings. Finally, like others [119-121], we recognized the outcomes of persuasive systems depended on multiple factors, many of which were not examined in this synthesis. However, it was rare to have information on treatment or technology preferences of users (eg, early completers [22,122]), their psychological characteristics or cognitions (eg, motivation, personality, expectations, and treatment perceptions [123]), or personal circumstances (eg, program access [124])—factors that are also considered critical to program use and could be used to construct and validate more intricate Context-Mechanism-Outcome configurations.

Conclusions
The Context-Mechanism-Outcome configurations identified by this realist synthesis provide an initial understanding of how, why, and for whom iCBT programs for children and adolescents with anxiety work from a persuasive systems’ perspective. Appreciating that the effectiveness of iCBT programs may hinge on whether and to what extent programs are used, this study is an important step toward successfully implementing and integrating iCBT into routine clinical care. Recognizing that multiple PSD features are incorporated in iCBT program designs and that individual features may affect each other differently, further knowledge and testing of the purpose and function of these features will help determine the number and combination to use in certain delivery contexts (eg, adjunct support included; level of prevention a program is designed for). As PSD features are modifiable, iCBT program designers and developers can...
look to create more persuasive programs that promote greater use and improved treatment outcomes.
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Abstract

Background: Depression in adolescence is common. Less than half of the adolescents with depression receive mental health care; furthermore, treatment tends to be suspended, and its success rates are low. There is a need for these adolescents to have a safe place to share their thoughts. Studies have shown that writing may be a useful treatment method for people with mental health problems.

Objective: This study aims to describe the use of an electronic diary (e-diary) among adolescents with depressive symptoms.

Methods: This paper describes a substudy of a randomized controlled trial. We used a mixed-methods approach to understand the way in which e-diaries were used by participants in the intervention under the randomized controlled trial. Data were collected during 2008-2010 at 2 university hospitals in Finland. Study participants (N=89) were 15-17-year-old adolescents who had been referred to an adolescent outpatient psychiatric clinic due to depressive symptoms. Participants were instructed to use the e-diary at least once a week to describe their thoughts, feelings, and moods. The content of the e-diary data was analyzed using descriptive statistics and inductive content analysis.

Results: Overall, 53% (47/89) of the adolescents used the e-diary. Most of them (39/47, 83%) logged into the program during the first week, and about one-third (19/47, 40%) logged into the e-diary weekly as suggested. The number of words used in the e-diary per each log ranged between 8 and 1442 words. The 3 topics most often written about in the e-diary were related to mental health problems (mental disorder), social interaction (relationship), and one’s own development (identity).

Conclusions: An e-diary may be a usable tool to reflect experiences and thoughts, especially among adolescents who have signs of depression. The results of this study can be used to develop user-centered electronic health applications that allow users to express their own thoughts and experiences in ways other than systematic mood monitoring.

Keywords: adolescent; depression; electronic diary; mental health; mobile phone; outpatient care

Introduction

Depression in adolescence is common, and it causes serious impairments of one’s social, academic, and emotional lives [1]. Depression is often unrecognized [2] and is an undertreated disorder [1]. It may increase the risk of drug use [3] and suicide among adolescents [2]. More than half of the adolescents with depression do not receive mental health care [4]. Those who have access to care tend to drop out prematurely, or treatment is often unsuccessful [5].
Adolescents need a safe channel for sharing their concerns and feelings [6]. Therefore, new treatment methods, such as Web-based interventions, need more attention. Web-based interventions have already been widely used among adolescents with depression [7]. A commonly used therapeutic approach in these interventions is the cognitive behavioral therapy [7-9]. Besides structured mood tracking with validated instruments, Web-based interventions often include a variety of elements [7], such as email reminders, diaries, discussion forums, or worksheets, focusing on goal setting, problem solving, and thought evaluation [8]. On the other hand, multiple elements in interventions make it difficult to assess the elements that are most influential in increasing the effectiveness of the intervention [7]. In addition, systematic and structured mood tracking does not allow adolescents to express their own emotions, feelings, or current concerns. Therefore, it may be valuable to assess how usable electronic diaries (e-diaries) are to adolescents in supporting them in expressing their burden using written and visual formats.

In this study, an e-diary was used as a part of a Web-based intervention. We assumed that adolescents would be motivated to express their own perceptions of their life situation. Therefore, they had an opportunity to share their thoughts on specific weekly themes [10]. At the same time, they had a chance to share their thoughts freely in the e-diary via expressive writing [11]. Expressive writing is suitable for different therapeutic orientations [11]. It has already been used as a treatment method in mental health [11-13] as well as for those people with depression and anxiety disorders [14]. Writing can support a person as they approach their emotions or modulate the emotional intensity of those who may be less in touch with their emotions [15]. Writing can also decrease stress and generate a desired change [13].

In general, diary writing can help adolescents to cope with numerous developmental challenges [13,15]. Diary writers describes or comments on an event that has happened and explores their feelings that occur almost simultaneously to writing in the diary [16]. Diary writing can create a narrative of events, thoughts, hopes, and emotions. Writing in a diary can, therefore, be seen as the self-reflection of one’s own life [17]. However, knowledge is still lacking on how a Web-based e-diary could be used for adolescents with depression. In this study, we aimed to describe how adolescents with depressive symptoms use e-diary, which was a part of a Web-based program for adolescents with depression.

This study is a subsyudy of the Depis.Net-study on the effectiveness of a Web-based intervention for adolescents with depression (ISRCTN80379583). The study included 6 adolescent psychiatry outpatient clinics at 2 Finnish University Hospitals, where psychiatric examination and treatment were offered to adolescents between 13 and 17 years of age. Data were gathered using the Depis.Net-program, developed at the University of Turku, Department of Nursing Science [10]. The theoretical framework of the program is based on the self-determination theory [18], and it is tailored to improve adolescents’ self-management skills and awareness of their own well-being and mental health [10].

Methods

Design

A mixed-methods study design with quantitative and qualitative descriptive data [19] was used to provide a deep understanding of the studied phenomena and the descriptive approach. In this study, the quantitative data were used to describe how adolescents used the e-diary, while the qualitative data were used to identify the contents adolescents discussed in their e-diaries. We assumed that using quantitative and qualitative approaches together will allow complementary information to arise—the quantitative data augmented the qualitative data, which were analyzed with the method of content analysis [20]. The criteria of Tong et al [21] were followed for reporting the qualitative data.

Participants

Participants (N=89) in this study were adolescents who were between 15 and 17 years of age at the time of obtaining informed consent. This study is a part of a two-arm randomized controlled trial (Depis.Net), and participants of this paper were adolescents who were randomized solely into an intervention group. The inclusion criteria for the randomized controlled trial were as follows: those aged 15-17 (at the time of recruitment) years and able to speak Finnish. Adolescents with serious mental disorders, such as psychotic depression, bipolar disorder, substance abuse, or a primary eating disorder, were excluded; those admitted to psychiatric hospital wards or involved in a brief intervention at an outpatient clinic (≤3 appointments) were also excluded. Participants in the intervention group were given personal identifiers (IDs) for logging into the Depis.Net program, which included an e-diary. They could use the program from any computer with internet access. We included in the analysis all potential participants of the intervention group who had an opportunity to use the e-diary.

Data Collection

Participants’ information, including their age, gender, education, previous use of mental health services, previous depression, and medication use during the last 6 months, was collected from medical records by nurses at the outpatient clinics. Outpatient clinic nurses assessed the overall severity of disturbance using the Children’s Global Assessment Scale (C-GAS) [22]. Depressive symptoms were identified using the Beck Depression Inventory (BDI-21) [23], which is a self-assessment instrument that has been validated for adolescents [24].

The Depis.Net intervention took 6 weeks—a 1-week introduction and 5 weeks during which themes changed weekly (well-being, home and family, adolescents’ rights and responsibilities, adolescent depression, and treatment of adolescents’ depression). The intervention also included health information, self-monitoring, and the use of e-diary where adolescents could reflect on their own life situation. The e-diary included technical instructions as well as personal writings that other adolescents could not see. Adolescents were given ideas related to the weekly theme, which aimed to support them in the use of the e-diary. They were asked to describe their current thoughts, feelings, and moods at least once a week, whenever...
they had time and the willingness to do so. They were also encouraged to use extra characters in the text, such as emoticons, pictures, song lyrics, or comics. They had access to material from all weeks and the e-diary during the 6-week program. It was possible to use the e-diary at any time within any week because the weeks did not close after they had been activated.

To support adolescents in their use of the e-diary, supportive short message service (SMS) text messages were sent every Monday. They informed participants of the theme of that week. Feedback based on previous week was also offered to participants. In addition, those who had not used the e-diary by Thursday received an additional SMS text message to encourage them to write in it. Those who had used the e-diary during the week received feedback from the trained tutor through the program. Trained tutors read adolescents’ e-diary entries daily. If any severe concern was identified in an adolescent’s text, such as a threat of suicide, the trained tutors informed it to the responsible nurse or physician.

**Data Analysis**

Descriptive quantitative statistical methods (frequencies, averages) were used [25], and qualitative data were analyzed using content analysis [20]. First, using descriptive statistics, the content of e-diaries was described by how often and how much adolescents wrote and used pictures (eg, emoticons, combination of signs, photos, or drawings). The number of words was calculated, and the pictures were checked. For example, *I should do lots of schoolwork at some point (I hate school :/)...i.e. it seems in fact, that I have quite a lot of stress!* (80) So typical >_< “ included 27 words and 3 pictures (>:/, 80, >. <””). After this, an Excel table was generated to gather detailed information from 1 week at a time. The table was used to obtain a general overview of the 6-week period. The e-diary program made one automatic timestamp when an adolescent logged in. Automatic timestamps and the time of logging in were calculated. Background information on adolescents’ baseline characteristics and BDI-21 and C-GAS scores were analyzed by frequencies and percentages.

Then, data were analyzed using inductive content analysis made from the manifest content. The sentence was used as a unit of analysis because, with smaller (word) or larger analysis units, the overall vision or some essential information could go unnoticed. For the inductive content analysis, print e-diary entries were read a number of times to understand their content clearly. After this, the sentences that corresponded to the question “what issues have been addressed in the diaries” were manually highlighted [20]. These sentences were transferred into a separate document and categorized by relevant phrases [20,26], which were coded (a coding phase) [20]. The content of the e-diaries was then exported to the qualitative data analysis software, NVivo, where the coding of the sentences continued [20,27]. The codes and their content were compared to identify differences and similarities; subcategories were further formed. In the next step, these subcategories were abstracted and organized into categories based on the similarity of their content. A total of 7 subcategories were formed, which were further combined into 3 categories and named through reflection and discussions with the coauthors. [20]

To increase the validity of the analysis during the analysis process, the data were coded independently by 2 coders (KM and MK) and categories were formed by 3 authors (KM, MK, and MA) [21]. Comments and thoughts were written in a notebook, which aimed to make the internal thinking visible. The notes also allowed the ideas related to the interpretation of the data to be revisited. Conclusions in all the phases were compared with the original data [26].

**Ethical Issues**

The ethical approval was received from the ethics committee (#R08075H). Hospital administrators granted permissions to conduct the study. Good scientific practices [28] and the principles for medical research and legislation [29] were adhered to. The research assistants provided verbal and written information about the purpose and process of the study to adolescents. Adolescents’ participation in the trial was voluntary, and they gave written informed consent. It was possible to withdraw from the study without giving any reason, and it did not affect treatment. If there were severe concerns, such as suicidal ideation, a research assistant informed the responsible nurse or physician to ensure the safety of the adolescent. Anonymity was ensured by having personal access to the program only with a username and password. Unidentifiable codes (IDs) were used, and only the research assistants had access to the program. Anonymity was guaranteed in all phases of the study and reporting of the results. Printed e-diaries included only the unidentifiable IDs. They were stored in a locked space, and the e-diary texts were protected by passwords.

**Results**

**Characteristics of Electronic Diary Users**

Of the 89 participants, 47 used the e-diary. Almost all e-diary users were females. The majority of them were in high school compared to nonusers, many of whom were in a vocational school. More e-diary users had had previous episodes of depression. They had also used mental health services and medication more frequently than nonusers. According to BDI-21, more e-diary users had moderate or severe depression symptoms than nonusers. However, nonusers had slightly more serious problems in functioning (C-GAS) than did e-diary users. Characteristics of the e-diary users and nonusers are described in Table 1.
### Table 1. Characteristic of electronic diary users and nonusers.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Users, n (%)</th>
<th>Nonusers, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (Years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>16 (34)</td>
<td>9 (22)</td>
</tr>
<tr>
<td>16</td>
<td>17 (36)</td>
<td>21 (51)</td>
</tr>
<tr>
<td>17</td>
<td>13 (28)</td>
<td>11 (27)</td>
</tr>
<tr>
<td>18&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (2)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>45 (96)</td>
<td>21 (51)</td>
</tr>
<tr>
<td>Male</td>
<td>2 (4)</td>
<td>20 (49)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comprehensive school</td>
<td>20 (43)</td>
<td>18 (47)</td>
</tr>
<tr>
<td>High school</td>
<td>24 (51)</td>
<td>9 (24)</td>
</tr>
<tr>
<td>Vocational school</td>
<td>3 (6)</td>
<td>11 (29)</td>
</tr>
<tr>
<td><strong>Previous depression</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32 (71)</td>
<td>23 (61)</td>
</tr>
<tr>
<td>No</td>
<td>13 (29)</td>
<td>15 (49)</td>
</tr>
<tr>
<td><strong>Previous use of mental health services</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>32 (71)</td>
<td>26 (68)</td>
</tr>
<tr>
<td>No</td>
<td>13 (29)</td>
<td>12 (32)</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>21 (46)</td>
<td>14 (37)</td>
</tr>
<tr>
<td>No</td>
<td>25 (54)</td>
<td>24 (63)</td>
</tr>
<tr>
<td><strong>Beck Depression Inventory 21 score</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>5 (11)</td>
<td>14 (34)</td>
</tr>
<tr>
<td>10-16</td>
<td>6 (13)</td>
<td>10 (24)</td>
</tr>
<tr>
<td>17-29</td>
<td>19 (41)</td>
<td>10 (24)</td>
</tr>
<tr>
<td>30-63</td>
<td>16 (35)</td>
<td>7 (17)</td>
</tr>
<tr>
<td><strong>Children's Global Assessment Scale score</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90-81</td>
<td>1 (2)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>80-71</td>
<td>3 (6)</td>
<td>6 (16)</td>
</tr>
<tr>
<td>70-61</td>
<td>18 (38)</td>
<td>11 (30)</td>
</tr>
<tr>
<td>60-51</td>
<td>14 (30)</td>
<td>7 (19)</td>
</tr>
<tr>
<td>50-41</td>
<td>10 (21)</td>
<td>8 (22)</td>
</tr>
<tr>
<td>40-31</td>
<td>1 (2)</td>
<td>4 (11)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Respondents who turned 18 years of age after the recruitment.

### Usage of Electronic Diary

Overall, 53% (47/89) of the participants used the e-diary during data collection. Most of the adolescents (16/47, 34%) logged into the e-diary within 2 weeks, and 21% (10/47) logged into the e-diary at least once during each of the 5 weeks. The adolescents logged into the program a total of 147 times (range 1-13 times; median 2; mean 3.1, SD 2.3). Most adolescents (39/47, 83%) logged into the e-diary during the first week, and over half (27/47, 57%) of the e-diary logs were made during the first 2 weeks. In addition, 21% (10/47) of the adolescents relogged into their e-diary and modified or added their output later. Nearly all (22766/22855, 99.61%) of the e-diary logs were made using text form (words), while pictures were rarely used (89/22855, 0.39%). The most logged themes, based on the number of log-ins, were “well-being” and “adolescents rights and responsibilities” (Table 2). The number of words used ranged from 8 to 1442 per each log (mean 174.2, SD 204.4).
Table 2. Usage of the electronic diary within 1 week and all 5 weeks.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Words (n=22,766), n (%)</th>
<th>Pictures (n=89), n (%)</th>
<th>Total (N=22,855), n (%)</th>
<th>Logging frequency (N=147), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-being</td>
<td>8081 (35.50)</td>
<td>23 (25.84)</td>
<td>8104 (35.46)</td>
<td>51 (35.70)</td>
</tr>
<tr>
<td>Home and family</td>
<td>4286 (18.83)</td>
<td>20 (22.47)</td>
<td>4306 (18.84)</td>
<td>33 (22.45)</td>
</tr>
<tr>
<td>Adolescents rights and responsibilities</td>
<td>4877 (21.42)</td>
<td>29 (32.58)</td>
<td>4906 (21.47)</td>
<td>24 (16.33)</td>
</tr>
<tr>
<td>Adolescent depression</td>
<td>2742 (12.04)</td>
<td>5 (5.62)</td>
<td>2747 (12.02)</td>
<td>21 (14.29)</td>
</tr>
<tr>
<td>Treatment of adolescents’ depression</td>
<td>2780 (12.21)</td>
<td>12 (13.48)</td>
<td>2792 (12.22)</td>
<td>18 (12.24)</td>
</tr>
</tbody>
</table>

Figure 1. Logging days and hours.

Sundays to Tuesdays were the most common days for writing in the e-diary, and evenings were the most common time of the day (Figure 1). Adolescents did not use the e-diary at all after 2 am. Logs made in the program at night time (from 23 pm to 2 am) or in the mornings (from 09 am to 12 pm) were also very limited.

**Topics of the Electronic Diary**

In this study, 3 main categories were formed to represent the topics of the adolescents’ e-diaries—mental disorder, relationship, and identity (Table 3).

**Mental Disorder**

Adolescents discussed and described their symptoms of mental disorder, for example, self-mutilation, substance abuse, and eating problems. They also discussed the destructive thoughts that reflected their moods and maintained their symptoms. They discussed how mental disorder and fatigue decreased their functional and coping capacity. Adolescents described themselves being alone and alienated from others. They wrote about outpatient care, medication, and how they had tried to help themselves. They highlighted that they feel easier when they have succeeded in adjusting their own thoughts. For example, writing and making e-diary entries in the program were mentioned as helping to clarify feelings and thoughts. Adolescents described different kinds of self-help methods, with which they had tried to find solutions to their mental health problems and improve their well-being. Even though they pointed out what might help them, they wrote that they do not know or have not found ways to obtain relief from mental disorders; there was understanding as to what would help but no strength to accomplish it. They expressed that the things that could help to dissolve bad feeling can also cause them, for example, music or writing.

Adolescents expressed their hope of recovery from mental disorder. They described how they had experienced positive changes that had occurred within their mental health. However, there were descriptions of despondency about never getting better.
Table 3. Topics of the electronic diary.

<table>
<thead>
<tr>
<th>Main category</th>
<th>Code</th>
<th>Expressiona</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental disorder</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms</td>
<td>Self-harm</td>
<td>I took some scissors and cut long wounds in my legs. (IDb 431)</td>
</tr>
<tr>
<td></td>
<td>Suicidal thoughts</td>
<td>I now have fewer thoughts of suicide. I still think about it, but not all the time. (ID 439)</td>
</tr>
<tr>
<td></td>
<td>Tiredness</td>
<td>When I am tired and start thinking about problems, I feel bad. (ID 5)</td>
</tr>
<tr>
<td></td>
<td>Loneliness</td>
<td>I feel lonely when I am with my friends, like I'm in a bubble. (ID 116)</td>
</tr>
<tr>
<td></td>
<td>Distress</td>
<td>I can’t find time to relax, or if I have a free moment, I get stressed because I know that there is still school work or something else to be done. This depression never ends. (ID 299)</td>
</tr>
<tr>
<td>Treatment</td>
<td>Outpatient care</td>
<td>After the conversation /with the nurse/ my thoughts went from a blob to well-structured body. (ID 79)</td>
</tr>
<tr>
<td></td>
<td>Medication</td>
<td>Compared to the previous weeks I feel better. Probably because the doctor increased my night drugs. (ID 357)</td>
</tr>
<tr>
<td></td>
<td>Self-help</td>
<td>I can write more. This is very relieving. Surprisingly so. I can deal with my thoughts. (ID 290)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Music always makes me feel both good and bad feelings. (ID 508)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I've been thinking a lot and have tried many ways to get rid of this bad feeling, but I haven’t really found help. (ID 299)</td>
</tr>
<tr>
<td>Recovery</td>
<td>Hope</td>
<td>Five years from now, I hope I will be a healthy young woman. (ID 475)</td>
</tr>
<tr>
<td></td>
<td>Despondency</td>
<td>I feel like I’m not getting better and therefore I can’t imagine my future. (ID 438)</td>
</tr>
<tr>
<td><strong>Relationship</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supportive</td>
<td>Resource of everyday life</td>
<td>Family, friends, and schoolmates can be a resource. (ID 8)</td>
</tr>
<tr>
<td></td>
<td>Reciprocity</td>
<td>Typically, I am the one who listens to others’ problems. Sometimes I’d like for my friends to listen to me, to how I feel. (ID 440)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I was active at school (I don’t usually speak during lessons, just with friends during breaks), and I even spoke with my classmates. (ID 26)</td>
</tr>
<tr>
<td>Nonsupportive</td>
<td>Bullying</td>
<td>I have experienced so many different things in my circle of friends, I’ve been insulted, discriminated against and, bullied in every possible way. (ID 499)</td>
</tr>
<tr>
<td></td>
<td>Conflicts</td>
<td>I’m afraid to bring my own opinions into the classroom because everyone would laugh. (ID 475)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>On Saturday morning was terrible, my dad complained to me about everything and I cried and told him that I did my best and my mum tried to calm him down. (ID 431)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>When my mum is normal it is much easier to be at home. (ID 64)</td>
</tr>
<tr>
<td><strong>Identity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ego development</td>
<td>Temporal changes</td>
<td>For almost two years my self-esteem has been higher, because I learned not to think too much about others’ opinions. (ID 436)</td>
</tr>
<tr>
<td></td>
<td>Strengths</td>
<td>Before, around age 9-12, I had self-esteem problems, but I got over them quite well. (ID 100)</td>
</tr>
<tr>
<td></td>
<td>Weaknesses</td>
<td>I consider myself to be a weak person. Vulnerable, small, pathetic. (ID 449)</td>
</tr>
<tr>
<td></td>
<td>Capacities</td>
<td>I like my way of thinking; my positivity also shows. (ID 116)</td>
</tr>
<tr>
<td>Future expectations</td>
<td>Dreams</td>
<td>My plans and dreams cover just the next two years, and during that time I want to go to USA and get a dog and an apartment. And I want to be HAPPY. (ID 147)</td>
</tr>
<tr>
<td></td>
<td>Fears</td>
<td>I think that all my dreams have been crushed, and I don’t expect anything from the future. (ID 120)</td>
</tr>
</tbody>
</table>

aTranslated from Finnish.
bID: Identifier.
Relationship

Adolescents described their involvement in relationships in different situations and events in their communities such as at home, at school, and during leisure-time activities. They discussed their interpersonal relationships with family members, friends, peers, and loved ones. In these writings, adolescents described how they had acted or what had happened, and how relationships have influenced their experience of their environment. In other words, adolescents discussed and described how they feel in different situations with different people.

The nature of relationships was described as being supportive or demanding depending on the behavior and its interpretation. Adolescents expressed the fact that supportive relationships were important resources in everyday life. At the same time, one major fear was losing someone, especially a loved one. They also discussed reciprocity in relationships, how it worked at its best, and what hindered it.

Demanding relationships were discussed in bullying situations and with different kind of difficulties and conflicts with people. Experiences of bullying by friends and schoolmates were described. Conflicts and problems were pointed out, especially with family members. In addition, conflicts with friends and schoolmates were mentioned. Adolescents discussed explanations for these conflicts as being the interpretations of interaction situations, and they discussed how their own and other people’s behavior affect how they interact with other people.

Identity

Adolescents discussed their ego development by reflecting on how temporal changes had influenced the way they see themselves and their abilities. They described and discussed their positive and negative self-experiences. Positive expressions were related to adolescents’ strengths and things they liked about themselves. Negative expressions were related to weaknesses and things they did not like about themselves; in these writings, adolescents revealed dissatisfaction and difficulty with accepting themselves. They also considered their capacities to reflect on how the experience of oneself was related to the opinions of others and how these opinions affect them. It emerged that thinking of others’ opinions undermines self-esteem.

Adolescents wrote about their future expectations, for example, what kind of person they would like to be. Future dreams were related to education, work, having their own home and family. Beside this, there were fears expressed about a future in which dreams and aspirations seemed distant or impossible to achieve.

Discussion

Principal Findings

In this study, we assumed that e-diary writing might be a usable tool for reflecting thoughts for those who have depressive symptoms. Indeed, adolescents included different topics in their e-diaries. They described and discussed negative and positive events in their lives as well as difficulties and good experiences.

They also pointed out their hopes and concerns [6] about their future and recovery from mental disorder. Despite the structure and content of the weekly program, adolescents had the chance to bring up concerns and other issues that were important to them, regardless of the week session. We can therefore assume that the instruction of the e-diary supported, but did not restrict, adolescents in dealing with important issues in e-diaries.

On the other hand, 47% (42/89) of the participants did not use the e-diary at all. About one-third (19/47, 40%) logged into the e-diary each week. Välimäki et al [7], in their systematic review and meta-analysis, have identified high dropout rates in Web-based interventions for adolescents. Reasons for low usage in Web-based interventions remain unknown. First, we can assume that adolescents simply may not like to use Web-based interventions because they are out of date or they do not meet their expectations. Second, there is some evidence that young girls in particular prefer to use the internet and smartphone apps for social communication and entertainment but not for purposes related to mental health [9]. Third, adolescents who did not log into the e-diary may have been reluctant to do so if they did not experience any advantage in writing or if they had a fear of disclosing painful or difficult topics [11]. Fourth, as shown in a previous study [12], adolescents with depression may also have difficulties with motivation and concentration, and they may have found Web-based intervention rather demanding. On the other hand, we found in this study that e-diary users more often had a history of depression and previous experience of mental health care services, and their depressive symptoms were more severe compared with those of nonusers. We can therefore assume that, despite burdening depressive symptoms, young people may find an e-diary useful.

We still found that boys were in a clear minority (2/47, 4%) when it came to writing in the e-diary. This is surprising because boys are active users of information technology. On the other hand, diary keeping is a more common habit for girls, especially at the age of 14-15 years [15]. To satisfy boys’ needs for technology use, more action and gaming elements might be more usable for young male participants. We assumed at the beginning of the study that adolescents might be reluctant to continue the intervention. Therefore, we sent them reminder SMS text messages and supportive feedback to encourage and motivate their program use [10]. Despite the SMS text message reminder, we found that both participation and e-diary entries decreased after the first week. We can, therefore, assume that SMS text messages did not have much value in supporting adolescents’ participation, although a more recent study with adults has showed that participants preferred receiving SMS text message reminders on Mondays and that they preferred slightly humorous SMS text messages [30]. It is also possible that the feedback and SMS text messages were not supportive enough. Gender may also be one explanation since intervention dropouts have previously more often been among women rather than men [31]. While participants’ engagement is an important factor for Web-based interventions [23], more studies are still needed to determine whether participation in electronic health applications could be increased [22,24,32]. In future, it would be important to explore whether enhancing real-time support [23] can increase engagement in the Web-based interventions.
Limitations
This study has limitations that should be taken into consideration. First, the data were limited because the number of nonusers increased during the follow-up. Second, the data were collected during 2008-2010, and it could be questioned whether the data are still up to date. However, writing diary entries has a long history, and generally, in this study, it includes descriptions or comments about events that occur or will occur at about the same time as they are written about [16]. Therefore, we can assume that these data provide us relevant knowledge about topics that concern the minds of adolescents.

On the other hand, technology use has been developed during the last decade, especially mobile technology. If a mobile version of the e-diary was used in this study, the number and time of logs could be different [33]. Third, e-diary entries were written in Finnish, and they represent the quite homogenous nature of Finnish culture. Therefore, the results of this study may not be culturally generalizable. Even so, writing in itself is beneficial for ethnically diverse groups and with a broad spectrum of people, including those who are less socially, academically, or physically advantaged [34]. In general, the results can therefore be valuable in different linguistic and cultural regions when engaging Web-based interventions are being designed for young people with mental health problems.

Conclusions
Not all adolescents in this study were willing to use the e-diary to express their emotions or feelings [7]. We also found that adolescents who used the e-diary were more often girls and had current or previous experiences of depression and mental health care services. These adolescents were willing to describe their thoughts about mental health problems and their need for recovery. They also had the ability to reflect on their thoughts in writing, which was supported by specific themes. For future purposes, it is important to explore the reasons for nonuse and suspensions as well as how to support engagement in Web-based interventions.

We are already aware that Web-based interventions with structured monitoring are effective for adolescents with depression [7,9]. Based on this study, we can only assume that an e-diary with an element of expressive writing may have an additional value for some young people, especially for girls, to help them reflect on their own thoughts and feelings about their burdening situation. On the other hand, the methods could not reach young boys, who still need more engaging technology where they can share their thoughts, feelings, and moods. In general, participant engagement is an important factor for Web-based interventions [23]. More studies are still needed to identify how participant engagement in Web-based interventions could be supported [22,24,32]. Results of this study can still be used to develop user-centered electronic health applications, which can allow users to express their own thoughts and feelings in ways other than systematic mood monitoring.
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Abstract

Background: Health-related social media data are increasingly used in disease-surveillance studies, which have demonstrated moderately high correlations between the number of social media posts and the number of patients. However, there is a need to understand the causal relationship between the behavior of social media users and the actual number of patients in order to increase the credibility of disease surveillance based on social media data.

Objective: This study aimed to clarify the causal relationships among pollen count, the posting behavior of social media users, and the number of patients with seasonal allergic rhinitis in the real world.

Methods: This analysis was conducted using datasets of pollen counts, tweet numbers, and numbers of patients with seasonal allergic rhinitis from Kanagawa Prefecture, Japan. We examined daily pollen counts for Japanese cedar (the major cause of seasonal allergic rhinitis in Japan) and hinoki cypress (which commonly complicates seasonal allergic rhinitis) from February 1 to May 31, 2017. The daily numbers of tweets that included the keyword “kafunshō” (or seasonal allergic rhinitis) were calculated between January 1 and May 31, 2017. Daily numbers of patients with seasonal allergic rhinitis from January 1 to May 31, 2017, were obtained from three healthcare institutes that participated in the study. The Granger causality test was used to examine the causal relationships among pollen count, tweet numbers, and the number of patients with seasonal allergic rhinitis from February to May 2017. To determine if time-variant factors affect these causal relationships, we analyzed the main seasonal allergic rhinitis phase (February to April) when Japanese cedar trees actively produce and release pollen.

Results: Increases in pollen count were found to increase the number of tweets during the overall study period (P=.04), but not the main seasonal allergic rhinitis phase (P=.05). In contrast, increases in pollen count were found to increase patient numbers in both the study period (P=.04) and the main seasonal allergic rhinitis phase (P=.01). Increases in the number of tweets increased the patient numbers during the main seasonal allergic rhinitis phase (P=.02), but not the overall study period (P=.89). Patient numbers did not affect the number of tweets in both the overall study period (P=.24) and the main seasonal allergic rhinitis phase (P=.47).

Conclusions: Understanding the causal relationships among pollen counts, tweet numbers, and numbers of patients with seasonal allergic rhinitis is an important step to increasing the credibility of surveillance systems that use social media data. Further in-depth studies are needed to identify the determinants of social media posts described in this exploratory analysis.

(J Med Internet Res 2019;21(2):e10450) doi:10.2196/10450
KEYWORDS
seasonal allergic rhinitis; social media; Twitter; causal relationship; infoveillance; disease surveillance

Introduction

The rapid growth of the internet has been accompanied by an increase in the use of social media data (from sources such as Twitter and Facebook) to explore and understand various phenomena. This form of social media monitoring can facilitate an effective analysis of large quantities of social media data produced in real time.

Large-scale quantitative analyses have been conducted using health-related social media data [1,2], and the use of these data for disease surveillance (referred to as “infoveillance”) is gaining interest [3]. In particular, major advances have been made in the use of social media data to track the prevalence and spread of infectious diseases and other conditions [4-6]. These studies have contributed to public health by demonstrating moderately high correlations between fluctuations in the number of relevant social media posts and patients for a specific disease. Public health authorities have also started adopting and applying currently available tools that use social media for influenza surveillance, such as HealthTweets.org [7,8], Sickweather [9], and Now Trending [10].

Despite the reported correlations between actual disease prevalence and social media posts in previous research, the mechanism underlying this relationship is poorly understood. In other words, the causal relationship between disease occurrence and the behavior of social media users remains unclear. For example, some individuals may only begin posting on social media after an existing condition becomes more severe. In contrast, others may start posting when experiencing only mild symptoms and seek medical treatment after their conditions worsen. Due to the presence of these individual-level variations, the relationship between the numbers of social media posts and patient numbers remains inconclusive.

The lack of understanding of this relationship may have reduced the perceived reliability of disease surveillance based on social media data, as exemplified by the failure of Google Flu Trends [11]. This web service consistently overestimated influenza prevalence during the 2012-2013 season by over 50%, which led to a precipitous decline in its credibility as a surveillance system. The overestimations may have been influenced by the unusually early start of the 2012-2013 influenza season, which made it a frequent topic of discussion in many media outlets. As a consequence, this may have increased the number of people searching for influenza-related topics on Google. Although the system algorithm was eventually updated, Google Flu Trends was shut down in 2015. In order to increase the credibility of disease surveillance based on social media data, there is a need to determine if there is a causal relationship between the behavior of social media users and the actual number of patients for a target disease.

Seasonal allergic rhinitis is an allergic disease that is so widely prevalent in Japan that it can be considered a national affliction. In particular, a large number of patients suffer from seasonal allergic rhinitis induced by Japanese cedar pollen between February and April each year [12-14]. Although pollen is the main cause of seasonal allergic rhinitis, symptoms only occur if a person is exposed to a quantity of pollen that exceeds his/her threshold level. As a result, there is no strong association between pollen count and patient numbers. In addition, seasonal allergic rhinitis in Japan can also be triggered by pollen from other plant species (eg, hinoki cypress and common ragweed), which complicates disease surveillance. However, the predicted prevalence of seasonal allergic rhinitis in Japan is currently based solely on Japanese cedar pollen counts.

This study aimed to clarify the causal relationships among the prevalence of seasonal allergic rhinitis, the behavior of social media users, and the actions of the users in the real world. For example, we examined if more patients sought care after increases in pollen count, if Twitter users tweeted more after visiting a health care institute, and if more patients visited hospitals after seasonal allergic rhinitis received increased attention on social media. The results of this analysis may support the use of social media in seasonal allergic rhinitis surveillance and shed light on the previously unknown behavior of patients with seasonal allergic rhinitis. In addition, we discuss the content of some tweet examples.

Methods

Data

Measures

This analysis was conducted using the following datasets of pollen count, tweets, and numbers of patients with seasonal allergic rhinitis (Figure 1). For this study, we focused on Kanagawa Prefecture in the Kantō region of Japan, which has the second largest population (over 9 million) in Japan, after Tokyo and before Osaka. The population density of Kanagawa Prefecture is estimated to be 3,791.56 people/km² [15], which is ranked third in Japan, after Tokyo and Osaka. According to the report on the usage ratio of social networking services of internet users in each prefecture [16], Kanagawa Prefecture has a social networking services usage ratio of 56.5%, with the highest rank. According to the information by Kanagawa Prefectural Government [17], Japanese cedar pollen dispersal in Kanagawa Prefecture occurs from February to April each year, which corresponds with other areas in Kantō region including Tokyo and Saitama.

Pollen Count

We examined daily pollen counts for Japanese cedar (the major cause of seasonal allergic rhinitis in Japan) and hinoki cypress (which commonly complicates seasonal allergic rhinitis). Japanese cedar and hinoki cypress pollen counts are measured hourly by automatic pollen counters located nationwide. Each prefecture has two to three of these devices, which are placed in urban areas with high population densities and in mountainous regions that are the major source of pollen production. Each prefecture’s mean daily pollen count is calculated based on aggregated hourly counts from multiple observation sites.
Figure 1. Time-based changes in data in Kanagawa Prefecture, Japan. The X-axes represent the date and the Y-axes represent data counts, to which min-max normalization is applied for the following variables: (a) changes in pollen count (mean daily pollen count from three observation sites within Kanagawa Prefecture), (b) changes in the number of SAR-related tweets, and (c) changes in the number of SAR patients (daily number of patients from three participating health care institutes within Kanagawa Prefecture). The solid line represents the changes in the number of patients on nonconsultation days (ie, days when an institute is closed) that were supplemented by the patient numbers from the preceding and proceeding days; the dashed line represents the changes in the reported number of patients. Our analysis used the supplemented patient numbers. SAR: seasonal allergic rhinitis.

Hourly pollen counts from February 1 to May 31, 2017, were obtained from the Japanese Ministry of the Environment’s pollen observation system (designated “Hanakosan”) for analysis [18,19]. The data were recorded at three observation sites within Kanagawa Prefecture (the Second Annex of the Kanagawa Prefectural Government Building, the Kawasaki Life Science & Environment Research Center, and the Kanagawa Environmental Research Center), and the mean daily pollen counts across these three sites were calculated. Figure 1 shows...
the changes in mean daily pollen count in Kanagawa Prefecture from February to May 2017.

**Seasonal Allergic Rhinitis–Related Tweets Numbers**

In an analysis of Twitter posts, we calculated the daily number of tweets that included the Japanese keyword “kafunshō” (or seasonal allergic rhinitis). These tweets have been crawled using the Twitter Streaming app’s programming interface. From among these tweets, we identified Twitter user profiles with location information (such as an area of residence that was freely written by a user in his/her Twitter profile) or latitude/longitude data acquired from the satellite-based positioning systems such as global positioning system; the tweets were then classified according to the prefecture. We prioritized the latitude/longitude data, if available. Subsequently, we used retweets. We identified 185,538 tweets from Japan that contained the target keyword between January 1 and May 31, 2017. Figure 1 also shows the changes in the daily number of relevant tweets in Kanagawa Prefecture during this period.

**Number of Patients With Seasonal Allergic Rhinitis**

We analyzed the daily number of outpatients diagnosed with seasonal allergic rhinitis from January 1 to May 31, 2017. Specifically, electric health records were used to determine whether patients were diagnosed with seasonal allergic rhinitis, causing double counting of patients who saw a doctor twice or more often during the period, although this was a rare occurrence. Although daily patient numbers are not generally publicized, we obtained these data from three health care institutes that agreed to participate in the study. These institutes were Sasaki Hospital (Yokohama City), Kawasaki Saiwai Clinic (Kawasaki City), and Kosugi ENT Clinic (Kawasaki City). Figure 1 shows the changes in the daily number of seasonal allergic rhinitis patients that visited the participating health care institutes from January to May 2017. Single imputation methods such as last observation carried forward [20] were used to deal with missing values. However, missing values on nonconsultation days occurred regularly, and patients who did not want to wait until the following days may have visited a doctor on the preceding days. Thus, we interpolated the missing values from the average values.

**Analysis**

We aimed to examine the causal relationships among the level of attention gained by seasonal allergic rhinitis on Twitter (number of tweets), pollen count, and the number of patients with seasonal allergic rhinitis. Although pollen counts may directly affect the number of tweets and patients with seasonal allergic rhinitis, the vice-versa is highly unlikely. As a result, we did not analyze the effects of tweet numbers and patient numbers on pollen count. Because this analysis used a data-driven approach, we employed the Granger causality test [21]. This statistical hypothesis test determines if a particular time series is predictive of another time series.

To determine if time-variant factors affect the causal relationships among seasonal allergic rhinitis prevalence, behavior of social media users, and the actions of users in the real world, we conducted additional analyses where the study period (February to May 2017) was divided into two phases. The first was the main seasonal allergic rhinitis phase, which generally occurs from February to April in the Kantō region for Japanese cedar-induced seasonal allergic rhinitis [12]. The second was the concluding phase of the season, which generally occurs in May in the Kantō region for Japanese cedar-induced seasonal allergic rhinitis. The data were analyzed as a differential time series of the differences between each day and the preceding day.

**Ethics Statement**

This study utilizes only the participants’ count information that was nonlinkable, anonymized, and deidentified prior to analysis. As this research did not use personally identifiable information, it was exempt from institutional review board approval in accordance with the Ethical Guidelines for Medical and Health Research Involving Human Subjects stipulated by the Japanese national government.

**Results**

**Overview**

In addition to analyzing the overall study period (February to May 2017), the Granger causality test was applied to the main seasonal allergic rhinitis phase (February to April 2017). The results of the overall study period and the main seasonal allergic rhinitis phase are presented in Table 1 and Figure 2.

**Effect of Pollen Count on the Number of Seasonal Allergic Rhinitis–Related Tweets**

As shown in Table 1 and Figure 2, the Granger causality test rejected the null hypothesis that pollen count has no effect on the number of seasonal allergic rhinitis–related tweets during the overall study period (P=.04); this indicates that pollen count has a causal effect on the number of seasonal allergic rhinitis–related tweets. In contrast, the test did not reject this null hypothesis in the main seasonal allergic rhinitis phase (P=.05; Table 1; Figure 2). We were unable to apply the Granger causality test to the concluding phase (May 2017) for these two variables.

**Effect of Pollen Count on Patient Numbers**

As shown in Table 1 and Figure 2, the Granger causality test rejected the null hypothesis that pollen count has no effect on patient numbers during the overall study period (P=.04); this indicates that pollen count has a causal effect on the number of seasonal allergic rhinitis–related tweets. In addition, the test also rejected the null hypothesis in the main seasonal allergic rhinitis phase (P=.01; Table 1; Figure 2). We were unable to apply the Granger causality test to the concluding phase (May 2017) for these two variables. Consequently, we confirmed that more patients sought care after increases in pollen count occurred during the overall study period.
Table 1. Results of the Granger causality test for pollen count, number of seasonal allergic rhinitis–related tweets, and number of patients with seasonal allergic rhinitis.

<table>
<thead>
<tr>
<th>Cause/effect</th>
<th>Overall study period (February to May 2017)</th>
<th>Main seasonal allergic rhinitis phase (February to April 2017)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P$ value</td>
<td>$P$ value</td>
</tr>
<tr>
<td></td>
<td>Number of tweets</td>
<td>Number of patients</td>
</tr>
<tr>
<td>Pollen count</td>
<td>.04</td>
<td>.05</td>
</tr>
<tr>
<td>Number of tweets</td>
<td>_a</td>
<td>.02</td>
</tr>
<tr>
<td>Number of patients</td>
<td>.89</td>
<td>.47</td>
</tr>
</tbody>
</table>

*aNot available.

Figure 2. Causal relationships between pollen count, number of SAR-related tweets, and number of patients with SAR (Granger causality test results) for (a) the overall study period and (b) the main SAR phase. The Granger causality test did not reveal any causal relationships between these variables in the concluding phase of the season. SAR: seasonal allergic rhinitis.

Effect of the Number of Seasonal Allergic Rhinitis–Related Tweets on Patient Numbers

As shown in Table 1 and Figure 2, the Granger causality test did not reject the null hypothesis that tweet numbers have no effect on patient numbers during the overall study period ($P=.89$). In contrast, the test rejected this null hypothesis in the main seasonal allergic rhinitis phase ($P=.02$; Table 1; Figure 2); this indicates that the number of seasonal allergic rhinitis–related tweets have a causal effect on patient numbers during this phase. We were unable to apply the Granger causality test to the concluding phase (May 2017) for these two variables. Therefore, we confirm that more patients visited hospitals after seasonal allergic rhinitis received increased attention on social media during the main seasonal allergic rhinitis phase.

Effect of Patient Numbers on the Number of Seasonal Allergic Rhinitis–Related Tweets

In both the overall study period and the main seasonal allergic rhinitis phase, the Granger causality test did not reject the null hypothesis that patient numbers have no effect on the number of seasonal allergic rhinitis–related tweets ($P=.24$ and $P=.47$, respectively). We were unable to apply the Granger causality test to the concluding phase (May 2017) for these two variables.

Discussion

Content of Seasonal Allergic Rhinitis–Related Tweets

In this analysis of the 2017 Japanese cedar pollen-induced seasonal allergic rhinitis season in Kanagawa Prefecture, our results indicated that the level of attention gained by seasonal allergic rhinitis on Twitter and pollen count may be able to predict the number of patients with seasonal allergic rhinitis. In addition, we examined the content of seasonal allergic...
pollen count and tweet numbers, we were able to observe differences in data characteristics between these variables. The pollen count was affected by external factors (such as temperature, rainfall, wind speed, and wind direction), and there were substantial fluctuations throughout the study period (Figure 1). Accordingly, it was difficult to predict at a glance when the pollen season would end. On the other hand, the number of tweets showed some fluctuations (Figure 1), but there was a general increase from January, a peak in February and March, and a steady downward trend thereafter. Thus, we were able to visualize the trend toward the conclusion of the seasonal allergic rhinitis season. Our analysis showed that the combined use of data with different characteristics not only provided information on the prevalence of seasonal allergic rhinitis but also enabled observation of the seasonal allergic rhinitis season as it progressed.

The development of an analytical model that accounts for the different characteristics of the datasets while providing insight into the causal relationships may enable highly reliable disease surveillance.


- I’ve been down with hay fever since that windy day. I don’t need this lol.
- Pollen is here, isn’t it? My hay fever’s not that bad, but I could feel it’s “arrival” 2/3 days ago. This morning I was hard-core sneezing and my nose can’t stop running...
- Looks like it’s hay fever.
- Good morning. I keep hearing about hay fever these few days...everyone’s most hated season is coming again, eh? You gotta eat lotus roots! Have a great day, everyone!
- Uh oh. I haven’t got any tissues. I’m dying. My runny nose won’t stop. I’m about to have hay fever. This is gonna be rough.
- I’m totally convinced that once it starts to get warm, then hay fever comes along.
- I haven’t got hay fever, but I can kind of feel the pollen flying.
- When it suddenly gets warmer I can feel the hay fever coming
- I don’t know if its hay fever or just the temperature differences in winter...but I’m snuffling.
- Today, it’s warm and windy, and I’m sneezing lots — is the pollen flying? I also heard that this year’s pollen count is 4.4 times more than last year’s. I already had a pretty rough time last year with my severe hay fever...stuffy nose, itchy eyes...I hate this. During this period I’d like to rip out my nose and eyeballs. Seriously.
- I hate this my nose won’t stop running, I don’t even know if this is the remnants of a cold or the effects of hay fever for real lol.
- I kind of feel like this year’s hay fever is already starting. I’ll stock up on OTC meds tomorrow.
- It...it’s finally here...hay fever, my eyes are itching and my nose is running and my head is heavy...it’s usually empty tho.
- My face is suddenly swollen today, and my eyes are bleary. it’s hay fever!!!
- I’m home! maybe it’s the warm weather, but I feel a bit hay fever-ish...what a pain
- When it’s this warm, hay fever’s here---- #nhk11
Figure 3. Peak number of SAR-related tweets, number of SAR patients, and pollen count. The X-axes represent the date and the Y-axes represent the min-max normalized data values for the three variables. The blue line represents the number of tweets, the green line represents the number of patients, the orange line represents the pollen count, and the grey line represents the mean temperature. SAR: seasonal allergic rhinitis.

(a) Peak number of tweets (Peak 1: January 30, 2017)

(b) Peak number of patients (Peak 2: March 1, 2017) and pollen count (Peak 3: March 7, 2017)
**Textbox 2.** Examples of tweets posted on March 1, 2017.

- I’m fine when I’m outside, but I suddenly get hay fever symptoms around midnight. What’s up with this delayed attack.
- I woke up cos I couldn’t breath cos my nose was stuffed cos of hay fever.
- My sleeping time and concentration are dwindling away because of hay fever
- Argh. This hay fever headache is massive…
- OH NO. I forgot to take my hay fever meds.
- My eyes are totally red cos of hay fever, But I still wanna use my colored contacts ¬.
- I just took hay fever meds. I’ll sleep a bit more. I dunno why my shoulders are so stiff lately.
- This anti-hay fever mask has NO effect LOL
- I forgot my eye drops and nasal spray for hay fever but I haven’t got any symptoms. Maybe the non-drowsy oral meds are enough? Or is the real deal still to come?
- I’m using a mask but my nose is running from hay fever...
- Came to see the doctor for hay fever before work but it’s really crowded.
- I’m here at the ENT. The doctor recommended an actual treatment to cure hay fever and not just suppress the symptoms but it looks like a pain to keep coming here. It seems I have to come here every month for 5 years, even in the off season. I want to do it if I have time next year!!
- So this is hay fever. If I go outside without a mask my nose becomes a waterfall...
- When I woke up today I was sniffing more than usual and my throat hurts, is this hay fever or a cold...if this continues tomorrow, I’ll probably come back tomorrow in even worse condition, last time I thought it was a cold and felt pretty confident, but it got worse and I lost my voice LOL

**Textbox 3.** Examples of tweets posted on March 7, 2017.

- Hay fever sucks
- Good morning. Hay fever has arrived; my eyes and nose are so itchy~ I’ll try to be cheerful today as well.
- I’ve run out of hay fever meds, so if I seem to keep sneezing, I’ll probably have to get more meds from the doc.
- Oh man, my face is swollen and painful. Hay fever? Or maybe allergies?
- I’ve got hinoki hay fever and dust sensitivity, so I’ve GOT to have a mask for this old house in Yamanashi.
- My hay fever is going completely crazy today. Forgetting the tissues was a fatal mistake.
- Sudden spike in the number of people with hay fever symptoms!
- I thought I was sick, but the hospital told me I had hay fever — unbelievable...
- My hay fever is horrible today. This is the worst for this year.
- I just came back from the hospital, and I’ve gotta go again...my hay fever debut orz
- I was totally phased out with hay fever and almost forgot to go to school.
- My nose won’t stop running. I think it’s hay fever.
- My hay fever is crazy so I’ve got shades and a mask on. Totes feel like a celeb.
- Today’s hay fever is really rough. I’m completely done in with this triple play of sneezing, runny nose, and itchy eyes.
- The hay fever eye drops work only for just over 10 minutes. I really got to get some oral meds.
- I haven’t even stepped out of the house but the hay fever is so bad I don’t feel like doing anything.
- I’m sleepy already, this could also be the hay fever at work
- Hay fever where you don’t stop sneezing is a real pain.
- It’s not a cold, but my head hurts, and when that’s settling I’ve got a runny nose, am sneezing and coughing all at once. This is the start of legit hay fever.
- Been a while since I’ve had this full-blown hay fever. I blew my nose and it started bleeding, so I spent almost the whole day with a nosebleed. It won’t stop.
- The inside of my mouth itches cos of hay fever
Limitations and Future Direction

This study is subject to several limitations, which could cause statistical and methodological limitations. First, we discuss the limitations caused by characteristics of social media data. This study assumed that there would be no lag effect in reporting symptoms on the same day on twitter. This study also assumed that the location where tweets originated would be the location that twitter users registered in their profile. Although ideally, only geolocation-enabled tweets must be used, the number of these tweets was small (less than 1% in our dataset) due to a recent increase in the number of users who care about their privacy and turn location sharing off. Notably, a lower quality of social media data is regarded as one of the common issues of most research using social media data. In addition, we used retweets as well as the other tweets because we assumed that retweeting tweets was one of the actions of Twitter users over social media. However, the retweet numbers tend to be significantly high when a public health agency or a celebrity tweets about an outbreak. Therefore, we should carefully consider the effect of a sudden increase in retweet numbers. Fortunately, existing research showed that the data-quality issue could be solved by the data quantity and applying appropriate preprocessing techniques to data such as location estimation [22,23], bot detection [24,25], positive/negative classification [26], and retweet handling [27]. In our future work, we plan to apply these techniques to our social media data to improve their quality.

In this analysis, we did not assess the effects of tweet numbers and number of patients with seasonal allergic rhinitis on pollen count because the number of tweets and patients would not directly affect the pollen count. Specifically, although tweet numbers and patient numbers are indicators of the behavior of social media users and their actual actions, pollen count observed outside is a natural phenomenon, which cannot be easily controlled by social media users. However, it will be possible to analyze the effects of tweet numbers and patient numbers on pollen count if the data observed indoor are available, because pollen count indoor can be controlled by people who take measures to remove pollen by, for example, using air cleaners. In our future work, we will try to analyze the unconsidered effects by gathering a variety of pollen count data and rule out any possible mathematical artefacts in an empirical fashion.

Further in-depth studies are needed to identify the determinants of social media posts described in this exploratory analysis. In addition, this study focused on one seasonal allergic rhinitis season, and downstream studies should be conducted using data that are continuously collected over multiple seasons. Furthermore, although the analyses in this paper were performed while focusing on one area due to the difficulty of obtaining the number of patients with seasonal allergic rhinitis, analyses using data that are collected in other areas should be conducted. Practically, it is very difficult to obtain the number of patients with seasonal allergic rhinitis in each area because no reports on seasonal allergic rhinitis patient numbers are provided in Japan and we have to identify health institutes (three or more in each area would be required) that can participate in this study.

If we can obtain the patient numbers in other areas, we will conduct further analyses to interpret the results such as population density-based subgroup analysis. Finally, there is a need to conduct intervention-based prospective studies to gain a more accurate understanding of the causal relationships among these variables.

Comparison With Prior Work

Health-related social media data have been used for large-scale quantitative analyses [1,2], referred to as “infoveillance” [3]. In particular, major advances have been made in the use of social media data to track the prevalence and spread of infectious diseases and other conditions. Among the infectious diseases targeted for surveillance, researchers have most actively applied these data to influenza surveillance [26-34]. Surveillance studies have also been conducted on enterohemorrhagic Escherichia coli outbreaks [35] and dengue fever [36]. In addition, social media data have been used to improve our understanding of Ebola [37] and Zika virus infections [38-40]. Although disease surveillance efforts tend to focus on acute infectious diseases, studies have also been conducted on chronic diseases such as cancer [41], hypertension [41], asthma [41-43], diabetes [44], and seasonal allergic rhinitis [45-47]. Systematic reviews have also been conducted on disease surveillance based on social media data [4-6].

Although these previous researches reported correlations between actual disease prevalence and social media posts, the mechanism underlying this relationship is still not investigated. In other words, the causal relationship between disease occurrence and the behavior of social media users remains unclear. Thus, this paper clarified the causal relationships among multisource data such as pollen count, the posting behavior of social media users, and the number of patients with seasonal allergic rhinitis in the real world, which is a novel point of this study compared with previous work.

Conclusions

Although social media data are increasingly used in disease surveillance, there is a need to improve the credibility of these surveillance systems in order to promote their implementation and acceptance in society. Understanding the causal relationships between the behavior of social media users and actual patient numbers is an important step to increase the credibility of these surveillance systems. In this study, we analyzed data on pollen count, the number of tweets, and the number of patients during the 2017 seasonal allergic rhinitis season in Japan using the Granger causality test and shed light on the causal relationships among these variables. Increases in pollen count were found to increase the number of tweets and patients. In addition, increases in the number of social media posts (ie, tweets) also increased the patient numbers, suggesting that patients with seasonal allergic rhinitis or nonseasonal allergic rhinitis were motivated by increases in social media posts and went to the hospital. The main seasonal allergic rhinitis phase and the concluding phase of the season appeared to have different characteristics. Accordingly, disease surveillance based on social media data should be adjusted to account for these time-based differences.
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Abstract

Background: The amount of medical and clinical-related information on the Web is increasing. Among the different types of information available, social media–based data obtained directly from people are particularly valuable and are attracting significant attention. To encourage medical natural language processing (NLP) research exploiting social media data, the 13th NII Testbeds and Community for Information access Research (NTCIR-13) Medical natural language processing for Web document (MedWeb) provides pseudo-Twitter messages in a cross-language and multi-label corpus, covering 3 languages (Japanese, English, and Chinese) and annotated with 8 symptom labels (such as cold, fever, and flu). Then, participants classify each tweet into 1 of the 2 categories: those containing a patient’s symptom and those that do not.

Objective: This study aimed to present the results of groups participating in a Japanese subtask, English subtask, and Chinese subtask along with discussions, to clarify the issues that need to be resolved in the field of medical NLP.

Methods: In summary, 8 groups (19 systems) participated in the Japanese subtask, 4 groups (12 systems) participated in the English subtask, and 2 groups (6 systems) participated in the Chinese subtask. In total, 2 baseline systems were constructed for each subtask. The performance of the participant and baseline systems was assessed using the exact match accuracy, F-measure based on precision and recall, and Hamming loss.

Results: The best system achieved exactly 0.880 match accuracy, 0.920 F-measure, and 0.019 Hamming loss. The averages of match accuracy, F-measure, and Hamming loss for the Japanese subtask were 0.720, 0.820, and 0.051; those for the English subtask were 0.770, 0.850, and 0.037; and those for the Chinese subtask were 0.810, 0.880, and 0.032, respectively.

Conclusions: This paper presented and discussed the performance of systems participating in the NTCIR-13 MedWeb task. As the MedWeb task settings can be formalized as the factualization of text, the achievement of this task could be directly applied to practical clinical applications.

(J Med Internet Res 2019;21(2):e12783) doi:10.2196/12783
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Introduction

Medical reports using electronic media are now replacing those of paper media [1,2]. As a result, the importance of natural language processing (NLP) techniques in various medical fields has increased significantly. Currently, the development of practical tools to assist precise and timely medical decisions has been encouraged.

To contribute to the progress of information retrieval research, a series of shared tasks (or contests, competitions, challenge evaluations, and critical assessments) is being used. Thus far, several shared tasks related to medical or health care have already been organized and provided datasets for various NLP tasks. These include the Informatics for Integrating Biology and the Bedside (i2b2) tasks [3], the Text Retrieval Conference (TREC) Medical Records track [4], TREC Clinical Decision Support or Precision Medicine tracks [5-9], the Cross-Language Evaluation Forum for European Languages (CLEF) eHealth [10], and NII Testbeds and Community for Information access Research (NTCIR) Medical tasks and Medical Natural Language Processing (MedNLP) workshops [11-16]. Generally, these shared tasks provide clinical records.

On the other hand, with the widespread use of the internet, considerable material concerning medical or health care has been shared on the Web, and several Web mining techniques for utilizing the material have been developed. One of the most popular medical applications of Web mining is flu surveillance [17-27]. Although most previous studies have relied on shallow textual clues in messages, such as the number of occurrences of specific keywords (eg, flu or influenza), such simple approaches have difficulty coping with the volume of noisy messages. Typical examples of noisy tweets on Twitter are those that simply express concern or awareness about flu (such as “Starting to get worried about swine flu”). To increase their accuracy, one of the most reasonable approaches employs a binary classifier to filter out noisy messages.

Given this situation, the NTCIR-13 [28] Medical Natural Language Processing for Web Document (MedWeb) task [29,30] is designed for obtaining health-related information by exploiting data on the Web, focusing on social media sites such as Twitter [31] and Facebook [32]. Specifically, we propose a generalized task setting that determines whether a message is written about a patient affected by a specific symptom for public health surveillance, referring to the following 2 characteristics:

1. **Multi-label**: This task handles not only a single symptom (such as influenza) but also multiple symptoms such as cold, cough or sore throat, diarrhea or stomach ache, fever, hay fever, headache, and runny nose. As a single message can contain multiple symptoms, this is a multi-labeling task.

2. **Cross-language**: In contrast to the previous shared tasks, this task covers multiple languages, such as Japanese, English, and Chinese. To build parallel corpora, we translated the original Japanese messages to English and Chinese. In the NTCIR-13 MedWeb, we distributed each corpus to the participants [33-41], of whom 9 groups (7 academia groups, an industry group, and a joint group) submitted results (37 systems). Specifically, 8 groups (19 systems) participated in the Japanese subtask, 4 groups (12 systems) participated in the English subtask, and 2 groups (6 systems) participated in the Chinese subtask (see Multimedia Appendix 1). This report presents the results of these groups, along with discussions, to clarify the issues that need to be resolved in the field of medical NLP.

Methods

Materials

Data

The MedWeb task uses a collection of tweets that include at least one keyword of target diseases or symptoms (for brevity, we refer to these simply as symptoms hereafter). We set 8 symptoms, including cold, cough or sore throat (which we refer to as cough), diarrhea or stomachache (diarrhea), fever, hay fever, headache, influenza (flu), and runny nose.

Owing to the Twitter Developer Policy on data redistribution [42], the tweet data crawled using the application programming interface [43] are not publicly available. Therefore, our data consist of pseudotweets created by a crowdsourcing service.

To obtain the pseudotweets, we first collected Japanese tweets related to each symptom from Twitter. Then, we classified these tweets as positive or negative based on the previous study [19]. Next, we extracted keyword sets that appeared frequently in the positive and negative tweets of the symptom by calculating term frequency and inverse document frequency. We call these keywords seed words.

We then had a group of people create pseudotweets consisting of 100 to 140 characters, which included a symptom and at least one of the seed words of the symptom. Each person created 32 pseudotweets (2 tweets × 2 keyword sets [positive and negative] × 8 symptoms). As a result, 80 people were able to generate 2560 Japanese pseudotweets.

In the last step, we had the Japanese pseudotweets translated into English and Chinese by relevant first-language practitioners. Therefore, we also had 2560 pseudotweets in both English and Chinese. The corpora are available in a previous paper [44].

In the NTCIR-13 MedWeb, we distributed each corpus to the participants [33-41], of whom 9 groups (7 academia groups, an industry group, and a joint group) submitted results (37 systems). Specifically, 8 groups (19 systems) participated in the Japanese subtask, 4 groups (12 systems) participated in the English subtask, and 2 groups (6 systems) participated in the Chinese subtask (see Multimedia Appendix 1). This report presents the results of these groups, along with discussions, to clarify the issues that need to be resolved in the field of medical NLP.

Table 1 shows samples of each set of pseudotweets, whose ratios of positive labels are presented in Table 1. This table shows the ratio of positive labels out of each symptom’s 320 pseudotweets and the number of positive labels out of all symptoms’ 2560 pseudotweets. Common symptoms such as a runny nose, fever, headache, and cold tend to appear with the other symptoms. Then, the number of tweets of the flu labeled as p (positive) is relatively less than the others, indicating that the flu is likely to be a topic even if people did not suffer from flu. On the other hand, tweets concerning several symptoms such as a cough, headache, runny nose, and diarrhea are described in many cases when people suffered from them.
Textbox 1. Samples of pseudotweets of the 8 symptoms. Note that English messages and Chinese messages were translated from Japanese messages.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Japanese Message</th>
<th>English Message</th>
<th>Chinese Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cold</td>
<td>風邪を引くと全身がだるくなる</td>
<td>The cold makes my whole body weak.</td>
<td>一感冒就浑身酸软无力。</td>
</tr>
<tr>
<td>2. Cough</td>
<td>あかん。咳込みすぎて頭まで痛くなってきた</td>
<td>This is not good. I coughed too much and I got a headache from it.</td>
<td>糟了。咳得太厉害，头都疼起来了。</td>
</tr>
<tr>
<td>3. Diarrhea</td>
<td>下痢ひどすぎて笑うわ</td>
<td>I gotta laugh. My diarrhea is so bad.</td>
<td>腹泻过于严重，很搞笑。</td>
</tr>
<tr>
<td>4. Fever</td>
<td>熱が出なくてもリンパが腫れることがよくある。</td>
<td>It’s not unusual for lymph nodes to get swollen, even when there’s no fever.</td>
<td>很多时候就算不发热淋巴也肿。</td>
</tr>
<tr>
<td>5. Hay fever</td>
<td>花粉症の症状が出てきたのは久しぶりだ。</td>
<td>It’s been a while since I’ve had allergy symptoms.</td>
<td>好久没有出现花粉症的症状了。</td>
</tr>
<tr>
<td>6. Headache</td>
<td>頭痛がやばいから帰宅して寝るー</td>
<td>My headache is killing me, so I’m going to go home and sleep.</td>
<td>因为头疼得厉害，我回家睡觉了。</td>
</tr>
<tr>
<td>7. Flu</td>
<td>インフルエンザのワクチン打ちを行ってきた。</td>
<td>I went to get vaccinated for the flu.</td>
<td>去打了流感的疫苗。</td>
</tr>
<tr>
<td>8. Runny nose</td>
<td>鼻づまりで今日は休むわー</td>
<td>I’m not going today, because my stuffy nose is killing me.</td>
<td>因为鼻塞，今天休息吧！</td>
</tr>
</tbody>
</table>
Table 1. Ratio of positive labels.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Ratio of number of positive tweets to the number of each symptom’s tweets (N=320 tweets)</th>
<th>Ratio of number of positive tweets to the total number of all symptoms’ tweets (N=2560 tweets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold, n (%)</td>
<td>220 (0.6875)</td>
<td>355 (0.1387)</td>
</tr>
<tr>
<td>Cough, n (%)</td>
<td>295 (0.9219)</td>
<td>306 (0.1195)</td>
</tr>
<tr>
<td>Diarrhea, n (%)</td>
<td>230 (0.7188)</td>
<td>246 (0.0961)</td>
</tr>
<tr>
<td>Fever, n (%)</td>
<td>220 (0.6875)</td>
<td>438 (0.1711)</td>
</tr>
<tr>
<td>Hay fever, n (%)</td>
<td>208 (0.6500)</td>
<td>209 (0.0816)</td>
</tr>
<tr>
<td>Headache, n (%)</td>
<td>260 (0.8125)</td>
<td>328 (0.1281)</td>
</tr>
<tr>
<td>Flu, n (%)</td>
<td>128 (0.4000)</td>
<td>130 (0.0508)</td>
</tr>
<tr>
<td>Runny nose, n (%)</td>
<td>257 (0.8031)</td>
<td>499 (0.1949)</td>
</tr>
</tbody>
</table>

Table 2. Samples of the training data corpus for the English subtask.

<table>
<thead>
<tr>
<th>Tweet ID</th>
<th>Message</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1en</td>
<td>The cold makes my whole body weak.</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>2en</td>
<td>It’s been a while since I’ve had allergy symptoms.</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>p</td>
</tr>
<tr>
<td>3en</td>
<td>I’m so feverish and out of it because of my allergies. I’m so sleepy.</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>p</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>p</td>
</tr>
<tr>
<td>4en</td>
<td>I took some medicine for my runny nose, but it won’t stop.</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>5en</td>
<td>I had a bad case of diarrhea when I traveled to Nepal.</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>6en</td>
<td>It takes a millennial wimp to call in sick just because they’re coughing. It’s always important to go to work, no matter what.</td>
<td>n</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>7en</td>
<td>I’m not going today, because my stuffy nose is killing me.</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>p</td>
</tr>
<tr>
<td>8en</td>
<td>I never thought I would have allergies.</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>p</td>
</tr>
<tr>
<td>9en</td>
<td>I have a fever but I don’t think it’s the kind of cold that will make it to my stomach.</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>10en</td>
<td>My phlegm has blood in it and it’s really gross.</td>
<td>n</td>
<td>p</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
</tbody>
</table>

Symptom Labeling

This section describes the criteria used for symptom labeling: basic criteria and symptom-specific criteria [45,46]. In this study, 2 annotators attached positive or negative labels of the 8 symptoms to tweets (Table 2).

Basic Criteria

The most basic criterion is that the labeling is examined from a clinical viewpoint, considering the medical importance of the information. Thus, nonclinical information should be disregarded. For example, older information (by several weeks) and nonsevere symptoms (a headache due to overdrinking) should be labeled as n (negative).

The following 3 criteria describe the basic principles:

1. Factuality: The Twitter user (or someone close to the user) should be affected by a certain disease or have a symptom of the disease. A tweet that includes only the name of a disease or a symptom as a topic is removed by labeling it as n (negative).

2. Tense (time): Older information, which is meaningless from the viewpoint of surveillance, should be discarded. Such information should also be labeled as n (negative). Here,
we regard 24 hours as the standard condition. When the precise date and time are ambiguous, the general guideline is that information within 24 hours (eg, information related to the present day or previous day) is labeled as $p$ (positive).

3. Location: The location of the disease should be specified as follows. If a Twitter user is affected, the information is labeled as $p$ (positive) because the location of the user is the place of onset of the symptom. In cases where the user is not personally affected, the information is labeled as $p$ (positive) if it is within the same vicinity (prefecture) as that of the user, and as $n$ (negative) otherwise.

### Symptom-Specific Criteria

There are several exceptions to the fundamental annotation principles. For example, a remark about a headache might not relate to that about a clinical disease (such as headache due to excessive drinking). When conducting disease surveillance, such statements should be regarded as noise. To deal with disease-specific phenomena, we build a guideline that addresses exceptions for each disease. For example, cases such as excessive drinking, medication, pungently flavored food (including irritant), spiritual, motion sickness, morning, and menstrual pain should be excluded for headache. The exceptions are summarized in Table 3.

### Task Settings

In the MedWeb task, we organized 3 subtasks: a Japanese subtask, an English subtask, and a Chinese subtask. The procedure of the MedWeb task is as follows:

**Step 1.** Training corpus distribution: The training data corpus and the annotation criteria were sent to the participant groups for development. The training data corpus comprises 1920 messages (75.00% of the whole corpus), with labels. Each message is labeled $p$ (positive) or $n$ (negative) for each of the 8 symptoms.

**Step 2.** Formal run result submission: After about a 3-month development period, the test data corpus was sent to each participant group. The test data corpus consists of 640 messages (25.0% of the whole corpus), without labels. Then, the participant groups developed their systems (Table 4) and submitted their annotated results within 2 weeks. Multiple results with up to 3 systems were allowed to be submitted.

**Step 3.** Evaluation result release: After a 1-month evaluation period, the evaluation results and annotated test data were sent to each participant group.

### Systems

#### Baseline Systems

As a baseline, 2 systems were constructed using a support vector machine (SVM) based on unigram and bigram features. For feature representation, the bag-of-words model was used in each system. A tweet message was segmented using MeCab, created by Kudo et al [47] for Japanese messages, natural language toolkit (NLTK) TweetTokenizer, created by Bird [48,49] for English messages, and jieba, created by Junyi [50] for Chinese messages. The 2 systems had a linear kernel, and the parameter for regularization, $C$, was set to 1. The baseline systems were implemented using scikit-learn (sklearn) [51,52].

#### Participating Systems

In all, 37 systems (of 9 groups) participated and had their results submitted in the MedWeb. Of these, 19 systems (of 8 groups) submitted results for the Japanese subtask, 12 systems (of 4 groups) for the English subtask, and 6 systems (of 2 groups) for the Chinese subtask. The participating systems for the Japanese, English, and Chinese subtasks are summarized in Table 4.

### Table 3. Exceptions for symptom labels.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Expressions with suspicion</th>
<th>Just a symptom word</th>
<th>Exceptions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regarded as symptom</td>
<td>Not regarded as symptom</td>
<td></td>
</tr>
<tr>
<td>Cold</td>
<td>Accept</td>
<td>Accept</td>
<td>$a$</td>
</tr>
<tr>
<td>Cough</td>
<td>Accept</td>
<td>Accept</td>
<td>Alcohol drinking and pungently flavored food</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>Accept</td>
<td>Accept</td>
<td>Overeating, indigestion, alcohol drinking, medication, and pungently flavored food</td>
</tr>
<tr>
<td>Fever</td>
<td>Accept</td>
<td>Only slight fever</td>
<td>Hay fever and side effect due to any injection</td>
</tr>
<tr>
<td>Hay fever</td>
<td>Accept</td>
<td>Accept</td>
<td>$a$</td>
</tr>
<tr>
<td>Headache</td>
<td>Accept</td>
<td>Accept</td>
<td>Due to a sense of sight or smell</td>
</tr>
<tr>
<td>Flu</td>
<td>Not accept</td>
<td>Not accept</td>
<td>Hay fever</td>
</tr>
<tr>
<td>Runny nose</td>
<td>Accept</td>
<td>Not accept</td>
<td>Change in temperature</td>
</tr>
</tbody>
</table>

$a$ Indicates there are no exceptions.
Table 4. Participating systems in subtasks. A total of 19 participating systems and 2 baseline systems are constructed for the Japanese subtask, 12 participating systems and 2 baseline systems are constructed for the English subtask, and 6 participating systems and 2 baseline systems are constructed for the Chinese subtask.

<table>
<thead>
<tr>
<th>System ID</th>
<th>Models or methods</th>
<th>Language resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>AITOK-ja [33]</td>
<td>Keyword-based, logistic regression, and SVM(^{a,b})</td>
<td>—(^{c})</td>
</tr>
<tr>
<td>AKBL-ja and AKBL-en [34]</td>
<td>SVM and Fisher exact test</td>
<td>Patient symptom feature word dictionary and Disease-X feature words dict1 and dict2</td>
</tr>
<tr>
<td>DrG-ja [35]</td>
<td>Random forest</td>
<td>—</td>
</tr>
<tr>
<td>KIS-ja [36]</td>
<td>Rule-based and SVM</td>
<td>—</td>
</tr>
<tr>
<td>NAIST-ja, NAIST-en, and NAIST-zh [37]</td>
<td>Ensembles of hierarchical attention network and deep character-level convolutional neural network with loss functions (negative loss function, hinge, and hinge squared)</td>
<td>—</td>
</tr>
<tr>
<td>NIL-ja [38]</td>
<td>Rule-based</td>
<td>—</td>
</tr>
<tr>
<td>NTTMU-ja [39]</td>
<td>Principle-based approach</td>
<td>Manually constructed knowledge for capturing tweets that conveyed flu-related information, using common sense and ICD-10(^{d})</td>
</tr>
<tr>
<td>NTTMU-en [39]</td>
<td>SVM and recurrent neural network</td>
<td>Manually constructed knowledge for capturing tweets that conveyed flu-related information, using common sense and ICD-10</td>
</tr>
<tr>
<td>TUA1-zh [40]</td>
<td>Logistic regression, SVM, and logistic regression with semantic information</td>
<td>Updated training samples using active learning unlabeled posts downloaded with the symptom names in Chinese</td>
</tr>
<tr>
<td>UE-ja [41]</td>
<td>Rule-based and random forest</td>
<td>Custom dictionary consisting of nouns selected from the dry-run dataset and heuristics</td>
</tr>
<tr>
<td>UE-en [41]</td>
<td>Rule-based, random forests, and skip-gram neural network for word2vec</td>
<td>Custom dictionary consisting of nouns selected from the dry-run dataset and heuristics</td>
</tr>
<tr>
<td>Baseline</td>
<td>SVM (unigram and bigram)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^{a}\) SVM: support vector machine.
\(^{b}\) It indicates that the method was tested after the submission of the formal run, and thus, it was not included in the results.
\(^{c}\) It indicates that any language resources were not used.
\(^{d}\) ICD: International Codes for Diseases.

As for the Japanese subtask, most of the groups applied machine learning approaches, such as SVM (as in the baseline systems), random forests, and neural networks. Several groups constructed their own resources to enhance the original training corpus. Similarly, for the English subtask, most of the groups applied machine learning approaches, such as SVM, random forests, and neural networks. The Chinese subtask had 2 participating groups: one applied the same methods as the other subtasks and the other used logistic regression and SVM and updated the training data using active learning.

Evaluation Metrics

The performance in the subtasks was assessed using the exact match accuracy, F-measure (beta=1) \((F1)\) based on precision and recall, and Hamming loss \([53]\).

The details of the metrics are as follows.

- Exact match accuracy: If \(y^{(i)}\) indicates the predicted symptom label values of the \(i\)-th tweet and \(y^{(i)}\) is the corresponding true labels, then the fraction of correct predictions over the test data corpus \((N=640)\) is calculated as follows: \(\text{accuracy}(y, y') = \frac{1}{N} \sum_{i=1}^{N} I(y^{(i)} = y^{(i)})\), where \(I(.)\) is the indicator function, which returns 1 if the entire set of predicted labels for a tweet strictly matches with the true set of labels.
- Precision (micro or macro): It is defined as the number of true positives \((T_p)\) over the sum of the number of true positive and false positives \((F_p)\): \(\text{precision}=\frac{T_p}{T_p+F_p}\).
- Recall (micro or macro): It is defined as the number of true positives \((T_p)\) over the sum of the number of true positive and false negatives \((F_n)\): \(\text{recall}=\frac{T_p}{T_p+F_n}\).
- F1 (micro or macro): The harmonic mean of precision and recall is calculated as follows: \(F1=\frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision}+\text{recall}}\).
- Hamming loss: It computes the average Hamming loss between two sets of labels. If \(y^{(i)}\) is the predicted value for the \(j\)-th label of the \(i\)-th tweet, \(y^{(i)}\) is the corresponding true value, \(N\) is the number of test data \((N=640)\), and \(L\) is the number of labels \((L=8)\), then the Hamming loss between the predicted and correct labels is calculated as follows: \(\text{HammingLoss}(y, y') = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{L} I(y^{(i)} \neq y^{(i)})\), where \(I(.)\) is the indicator function. Note that lower scores are better.
Note that micro is to calculate metrics globally by counting all true positives, false negatives, and false positives:

\[ F_{1\text{micro}} = \frac{2 \cdot \text{precision}_{\text{micro}} \cdot \text{recall}_{\text{micro}}}{\text{precision}_{\text{micro}} + \text{recall}_{\text{micro}}} \]

On the other hand, macro calculates the metrics for each symptom label and then determines their unweighted mean:

\[ F_{1\text{macro}} = \frac{1}{L} \sum_{j=1}^{L} F_1^j \]

Therefore, label imbalance is not taken into account.

Ethics Statement
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Results

Symptom Labeling Reliability

To show the reliability of symptom labeling to the corpus, the interannotator agreement ratios of the respective symptoms were measured (Table 5). The total interannotator agreement ratio (n=2) was 0.9851 (ie, 20,174 / [2560 × 8]).

Performance of Baseline Systems

The performance of the baseline was measured using all evaluation metrics. Tables 6-8 show the results for the Japanese, English, and Chinese subtasks, respectively.

For the Japanese and Chinese subtasks, unigram SVM performed better than bigram SVM. On the other hand, bigram SVM outperformed unigram SVM in the English subtask. The highest average of exact match accuracy was 0.791 (English subtask) and the lowest was 0.756 (Japanese subtask).

Performance of Participating Systems

The performance of the participating systems was also measured using all evaluation metrics. Tables 6-8 show the results for the Japanese, English, and Chinese subtasks, respectively, ordered by the exact match accuracy of the systems.

For the Japanese subtask, the best system, NAIST-ja-2, achieved 0.880 in exact match accuracy, 0.920 in F-measure, and 0.019 in Hamming loss, as shown in Table 6. The averages across the participating groups and the baseline systems were 0.720, 0.820, and 0.051, respectively. The rank order of the top 4 systems was the same in all measures. The systems of the AKBL and KIS groups were constructed using an SVM, as in the baseline systems. The AKBL group’s results indicated that their system was effective in terms of using additional language resources. The KIS group switched their methods between an SVM and a rule-based method, depending on the confidence factor.

For the English subtask, the best system, NAIST-en-2, achieved 0.880 in exact match accuracy, 0.920 in F-measure, and 0.019 in Hamming loss, as shown in Table 7. The system was constructed using the same method as that used in the Japanese subtask. The averages across the participating groups and the baseline systems were 0.770, 0.850, and 0.037, respectively.

For the Chinese subtask, the best system, NAIST-zh-2, achieved 0.880 in exact match accuracy, 0.920 in F-measure, and 0.019 in Hamming loss, as shown in Table 8. The system was constructed using the same method as that used in the Japanese and English subtasks. The averages across the participating groups and the baseline systems were 0.810, 0.880, and 0.032, respectively.

Table 5. Interannotator agreement ratio.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Agreement ratio (number)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold</td>
<td>0.9945 (2546/2560)</td>
</tr>
<tr>
<td>Cough</td>
<td>0.9934 (2543/2560)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>0.9785 (2505/2560)</td>
</tr>
<tr>
<td>Fever</td>
<td>0.9922 (2540/2560)</td>
</tr>
<tr>
<td>Hay fever</td>
<td>0.9918 (2539/2560)</td>
</tr>
<tr>
<td>Headache</td>
<td>0.9773 (2502/2560)</td>
</tr>
<tr>
<td>Flu</td>
<td>0.9734 (2492/2560)</td>
</tr>
<tr>
<td>Runny nose</td>
<td>0.9793 (2507/2560)</td>
</tr>
<tr>
<td>Total</td>
<td>0.9851 (20,174/20,480)</td>
</tr>
</tbody>
</table>
Table 6. Performance in the Japanese subtask (19 participating systems and 2 baseline systems).

<table>
<thead>
<tr>
<th>System ID&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Exact match&lt;sup&gt;b&lt;/sup&gt;</th>
<th>F&lt;sub&gt;1&lt;/sub&gt;</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Micro</td>
<td>Macro</td>
<td>Micro</td>
</tr>
<tr>
<td>NAIST-ja-2</td>
<td>0.880</td>
<td>0.920</td>
<td>0.906</td>
<td>0.899</td>
</tr>
<tr>
<td>NAIST-ja-3</td>
<td>0.878</td>
<td>0.919</td>
<td>0.904</td>
<td>0.899</td>
</tr>
<tr>
<td>NAIST-ja-1</td>
<td>0.877</td>
<td>0.918</td>
<td>0.904</td>
<td>0.899</td>
</tr>
<tr>
<td>AKBL-ja-3</td>
<td>0.805</td>
<td>0.872</td>
<td>0.859</td>
<td>0.896</td>
</tr>
<tr>
<td>UE-ja-1</td>
<td>0.805</td>
<td>0.865</td>
<td>0.855</td>
<td>0.831</td>
</tr>
<tr>
<td>KIS-ja-2</td>
<td>0.802</td>
<td>0.871</td>
<td>0.856</td>
<td>0.831</td>
</tr>
<tr>
<td>AKBL-ja-1</td>
<td>0.800</td>
<td>0.869</td>
<td>0.847</td>
<td>0.889</td>
</tr>
<tr>
<td>UE-ja-3</td>
<td>0.800</td>
<td>0.866</td>
<td>0.855</td>
<td>0.823</td>
</tr>
<tr>
<td>AKBL-ja-2</td>
<td>0.795</td>
<td>0.868</td>
<td>0.849</td>
<td>0.891</td>
</tr>
<tr>
<td>KIS-ja-3</td>
<td>0.784</td>
<td>0.855</td>
<td>0.831</td>
<td>0.840</td>
</tr>
<tr>
<td>SVM-unigram</td>
<td>0.761</td>
<td>0.849</td>
<td>0.835</td>
<td>0.843</td>
</tr>
<tr>
<td>KIS-ja-1</td>
<td>0.758</td>
<td>0.849</td>
<td>0.833</td>
<td>0.798</td>
</tr>
<tr>
<td>SVM-bigram</td>
<td>0.752</td>
<td>0.843</td>
<td>0.830</td>
<td>0.838</td>
</tr>
<tr>
<td>NTTMU-ja-1</td>
<td>0.738</td>
<td>0.835</td>
<td>0.829</td>
<td>0.770</td>
</tr>
<tr>
<td>UE-ja-2</td>
<td>0.706</td>
<td>0.815</td>
<td>0.803</td>
<td>0.696</td>
</tr>
<tr>
<td>NIL-ja-1</td>
<td>0.680</td>
<td>0.749</td>
<td>0.742</td>
<td>0.862</td>
</tr>
<tr>
<td>DrG-ja-1</td>
<td>0.653</td>
<td>0.777</td>
<td>0.774</td>
<td>0.825</td>
</tr>
<tr>
<td>NTTMU-ja-3</td>
<td>0.614</td>
<td>0.775</td>
<td>0.773</td>
<td>0.740</td>
</tr>
<tr>
<td>NTTMU-ja-2</td>
<td>0.597</td>
<td>0.770</td>
<td>0.753</td>
<td>0.741</td>
</tr>
<tr>
<td>AITOK-ja-2</td>
<td>0.503</td>
<td>0.706</td>
<td>0.696</td>
<td>0.726</td>
</tr>
</tbody>
</table>

<sup>a</sup>The system ID comprises the group ID (see Multimedia Appendix 1), the abbreviation of subtask (ja indicates Japanese subtask), and the system number from 1 to 3 since each group can submit three systems per subtask.

<sup>b</sup>The results are ordered by exact match accuracy.
Table 7. Performance in the English subtask (12 participating systems and 2 baseline systems).

<table>
<thead>
<tr>
<th>System ID</th>
<th>Exact match</th>
<th>F1 Micro</th>
<th>F1 Macro</th>
<th>Precision Micro</th>
<th>Precision Macro</th>
<th>Recall Micro</th>
<th>Recall Macro</th>
<th>Hamming loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAIST-en-2</td>
<td>0.880</td>
<td>0.920</td>
<td>0.906</td>
<td>0.899</td>
<td>0.887</td>
<td>0.941</td>
<td>0.925</td>
<td>0.019</td>
</tr>
<tr>
<td>NAIST-en-3</td>
<td>0.878</td>
<td>0.919</td>
<td>0.904</td>
<td>0.899</td>
<td>0.885</td>
<td>0.940</td>
<td>0.924</td>
<td>0.019</td>
</tr>
<tr>
<td>NAIST-en-1</td>
<td>0.877</td>
<td>0.918</td>
<td>0.904</td>
<td>0.899</td>
<td>0.887</td>
<td>0.938</td>
<td>0.921</td>
<td>0.020</td>
</tr>
<tr>
<td>SVM-bigram</td>
<td>0.800</td>
<td>0.866</td>
<td>0.856</td>
<td>0.865</td>
<td>0.849</td>
<td>0.868</td>
<td>0.865</td>
<td>0.031</td>
</tr>
<tr>
<td>UE-en-1</td>
<td>0.789</td>
<td>0.858</td>
<td>0.848</td>
<td>0.846</td>
<td>0.831</td>
<td>0.871</td>
<td>0.876</td>
<td>0.034</td>
</tr>
<tr>
<td>SVM-unigram</td>
<td>0.783</td>
<td>0.858</td>
<td>0.845</td>
<td>0.851</td>
<td>0.830</td>
<td>0.864</td>
<td>0.864</td>
<td>0.033</td>
</tr>
<tr>
<td>NTTMU-en-2</td>
<td>0.773</td>
<td>0.856</td>
<td>0.849</td>
<td>0.807</td>
<td>0.796</td>
<td>0.911</td>
<td>0.918</td>
<td>0.036</td>
</tr>
<tr>
<td>NTTMU-en-3</td>
<td>0.758</td>
<td>0.845</td>
<td>0.828</td>
<td>0.836</td>
<td>0.818</td>
<td>0.854</td>
<td>0.844</td>
<td>0.037</td>
</tr>
<tr>
<td>UE-en-2</td>
<td>0.745</td>
<td>0.821</td>
<td>0.809</td>
<td>0.861</td>
<td>0.838</td>
<td>0.786</td>
<td>0.800</td>
<td>0.040</td>
</tr>
<tr>
<td>UE-en-3</td>
<td>0.739</td>
<td>0.820</td>
<td>0.815</td>
<td>0.870</td>
<td>0.851</td>
<td>0.776</td>
<td>0.795</td>
<td>0.040</td>
</tr>
<tr>
<td>AKBL-en-2</td>
<td>0.734</td>
<td>0.819</td>
<td>0.799</td>
<td>0.832</td>
<td>0.808</td>
<td>0.806</td>
<td>0.793</td>
<td>0.042</td>
</tr>
<tr>
<td>AKBL-en-3</td>
<td>0.716</td>
<td>0.804</td>
<td>0.787</td>
<td>0.853</td>
<td>0.834</td>
<td>0.760</td>
<td>0.747</td>
<td>0.043</td>
</tr>
<tr>
<td>NTTMU-en-1</td>
<td>0.619</td>
<td>0.770</td>
<td>0.777</td>
<td>0.734</td>
<td>0.733</td>
<td>0.809</td>
<td>0.835</td>
<td>0.056</td>
</tr>
<tr>
<td>AKBL-en-1</td>
<td>0.613</td>
<td>0.772</td>
<td>0.755</td>
<td>0.656</td>
<td>0.649</td>
<td>0.936</td>
<td>0.945</td>
<td>0.065</td>
</tr>
</tbody>
</table>

a The system ID comprises the group ID (see Multimedia Appendix 1), the abbreviation of subtask (en indicates English subtask), and the system number from 1 to 3 since each group can submit three systems per subtask.
b The results are ordered by exact match accuracy.

Table 8. Performance in the Chinese subtask (6 participating systems and 2 baseline systems).

<table>
<thead>
<tr>
<th>System ID</th>
<th>Exact match</th>
<th>F1 Micro</th>
<th>F1 Macro</th>
<th>Precision Micro</th>
<th>Precision Macro</th>
<th>Recall Micro</th>
<th>Recall Macro</th>
<th>Hamming loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAIST-zh-2</td>
<td>0.880</td>
<td>0.920</td>
<td>0.906</td>
<td>0.899</td>
<td>0.887</td>
<td>0.941</td>
<td>0.925</td>
<td>0.019</td>
</tr>
<tr>
<td>NAIST-zh-3</td>
<td>0.878</td>
<td>0.919</td>
<td>0.904</td>
<td>0.899</td>
<td>0.885</td>
<td>0.940</td>
<td>0.924</td>
<td>0.019</td>
</tr>
<tr>
<td>NAIST-zh-1</td>
<td>0.877</td>
<td>0.918</td>
<td>0.904</td>
<td>0.899</td>
<td>0.887</td>
<td>0.938</td>
<td>0.921</td>
<td>0.020</td>
</tr>
<tr>
<td>TUA1-zh-3</td>
<td>0.786</td>
<td>0.860</td>
<td>0.844</td>
<td>0.772</td>
<td>0.760</td>
<td>0.970</td>
<td>0.971</td>
<td>0.037</td>
</tr>
<tr>
<td>SVM-unigram</td>
<td>0.780</td>
<td>0.858</td>
<td>0.843</td>
<td>0.831</td>
<td>0.815</td>
<td>0.888</td>
<td>0.883</td>
<td>0.034</td>
</tr>
<tr>
<td>TUA1-zh-1</td>
<td>0.773</td>
<td>0.853</td>
<td>0.838</td>
<td>0.766</td>
<td>0.753</td>
<td>0.963</td>
<td>0.965</td>
<td>0.039</td>
</tr>
<tr>
<td>SVM-bigram</td>
<td>0.767</td>
<td>0.850</td>
<td>0.835</td>
<td>0.824</td>
<td>0.806</td>
<td>0.878</td>
<td>0.876</td>
<td>0.036</td>
</tr>
<tr>
<td>TUA1-zh-2</td>
<td>0.719</td>
<td>0.824</td>
<td>0.809</td>
<td>0.712</td>
<td>0.710</td>
<td>0.978</td>
<td>0.982</td>
<td>0.049</td>
</tr>
</tbody>
</table>

a The system ID comprises the group ID (see Multimedia Appendix 1), the abbreviation of subtask (zh indicates Chinese subtask), and the system number from 1 to 3 since each group can submit 3 systems per subtask.
b The results are ordered by exact match accuracy.

Discussion

Principal Findings

One of the most valuable findings was that we could determine the best strategy for disease surveillance. The best system of the NAIST group had 2 characteristics: (1) cross-language features and (2) ensemble of multiple machine learning methods.

Cross-Language Features

For each language, the NAIST system utilized features from the other 2 languages. English and Chinese sentences were translated from a Japanese sentence, indicating that these 3 sentences shared the same symptom label set. Only the NAIST system focused on the property of this task’s corpus and improved the accuracy from 0.767 to 0.823 in exact match.

Ensemble Methods

The NAIST system also utilized an ensemble method, which combines multiple methods to boost the classification accuracy. Although weak machine learning algorithms tend to be generally preferred to make an ensemble, the NAIST group created an ensemble consisting of strong machine learning methods: a hierarchical attention network and a deep convolutional neural network (CNN). The combination of methods varied the exact match accuracy of 0.836 at the minimum to 0.880 at the maximum.
maximum. In the near future, a technique to find a better combination needs to be developed.

Out of the 2 features, the cross-language feature is the unique feature of this task. Even if we discounted the cross-language feature, the NAIST ensemble method exhibited the best performance. As the multi-label classification is known as a complex task, the performance of straightforward approaches relying only on 1 method was relatively lower than that of the NAIST system.

Note that previous NTCIR medical tasks and MedNLP workshops [13-15] have shown that a rule-based approach is still competitive with machine learning approaches. One of the reasons for this was the small size of the corpus they used. Although the corpus size was also limited in this task, this result showed the advantage of complex machine learning, indicating the advancement of machine learning techniques.

Subtask-Based Comparison

The MedWeb task provided a cross-language corpus. Although this is another characteristic of this task, only 1 group (NAIST) challenged all subtasks, which was lesser than our expectation. The Japanese subtask had the highest participation (19 systems from 8 groups), whereas the Chinese subtask had the lowest participation (6 systems from only 2 groups), which was also lower than our expectation.

The performance varied depending on the subtasks. Figure 1 shows the distribution of the 3 metric scores of the systems in each subtask. For the Japanese subtask, the performance varied widely, relative to that of the other subtasks. Although the Chinese subtask had the lowest participation, their performance was relatively high. The 4 groups that participated in the Japanese subtask also challenged the English subtask, with better results, on average, in the English subtask. This indicates that the difficulty of classification in increasing order is Chinese, English, and Japanese. This is a surprising result because most of the groups came from Japan and must have been familiar with the Japanese NLP.

This indicates that the Chinese language has less ambiguity in clinical factuality analyses. Another possibility is that the process we used to generate the corpora had a language bias. For example, the translations from Japanese to English and Chinese might have reduced the ambiguity of the language in each case. To test for language bias, experiments based on different directions of translation are necessary. This is left for future work. Note that the baseline systems performed the best in the English subtask, indicating that the standard settings for SVM are effective in terms of classifying English tweets.

Limitations

The corpora provided by the MedWeb task have the following limitations. The first is the generating process of the corpora. For example, our pseudotweets do not include several tweet-specific features such as reply, retweet, hashtag, and URL. In addition, the translation process might bias the results. Although we asked translators to translate Japanese short messages without following standard English or Chinese as they could, some of them would be more formal than tweets.

Another limitation is the size of each corpus (1920 messages are used as training data and 640 messages are used as test data). Regardless of these limitations, we believe that this is a valuable attempt to generate and share a cross-language corpus consisting of multi-label pseudotweets.

Figure 1. Statistical summary of the performance of 3 evaluation metrics (A: Exact match accuracy, B: F1-micro, and C: Hamming loss) in each of the subtasks (ja: Japanese, en: English, and zh: Chinese). Note that higher scores are better in exact match accuracy and F1-micro, whereas lower scores are better in hamming loss. The bottom and top of a box are the first and third quartiles, the band inside the box is the median, and the dotted band inside the box is the mean. Dots on the right side of the box represent the distribution of values of participating systems.
Although our corpus has some limitations, we still believe it is helpful as a benchmark for tweet-based applications, because it is freely available and covers multiple languages.

Comparison With Prior Work
Currently, several shared tasks related to medical or health care have already been held. In the United States, the i2b2 tasks [3] were organized by the National Institute of Health [54] to enhance the ability of NLP tools to extract fine-grained information from clinical records. Specifically, i2b2 has provided sets of fully deidentified notes and proposed several challenges, such as deidentification and heart disease risk factor challenge, temporal relation challenge, conference challenge, relation challenge, medication challenge, obesity challenge, and deidentification and smoking challenge.

In addition, the TREC Medical Records Track (TREC2011-2012) [4] was established for the research community to focus on the problem of providing content-based access to free text fields of electronic health records. Then, Clinical Decision Support/Precision Medicine Tracks (TREC2014-2018) [5-9] were organized in TREC. The Clinical Decision Support Track focused on the retrieval of biomedical articles relevant for answering generic clinical questions about medical records, and TREC Precision Medicine Track focused on a use case in clinical decision support, providing useful precision medicine-related information to clinicians treating cancer patients.

Furthermore, the CLEF eHealth [10] focused on NLP and information retrieval for clinical care in the European Union. In Japan, NTCIR Medical tasks and MedNLP workshops (MedNLP-1, MedNLP-2, and MedNLP-Doc) [11-16] were organized to promote and support the generation of practical tools and systems applicable in the medical industry, which will support medical decisions and treatments by physicians and medical staff. MedNLP-1 [11,14] aimed to retrieve important information (personal and medical) from the clinical text written in Japanese. MedNLP-2 [12,15] challenged to extract information from medical reports written by physicians and from past medical exams. MedNLP-Doc [13,16] proposed a task to guess the name of the disease (represented by the International Codes for Diseases [ICD]) from the provided medical records. However, to the best of our knowledge, the MedWeb is the first shared task for dealing with health-related social media data.

Due to the widespread use of the internet, considerable material concerning medical care or health has been made available on the Web, especially social media such as Twitter and Facebook. Furthermore, various Web mining techniques for utilizing the material have been developed. One of the most popular medical applications is disease surveillance, which aims to predict disease epidemics based on the use of disease-related terms. Particularly, influenza surveillance using social media has been extensively studied [17-27,55]. As most previous studies have relied on shallow textual clues in messages, such as the number of occurrences of specific keywords (eg, flu or influenza), there are several noisy messages. To filter out noisy tweets, a binary classifier has been employed. In contrast, the MedWeb has challenged a more difficult and practical task of performing a multi-label classification of cross-language user-generated messages.

Conclusions
This paper provided an overview of the NTCIR-13 MedWeb task, which was designed as a more generalized task for public surveillance, focusing on social media (such as Twitter). In particular, the task’s goal was to classify symptom-related messages. This task had 2 characteristics: (1) multi-label (cold, cough, diarrhea, fever, hay fever, headache, flu, and runny nose) and (2) cross-language (Japanese, English, and Chinese). The results empirically demonstrated that an ensemble of multiple machine learning methods was effective in terms of classification of cross-language messages with multiple labels. We believe that the findings would be a foundation for future and deeper approaches for disease surveillance with social media data.
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Abstract

Background: Noninvasive telemonitoring (TM) can be used in heart failure (HF) patients to perform early detection of decompensation at home, prevent unnecessary health care utilization, and decrease health care costs. However, the evidence is not sufficient to be part of HF guidelines for follow-up care, and we have no knowledge of how TM is used in the Nordic Baltic region.

Objective: The aim of this study was to describe health care professionals’ (HCPs) perception of and presumed experience with noninvasive TM in daily HF patient care, perspectives of the relevance of and reasons for applying noninvasive TM, and barriers to the use of noninvasive TM.

Methods: A cross-sectional survey was performed between September and December 2016 in Norway and Lithuania with physicians and nurses treating HF patients at either a hospital ward or an outpatient clinic. A total of 784 questionnaires were sent nationwide by postal mail to 107 hospitals. The questionnaire consisted of 43 items with close- and open-ended questions. In Norway, the response rate was 68.7% (226/329), with 57 of 60 hospitals participating, whereas the response rate was 68.1% (310/455) in Lithuania, with 41 of 47 hospitals participating. Responses to the closed questions were analyzed using descriptive statistics, and the open-ended questions were analyzed using summative content analysis.

Results: This study showed that noninvasive TM is not part of the current daily clinical practice in Norway or Lithuania. A minority of HCPs responded to be familiar with noninvasive TM in HF care in Norway (48/226, 21.2%) and Lithuania (64/310, 20.6%). Approximately half of the HCPs in both countries perceived noninvasive TM to be relevant in follow-up of HF patients in Norway (131/226, 58.0%) and Lithuania (172/310, 55.5%). For physicians in both countries and nurses in Norway, the 3 most mentioned reasons for introducing noninvasive TM were to improve self-care, to reduce hospitalizations, and to provide high-quality care, whereas the Lithuanian nurses described ability to treat more patients and to reduce their workload as reasons for introducing noninvasive TM. The main barriers to implement noninvasive TM were lack of funding from health care authorities or the Territorial Patient Fund. Moreover, HCPs perceive that HF patients themselves could represent barriers because of their physical or mental condition in addition to a lack of internet access.
Conclusions: HCPs in Norway and Lithuania are currently nonusers of TM in daily HF care. However, they perceive a future with TM to improve the quality of care for HF patients. Financial barriers and HF patients’ condition may have an impact on the use of TM, whereas sufficient funding from health care authorities and improved knowledge may encourage the more widespread use of TM in the Nordic Baltic region and beyond.
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Introduction

Background

Worldwide health care undergoes great changes where caring for chronically ill patients such as heart failure (HF) is expected to take place to a great extent in their homes [1,2]. To be able to perform safe and high-quality care, the use of telemonitoring (TM) is suggested to be widely implemented [3]. The Institute of Medicine defines telemonitoring as “monitoring patient status at a distance by the use of audio, video, and other telecommunications and electronic information processing technologies” [4]. Noninvasive TM detects decompensation at home, prevents unnecessary health care utilization, and decreases health care costs [5,6]. This is important because HF affects 26 million people worldwide, with a rapidly escalating prevalence in Europe and the United States because of an aging population as well as the improved treatment and survival of patients with cardiac disease [7-9]. HF is a complex, progressive clinical syndrome characterized by high mortality, high morbidity with high readmission rates (25% in Europe [7] and 27% in the United States [10]), and affecting quality of life [11]. At present, TM in HF care has tested numerous devices and systems [12]; however, implementation of noninvasive TM in daily HF clinical practice is scarce. Moreover, the evidence for noninvasive TM is not found sufficient to be part of follow-up care recommended by the European Society of Cardiology (ESC) guidelines or the American Heart Association guidelines [7,8]. Results from studies are not consistent regarding outcomes of TM. Some studies have shown that TM may improve survival, reduce HF-related hospitalizations, and improve quality of life compared with usual care or low access to care [2,13,14]; other studies have shown no improvements [15-17]. Furthermore, noninvasive TM studies have methodological weaknesses such as insufficiencies regarding large sample size, homogenous protocols, robust designs, a clear definition of noninvasive TM, and show a diversity of outcomes [5,18,19]. A program where patients monitor their condition at home and transmit information to external centers is not widely established. According to the third global survey on eHealth performed by The World Health Organization, only 22% of the responding countries use TM [3]. Furthermore, in countries with advanced information technology, it is identified that health care professionals (HCPs) are not familiar with using noninvasive TM in their daily follow-up care of HF patients [20]. According to HCPs’ factors of success in using TM, the possibilities include improved diagnostics, improved communication with the patient, and improved support of patient centered care, whereas barriers include workflow and staff turnover [21]. Furthermore, HCPs raise questions on how to assess available technology, the value of using technology, and the evidence of effectiveness and knowledge [22]. TM has been reported to increase the workload for HCPs and the use of health care resources, which may be the reason it has not been widely implemented in clinical practice [23,24].

Objectives

Although the governments of Norway and Lithuania have approved the use of remote medical services in a new electronic health (eHealth) strategy, little is known on the actual use of TM in daily HF clinical care in the Nordic Baltic region [25,26]. Therefore, this study aimed to describe HCPs’ (1) perceptions of and presumed experience with noninvasive TM in HF care, (2) perspectives of the relevance of and reasons for applying noninvasive TM, and (3) barriers to the use of noninvasive TM.

Methods

Study Design and Definition

We conducted a cross-sectional nationwide survey of noninvasive HF TM in Norway and Lithuania. TM in the survey referred to noninvasive TM, which is implemented via internet-based personal devices monitoring body weight, blood pressure, heart rate, dyspnea, and other signs and symptoms that would reflect the actual volume status of HF patients. Patients use the devices in their home environment, and the generated data are transferred to health care providers over the internet. The information obtained is presumed to reflect the actual condition of HF patients (contrasted with patients’ self-reports) and includes feedback to patients about their condition. Examples of TM implemented via only telephone, telephone support, telephone follow-up, or implantable devices or pacemakers were not considered in the survey. This definition was presented to the participants on the front page of the questionnaire (Multimedia Appendix 1).

Study Setting and Participants

Norway and Lithuania have 5 and 3 million inhabitants, respectively, and both countries are located in the northern part of Europe. Norway is a high-income country in which the health care system is funded by public sources [27]. Lithuania has undergone political and economic changes with a mixed health system predominantly funded by the National Health Insurance Fund (61% of funding in 2010) and supplemented by a substantial state contribution [28].

The inclusion criteria were nurses and physicians (ie, HCPs) currently working with HF patients in a hospital ward or in an outpatient clinic in Norway or in Lithuania. HCPs were recruited...
from a list of all potential public and private hospitals caring for HF patients in Norway (N=60) and Lithuania (N=47). The former list was extracted from the Norwegian Heart Failure Registry and the latter from the National Insurance Funds list of hospitals in Lithuania. In addition to telephone follow-up, we contacted the head of each hospital ward and outpatient clinic by post for approval.

**Data Collection and Questionnaire**

Data were collected from September to December 2016 using a questionnaire mailed by post. It was sent to 784 physicians and nurses at 107 public and private hospitals providing HF care in Norway or Lithuania. A study researcher in each country (ITA and EL) made 1 phone call to remind the contacted individuals at each site (ward or outpatient clinic) about completing and returning the questionnaire.

**Questionnaire**

A 43-item questionnaire (Multimedia Appendix 1) for assessing HCPs’ perceptions on the use of TM and potential use of TM was developed. It was based on the initial versions of a survey used in the Netherlands [29] and with HCPs in Japan and Sweden [20]. The questionnaire used for this study in Norway and Lithuania included open- and closed-ended response options, with additional questions on HCPs’ characteristics, their perceptions of TM, and potential experiences with TM. Language and cultural adjustments were made from the preparation stage to the final report according to the Principles for Good Practice for the Translation and Cultural Adaption Process for Patient-Reported Outcome Measures [30]. Face validity (measuring target construction) and content validity (relevance, comprehensiveness, and balance) assessments were conducted [31] by 5 cardiologists and 10 nurses with expertise in daily clinical HF care in Norway or Lithuania. These professionals deemed that the questionnaire measured the intended HCPs’ perceptions of TM and potential experiences with TM in HF care.

The questionnaire contained 3 main parts: (1) general questions about the participants and their experiences with information and communications technology (ICT) in general and TM in particular, (2) questions for users of TM, and (3) questions for nonusers of TM. In part 1 of the questionnaire, data on HCPs’ characteristics were collected, with additional questions on education and competency in ICT. The participants with presumed experience and familiarity with TM were asked to respond yes or no to these questions. In parts 2 and 3 of the questionnaire, potential TM user and nonuser participants answered similarly detailed questions about TM. HCPs were asked what they considered to be good ways for performing follow-up of stable HF patients (eg, outpatient clinic, using noninvasive TM, and home visits by a nurse), and a follow-up by a general practitioner (GP) was added to the statement list.

In line with the recommendations by previous users of the survey regarding the low response rate by users with experience with TM [20], we added items to describe HCPs’ perceptions of noninvasive TM: future purpose, criteria, relevance, and feasibility of TM in daily HF care in the participants’ country presented as categories to be marked by the participant. HCPs were asked to rate how important 10 statements were for introducing TM in the care of HF patients (eg, offering higher-quality care and reducing costs) by importance level on a 10-point scale, ranging from 0 for not important to 10 for very important. HCPs responded to how long they considered appropriate for using TM by responding to statements of duration. Finally, HCPs’ perceptions of funding responsibility and situations they thought inappropriate for TM were reported by additional open-ended questions to get an understanding of barriers to the implementation of noninvasive TM.

**Data Analysis**

**Statistical Analysis**

All data were analyzed using the Statistical Package for Social Sciences, version 24 (IBM Corp Released 2016 IBM SPSS Statistics for Windows, Version 24.0. Armonk, NY: IBM Corp). Descriptive analysis was presented as means with SDs or SE of the mean and median with interquartile range for continuous variables. Categorical variables are presented with numbers and percentages.

**Summative Analysis of the Open-Ended Questions**

Answers to the open-ended questions were translated from Norwegian and Lithuanian into English by 2 independent researchers (ITA and EL). A total of 44 double-spaced pages of transcripts were produced. First, responses were formulated like statements. Transcripts from both countries were thoroughly read to gain an understanding of the words or statements. In total, 4 authors (ITA, EL, JC, and IL) independently reread the responses to the open-ended questions before reaching consensus on categories and subcategories. Following Hsieh and Shannon, a summative content analysis was performed with numbers and percentages for the subcategories [32].

**Ethical Consideration**

All participants signed a written informed consent form before participation. The data protection officer at Oslo University Hospital, Oslo, Norway and University Hospital Santariskiu Klinikos, Vilnius, Lithuania granted consent to perform the study. The study was conducted in compliance with the principles of the Declaration of Helsinki.

**Results**

**Participants**

The overall response rate of the nurses and physicians was 68.4% (536/784) from 98 of the 107 contacted hospitals in Norway (57/60) and Lithuania (41/47). Characteristics and ICT competency of the participants are summarized in Table 1.
### Table 1. Characteristics and information and communications technology competency of physicians and nurses in Norway (N=226) and Lithuania (N=310).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Norway Physicians (n=63)</th>
<th>Nurses (n=163)</th>
<th>Lithuania Physicians (n=137)</th>
<th>Nurses (n=173)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (25)</td>
<td>151 (93.2)</td>
<td>107 (78.1)</td>
<td>171 (98.8)</td>
</tr>
<tr>
<td>Male</td>
<td>47 (75)</td>
<td>11 (6.8)</td>
<td>30 (21.9)</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Age (range: 23-76 years), mean (SD)</td>
<td>48 (11)</td>
<td>45 (11)</td>
<td>51 (12)</td>
<td>46 (9)</td>
</tr>
<tr>
<td><strong>Education degree</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhD, n (%)</td>
<td>19 (30)</td>
<td>— (a)</td>
<td>37 (27.0)</td>
<td>— (b)</td>
</tr>
<tr>
<td>Master, n (%)</td>
<td>12 (19)</td>
<td>13 (8.0)</td>
<td>100 (73.0)</td>
<td>14 (8.1)</td>
</tr>
<tr>
<td>Bachelor, n (%)</td>
<td>—</td>
<td>150 (92.0)</td>
<td>—</td>
<td>64 (37.0)</td>
</tr>
<tr>
<td>Other type of degree, n (%)</td>
<td>32 (51)</td>
<td>— (c)</td>
<td>95 (54.9)</td>
<td></td>
</tr>
<tr>
<td>Post graduate experience (years), median (IQR)</td>
<td>19 (12-28)</td>
<td>16 (9-25)</td>
<td>28 (15-35)</td>
<td>26 (20-32)</td>
</tr>
<tr>
<td><strong>Work time, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>32 (51)</td>
<td>59 (36.2)</td>
<td>44 (32.1)</td>
<td>115 (66.5)</td>
</tr>
<tr>
<td>Part-time days/week</td>
<td>19 (30)</td>
<td>64 (39.3)</td>
<td>38 (27.7)</td>
<td>16 (9.2)</td>
</tr>
<tr>
<td>Part-time hours/week</td>
<td>10 (16)</td>
<td>30 (18.4)</td>
<td>54 (39.4)</td>
<td>35 (20.2)</td>
</tr>
<tr>
<td>Unreported or missing</td>
<td>2 (3)</td>
<td>10 (6.1)</td>
<td>1 (0.7)</td>
<td>7 (4.0)</td>
</tr>
<tr>
<td><strong>Hospital level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>11 (18)</td>
<td>25 (15.3)</td>
<td>47 (34)</td>
<td>88 (51.0)</td>
</tr>
<tr>
<td>Second or third</td>
<td>48 (76)</td>
<td>128 (78.5)</td>
<td>82 (60)</td>
<td>80 (46.2)</td>
</tr>
<tr>
<td>Private</td>
<td>4 (8)</td>
<td>7 (4.3)</td>
<td>8 (6)</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>Unreported or missing</td>
<td>0 (0)</td>
<td>3 (1.8)</td>
<td>0 (0)</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td><strong>ICT competency</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer experience (years), median (IQR)</td>
<td>25 (20-30)</td>
<td>20 (16-25)</td>
<td>15 (10-20)</td>
<td>12 (10-17)</td>
</tr>
<tr>
<td>Operating system, n (%)</td>
<td>60 (95)</td>
<td>158 (96.9)</td>
<td>126 (92.0)</td>
<td>149 (86.1)</td>
</tr>
<tr>
<td>Programs, n (%)</td>
<td>61 (97)</td>
<td>153 (93.9)</td>
<td>109 (79.6)</td>
<td>124 (71.7)</td>
</tr>
<tr>
<td>Programming language, n (%)</td>
<td>11 (18)</td>
<td>43 (26)</td>
<td>18 (13)</td>
<td>22 (13)</td>
</tr>
<tr>
<td>Email, n (%)</td>
<td>63 (100)</td>
<td>162 (99.4)</td>
<td>137 (100)</td>
<td>163 (94.2)</td>
</tr>
<tr>
<td>Email mobile phone, n (%)</td>
<td>56 (89)</td>
<td>154 (94.5)</td>
<td>108 (78.8)</td>
<td>118 (68.2)</td>
</tr>
<tr>
<td>Internet, n (%)</td>
<td>63 (100)</td>
<td>162 (99.4)</td>
<td>137 (100)</td>
<td>167 (96.5)</td>
</tr>
</tbody>
</table>

(a) Participants did not have the degree in question.
(b) IQR: interquartile range.
(c) ICT: information and communications technology.

Among the responders, 28% and 44% worked as physicians in Norway and Lithuania, respectively. The majority of HCPs in Lithuania were female (90%), whereas in Norway, the majority of the physicians were males (75%). In Lithuania, about half of the nurses worked at a university hospital (88/173), whereas physicians more often worked in a second- or third-level hospital (82/137). In Norway, most HCPs worked at a second- or third-level hospital.

A total of 51% (32/63) of Norwegian physicians worked full-time with HF patients and one-third (44/137) of the Lithuanian physicians worked full-time in HF care. Among nurses, 36.2% (59/163) of Norwegian nurses worked full-time, whereas 66.5% (115/173) in Lithuania did. All participants had substantial experience with ICT, with a variance in use of programs such as Word, PowerPoint, or Excel and use of email on a mobile phone.

**Experiences and Familiarity With Noninvasive Telemonitoring in Heart Failure Care**

TM is not a part of routine clinical practice in HF care in Norway or Lithuania. None of the responding HCPs were using TM. Nevertheless, a minority of HCPs in both countries...
confirmed to be familiar with TM in Norway (48/226, 21.2%) and in Lithuania (64/310, 20.6%).

Relevance for Follow-Up of Heart Failure Patients Today and in Future Care

As shown in Figure 1, HCPs responded that good ways of performing follow-up of stable HF patients were by an outpatient clinic, or GP as the most optimal way to follow up HF patients. HCPs in both countries supported the potential for internet-based TM in Norway (131/226, 58.0%) and in Lithuania (152/310, 49.0%). A nurse-led HF outpatient clinic was specifically commented by Norwegian HCPs as an item in the column other, not presented in Figure 1.

Although the HCPs in Norway and in Lithuania were nonusers of TM, they considered use of TM in future HF care to be relevant. They suggested TM is useful to monitor HF patients’ physical condition signaling deterioration (in Norway: 18/226, 82.7% and in Lithuania: 225/310, 72.6%); to monitor the effect of the treatment and adjusting it remotely (140/226, 61.9% and 226/310, 72.9%); for patient education (104/226, 46.0% and 195/310, 62.9%) and remote drug titration (76/226, 33.6% and 190/310, 61.3%).

More than half of HCPs reported TM to be relevant in Norway (131/226, 58.0%) and in Lithuania (172/310, 55.5%) as shown in Table 2. The main responses to the open-ended item other were “I do not know,” “I lack knowledge,” and “there is a lack of evidence supporting the use of TM.”

HCPs reported that daily feedback to HF patients using TM was more feasible (115/226, 50.9%) in Norway than in Lithuania (75/310, 24.2%), whereas the “I do not know” category was chosen more frequently in Lithuania (201/310, 64.8%) than in Norway (77/226, 34.1%).

Reasons to Consider Introducing Noninvasive Telemonitoring

The 3 most frequently mentioned reasons given by physicians and nurses in Norway and physicians in Lithuania for introducing TM to HF patients were to (1) improve patient self-care, (2) reduce hospitalizations, and (3) offer higher-quality care. The Lithuanian nurses’ 3 most frequently mentioned reasons for introducing TM to HF patients were (1) to offer higher-quality care, (2) the ability to treat more patients, and (3) to reduce the workload of the outpatient clinic as shown in Table 3.

The statement “to introduce TM for health care authorities” had the lowest score for physicians and nurses in both countries.

![Figure 1](image-url). Health care practitioners’ (HCPs’) opinion of good ways of performing follow-up of stable heart failure patients. HCPs in Norway (N=226) and Lithuania (N=310). More than 1 answer was possible.

| Table 2. Relevance of telemonitoring in Norway (N=226) and in Lithuania (N=310). |
|-------------------------------------|-----------------|-----------------|
| **Relevance**                      | **Norway, n (%)** | **Lithuania, n (%)** |
| Very relevant                      | 44 (19.5)        | 42 (13.5)        |
| Relevant                           | 131 (58.0)       | 172 (55.5)       |
| Not relevant                       | 17 (7.5)         | 51 (16.5)        |
| Other                              | 24 (10.6)        | 33 (10.6)        |
| Unreported or missing              | 10 (4.4)         | 12 (3.9)         |
Table 3. Physicians’ and nurses’ perception of important reasons for introducing telemonitoring into clinical practice in Norway (N=226) and Lithuania (N=310).

<table>
<thead>
<tr>
<th>Reasons for introducing telemonitoring</th>
<th>Norway, mean score (SEM)</th>
<th>Lithuania, mean score (SEM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physicians</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduce admissions or readmissions</td>
<td>6.85 (0.37)</td>
<td>8.08 (0.21)</td>
</tr>
<tr>
<td>Improve self-care of HF patients</td>
<td>7.00 (0.34)</td>
<td>7.92 (0.20)</td>
</tr>
<tr>
<td>Offering higher-quality care</td>
<td>6.50 (0.42)</td>
<td>8.25 (0.20)</td>
</tr>
<tr>
<td>Ability to treat more patients</td>
<td>6.02 (0.40)</td>
<td>6.87 (0.25)</td>
</tr>
<tr>
<td>Improve adherence to HF guidelines</td>
<td>6.09 (0.39)</td>
<td>7.75 (0.20)</td>
</tr>
<tr>
<td>Reducing the workload on the HF outpatient clinic</td>
<td>5.64 (0.39)</td>
<td>7.80 (0.22)</td>
</tr>
<tr>
<td>Reducing costs</td>
<td>5.00 (0.38)</td>
<td>6.45 (0.29)</td>
</tr>
<tr>
<td>Our center is innovative</td>
<td>4.65 (0.38)</td>
<td>6.41 (0.29)</td>
</tr>
<tr>
<td>Implementing the vision of the hospital</td>
<td>3.98 (0.41)</td>
<td>6.23 (0.29)</td>
</tr>
<tr>
<td>Important for health authorities</td>
<td>3.81 (0.45)</td>
<td>3.58 (0.33)</td>
</tr>
<tr>
<td>Nurses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduce admissions or readmissions</td>
<td>8.11 (0.18)</td>
<td>7.46 (0.19)</td>
</tr>
<tr>
<td>Improve self-care of HF patients</td>
<td>8.03 (0.18)</td>
<td>7.36 (0.21)</td>
</tr>
<tr>
<td>Offering higher-quality care</td>
<td>7.84 (0.21)</td>
<td>7.69 (0.21)</td>
</tr>
<tr>
<td>Ability to treat more patients</td>
<td>7.22 (0.21)</td>
<td>7.62 (0.21)</td>
</tr>
<tr>
<td>Improve adherence to HF guidelines</td>
<td>6.92 (0.21)</td>
<td>6.91 (0.20)</td>
</tr>
<tr>
<td>Reducing the workload on the HF outpatient clinic</td>
<td>6.34 (0.23)</td>
<td>7.57 (0.19)</td>
</tr>
<tr>
<td>Reducing costs</td>
<td>6.52 (0.22)</td>
<td>6.41 (0.27)</td>
</tr>
<tr>
<td>Our center is innovative</td>
<td>6.10 (0.26)</td>
<td>6.42 (0.27)</td>
</tr>
<tr>
<td>Implementing the vision of the hospital</td>
<td>5.31 (0.25)</td>
<td>6.43 (0.25)</td>
</tr>
<tr>
<td>Important for health authorities</td>
<td>3.81 (0.25)</td>
<td>4.99 (0.30)</td>
</tr>
</tbody>
</table>

aSEM: standard error of the mean.
bHF: heart failure.

The criterion most often identified by all HCPs for treatment with TM was admission or readmissions in Norway (136/226, 60.2%) and Lithuania (217/310, 70.0%). HCPs in Lithuania more often mentioned New York Heart Association Functional Classification (191/310, 61.6%) than Norwegian participants (112/226, 49.6%) as a criterion for treatment with TM. The criterion patient education was supported by HCPs in Norway (116/226, 51.3%) and Lithuania (145/310, 46.8%), and the criterion adherence to medication was supported by HCPs in Norway (98/226, 43.4%) and Lithuania (169/310, 54.6%). Respondents were less interested in support and advice as a criterion for treatment with TM in Norway (93/226, 41.2%) and in Lithuania (68/310, 21.9%).

HCPs in both countries supported that TM should be used as long as necessary (Norway: 159/226, 70.4% and Lithuania: 183/310, 59.0%) or for unlimited time (Norway: 9/226, 3.9% and Lithuania: 79/310, 25.5%), with a few nonresponding in Norway (18/226, 8.0%).

Barriers to Implementing Noninvasive Telemonitoring

HCPs reported from a list of barriers to implementing the TM in the same order: lack of financing (Norway and Lithuania, 156/226, 69.0% and 277/310, 89.4%, respectively); lack of equipment (124/226, 54.9% and 252/310, 81.3%, respectively); lack of knowledge (87/226, 38.5% and 227/310, 73.2%, respectively); and lack of guidelines from health care authorities (39/226, 17.3% and 188/310, 60.6%, respectively). The HCPs reported other barriers as shortage of staff, security issues, and need of more documentation. The HCPs’ own views of what they perceive as barriers to implement TM in both countries are shown in Table 4.
Table 4. Perception of health care professionals on barriers to implement telemonitoring in Norway (N=226) and Lithuania (N=310).

<table>
<thead>
<tr>
<th>Barriers to implement telemonitoring</th>
<th>Norway, n (%)</th>
<th>Lithuania, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Financing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care authorities</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regional health authorities, Ministry of health care services</td>
<td>123 (62.1)</td>
<td>87 (38.7)</td>
</tr>
<tr>
<td>Specialist health care services, Territorial Patient Fund</td>
<td>25 (12.6)</td>
<td>85 (37.8)</td>
</tr>
<tr>
<td>I do not know</td>
<td>29 (14.6)</td>
<td>23 (10.2)</td>
</tr>
<tr>
<td>Unreported or missing</td>
<td>28 (14.1)</td>
<td>85 (37.8)</td>
</tr>
<tr>
<td><strong>Patients limitations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental and physical limitations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental limitations</td>
<td>91 (48.4)</td>
<td>22 (13.9)</td>
</tr>
<tr>
<td>Acute or physical limitation</td>
<td>57 (30.3)</td>
<td>52 (32.9)</td>
</tr>
<tr>
<td>Age limitations</td>
<td>48 (25.5)</td>
<td>6 (3.8)</td>
</tr>
<tr>
<td>Knowledge limitations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical skills</td>
<td>44 (23.4)</td>
<td>14 (8.9)</td>
</tr>
<tr>
<td>Compliance issues</td>
<td>14 (7.4)</td>
<td>11 (7.0)</td>
</tr>
<tr>
<td>I do not know</td>
<td>15 (8.0)</td>
<td>46 (29.1)</td>
</tr>
<tr>
<td>Unreported or missing</td>
<td>28 (12.4)</td>
<td>152 (49.0)</td>
</tr>
</tbody>
</table>

a In Norway, a total of 198 out of 226 (87.6%) participants responded to the open-ended question and a total of 225 out of 310 (72.6%) HCPs in Lithuania. More than 1 answer was possible.
b In Norway, a total of 188 out of 226 (83.2%) participants responded to the open-ended question and a total of 158 out of 310 (51.0%) HCPs in Lithuania. More than 1 answer was possible.

From the open-ended questions regarding funding, we found that health care authorities should be the main contributors of funding TM. Less than 5% of HCPs from both countries suggested other funding options such as from patients, the company involved, or the private sector. HCPs in Lithuania considered the European Union (EU) as a source of funding. Less than 5% of HCPs in Norway questioned whether there should be funding for TM. The barriers related to HF patients were their physical or mental condition, age, insufficient knowledge of technology, and adherence issues (eg, an acute HF condition, dementia, and cognitive or physical alterations caused by medication). Less than 5% of HCPs in both countries reported that limited access to health care services when using TM and patients with foreign language limitations were challenges to TM implementation. Access to the internet was a specific challenge mentioned by the HCPs in Lithuania.

Discussion

Principal Findings

Physicians and nurses working in Norwegian and Lithuanian hospitals are currently nonusers of noninvasive TM. However, HCPs in our study perceive noninvasive TM as a possibility in the future to improve the quality of care for HF patients at home. The findings of this study are in line with previously reported low use of TM in clinical practice [3,20]. In Norway, telemedicine was implemented in the 1990s; however, during a 5-year follow-up (2009-2013), the level of use was low compared with outpatient visits [33]. Moreover, Norway and Lithuania participated in a European survey that concludes that TM is not widely applied and has a potential for improving support to patients with chronic conditions in their home [34]. This is an example of health care providers lagging behind in implementing eHealth solutions as suggested by the eHealth Action Plan (2012-2020) from the European commission [35].

The eHealth position statement by the ESC [22] raises the same issues as our findings, namely, the problems with low awareness and use. HCPs’ familiarity with noninvasive TM was low in both countries (21.2% in Norway and 20.6% in Lithuania). At HF conferences, research on the use of noninvasive TM in HF care is presented, which may be a reason why a minority of HCPs in both countries were familiar with the term and what it stood for.

Although noninvasive TM is currently not in use in Norway or Lithuania, HCPs perceive TM to be relevant in future HF care, in line with the health care authorities in both countries [25,26] as well as HCPs’ expectations in Sweden and Japan [20]. All HCPs expected TM to improve the quality of care for HF patients, whereas improvements to patients’ self-care were mainly mentioned by physicians in both countries and nurses in Norway. Self-care is a cornerstone in maintaining and managing life with a chronic disease such as HF [36], and HCPs have a responsibility in educating HF patients about self-care [7,37]. Nurses in Lithuania most often mentioned treating more HF patients and reducing their workload as reasons for implementing noninvasive TM. The differences in response by nurses can be explained by the ratio of nurses in the 2 countries, with 7.7 nurses per 1000 inhabitants in Lithuania and 17.7 nurses per 1000 inhabitants in Norway.

http://www.jmir.org/2019/2/e10362/
A barrier to implementing noninvasive TM in HF clinical practice was funding and for health care authorities, as suggested by our HCPs, to be the main contributor as confirmed in previous studies [2,20,21,40]. In Norway, this is represented by national and specialized or municipal health care authorities and in Lithuania, by the Ministry of Health Care Services and the Territorial Patient Fund. A potential source to the differences in HCPs’ responses is the financial situation, with Norway a high-income country and Lithuania a middle-income country [27,28]. The EU was mentioned as a potential source for funding TM by HCPs from Lithuania, as Lithuania is a member state and has received funding for health care services from the EU [41]. HCPs in Norway questioned if TM should be funded with the lack of evidence for noninvasive TM and not being a part of current HF guidelines [7]. Moreover, the cost of implementing TM in the management of HF is not clearly reported, varying from low-to-high cost depending on how costs are measured, for example, equipment, follow-up, or hospital admission [13,23,42]. Our participants’ concern regarding shortage of staff is relevant as the workload for HCPs can increase [29,40] because nurses or physicians at hospitals, HF clinics, or telemedical centers mainly interpret the transmitted measurements [12]. Furthermore, not all the work done by nurses and physicians is visible, but the invisible work performed by HCPs impacts patients’ ability to manage the use of TM in their home [43]. These differences call for additional funding in high- and middle-income countries to facilitate TM implementation.

The HF patient’s condition, age, and insufficient knowledge of technology were barriers perceived by the HCPs to implementing noninvasive TM. Moreover, TM was mentioned as useful for HF patients in monitoring their HF signaling a worsening condition and reducing hospitalization. Our participants most often mentioned the criterion of readmission or admission to hospital when providing examples of participants eligible for TM. More recent noninvasive TM research with HF patients shows potential to reduce the risk of hospitalization [44] and identifies eligible HF patients [45]. Elderly HF patients without ICT competency can use new technology, and they describe better contact with HCPs [46]; however, this is not part of our findings. The lack of familiarity and high ICT competency among HCPs in our survey may be a reason why they perceived that elderly HF patients are not eligible for noninvasive TM. In Lithuania, HCPs presented a lack of internet access as a specific barrier, which may be a reason for their limitations in noninvasive TM, as the use of internet is essential in our TM definition [20,29]. To involve HCPs in an earlier phase of developing new technology is a way of making their contributions visible and acknowledged and may contribute to our participants finding noninvasive TM relevant for HF patients in Norway and Lithuania.

Strengths and Limitations

The fairly high response rate is a strength of the study. HCPs from both hospital wards, which discharge patients to their homes, and outpatient clinics, which see patients who live at home, were asked to participate. There are several limitations to our study. First, the self-reported questionnaire does not provide in-depth knowledge about HCPs’ knowledge of TM. Second, it was not possible to sample HCPs’ experiences with TM in HF clinical practice as none of the hospitals were using TM at the time of the survey. This was not anticipated. This shortfall implies that some questionnaire items need to be revised. Furthermore, a comprehensive assessment of the questionnaire’s face and content validity may have strengthened the study.

Conclusions

HCPs in Norway and in Lithuania are currently nonusers of TM in daily follow-up of HF care; however, they perceive that a future use of TM is relevant to improve the quality of care for HF patients. From the perspective of physicians in both countries and Norwegian nurses, the main reason for introducing noninvasive TM in HF care was to improve patient’s self-care. The nurses in Lithuania expected to treat more HF patients and reduce their workload by implementing TM. Financial barriers and HF patients’ condition may have an impact on the use of TM, whereas sufficient funding from health care authorities and improved knowledge may encourage the more widespread use of TM in the Nordic Baltic region and beyond.
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Abstract

Background: Even though technology is becoming increasingly common in rehabilitation programs, insufficient data are as yet available on rehabilitees’ perceptions and experiences. It is important to understand their abilities when using technology for remote rehabilitation.

Objective: This is a qualitative study on technology experiences of persons affected by cardiovascular disease assessed before remote rehabilitation. The aim of the study was to explore rehabilitees’ experiences and attitudes toward technology before 12 months of remote rehabilitation.

Methods: Qualitative interviews were conducted with 39 rehabilitees in four focus groups. The subjects were aged 34 to 77 years (average age 54.8 years) and 74% (29/39) of them were male. They had been diagnosed with coronary artery disease and were undergoing treatment in a rehabilitation center. The interviews were conducted between September 2015 and November 2016. Data were analyzed using Glaser’s mode of the grounded theory approach.

Results: The result of the study was an “identifying e-usage” experience category, which refers to the rehabilitees’ notions of the use of information and communication technologies (e-usage) in the process of behavior change. The main category comprises four subcategories that define the rehabilitees’ technology experience. These subcategories are “feeling outsider,” “being uninterested,” “reflecting benefit,” and “enthusiastic using.” All rehabilitees expected that technology should be simple, flexible, and easy to use and learn. The results reflecting their technology experience can be used in e-rehabilitation programs. Rehabilitees who feel like outsiders and are not interested in technology need face-to-face communication for the major part of rehabilitation, while rehabilitees who reflect benefit and are enthusiastic about the use of technology need incrementally less face-to-face interaction and feel that Web-based coaching could offer sufficient support for rehabilitation.

Conclusions: The findings show that persons affected by heart disease had different experiences with technology and expectations toward counseling, while all rehabilitees expected technology to be easy to use and their experiences to be smooth and problem-free. The results can be used more widely in different contexts of social and health care for the planning of and training in remote rehabilitation counseling and education.

Trial Registration: ISRCTN Registry ISRCTN61225589; http://www.isrctn.com/ISRCTN61225589 (Archived by WebCite at http://www.webcitation.org/74jmrTXFD)

(J Med Internet Res 2019;21(2):e10985) doi:10.2196/10985
Cardiovascular diseases are the most common cause of death globally [1]. Cardiac rehabilitation is a means of secondary prevention intervention for cardiovascular diseases that includes efforts to reduce behavioral risks such as tobacco use, unhealthy diet, obesity, physical inactivity, alcohol use, and psychosocial problems such as depression [1,2]. However, many persons with coronary artery disease are not aware of opportunities to participate in rehabilitation programs or they choose not to participate in cardiac rehabilitation for a number of reasons, including living a long distance from a facility [3,4]. It is necessary to develop new methods of rehabilitation such as Web-based programs [5]. With global digitalization, rehabilitation increasingly uses technology. Remote rehabilitation programs use a range of remote technologies and Web-based applications. Remote counseling means professionally coached and monitored rehabilitation with a clearly defined beginning and end [6-8]. Digital eHealth tools include wireless digital devices like mobile phones and tablet computers, self-care and self-monitoring devices, video call services such as Skype for Business, wearable and ingestible sensors and various digital applications, and virtual reality made possible by robots and other forms of new technology [9]. Digitalization requires new attitudes and skills from rehabilitees and professionals [10].

The use of remote technology in cardiac rehabilitation has been studied mainly by quantitative methods [11]. Research has focused on the effectiveness [6] and usability [12] of technology-intensive interventions. Issues related to rehabilitees’ physical activity [6,13,14] and lifestyle change [8,15] have been another focus area. Qualitative studies are a minority, and they have focused on experiences of participation in Facebook peer groups [16,17], mHealth [18], eHealth [19], or Web-based programs [20-22].

However, research has rarely looked at the role of remote technology in cardiac rehabilitation [14,23]. Research is needed to expand the understanding of the experiences of persons who use or have used remote technology and assess the pros and cons of this technology [7,8,11]. The aim of this study was to gain an understanding of cardiovascular rehabilitees’ experiences with technology and of their attitudes toward technology.

Methods

Study Approach

We used a grounded theory approach in this study. Data were analyzed using Glaser’s inductive grounded theory approach. We decided to apply a methodology proposed by the grounded theory approach because we found grounded theory useful in getting to understand the rehabilitees’ subjective experiences for generating a substantive theory in a relatively new research area [24]. The focus was on finding out the rehabilitees’ experiences and attitudes toward technology prior to using remote technology. The rehabilitees described in qualitative interviews their experiences with computer use, social media, and other applications of modern technology.

Recruitment

The interviews were conducted in 2015 and 2016 in Rehabilitation Centre Peurunka, Finland, where the Social Insurance Institution of Finland arranges regular cardiac rehabilitation courses. The study is a part of a remote technology in cardiac rehabilitation study registered at the ISRCTN Registry [ISRCTN61225589]. The Ethics Committee of the Central Finland Health Care District approved the study.

Participants

The participants were 39 rehabilitees (10 women and 29 men): 82% (32/39) of them had undergone coronary angioplasty and 10% (4/39) had undergone coronary artery bypass about 3 to 12 months prior to rehabilitation. Most subjects had a computer (23/27, 85%) and used the internet (25/27, 92%). Many had mobile phones (16/27, 59%) and tablets (10/27, 37%), and several used wrist activity trackers (10/27, 37%). These statistics are similar to those obtained during the testing of other European cardiac patient populations [25]. According to Glaser’s inductive grounded theory approach, baseline information and characteristics of the subjects were collated later for this paper and were not taken into account in the analysis [24] (Table 1).

Data Collection

The total duration of rehabilitation was 15 days spread between three 5-day periods over a time span of 12 months. Rehabilitation took place in a rehabilitation center [26]. Qualitative interviews were conducted at the beginning of rehabilitation in 4 focus group discussions, each interview lasting 30 to 60 minutes, overall 156 minutes. The interviews were conducted by the same interviewer and they were informal and semistructured. The questions were mostly unplanned and spontaneous, but the interviewer also presented the same series of open-ended questions to all subjects. They were asked questions like, “Tell me about your experience with modern technology,” and “What are your expectations of remote counseling?” The interviews were audio-recorded and transcribed for analysis. The transcripts were imported into ATLAS.ti (ATLAS.ti Scientific Software Development GmbH) computer software, which enables data storage, organization, and retrieval for analysis. The number of subjects was determined according to data saturation, which is a point at which no more new experiences of the topic could be elicited [24].
### Table 1. Description of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Under 55 years, n (%)</th>
<th>55 years and over, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 (51)</td>
<td>19 (49)</td>
<td>39 (100)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>17 (85)</td>
<td>12 (63)</td>
<td>29 (74)</td>
</tr>
<tr>
<td>Gender</td>
<td>29 (74)</td>
<td>12 (63)</td>
<td>41 (71)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocational or course-form school or other</td>
<td>13 (68)</td>
<td>14 (74)</td>
<td>27 (71)</td>
</tr>
<tr>
<td>College-level education</td>
<td>3 (16)</td>
<td>3 (16)</td>
<td>6 (16)</td>
</tr>
<tr>
<td>University of applied sciences</td>
<td>2 (11)</td>
<td>2 (11)</td>
<td>4 (11)</td>
</tr>
<tr>
<td>University</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Time of operation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-3 months from rehabilitation</td>
<td>1 (5)</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>3-12 months from rehabilitation</td>
<td>13 (65)</td>
<td>11 (58)</td>
<td>24 (62)</td>
</tr>
<tr>
<td>Over 12 months from rehabilitation</td>
<td>4 (20)</td>
<td>6 (32)</td>
<td>10 (26)</td>
</tr>
<tr>
<td>No operations</td>
<td>2 (10)</td>
<td>2 (11)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Technology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet, yes</td>
<td>12 (100)</td>
<td>13 (87)</td>
<td>25 (93)</td>
</tr>
<tr>
<td>Computer, yes</td>
<td>11 (92)</td>
<td>12 (80)</td>
<td>23 (85)</td>
</tr>
<tr>
<td>Tablet computer, yes</td>
<td>6 (50)</td>
<td>4 (27)</td>
<td>10 (37)</td>
</tr>
<tr>
<td>Mobile phone, yes</td>
<td>7 (58)</td>
<td>9 (60)</td>
<td>16 (59)</td>
</tr>
<tr>
<td>Physical activity tracker, yes</td>
<td>4 (33)</td>
<td>6 (40)</td>
<td>10 (37)</td>
</tr>
</tbody>
</table>

### Data Analysis

The constant comparative model guided the data collection process. Data were collected through 4 informal interviews and analyzed using the constant comparative model. We collected and analyzed data concurrently, and as the analysis progressed the research question became more focused. First, we started substantive coding [24,27]. Subcategories were created in open coding. We analyzed incidents and compared them with other incidents, looking for similarities and differences and creating as many concepts as possible, coding substantively. Being theoretically sensitive, data were closely read and questioned. Next, we identified the properties and dimensions of each subcategory. Finally, we grouped the concept into subcategories creating as many subcategories as possible and then integrated the subcategories into the category. During this constant comparative model process, we recorded our ideas and notions, which helped us process the data. Data analysis was continued until the category was theoretically saturated [24].

The following example describes the creation of the “being uninterested” subcategory. The analysis began with open coding. We analyzed data on the diversity of the rehabilitees’ experiences of technology use as well as their attitudes toward, and expectations for, remote counseling. This perspective expanded from their responses and debates. Constant comparison convinced us that all codes essentially described or explained how each rehabilitee used technology or what their attitude toward technology was. Next we named properties (1) using technology occasionally, (2) limiting to use, (3) challenging problem-free technology, and (4) activating empowerment counseling. We named the subcategory for this experience as “being uninterested.” Textbox 1 shows an example of the process.

The constant comparison of properties resulted in hypotheses about relationships between the subcategories [28]. We continued to collect and analyze data until no new subcategories emerged and the subcategories were saturated; a category was thereby created and named “rehabilitees identifying e-usage in the process of behavior change.”

<table>
<thead>
<tr>
<th>Category:</th>
<th>Subcategory:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifying e-usage</td>
<td>Being uninterested</td>
</tr>
</tbody>
</table>

Property:
- Using technology occasionally
- Limiting to use
- Challenging problem-free technology
- Activating empowerment counseling

Concepts (code):
- The rehabilitee is not interested in using technology in his free time.
- Being bound to technology irritates; the rehabilitee does not want to use technology all the time.
- Ineffective technology worries the rehabilitee.
- The rehabilitee waits to be communicated with by email.
- The rehabilitee expects counseling to be a motivator and to spark interest

Text:
- I’m not terribly interested in that remote stuff, because...well, I use the computer at work every day...That email reading, I may go and check my mail once a week. It’s not in a way...maybe it just isn’t my thing...it’s no trouble to surf on the internet in the evening. Only when I must. I can check email—if a bill has arrived, I can pay it there. [Participant 9, 44-year-old man, focus group 2]
- ...but I don’t like that one’s got to be, like, twenty-four hours a day available. [Woman, 59 years, focus group 4] I’ve noticed sometimes that when I’ve been at it for some time, the machine has broken down in the middle of my work so no one could do anything. So, that is, of course, the downside of the thing... [Participant 4, 59-year-old woman, focus group 4]
- I guess now—real nice if sometimes one could be reached out to from there by email or something else... [Participant 9, 44-year-old man, focus group 2]
- I’m waiting for it and I’m truly interested, as if I were waiting for something like a spark. That it is something, something like, motivating... [Participant 56, 45-year-old man, focus group 3]

Results

The descriptors of the rehabilitees’ prior technology experience are “feeling outsider,” “being uninterested,” “reflecting benefit,” and “enthusiastic using.” The category “identifying e-usage” describes the essence of the rehabilitees’ experiences with using technology and identifying its usage (Figure 1). Individuals in the “feeling outsider” and “being uninterested” subcategories need more face-to-face counseling, while Web-based coaching is sufficient for the individuals in the “reflecting benefit” and “enthusiastic using” categories. These conclusions are based on the following results.

The first subcategory, “feeling outsider,” consists of rehabilitees who fear that they do not have sufficient skills as computer users to participate in remote rehabilitation. They have not used the computer at all or they have only basic computer skills. In the following samples, two rehabilitees discuss “feeling outsiders.”

- Because I don’t have a computer, I am a total outsider. So...because of this, I’m not so terribly interested. The only thing I know about this is that the self-tracking is great. [Participant 39, 74-year-old man, focus group 1]
- That technology hasn’t really come...My wife taught the computer...supported, well, taught—so I went to the courses. And the kids did. I thought that if I’m still starting to tinker, there won’t be enough hours in the day to learn. [Participant 25, 60-year-old man, focus group 1]

These rehabilitees feel they do not have adequate computer skills, and few of them use computers at work. If they need help with technology, they request it from friends or family members. They feel they have no time to study computer use, and the English language is also difficult. Concerns about the impact of technology on health and security seem to be other reasons for avoiding computer use. In the following sample, a rehabilitee discusses his learning experiences with information technology.
Better that it leaves you, like if you go the bank computer, then everything gone. It doesn’t help there. Still it doesn’t. This isn’t the only reason, but...I’m not interested. I’ve taken two computer courses, though. Last time I went to apply for a bus-driving license, and it was two weeks. And when I went and when I came back I was as dumb as I going there, and I come back...Of course, I know the time to buy one is coming, but I’m holding it off for as long as I can. [Participant 58, 63-year-old man, focus group 4]

The following rehabilitee has not yet established expectations for counseling.

I’m not really sure...waiting to see what comes. [Participant 64, 64-year-old, man, focus group 2]

For these rehabilitees, technology is something terrifying and almost incomprehensible. They are aware of its applications, such as Facebook, but these applications are foreign to them and therefore they feel like outsiders. Nevertheless, their positive expectations toward technology encounters are apparent although they do not expect anything amazing from Web-based counseling. They need guidance to support them in the use of technology (Figure 2). Figure 2 is a summary of the “identifying e-usage” category, which was created based on the rehabilitees’ e-role and e-usage. The subjects in the “feeling outsider” subcategory regard themselves literally as outsiders and find technology fearsome; on the other hand, they look forward to overcoming this fear and expect adequate support.

The second subcategory is “being uninterested.” It is based on the experiences of rehabilitees who are conversant with technology and have experimented with social media. Their experiences are limited to necessary and occasional uses such as paying bills, renewing book loans, and reading emails. If they encounter a technical problem, their interest fades. They are not interested in using technology to connect socially via email and social media. They are worried about information security. In the following sample, a rehabilitee explains why he is not interested in technology.

I’m not terribly interested in that remote stuff, because...well, I use the computer at work every day...That email reading, I may go and check my mail once a week. It’s not in a way...maybe it just isn’t my thing...it’s no trouble to surf on the internet in the evening. Only when I must. I can check email—if a bill has arrived, I can pay it there. [Participant 9, 44-year-old man, focus group 2]

The following rehabilitee discusses problems related to technology and social media.

...I’ve noticed sometimes that when I’ve been at it for some time, the machine has broken down in the middle of my work so no one could do anything. So, that is, of course, the downside of the thing... [Participant 5, 53-year-old woman, focus group 4]

But then what really irritates and frustrates me and just can’t interest me—although I’m there in Facebook because my nephew forced me there. [Participant 5, 53-year-old woman, focus group 4]
The following rehabilitees discuss coaching.

I’m waiting for it and I’m truly interested, as if I were waiting for something like a spark. That it is something, something like, motivating, and...well...I can’t say, but it like maybe not now for sure every week. If once a month, certainly something could come...a reminder. [Participant 56, 45-year-old man, focus group 3]

When I could enter inputs in there, and if my own activities could be there, then I would be like a response: Is this the right or wrong direction, and...And that’s when it’s really somebody, something and someone monitoring what you’re doing. [Participant 41, 49-year-old woman, focus group 2]

These rehabilitees use technology occasionally and their daily use is limited. They value problem-free technology. They expect activity empowerment counseling, which should motivate and spark interest, but believe that technology demands a coach who would give feedback, assign weekly tasks, and issue regular reminders. This subcategory includes “occasionally,” “limiting to use,” “encouraging technology,” and “supporting counseling” (Figure 2).

The experiences of these persons fall into two groups. The subjects in the first group find technology difficult and need time to learn it. For example, they may find remembering passwords difficult. They need help to learn security procedures and computer usage.

And for paying bills I use it most, too. Some information when it’s needed, well yes, I try to find it from there then. And if someone wants to find the frustrating side, well, those passwords frustrate me, because they always go missing...and a password has gotten lost, and...I can’t go there anymore. Of course I can create a new password, but it is such a bother—just forget about it. And I read magazines in the computer; and... [Participant 36, 68-year-old man, focus group 4]

Even though the use of technology is not a problem to the subjects in the second group, they still eschew technology. Since they see technology as something negative, they use it only when necessary—for example, to search for information. Some rehabilitees had experience in digital physical activity monitoring. In the following example, a rehabilitee discusses the usability of technology.

...But then the computer, when it runs all day—I don’t want that. That’s why I don’t open the computer in the evening...Of course it’s easy always that everything could be, like as easy-to-use as possible, because that’s why I don’t do it, when I could use it for remote technology. But it should be as easy-to-use as possible: it should be as automatic as possible, this thing. It, I think should be as flexible as possible. [Participant 17, 57-year-old man, focus group 2]

In the next example, a rehabilitee discusses self-monitoring and coaching.

Let’s put it in this way: I’m not actually now that way from being pushed, yeah. Yes it comes from my own desire. The main purpose is monitoring: it’s for that. It’s interesting to follow what happens if you change...
some exercise habits, and you can see from this, what changes have happened in the background. Very okay.

[Participant 17, 57-year-old man, focus group 2]

This subcategory, “reflecting benefit,” emerged with four properties: “useful,” “feeling technology useful,” “easy-of-use technology,” and “interactive tracking tool” (Figure 2). These rehabilitees expect technology to be easy to use and also expect it to enable communication. Essentially, they do not need a coach but they need tools for self-monitoring and helping to improve their health.

The subjects in the fourth subcategory, “enthusiastic using,” show a positive attitude toward technology and have used it for a long time in a variety of ways, both in everyday life and at work through mobile phones, tablet computers, and desktop computers. In the following examples, enthusiastic users discuss the use of technology.

Well, laptops are always open less when you have a smartphone. In other words, I read those emails easily on my phone. Therefore I don’t turn on the laptop.

[Participant 8, 61-year-old woman, focus group 2]

More there is, of course, invoice writing and information retrieval, but of course electrical diagrams, and...Sometimes some programming, logic, some small logic programming, and something like that.

[Participant 20, 64-year-old man, focus group 3]

These persons follow emails actively through mobile phones. Many of them have mobile health and exercise activity apps such as the Sports Tracker (Sports Tracking Technologies). They use social media such as Facebook and WhatsApp to keep in touch with friends and relatives. They do not consider internet problems particularly annoying and contact a specialist if they find this necessary. They are interested in technology and want to develop their technology skills. In the following example, rehabilitees describe what they expect from technology and from a coach.

I’m waiting and I’m interested. Yes, of course, this here now gives a little push in the pants. I’m already moving pretty well, that’s what this thing around my arm tells me...Yeah...and then yes, I have the Sport Tracker on my phone, also. When I go somewhere, I tell it to draw a map, and I see the time and all that.

[Participant 66, 34-year-old man, focus group 3]

Modern opportunities. And if now, of course...from where soon could come a little spark, and that spark continues than exercise could begin. And it’s really the same benefit. And then, of course, if nothing’s heard from there. It sounds real good, and then reminders. Something like you can write comments, and...

[Participant 26, 61-year-old woman, focus group 2]

Maybe this is kind of a simple-enough device. When there’s not anything amazing in here now, then owing to that, it’s comfortable to use: It’s not too complicated.

[Participant 15, 52-year-old man, focus group 1]

These rehabilitees use technology diversely and effortlessly, also for self-tracking. They expect Web-based intervention to be simple, motivating, easy to use, and interactive. They also expect coaches to give feedback if anything is missing. The attitude among the subjects in this subcategory is best described with the phrases “diversely” and “empowering self-tracking,” and the best descriptors of expectations toward technology and counseling are, respectively, “smoothly functioning” and “getting feedback” (Figure 2).

Discussion

Principal Findings

The study shows that the diversity of the rehabilitees as technology users and their different needs for technology should be taken into account in rehabilitation planning. The four subcategories are “feeling outsider,” “being uninterested,” “reflecting benefit,” and “enthusiastic using” (Figure 2). Some rehabilitees whose e-role is “outsider” or “occasionally using” need face-to-face communication for a large part of rehabilitation, while individuals whose e-role is “usefully” or “diversely” need incrementally less face-to-face interaction and feel that Web-based behavior change coaching will provide sufficient support for their rehabilitation. However, all rehabilitees hope that technology would be simple, flexible, and easy to use and learn, which would enable participation in an e-process. Participation in a remote rehabilitation program, as in this research, requires skills in areas such as Web-based log-ins and in reading and responding to tasks and messages. Activity self-monitoring requires downloading an activity tracker program to the computer and synchronizing the program with the computer.

The rehabilitees in the “feeling outsider” subcategory have a positive attitude toward technology, yet they do not see technology important for themselves. Their mindset supports previous research results that positive attitudes toward technology is a prerequisite for the uptake of technology [29,30] and eHealth [19]. At the beginning of remote rehabilitation, it is important to encourage rehabilitees’ abilities to use various devices, since these abilities will make them more receptive to the use of technology [31] and enable participation in remote rehabilitation. Studies have also found that even though the digital skills of senior citizens have improved, they are still insufficient [32]. Rehabilitees’ ability to use technology is also ensured by adequate internet technology support in remote rehabilitation [33]. Finally, it is important that apps and instructions are available in the user’s own language.

The rehabilitees in the “being uninterested” subcategory were not interested in technology and eschewed its use. They felt that easy-to-use technology encourages technology use while technology that does not work frustrates, and they felt constant communication in social media irritating. They expect coach contact to maintain motivation during remote rehabilitation. However, when their expectations of technology are exceeded, the resulting experience is positive and pleasant [34,35] and maintains motivation [35], which has also been shown in previous research.
The rehabilitees in the “feeling outsider” and “being uninterested” subcategories need more face-to-face counseling during remote rehabilitation. The rehabilitees in the “feeling outsider” subcategory need supportive guidance in technology use, while the individuals in the “being uninterested” subcategory need to be motivated in order to create positive experiences. Maintaining a spark of interest and motivation requires a motivator and a coach who gives feedback, weekly assignments, and regular reminders [36]. Previous research has shown that interventions based on the behavior change theory may motivate more than those lacking a theoretical basis, but studies conducted on mobile cardiac rehabilitation have not specifically addressed behavior change strategies. Web-based interventions may provide an opportunity for real-time coaching [37,38], motivation, and engagement, allowing rehabilitees to achieve a meaningful behavior change [18]. The rehabilitees feel that they need an external motivator, and the importance of the behavior change theory should therefore be given an adequate emphasis in the planning of remote rehabilitation.

The rehabilitees in the “reflecting benefit” subcategory use technology daily, and technology challenges they encounter stem from technical problems and attitudes. They expect apps to be easy to use, secure, and in their own language. The perceived ease of technology use influences perceived usefulness and together these bolster their intention to use technology for a real purpose (usage behavior) [39]. The technology acceptance model has also been applied in the health care context [34,35]. In addition, perceived usefulness with a perceived value plays a role in the acceptance of technology [40]; for example, it provides personalized information, support, monitoring, and feedback [21,22]. The minimization of application risks increases trust in systems [21,33,35]. These rehabilitees’ acceptance of technology increases when applications are easy to use and interactive, which has also been shown in previous qualitative studies.

Remote rehabilitation should enable social participation, such as peer group discussion and personalized feedback. These rehabilitees use social media as a means of communication and appreciate the possibility to interact. Social media, such as Facebook, Twitter, Pinterest, and Instagram, is part of their day-to-day life [41]. Social participation should be used in remote rehabilitation by granting them access to a peer group [16,17] and enabling problem-free peer group discussion on matters regarding the rehabilitation process. Health care rehabilitation applications allow users to receive information and interact since rehabilitees can receive assignments, record and review data, receive automated feedback, and connect with peers or health care professionals. All of these have been found to be important Web-based user experiences in previous studies [20-22,38]. These rehabilitees’ experiences show little need for other services than automated feedback in the form of mainly interactive coaching, which gives a little push and supports a lifestyle change.

The rehabilitees in the “enthusiastic using” subcategory accept technology as an integral part of their everyday life. Statistics show that mobile phone use is increasing [42], and these rehabilitees use mobile phones actively. Mobile health apps are increasingly popular, and mobile phone users have downloaded mobile health apps [43]. They are keen users of sufficiently coach-supported Web-based intervention apps to boost motivation for physical activity [14,44,45]. Recent studies show that participants appreciate professional Web-based support [20]. The subjects of these studies had participated in Web-based e-rehabilitation, which reduces face-to-face interactions [45,46] and is particularly suited to an active user who adequately masters technology and is interested in it. Easy-to-use and smoothly functioning technology allows extensive personal activity and body function monitoring—in other words, self-tracking. The recently termed quantified self notion has emerged to promote self-knowledge through numbers [9]. Health change coaching is based on the behavior change theory, motivational strategies, and communication techniques [20,46].

The rehabilitees’ experiences with and attitudes toward technology provide information on how to implement a counseling theory and methods for the planning of remote rehabilitation. A coach should conduct individual risk factor assessment and management, exercise training, and self-management of modifiable risk factors and provide education and psychosocial support [38]. Professional health coaches can help rehabilitees increase self-direction, set specific goals, and take action to achieve and sustain health-supporting behaviors [38,47-49]. In addition to self-monitoring, an easy-to-use interface is a desirable feature in mobile apps for promoting physical activity. Examples of these interfaces are the integration of biosensors that collect information from body and life systems such as electrocardiogram, physical activity, heart rate, blood pressure, and blood glucose measurement [50]. Digital stethoscopes, thermometers, and weight scales [9] can also be used in remote rehabilitation.

The topic is important because remote rehabilitation is already being implemented and will continue to be implemented in the future due to increasing digitization [46,47]. Technology-related studies have shown that remote technology is most successful when it is simple and designed for easy understanding and easy use [30]. Easy-to-use technology also produces positive and successful experiences [49]. As rehabilitees’ skills develop, they gain self-esteem and are empowered to expect positive, successful experiences [29,32]. Remote rehabilitation must take into account the abilities of each rehabilitee in learning, cognition, and motor and perceptual skills [29,33,51] and allow an individual ample time to master new skills [29]. In the future, the recognized needs and concerns of the subjects in the “feeling outsider,” “being uninterested,” “reflecting benefit,” and “enthusiastic using” categories should be combined with previous research and taken into account. In this way, the acceptance and use of remote technology could be upped for more meaningful and effective rehabilitation. The results of this study can also be used in designing remote rehabilitation and health coach training programs. There is a lack of quality research on the experiences of coronary disease patients, and a need exists for mixed-methods research for the development of easy-to-use effective and meaningful welfare technology.

Limitations

There are weakness that need to be considered when interpreting the findings of this study. The subjects discussed their
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The aim of this study was to explore in detail rehabilitees’ experiences and attitudes toward technology. The results are the rehabilitees’ technology experiences described as “feeling outsider,” “being uninterested,” “reflecting benefit,” and “enthusiastic using,” which relate to their e-usage. The results help providers and health workers to identify different technology users among potential rehabilitees and determine what use levels must be taken into account when developing remote rehabilitation. The category formed into four subcategories which define the rehabilitees’ technology experience and attitude. The results can also be used more widely in different contexts of social and health care for the planning of and training in remote rehabilitation/e-rehabilitation counseling and education.
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Abstract

Background: Ecological momentary assessment (EMA) involves repeated sampling of people’s current experiences in real time in their natural environments, which offers a granular perspective on patients’ experience of pain and other symptoms. However, EMA can be burdensome to patients, and its benefits depend upon patients’ engagement in the assessments.

Objective: The goal of this study was to investigate factors affecting EMA-completion rates among patients with chronic pain.

Methods: This individual patient data meta-analysis was based on 12 EMA datasets that examined patients with chronic noncancer-related pain (n=701). The EMA-completion rates were calculated on a daily basis for each patient. Multilevel models were used to test the following predictors of completion rates at different levels: within-patient factors (days into the study and daily pain level), between-patient factors (age, sex, pain diagnosis, and average pain level per person), and between-study EMA design factors (study duration, sampling density, and survey length).

Results: Across datasets, an EMA-completion rate of 85% was observed. The strongest results were found for the between-patient factor age: Younger respondents reported lower completion rates than older respondents (P=.002). One within-patient factor, study day, was associated with completion rates (P<.001): over the course of the studies, the completion rates declined. The two abovementioned factors interacted with each other (P=.02) in that younger participants showed a more rapid decline in EMA completion over time. In addition, none of the other hypothesized factors including gender, chronic pain diagnoses, pain intensity levels, or measures of study burden showed any significant effects.

Conclusion: Many factors thought to influence the EMA-completion rates in chronic pain studies were not confirmed. However, future EMA research in chronic pain should note that study length and young age can impact the quality of the momentary data and devise strategies to maximize completion rates across different age groups and study days.

(J Med Internet Res 2019;21(2):e11398) doi:10.2196/11398
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Introduction

Ecological momentary assessment, or EMA [1] (also known as experience sampling), is gaining increasing attention in medical research and research on chronic pain, mainly due to its ability to capture real-time data that reflect the dynamics of patients’ experiences in their natural environment. The methodology involves prompting participants several times per day to answer questions about their current pain and symptoms. This facilitates
coverage of people’s experiences under a full range of momentary contexts, circumstances, potential recall bias, and enhances the ecological validity of assessments [1,2]. Despite the advantages of EMA, the quality of these data depends on adequate completion rates of the sampling protocol [3]. Specifically, systematic differences in completion patterns according to characteristics of the situation, person, or EMA protocol could lead to input of data that are not missing at random, which could severely bias the results of subsequent analyses [4]. Modern statistical approaches for handling missing EMA data (maximum likelihood estimation or multiple imputation) rely on the assumption that data are missing at random (MAR). For the MAR assumption to be met, variables that are predictive of missing values need to be included in the analysis or imputation model [5]. Therefore, identification of factors facilitating or reducing EMA-completion rates is important.

Although few studies have examined predictors of completion rates in EMA, the available evidence suggests that male sex, engagement in behaviors that draw attention away from participation (eg, drinking alcohol or exercising), and long participation in the protocol may be associated with low completion rates [4,6-9]. However, this research was based on nonpatient samples (eg, college students, healthy adults, and drug or tobacco users). To our knowledge, only two original studies have examined factors associated with EMA-completion rates in patients with chronic pain. Aaron and colleagues [10] examined the completion rates among patients with temporomandibular disorder and found that demographic and medical characteristics were not related to the number of missed EMA surveys; interestingly, participants with high negative mood and high stress tended to have low completion rates. Okifujii et al [11] found no differences in the missing response rates according to patient characteristics (eg, age, pain, and fatigue), but the missing response rates increased over the course of the 30-day EMA study. In addition, Morren and colleagues [12] used meta-analytic procedures to examine the EMA-completion rates in pain research and reported overall high completion rates (average, 83%) among papers that provided the completion rates (36 of 48 studies). In addition, their results suggested that studies with older patients, shorter EMA surveys, participation manuals, alarm functions, and financial incentives had higher average completion rates.

In this study, we used an individual patient data (IPD) meta-analytic approach to investigate predictors of EMA-completion rates in patients with chronic pain [13-15]. There are several advantages to the use of IPD meta-analysis. First, in contrast to traditional meta-analysis, we utilize and synthesize raw data of several EMA studies, which allows examination of predictors that are not reported in the published article or only reported as summary statistics. This avoids potential biases resulting from inferences about individuals made from group-level summary data (“ecological fallacy”). Second, with IPD meta-analysis, it is possible to standardize outcome definitions across studies; this is especially a concern because the conceptualization and quality of reporting of EMA-completion rates varies widely between published studies [16]). Third, IPD allows examination of predictors of completion rates across multiple levels of analysis, including features of the study protocol (study-level predictors), participant-level features (person-level predictors), temporal features (within-person changes over time), and the construct under investigation (ie, pain intensity).

The overall objective of our IPD meta-analysis was to determine the profile of the study level, participant level, and situational features that affect completion rates in EMA research on chronic pain. At a study level, we hypothesized that long EMA questionnaires, long study durations, and high sampling densities may be associated with low completion rates. On the basis of prior related literature, at the participant level, we hypothesized that male sex and young age may be associated with low completion rates [6-8,12]. Further, we hypothesized that completion rates would decrease over time [11] due to participant fatigue or reduced motivation in the later phase of the study. Finally, we hypothesized that chronic pain diagnosis or patients’ pain intensity might predict completion of EMA assessments.

Methods

Data Acquisition

The data for this study were sourced from a larger study utilizing secondary data analyses of preexisting EMA datasets for characterizing momentary pain experiences in patients with chronic noncancer-related pain [16]. The inclusion criteria were study sample of at least 30 adult patients (excluding studies with pediatric patients) and administration of a minimum of 3 EMA pain intensity prompts per day for at least 4 days with a fixed- or random-assessment schedule that was assessed via electronic diaries, mobile phones, or interactive voice responses. Studies using paper diaries were excluded because of problems (eg, back-filling and forward-filling) that can undermine the validity of the estimated completion rates [17,18]. Observational studies and clinical trials were included, but clinical trials were limited to no-intervention or baseline assessment periods. EMA pain assessments needed to focus on monitoring momentary pain intensity. Studies that used EMA exclusively as an intervention trigger (eg, just-in-time adaptive interventions [19]) were excluded.

Eligible datasets were identified through a systematic literature search conducted in October 2016 using PubMed and Web of Science databases with the following search terms: (“Ecological Momentary Assessment” or “Experience Sampling” or “Electronic Diary” or “Electronic Diaries” or “Electronic Interview” or “Electronic Interviews” or “Interactive Voice Response” or “Intensive Diaries” or “Ambulatory Monitoring” or “Ambulatory Assessment”] and “Pain”).

Analysis Strategy

Completion rates were calculated as the percentage of EMA prompts completed (relative to the number of prompts received) for each person and day of the study. For EMA protocols with a fixed sampling scheme (6 studies), we considered the number of prompts received as the number of prompts specified by the protocol (and reported in respective articles). For EMA protocols with a random-sampling scheme (4 studies), we obtained the
specific number of executed prompts from the datasets, because this number could vary across days (this was especially the case when studies allowed the number of momentary prompts to vary according to patients’ waking hours). Given the proportional nature of the completion rates, we tested our models with both the original and arcsine-transformed scores. In this paper, we report the results based on the original completion rates, because the analyses yielded nearly identical results.

To examine changes in completion rates over time, the study day was coded as a within-person (day-level) predictor variable. Data for patient-level predictors of EMA-completion rates—age and sex—were taken directly from the databases. Patients’ chronic pain diagnosis was coded as osteoarthritis, rheumatoid arthritis, fibromyalgia, or other diagnoses. The following features of the EMA protocol were coded as study-level predictors of EMA completion rates: Study duration was coded as the total number of days of the EMA protocol, EMA sampling density was coded as the average number of EMA prompts received per day, and EMA survey length was coded as the number of EMA items presented at each prompt.

We used the momentary pain intensity ratings available in each dataset to examine whether EMA-completion rates were associated with pain intensity at the day, person, or study level. The number of scale points used to measure momentary pain differed across studies (range, 5-101 points), and the pain ratings were converted, so that the ratings were on a 101-point scale. For the conversion, we used the following equation: New rating = 100*(original rating + 0.5)/(number of scale points). Because momentary pain ratings were not assessed at the time of the missed EMA prompts, the analyses were based on averages of the nonmissing pain ratings, as per a previous analysis. Specifically, study- and person-level averages of all available pain ratings were calculated to examine whether studies or patients who, on an average, reported higher pain levels showed lower (or higher) completion rates. Additionally, daily average pain levels were computed for each patient (and within-person centered) to examine whether day-to-day variations in pain in a given patient were related to daily completion rates.

Our multilevel models subsequently incorporated day-level (Level 1), person-level (Level 2), and study-level (Level 3) predictors of EMA-completion rates. Specifically, a model without predictors (Step 1) was followed by analyses of the day-level predictors, which examined changes in daily completion rates over time (ie, over the course of the EMA sampling protocols; Step 2). Step 3 added patient-level predictors including age, sex, and chronic pain diagnosis. Step 4 added the following study-level predictors: study duration, EMA sampling density, and EMA survey length. In the final step (Step 5), day-, patient-, and study-level averages of pain intensity were added as predictor variables of completion rates on each of the 3 levels. Analyses were conducted using maximum likelihood parameter estimation in Mplus, version 8. Values of P < .05 were considered statistically significant.

### Results

#### Results of the Literature Search

Our literature search identified 20 eligible databases from 37 articles (Figure 1). Authors of these articles were contacted by the research team. Original patient data were received for 10 of the 20 databases: Nine datasets were not received because the authors did not respond to the request or declined to provide the data or because the data were no longer available, and one dataset was not included because it provided only partial data without information on demographic predictor variables. One database consisted of three substudies comprising independent patient samples with different EMA sampling designs. These were separated into three datasets; thus, a total of 12 independent datasets were included in the analyses.

#### Sample and Design Characteristics

Characteristics of the participants and studies are summarized in Table 1. Overall, our analyses included 7956 study days from a total of 701 patients. The study duration ranged from 4 to 28 days. The number of prompts per day ranged from 3 to 12 prompts, and the number of items per prompt ranged from 6 to 63 items.

#### Descriptive Results of Ecological Momentary Assessment Completion Rates

The distribution of average daily completion rates by individuals is presented in Figure 2. The average completion rate was 85%, with daily completion rates <70% for 13% of the patients, <80% for 27% of the patients, and <90% for 60% of the patients. Initial multilevel models without predictor variables showed that 58% of the total variance in completion rates was attributable to within-person (day-to-day) variation: 26% to reliable differences between patients and 15% to differences among studies. Thus, investigation of predictors from different levels was warranted.

#### Predictors of Ecological Momentary Assessment Completion Rates

Findings for the multilevel model predicting completion rates are summarized in Table 2. On the within-person level, we found a significant linear decline in daily completion over time (b=-2.29, P<.001); on average, completion rates decreased by approximately 2.0% per week of EMA sampling. On the between-person level, age showed a curvilinear relationship with completion rates (b_{age_linear}=1.77, P=.002; b_{age_quadratic}=-0.62, P=.009). Completion rates were highest...
among older patients (age \( \geq 60 \) years), and younger patients showed less completion (Figure 3). In addition, we found that the linear term of age significantly moderated the magnitude of changes in completion rates over time \((b=0.56, P=0.02)\). Younger patients had steeper declines over time as compared to older patients (Figure 4). Other patient characteristics—gender and chronic pain diagnosis—were not significant predictors in the model. On the between-study level, study duration, sampling density, and survey length were not significantly related to completion rates. Similarly, pain intensity levels were not significantly related to day-to-day variation in within-patient, between-patient, or study-level differences in completion rates.

Figure 1. Flow diagram describing the identification of databases. EMA: ecological momentary assessment.
Table 1. Participant and study level descriptive characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Participant level (n=701)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain intensity, mean (SD), range</td>
<td>42.00 (20.54), 1.88-92.71</td>
<td>(^{a})</td>
</tr>
<tr>
<td>Age (years), mean (SD), range</td>
<td>48.70 (13.08), 19-80</td>
<td>—</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>469 (67)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>175 (25)</td>
<td>—</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>71 (10)</td>
<td>—</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>73 (10)</td>
<td>—</td>
</tr>
<tr>
<td>Mixed or others</td>
<td>386 (55)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Study level (n=10), mean (SD), range</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample size</td>
<td>70.10 (22.75), 31-115</td>
<td>—</td>
</tr>
<tr>
<td><strong>Study purpose, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within-person processes</td>
<td>5 (50)</td>
<td>[24-28]</td>
</tr>
<tr>
<td>Intervention to reduce pain</td>
<td>1 (10)</td>
<td>[29]</td>
</tr>
<tr>
<td>Methodological (eg, recall bias)</td>
<td>4 (40)</td>
<td>[30-33]</td>
</tr>
<tr>
<td><strong>Study duration (days), mean (SD), range</strong></td>
<td>12.30 (8.71), 4-28</td>
<td>—</td>
</tr>
<tr>
<td>4-7, n (%)</td>
<td>5 (50)</td>
<td>[24,28,29,31,33]</td>
</tr>
<tr>
<td>8-14, n (%)</td>
<td>3 (30)</td>
<td>[25,26,32]</td>
</tr>
<tr>
<td>15-28, n (%)</td>
<td>2 (20)</td>
<td>[27,30]</td>
</tr>
<tr>
<td><strong>Sampling density (number of prompts per day)(^{b}), n (%)</strong></td>
<td>6.25 (2.60), 3-12</td>
<td>—</td>
</tr>
<tr>
<td>3-5</td>
<td>5 (42)</td>
<td>[19,24,27,29,32]</td>
</tr>
<tr>
<td>6-8</td>
<td>5 (42)</td>
<td>[25,26,30-32]</td>
</tr>
<tr>
<td>9-12</td>
<td>2 (17)</td>
<td>[32,33]</td>
</tr>
<tr>
<td><strong>Items per prompt, n (%)</strong></td>
<td>24.60 (18.93), 6-63</td>
<td>—</td>
</tr>
<tr>
<td>6-10</td>
<td>2 (20)</td>
<td>[24,31]</td>
</tr>
<tr>
<td>11-20</td>
<td>5 (50)</td>
<td>[25,29,30,32,33]</td>
</tr>
<tr>
<td>21-63</td>
<td>3 (30)</td>
<td>[26-28]</td>
</tr>
</tbody>
</table>

\(^{a}\)Not applicable.  
\(^{b}\)Values for sampling density are based on n=12 datasets (one study contained three datasets with different numbers of prompts by design).
Figure 2. Distribution of patient-level average ecological momentary assessment completion rates.
Table 2. Three-level multilevel model of predictors of ecological momentary assessment completion.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Estimate</th>
<th>Standard error</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>88.61</td>
<td>16.26</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Level 1 (day)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study days&lt;sup&gt;a&lt;/sup&gt;</td>
<td>-2.29</td>
<td>0.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Daily average pain&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.23</td>
<td>0.20</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Level 2 (patient)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>1.77</td>
<td>0.24</td>
<td>.002</td>
</tr>
<tr>
<td>Linear</td>
<td>1.77</td>
<td>0.24</td>
<td>.002</td>
</tr>
<tr>
<td>Quadratic&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.62</td>
<td>0.24</td>
<td>.009</td>
</tr>
<tr>
<td>Female sex</td>
<td>-1.29</td>
<td>1.14</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>0.23</td>
<td>1.84</td>
<td>.90</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>0.99</td>
<td>2.17</td>
<td>.65</td>
</tr>
<tr>
<td>Fibromyalgia</td>
<td>0.64</td>
<td>1.76</td>
<td>.72</td>
</tr>
<tr>
<td>Age x study days</td>
<td>0.56</td>
<td>0.23</td>
<td>.02</td>
</tr>
<tr>
<td>Patient average pain&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.03</td>
<td>0.24</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Level 3 (study)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration (number of days)</td>
<td>0.26</td>
<td>0.36</td>
<td>.48</td>
</tr>
<tr>
<td>Density (number of prompts per day)</td>
<td>-0.16</td>
<td>1.06</td>
<td>.88</td>
</tr>
<tr>
<td>Lengths (number of items)</td>
<td>-0.17</td>
<td>0.16</td>
<td>.27</td>
</tr>
<tr>
<td>Study average pain</td>
<td>-0.57</td>
<td>3.78</td>
<td>.88</td>
</tr>
<tr>
<td><strong>Random effects</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Level 1 (day)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within-person residual</td>
<td>257.12</td>
<td>4.47</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Level 2 (patient)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>105.61</td>
<td>9.20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Slope</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study day</td>
<td>3.39</td>
<td>1.56</td>
<td>.03</td>
</tr>
<tr>
<td>Daily average pain</td>
<td>3.59</td>
<td>1.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Level 3 (study)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>58.46</td>
<td>25.09</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2log likelihood</td>
<td>67872.34</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>AIC&lt;sup&gt;f&lt;/sup&gt;</td>
<td>67918.35</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>BIC&lt;sup&gt;g&lt;/sup&gt;</td>
<td>68078.85</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Study day was coded in weekly units.
<sup>b</sup>Daily pain was within-person centered.
<sup>c</sup>Age was centered at 50 years.
<sup>d</sup>Patient-level pain was within-study centered.
<sup>e</sup>Not applicable.
<sup>f</sup>AIC: Akaike Information Criterion.
<sup>g</sup>BIC: Bayesian Information Criterion.
Figure 3. Scatter plot of average daily completion rates by age. An overlaying line graph represents average completion rates by patient age groups. For example, the average of the first group of patients in their 20s is indicated at the age of 25 years.

Figure 4. The cross-level interaction effect between age and study day.

Discussion

Principal Findings

The goal of this study was to determine whether completion rates in EMA studies on chronic pain differ systematically according to characteristics of the situation, person, or EMA protocol. Analyzing data of 701 patients from 10 studies, we found an average EMA-completion rate of 85%. Although this rate may seem high, this finding is consistent with that of other studies on chronic pain [12,16]. The results revealed lower
completion rates among younger patients than among older patients. In addition, we observed a decline in completion rates over the course of study protocols. The rate of this decline was moderated by respondent age: Younger patients showed a faster decline in completion rates than older patients.

Overview
The effect of age may be a result of fewer competing demands from elderly patients in their daily lives due to, for example, retirement, as compared to younger patients. In fact, evidence suggests that younger respondents are more prone to inattentiveness and carelessness when completing online surveys than older respondents [34]. Similarly, the observed decline in completion rates over time may be due to survey fatigue or loss of motivation over the study days. Okifuji et al [11] recommend limiting the period of EMA assessments to 1 week, but this limit may not be desirable when, for example, evaluating responses to changes in treatment or adjustment to new medications using EMA. Research is needed to identify feasible ways to ensure sustained patient engagement in EMA assessments over time including the use of monetary or motivational incentives, close participant-researcher interactions over the course of the study, and the use of emerging data-collection strategies aimed at reducing participant burden, such as “microinteraction-based” EMA (a method developed to answer few EMA items very quickly) [35] or “measurement burst” designs (multiple brief EMA periods repeated over time) [36].

Our analyses did not support several a priori hypotheses. We did not detect any gender differences in the EMA-completion rates. In fact, previous findings of lower completion rates among men were primarily based on healthy samples [6-8], and studies on chronic pain did not identify such a pattern [10,11]. In addition, we found no evidence that either day-to-day variations in pain intensity or differences in pain intensity between participants or studies were systematically associated with EMA completion. This finding is especially important because an association between high pain levels and a low likelihood of responding to EMA surveys could severely undermine the validity of the EMA data collected to monitor patients’ pain in everyday life. An important caveat of our analyses is that they were necessarily based on averages of pain from EMA prompts that were not missed by patients; considering that pain levels for missed EMA prompts are not known, the possibility that EMA prompts are more likely missed when patients are in higher (or lower) pain at the time of the prompt cannot be excluded. Our findings may have also resulted from the salience of pain experiences in the study samples. Participation in research wherein pain is of immediate relevance and intrinsic importance might have contributed to patients’ motivation to complete the momentary assessments even in times of high pain intensity. This perspective aligns with our result of no differences in the EMA-completion rates according to the chronic pain diagnosis. The characteristics of the chronic pain experience can vary substantially between diagnoses; for example, high levels of fatigue and cognitive difficulties are more strongly associated with some diagnoses than with other pain diagnoses, and this might have contributed to differences in completion rates. However, the present results suggest that more complex symptomatology per se might not preclude patients’ engagement in the momentary assessments.

At the between-study level, we did not detect any associations between design features related to participant burden (overall length of a given study, sampling density, and number of EMA survey items) and completion rates, which was surprising. Given the intensive nature of EMA protocols, participant burden has often been viewed as a major factor contributing to noncompliance [7,12]. One possibility is that other study design factors (eg, frequent contacts with participants to keep them motivated) are more important than load for continued engagement in EMA protocols, and these factors should be studied in future research. Additionally, despite the sizeable number of participants included in our analyses, IPD meta-analysis can be negatively influenced by a low statistical power at the highest (between-study) level of analysis, which may have limited our ability to detect effects based on study-level design features [37].

Limitations and Future Directions
A limitation of our study is the potential selectivity bias: We were able to include 10 of 20 eligible datasets. Inclusion of >90% of the eligible studies in IPD meta-analyses has been suggested as an ideal target [38], although, in practice, many IPD meta-analyses include <80% of the eligible datasets [39]. To evaluate the potential for selection bias in the data available for the present analyses, we examined the pooled average completion rate reported for eligible studies that were not included in the analyses; of 10 studies, 7 provided average completion rates in the published reports. The weighted average completion rate in these studies was 78.2%, suggesting a potential upward bias of completion rates in the data that were available for our analyses.

When calculating completion rates, we relied on a fixed number of EMA prompts, unless studies employed a variable prompting schedule based on patients’ waking hours. As such, we assumed that each participant in those studies consistently received the same number of prompts. However, this assumption may have sometimes been violated due to the potential of malfunctioning of data-collection devices or limitations in their configuration capability (ie, prompting during sleep). Thus, some of the calculated daily completion rates may have underestimated participants’ actual completion rates.

Our study is also limited by the number and types of predictor variables that were consistently available across the different datasets. Data on additional predictors such as negative affect, disability status, and stress levels were not consistently available but are undoubtedly candidates for understanding EMA completion in chronic pain. Similarly, EMA data-capturing methods differ among many intricate dimensions that could be theoretically important predictors of EMA completion rates, including whether participants should be allowed to delay the assessment (ability to “snooze” or “suspend” an assessment), how fast a participant is expected to start an assessment (ie, the time window during which an assessment stays open for completion), the frequency of contact between the research team and the participant, the availability of reminders to complete the assessment (and the type and frequency of reminders), and
the expectation of individualized feedback at the end of the study. Finally, our findings may not be generalizable to patients with other illnesses or healthy populations.

Conclusions

In summary, our IPD meta-analysis showed no evidence to suggest that EMA-completion rates in chronic pain differ by medical diagnoses; gender; EMA study design features related to participant burden; or variations in pain levels across days, patients, or studies. These findings support the use of EMA-collection methods for careful assessment of patients’ pain and other experiences. Future EMA research in chronic pain should note that study length and young age can affect the quality of the momentary data and devise strategies to maximize EMA-completion rates across different age groups and study days.
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Abstract

Background: People engage in health information-seeking online when experiencing unusual or unfamiliar bodily changes. It is not well understood how people consult the internet for health information after the onset of unfamiliar symptoms and before receiving a potential diagnosis and how online information-seeking can help people appraise their symptoms. This lack of evidence may be partly due to methodological limitations in capturing in real time the online information-seeking process.

Objective: We explored women’s symptom attribution and online health information-seeking in response to a hypothetical and unfamiliar breast change suggestive of cancer (nipple rash). We also aimed to establish the feasibility of capturing in real time the online information-seeking process with a tool designed to track participant online searches and visited websites, the Vizzata browser tracker.

Methods: An online survey was completed by 56 cancer-free women (mean age 60.34 [SD 7.73] years) responding to a scenario asking them to imagine noticing a red scaly rash on the nipple. Participants were asked to make symptom attributions when presented with the scenario (T1) and again after seeking information online (T2). The online tracking tool, embedded in the survey, was used to capture in real time participant search terms and accessed websites.

Results: The tracking tool captured the search terms and accessed websites of most of the participants (46/56, 82%). For the rest (10/56, 18%), there was evidence of engagement in online information-seeking (eg, medical terminology and cancer attribution at T2) despite their searching activity not being recorded. A total of 25 participants considered cancer as a potential cause for the nipple rash at T1, yet only one of these used cancer as a search term. Most participants (40/46, 87%) used rash-related search terms, particularly nipple rash and rash on nipple. The majority (41/46, 89%) accessed websites containing breast cancer information, with the National Health Service webpage “Paget disease of the nipple” being the most visited one. At T2, after engaging in the internet search task, more participants attributed the nipple rash to breast cancer than at T1 (37/46, 66% vs 25/46, 45%), although a small number of participants (6/46) changed from making a cancer attribution at T1 to a noncancer one at T2.

Conclusions: Making a cancer attribution for an unfamiliar breast change did not necessarily translate into cancer-termed searches. Equally, not all internet searches led to a cancer attribution. The findings suggest that online information-seeking may not necessarily help women who experience unfamiliar breast cancer symptoms understand their condition. Despite some technical issues, this study showed that it is feasible to use an online browser tracking tool to capture in real time information-seeking about unfamiliar symptoms.
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Introduction

Seeking health information online is a ubiquitous activity, enabled by advances in Web 2.0 design (which includes user-generated content), developments in search engines, proliferation of social media, and wide ownership of mobile phones, tablets, and computers [1]. The Google search engine is commonly used in online health searches [2]. Of the world population, 54.5% has access to the internet, with Europe and North America having the highest internet access rates, 85.2% and 95%, respectively [3]. In the United Kingdom, the context of this research, 94.8% of the population is connected to the internet [3], which means that the vast majority of people in the United Kingdom have the opportunity to consult the internet for health information. Indeed, many do so: the website of the UK National Health Service Choices, which offers information on symptoms, causes, and treatment for most common diseases, reportedly receives about 15 million visits per month [4].

People search for health information online to self-diagnose [5] or complement information received from the family doctor [6]. Online searching for health-related information often arises on symptom manifestation and people’s appraisal of them, known as the symptom appraisal interval (ie, the interval when people notice bodily changes, interpret them as symptoms of illness, and decide whether they warrant medical attention) [7,8]. This can be important for conditions where timeliness of presentation is an important contributor to treatment outcome. Cancer is one exemplar; prompt help-seeking for symptoms suggestive of cancer can be key to detecting cancer at an early stage and ensuring it is potentially curable [9,10]. Arguably, it is important for members of the public to have access to accurate health information online that is able to aid symptom appraisal and prompt early and appropriate help-seeking. However, this potential rests on a number of tacit assumptions which may not necessarily be met: first, that lay people experiencing bodily changes can articulate these into symptoms and into effective search terms; second, that lay people have the ability to locate online the most relevant and reliable sources of health information; and third, that, upon finding the relevant information, people can interpret it appropriately and apply it to themselves. One way to observe these processes and their implications for symptom appraisal and early symptomatic presentation is to use tools that record online information-seeking behavior in relation to a given health condition [11-13].

These tools have enriched recent research in the field of consumer online health information-seeking.

Breast cancer is one of the most frequently searched for cancer topics online [14-16], as evidenced by data from English-speaking countries including the United States, Canada, Australia and the United Kingdom [17]. Desire for online information about breast cancer appears to be affected by media coverage [18] and Breast Cancer Awareness months [19,20]. However, the high search volume may also reflect its relatively high incidence: in the United Kingdom, female breast cancer is the most common cancer among women, with around 55,000 cases diagnosed each year [21], while globally over 2 million women are diagnosed annually [22]. Indeed, it has been noted that the volume of cancer-related online searches reflects estimated cancer incidence and mortality within a given country [17,18,23], which would suggest that people are likely to seek information on breast cancer when they or someone they know receive a cancer diagnosis. However, online information sources on breast cancer can vary in their quality and completeness [24,25], and little is known about how women interpret or act on information found online in the event of breast-related symptoms.

Our previous studies on how symptomatic women make sense of symptoms indicative of breast cancer and intend to seek medical help suggested that some women do consult the internet for information about breast-related symptoms but are rather ambivalent about its value and lacking in confidence about how to appraise the information gathered [26,27]. While we have researched, in an online survey, how women attribute hypothetical breast changes to breast cancer and express preferences to seek help [28,29], we have not explored how women’s symptom attribution might translate into online information-seeking strategies or how these actions might change as a result of online searches. Therefore, in this study we extended the work we conducted in the context of breast cancer and used a browser tracking tool, Vizzata (Vizzata Limited) [30], to explore how women seek information online when presented with a symptom scenario consistent with a breast cancer symptom. We examined whether information-seeking enabled them to interpret the symptom accurately as potentially relating to breast cancer.

Another aim of our study was to determine the efficacy of a browser tracking tool to remotely capture online information-seeking behavior within a more traditional survey setting. Within the context of this study, efficacy represented the ability of the tool to record information on participant search terms and websites visited, the latter recorded as Web addresses or URLs. There are arguably two aspects to efficacy here: first, the technical ability of the tool to accurately record participant online behavior during the search task (the search terms entered and the addresses of the opened Web links). Second, the validity of the remote tool and of real-time behavior-tracking tools in general to capture behavior that can provide meaningful insights into participant reasoning processes during information-seeking.

Previous research that has captured participant online information-seeking in response to health scenarios has used, for example, screen-capture video software (eg, Camtasia, TechSmith Corporation) but often in conjunction with think-aloud tasks that documented participant reasoning during the search process [12,13]. Other studies have employed individual interviews followed by a video-recorded online search task [11,31] or face-to-face observation of the use of interactive information menus where information-seeking was operationalized as the number of links accessed [32]. Overall, these studies where interviews or think-aloud tasks accompanied...
or supplemented the online search have usually been conducted in face-to-face individual sessions in conditions mirroring lab settings (eg, private conference rooms, libraries, university offices) [12,13,31]. While these studies enable rich, in-depth data capture, they lack naturalism and may not necessarily mirror how people engage in online information-seeking in the context of their everyday settings (eg, at home or workplace, on a tablet or laptop). Therefore, to increase ecological validity, we used a tracking software tool that would capture remotely participant online search activities without the need for the researchers’ presence. Our approach is in line with more recent methods of capturing online information-seeking behavior, which, for example, employ internet browser extensions to log search terms and accessed website addresses [33]. In summary, our main objectives were:

1. To test the efficacy of the Vizzata browser tracking tool to capture participant online information-seeking in response to a scenario describing a hypothetical breast change (ie, a nipple rash)
2. To explore symptom attribution before and after engaging in the online search task and describe the process of online information-seeking for the hypothetical nipple rash: the search terms used and the websites accessed

Methods

Study Design

The symptom scenario depicted a nipple rash—a lesser known symptom of breast cancer [34]—and was presented to participants prior to asking them to engage in the internet search task (see Figure 1).

To examine how women sought information online in relation to a hypothetical breast change indicative of breast cancer, we used the online survey platform Vizzata [30]. The browser tracking tool is an add-on feature of the Vizzata survey software and was designed to track and record search terms, URLs, and time spent on websites.

In the browser tracking section of our study, we included DuckDuckGo (duckduckgo.com) as the default search engine and instructed participants to use it within the survey internet window when performing the internet search task. DuckDuckGo looks similar to the Google search engine interface and performs similar functions and was selected because it was compatible with the browsing data capture function of the tracking tool. The key feature of DuckDuckGo is that it does not track users’ online activity. This offers a potential advantage to studies on online information-seeking as the search results during the study are less likely to be influenced by users’ past search history or other previous online activity.

Figure 1. Study protocol.
Recruitment Strategy
The study received ethical approval from the University of Surrey Ethics Committee (reference: UEC/2016/041/FHMS). A total of 125 British women were recruited via a market research company from among their online panel members between December 2016 and January 2017. The inclusion criteria were female gender, based in the United Kingdom, aged 50 years or older, with education levels ranging from no formal education to university degree or higher. The exclusion criterion was past or current breast cancer diagnosis, with the questions on breast cancer diagnosis being embedded among other health conditions (eg, diabetes) so that participants would not be aware of the focus of the study.

Procedure
Participants were invited to the study by email invitation generated from the Vizzata platform, which informed them that the study explored how people search for health information on the internet. Figure 1 presents the study protocol followed by participants. Participants were asked to answer a few baseline questions about their use of the internet for health information before reading the symptom scenario. Then they were instructed to use the search engine to find out more about the hypothetical bodily change and to visit as many sites as they wished and then return to the final part of the survey (see Multimedia Appendix 1). A disclaimer at the start of the search task informed participants that their internet activity would be recorded only as at T1. They also left feedback on the difficulty of the search task (1 = difficult, 2 = neither easy nor difficult, or 3 = easy) after reading the scenario, participants were required to engage in the online information-seeking task. Participants were instructed to search for information as long as they wished or until they were satisfied with the information found, and once they had finished searching they should click on the GO BACK TO SURVEY button to return to the survey and answer further questions. The data gathered during the information-seeking task included the search terms entered in the search engine and the websites visited by participants, which were saved in an Excel (Microsoft Corp) file by the Vizzata software. The viewed content was later coded yes or no as comprising breast cancer information.

Materials and Measures
Baseline Measures
At the start of the survey (Time 1, henceforth T1), participants completed measures of frequency of internet use for health information (1 = never, 4 = very often), perceptions of the importance (1 = not important at all, 4 = very important) of the internet to provide health information, usefulness (1 = not useful at all, 4 = very useful) of the internet to provide health information and to help make decisions about one’s health, and recency of online health information-seeking (7 = this week, 6 = last week, 5 = this month, 4 = last month, 3 = a few months ago, 2 = last year, 1 = can’t remember). Participants also indicated through open text what health information they had recently searched for, which was subsequently coded as 1 if participants mentioned cancer, breast cancer, nipple, or nipple rash, 2 if participants did not mention these terms, or 3 if they couldn’t remember. We assessed eHealth literacy using the eHEALS Literacy Scale developed by Norman and Skinner [35] (Cronbach alpha = .93), who have defined eHealth literacy as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [36].

The Symptom Scenario
We included a scenario describing the appearance of a nipple rash, a largely unfamiliar symptom of breast cancer [34]. We had developed and tested the scenario with women from a range of educational backgrounds during individual cognitive think-aloud interviews (n=10) and 3 focus groups (n=19) in our past research on symptom appraisal and help-seeking intentions for breast changes among cancer-free women [28]. A subsequent online survey with 961 British women (aged 47 to 92 years) confirmed that nipple rash was a significantly less familiar symptom of breast cancer than an armpit lump [28]. We chose a relatively unfamiliar symptom to increase the variability in how women interpret and seek information for the symptom.

Symptom Attribution Before the Internet Search
After reading the scenario, participants completed measures assessing ease of identification with the scenario (1 = very difficult, 4 = very easy), what they thought the symptom might be (in open text), and concern about the symptom (1 = not at all, 5 = extremely). Given that search engines have predictive text (autocompletion) that can influence people’s formulation or choice of search terms, we also asked participants, prior to the start of the internet search task (T1), to indicate what search terms they intended to use in relation to the scenario.

The Internet Search Task
After reading the scenario, participants were required to engage in the online information-seeking task. Participants were instructed to search for information as long as they wished or until they were satisfied with the information found, and once they had finished searching they should click on the GO BACK TO SURVEY button to return to the survey and answer further questions. The data gathered during the information-seeking task included the search terms entered in the search engine and the websites visited by participants, which were saved in an Excel (Microsoft Corp) file by the Vizzata software. The viewed content was later coded yes or no as comprising breast cancer information.

Post Search Task
Next, participants were asked to make new symptom attributions as at T1. They also left feedback on the difficulty of the search task (1 = difficult, 2 = neither easy nor difficult, or 3 = easy) and indicated whether they had searched online for information on nipple rashes or breast cancer in the past. At the end of the survey, participants completed various demographics measures (ie, age, ethnicity, highest education level, marital status, and employment) and indicated past participation in breast cancer screening (yes/no/can’t remember/not applicable). The participants also indicated whether they had any family/friend history of breast cancer (immediate family member/other family member/close friend); these options were not mutually exclusive, and participants could check as many as applied.

Results
Sample Characteristics
In total, 56 of the 125 initial panel members who were eligible and invited to the study completed the survey. Figure 2 presents a detailed description of the participants who were included and excluded from the study.
Figure 2. Participant recruitment and data collection flow diagram.
The majority of the women who took part in this study were White British (54/56, 96%), retired (26/56, 46%), in a relationship (35/56, 63%), and aged on average 60 years (mean 60.34 [SD 7.73] years; age range: 50-78 years). Most participants had participated in breast cancer screening (45/56, 92%), and most (38/56, 68%) had a family/friend history of breast cancer (immediate family, close friend, or a nonimmediate family member with a diagnosis of breast cancer). Summarized demographic details are presented in Table 1.

### eHealth Literacy and Recent Health Information-Seeking Online
Participants had relatively high levels of eHealth literacy (eHEALS) with regard to using the internet for health information (range: 2.13 to 5.00, median 3.88, mean 3.80, SD 0.67). The majority of the participants valued the internet as a useful source of health information (see Table 2). The majority (33/56, 59%) had searched for health information relatively recently, from last month to as recently as this week, yet none of their open-ended answers contained breast cancer or nipple rash as the focus of their recent online searches. This enabled us to assume that there would be no breast cancer search recency effects on the participants’ present searches. At the end of the study, some participants indicated they had searched in the past, although not recently, for breast cancer information online (20/56, 36%) and/or for nipple rash information (3/56, 5%).

### Efficacy of the Online Browser Tracking Tool
We assessed the efficacy of the tool (ie, its ability to capture online information-seeking behavior) by examining the number of participants who were able to complete the internet search task and the participant feedback on the browser tracking tool as an embedded element of the survey.
Table 2. Participant baseline use of the internet for health information (N=56).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of internet use to find information about health</td>
<td></td>
</tr>
<tr>
<td>Occasionally</td>
<td>45 (80)</td>
</tr>
<tr>
<td>Often or very often</td>
<td>10 (18)</td>
</tr>
<tr>
<td>Never</td>
<td>1 (2)</td>
</tr>
<tr>
<td>The last time internet was used for health information</td>
<td></td>
</tr>
<tr>
<td>This week/last week/this month/last month</td>
<td>33 (59)</td>
</tr>
<tr>
<td>A few months ago/last year</td>
<td>21 (38)</td>
</tr>
<tr>
<td>Can’t remember</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Past online searches for nipple rash</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3 (5)</td>
</tr>
<tr>
<td>No</td>
<td>52 (93)</td>
</tr>
<tr>
<td>Can’t remember</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Past online searches for breast cancer</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (36)</td>
</tr>
<tr>
<td>No</td>
<td>36 (64)</td>
</tr>
<tr>
<td>Internet useful to gather health information</td>
<td></td>
</tr>
<tr>
<td>Very useful</td>
<td>14 (25)</td>
</tr>
<tr>
<td>Useful</td>
<td>41 (73)</td>
</tr>
<tr>
<td>Not useful</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Internet useful to help make decisions about health</td>
<td></td>
</tr>
<tr>
<td>Very useful</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Useful</td>
<td>47 (84)</td>
</tr>
<tr>
<td>Not useful</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Important to access health resources on the internet</td>
<td></td>
</tr>
<tr>
<td>Very important</td>
<td>17 (30)</td>
</tr>
<tr>
<td>Important</td>
<td>31 (55)</td>
</tr>
<tr>
<td>Not important</td>
<td>8 (14)</td>
</tr>
</tbody>
</table>

Data Captured and Missing Data
As described in the flow diagram (Figure 2), 83% (64/77) of responders completed the survey. For 28% (18/64) of those, no search terms or visited websites (URLs) were saved during the internet search task. We inspected the incomplete data of these respondents to understand reasons for noncompletion and assess whether participants had engaged in information-seeking without this being captured; we compared the symptom attribution before (T1) and after (T2) the internet search task and examined their feedback on the internet browser tracking element. Eight of these 18 participants did not complete the internet search or had connectivity problems, as indicated by their comments (eg, “none of the sites would open” and “I was putting it into the correct space but nothing was happening?”). These 8 participants did not provide any information after the internet search task that would have indicated successful engagement in information-seeking, therefore we excluded them from further analyses. However, 10 participants of the 18 whose data on search terms and URLs were missing were retained for further analyses because they provided feedback on the information-seeking task and sufficiently meaningful data for comparison of symptom attribution between T1 and T2, which indicated they had indeed engaged in online information-seeking despite this not being captured. We included these participants in the final sample because the focus of our study was not solely on what websites the participants visited but also on how the process of searching for health information on the internet had influenced symptom appraisal and symptom attribution at T2. One participant, for example, whose search terms or URLs were not recorded, reported finding the information on the National Health Service (NHS) site useful, particularly about Paget disease, and made symptom attributions at T2 that included cancer (in contrast to T1): “Eczema. Insect bite. Psoriasis. Paget disease – breast cancer. Mastitis.”

The missing data on search terms and URLs and the feedback of these 10 participants whose data were incomplete yet
meaningful suggest that some may have misunderstood the task instructions (eg, installed the DuckDuckGo search engine and conducted searches in separate windows away from that of the survey), as one participant’s feedback indicates:

*Downloading search engine a bit tricky. Search itself easy.*

Other participants may have had problems with the internet connection:

...kept losing connection to search engine.

In other cases the participants may have used internet browsers other than the recommended Google Chrome, which may have been incompatible with the Vizzata tracking tool, or may have used devices other than PC/laptop, which may have reduced the survey usability:

*I struggled to find the “go back to survey” button as I’m using my phone.*

**Feedback on the Search Task**

Overall, participants left positive feedback on the search task. When returning to the survey, the participants left comments as to whether the internet search task had been easy to do. We coded the open-ended responses of the participants into easy (47/56, 84%), difficult (2/56, 4%), and neither easy nor difficult (7/56, 13%). The feedback suggests that the majority of the participants did not encounter significant problems with the DuckDuckGo search engine or with the Vizzata tracking tool and that any missing data pertaining to the search terms or the accessed websites may have been due to reasons other than participant-related factors. Some participants encountered but overcame technical issues, such as slow internet connection:

Yes [easy], just a bit slow.

...sometimes the search engine said oops problem in searching but on the whole it came up with lots of different sites to use for more research.

**Symptom Attribution**

**Intended Search Terms**

We coded the intended search terms as 1 = breast or skin cancer, 2 = nipple rash or rash on nipples, 3 = rash on skin/breast, 4 = other skin-related conditions, and 5 = nipple or breast changes. One “not sure” response was coded as missing data. The most frequently intended search terms were rash-related phrases (nipple rash, nipple red rash, red scaly rash on nipple), mentioned by 86% of the participants (48/56). Only 3 participants intended to use breast cancer and 1 participant, skin cancer on the breast (all had made a cancer attribution at T1). We codified the search terms as follows: 1 = breast or skin cancer, 2 = nipple rash or rash on nipples, 3 = rash on breast, 4 = nipple or breast change, and 5 = other. Only 2 participants (2/46, 4%) included cancer in their search terms. Of the participants who had made a cancer attribution at T1, 4% (1/25) used cancer in their search terms. The majority (40/46, 87%) used rash-related search terms, particularly nipple rash and rash on nipple (see Table 3 for a list of all the search terms used). It is noteworthy that while the scenario specified “a red scaly rash on your left nipple,” some participants (3/56, 5%) added sensory terms (eg, itchy) which were not in the original scenario; this could have influenced the returned results and thus their interpretation of the symptom.

A very small number of participants (5/46, 11%) changed their search terms during the internet search task, which reflects their interpretation of the information found and their reappraisal of the symptom in light of the information. For example, participant #7 started with “changes in nipples,” changed to “breast cancer symptoms,” saving on the scene specified “a red scaly rash on your left nipple,” some participants (3/56, 5%) added sensory terms (eg, itchy) which were not in the original scenario; this could have influenced the returned results and thus their interpretation of the symptom.

Other participants changed their search terms by focusing on the physical aspects of the hypothetical symptom (eg, from “red scaly rash on nipple” to “itchy rash on nipple”) (participant #50) or made their searches less specific, changing from “scaly rash on nipple” to “scaly rash” (participant #142). However, the vast majority of participants (41/46, 89%) did not change their search terms during the search task.

**Websites Visited**

A total of 9% (5/46) of the complete cases did not go beyond the first page with search results returned by the search engine. For these participants, the number of websites visited was coded as zero but not as missing data because these participants were nonetheless able to view some preview of the search results and thus be exposed to some information rather than none at all. The returned results pages included Web links mentioning Paget disease of the nipple or links to information on breast cancer. Three of the five participants who did not go beyond the first search results page changed from not suspecting cancer at T1 to making a cancer attribution at T2, which supports the view that information exposure can have an effect.

Overall, the number of websites visited ranged from 0 to 6 (mean 1.96, SD 1.30, median 2, mode 1). We coded the content viewed by the participants as containing cancer-related content (yes/no) (eg, information on breast cancer or Paget disease of the nipple).
the breast). The majority of participants whose browsing data were saved (41/46, 89%) viewed websites containing breast cancer information, in particular Paget disease (see Table 4 with a list of the websites visited). Excluding the 10 participants whose Web browsing data were not saved, there was no significant association between making a cancer attribution at T1 and accessing cancer-specific websites ($\chi^2_{1,46}=0.004, P=.95$. Furthermore, the participants who made a cancer attribution at T1 did not visit more websites than those who did not make a cancer attribution at T1 ($t_{1,44}=0.647, P=.52$).
Table 3. The range of search terms used (N=46).

<table>
<thead>
<tr>
<th>Search terms used</th>
<th>Participants using search term, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red scaly rash on nipple</td>
<td>9 (20)</td>
</tr>
<tr>
<td>Nipple rash</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Breast rash</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Itchy rash on nipple</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Rash on nipple</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Scaly rash on nipple</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Ask NHS&lt;sup&gt;a&lt;/sup&gt; questions</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Breast cancer symptoms</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Breast cancer symptoms NHS</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Breast changes</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Breast health red scaly rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Changes in nipples</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Itchy red breast rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Nipple rash scaly</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Nipple red rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Rash on breast area</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Rash on female breast</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Rash on nipple area</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Rash on nipples problems</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red breast rashes</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red rash nipple</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red rash on nipple</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red scaly nipple rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red scaly rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red scaly rash around nipple</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red scaly rash in nipple</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red scaly rash on breast</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Red scaly rash on left nipple</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scaly rash on nipples &lt;sup&gt;(sic)&lt;/sup&gt;</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scaly rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scaly rash on nipple NHS</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scaly red nipple rash</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Scaly red rash on nipple</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Sore nipples</td>
<td>1 (2)</td>
</tr>
<tr>
<td>What are the chances of red scaly rash on nipple being cancer</td>
<td>1 (2)</td>
</tr>
<tr>
<td>What should I do if I suspect I have itchy nipples</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NHS: National Health Service.
Table 4. The range of websites (domains) visited (n=41).

<table>
<thead>
<tr>
<th>Web domains visited</th>
<th>Breast cancer content (yes/no)</th>
<th>Participants visiting the website, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.nhs.uk">www.nhs.uk</a></td>
<td>Yes</td>
<td>21 (51)</td>
</tr>
<tr>
<td><a href="http://www.skinsight.com">www.skinsight.com</a></td>
<td>Yes</td>
<td>8 (20)</td>
</tr>
<tr>
<td><a href="http://www.rightdiagnosis.com">www.rightdiagnosis.com</a></td>
<td>Yes</td>
<td>7 (17)</td>
</tr>
<tr>
<td><a href="http://www.webmd.boots.com">www.webmd.boots.com</a></td>
<td>Yes</td>
<td>7 (17)</td>
</tr>
<tr>
<td>symptoms.rightdiagnosis.com</td>
<td>No</td>
<td>6 (15)</td>
</tr>
<tr>
<td><a href="http://www.healthcentral.com">www.healthcentral.com</a></td>
<td>Yes</td>
<td>4 (10)</td>
</tr>
<tr>
<td><a href="http://www.mayoclinic.org">www.mayoclinic.org</a></td>
<td>Yes</td>
<td>4 (10)</td>
</tr>
<tr>
<td>healthunlocked.com</td>
<td>No</td>
<td>3 (7)</td>
</tr>
<tr>
<td><a href="http://www.breastcancer.org">www.breastcancer.org</a></td>
<td>Yes</td>
<td>3 (7)</td>
</tr>
<tr>
<td><a href="http://www.zocdoc.com">www.zocdoc.com</a></td>
<td>No</td>
<td>3 (7)</td>
</tr>
<tr>
<td><a href="http://www.cancerresearchuk.org">www.cancerresearchuk.org</a></td>
<td>Yes</td>
<td>2 (5)</td>
</tr>
<tr>
<td><a href="http://www.health">www.health</a> hype.com</td>
<td>Yes</td>
<td>2 (5)</td>
</tr>
<tr>
<td><a href="http://www.healthline.com">www.healthline.com</a></td>
<td>Yes</td>
<td>2 (5)</td>
</tr>
<tr>
<td>about-cancer.cancerresearchuk.org</td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td>breastcancernow.org</td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td>en.m.wikipedia.org</td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td>en.wikipedia.org</td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td>healthguides.healthgrades.com/treating-psoriatic-arthritis/</td>
<td>No</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.cancer.gov">www.cancer.gov</a></td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.everydayhealth.com">www.everydayhealth.com</a></td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.macmillan.org.uk">www.macmillan.org.uk</a></td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.medhelp.org">www.medhelp.org</a></td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.nationalbreastcancer.org">www.nationalbreastcancer.org</a></td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.phaa.com">www.phaa.com</a></td>
<td>Yes</td>
<td>1 (2)</td>
</tr>
<tr>
<td><a href="http://www.webmd.com">www.webmd.com</a></td>
<td>No</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Table 5. Attributions for the nipple rash at T1 and T2 (n=56).

<table>
<thead>
<tr>
<th>Type of attribution</th>
<th>T1 (before internet search task), n (%)</th>
<th>T2 (after internet search task), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>25 (45)</td>
<td>37 (66)</td>
</tr>
<tr>
<td>Physical</td>
<td>26 (46)</td>
<td>32 (57)</td>
</tr>
<tr>
<td>Environmental</td>
<td>16 (29)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>7 (13)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Missing attribution</td>
<td>2 (4)</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

Symptom Attribution at T2
After viewing information online, the majority (31/56, 55%) of participants made a single symptom attribution at T2. More participants made a cancer attribution at T2 (37/56, 66%) compared to T1 (25/56, 45%), although some participants changed from making a cancer attribution at T1 to a noncancer one at T2 (6/56, 11%). There was a noticeable increase in medical terms used to make symptom attributions at T2 compared to T1, showing the exposure to formal medical terms during the online search: Paget disease (22 vs 1), eczema (14 vs 8), dermatitis (12 vs 3), and mastitis (3 vs 0) (see Table 5 for a summary of symptom attributions at T1 and T2). There was no significant association between viewing websites with breast cancer content and making a cancer attribution at T2 ($\chi^2_{1,46}=1.92, P=.31$).

Discussion
Principal Findings
Regarding the efficacy of the browser tracking tool to capture online information-seeking, the results are rather mixed and
point to challenges in measuring information-seeking remotely and designing reliable and user-friendly tools. In the majority of cases, the Vizzata tracking tool captured the search terms participants entered in the search engine and the websites they accessed, yet there were instances where participants seemed to encounter technical problems. Close inspection of the incomplete data of the 18 participants, of which 10 were retained in the study, enabled us to envisage a number of reasons why the search and browsing data were not saved. First, it is possible that some participants may have misunderstood the task instructions and installed the DuckDuckGo search engine, thus conducting the search within a browsing window outside that of the survey and preventing their online behavior from being recorded. Unfamiliarity with the DuckDuckGo search engine or with internet search tasks may have contributed to this. These potential errors on the part of participants suggest that online tracking tools need to be intuitive and user-friendly in order to be used effectively without the researcher’s facilitation. Using a training session with a mock search prior to the actual study to familiarize the participants with the search task, as other researchers have done, could be a useful way to safeguard against misunderstandings or technical problems [12,13].

Second, it is possible that, despite the instructions, some participants may have used other internet browsers than the recommended Google Chrome that may have had features incompatible with the Vizzata tracking tool (eg, blocking tracking tools by default). Third, the tracking tool itself may not be sensitive enough to deal with the software complexities required to record online searching and browsing. However, we cannot make a direct comparison of the Vizzata tracking tool and other methods used in similar studies (eg, the Camtasia screen capture video-recording software [12,13]), and it is likely that each software package or method has its own advantages and disadvantages [37]. As has been noted before, researchers aiming to capture online behavior need to be realistic about the capabilities and limitations of each tool and decide on their use according to factors such as ease of participant recruitment, naturalistic setting, data accuracy, and need to minimize technical complexity [37,38].

Furthermore, the failure to capture some participants’ online searching behavior (either for participant- or software-related reasons) also points to the limits of recording participant online behavior remotely. Our research had a limited scope of testing the capabilities of the Vizzata tracking tool ahead of a larger survey. The results suggest that more sophisticated study designs with additional measures (eg, think-aloud tasks or individual interviews) may be necessary to produce a more accurate and detailed picture of online health information-seeking behavior.

A number of researchers have noted that capturing naturalistic online information-seeking behavior is a complex process that can be challenging [33,37,38], and it may well be that facing technical problems (delay in loading webpages or slow speed of custom tools that track online behavior) is not unusual in this type of study [38]. For example, researchers conducting a think-aloud task in conjunction with a search task using either the Google search engine or WebMD’s Symptom Checker reported that participants found it difficult to navigate the programs and troubleshoot them after receiving error messages [11]. Further challenges noted in the literature relate to developing adequate tools that can record online behavior remotely such as search terms, visualization of Web pages, scrolling through search engine results pages, time spent on different Web pages, and gathering, where necessary, enough contextual information to enrich the data collected remotely and help interpret it [38].

Regarding symptom attribution, at T1 less than half of the participants (25/56) attributed the symptom (red scaly rash on nipple) to cancer, which supports the finding that nipple rash is an unfamiliar symptom of breast cancer [28,34]. While 25 participants thought the symptom could be cancer, only 1 of these used cancer in their search terms. The fact that not all cancer attributions at T1 translated into cancer-related search terms suggests that the participants’ searches were inductive (ie, driven by symptoms) rather than deductive (ie, driven by diagnosis assumptions such as cancer). The results suggest that suspecting cancer at T1 did not necessarily translate into a hypothesis-testing approach to health information-seeking as found in other studies [12]. In line with similar research on online health information-seeking in response to symptoms, the participants’ search strategies suggest an evidence-gathering approach to information-seeking rather than a hypothesis-testing one [12].

During the search task, some participants did not go beyond the first page of results, a behavior observed in other studies of health information-seeking [13]. However, the majority of participants accessed websites containing breast cancer information, in particular Paget disease of the breast. Half of these participants viewed the webpage of the UK NHS presenting information on Paget disease. Yet, not all participants interpreted the nipple rash as a symptom of breast cancer despite coming across information linking the symptom to the disease. Nonetheless, seeking online information did have an impact, as 12 more participants made a cancer attribution at T2 compared to T1. Some participants maintained their cancer attribution from T1, while others changed from noncancer at T1 to cancer at T2, although a small number of participants also changed from making a cancer attribution at T1 to a noncancer one at T2.

However, cancer attributions made in light of information-seeking should not be viewed as categorical interpretations of the symptom but rather as a possibility among many. While some participants made a single attribution at T2, others made more than one attribution as they envisaged the possibility that the symptom could be eczema or other physical condition (eg, anything from just a rash to something really serious like a sign of cancer [participant #70]). Importantly, our previous research [28] found that attributing nipple rash to cancer (as at least one possible cause) was associated with increased likelihood of medical help-seeking, which is an important behavior for earlier diagnosis of cancer [9].

Limitations
This study was conducted on a relatively small sample of participants (n=56) which limits the generalizability of our findings. However, small samples are not unusual in surveys...
that aim to capture online information-seeking behavior. Sample sizes in these studies vary from 20 [31] to 54 [33] and 78 [12].

The majority of participants did not refine their search terms or consult many websites. As noted in other studies [31], the hypothetical nature of the symptom scenario may have demotivated participants to sustain in-depth information-seeking. It could well be that when people are acutely experiencing troubling symptoms they may be more thorough in their seeking and interpretation of online health information.

Another limitation of this study is that we were not able to explore how the participants made sense of the information found and what made them change (or not) their symptom attribution after engaging in information-seeking. Exploring how people engage with the information found online (eg, what websites seem trustworthy and why) could have provided more insight into how the participants interpreted online health information in relation to the given symptom. As has been pointed out in similar research, examining online health information-seeking requires attending to the cognitive and perceptual processes that are involved in conducting and interpreting an internet search [11].

Last, it is noteworthy that participants’ search terms closely mirrored the symptom described in the scenario, “red scaly rash on nipple” and “nipple rash” being the most frequently used ones. This could be due to the fact that the symptom scenario was presented in text that made the symptom explicit. It is possible that had the symptom been presented in visual rather than textual form the participants may have interpreted it differently and used a wider range of search terms. Further research in the field of online health information-seeking is needed to explore how symptom attribution varies according to textual versus visual scenarios.

**Conclusions**

This exploratory study revealed that, despite some technical limitations, it is possible to capture the process of online information-seeking in relation to possible cancer symptoms. This work has potential for impact, both in terms of developing methodology to understand real-world issues and furthering the research agenda on understanding responses to cancer symptoms and engagement in health information-seeking online.
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Abstract

Background: Patients with early-stage breast cancer have numerous options when choosing the type of breast surgery method to be applied. Each of these options lead to a similar long-term survival rate, but result in significant differences in appearance, function, cost, recurrence rate, and various other relevant considerations. However, the time available for detailed communication with each patient is often limited in clinics, which puts these women under great psychological stress and can hinder their surgery-related decision making.

Objective: The objective of this study was to develop a multipurpose surgery decision-making website providing medical information, psychological support, and decision-related simulation for women during breast cancer surgery-related decision making.

Methods: Using the 4 steps of action research, which involve multigroup teamwork via regular team meetings, the following were performed: (1) Planning: searching, analyzing, and evaluating health websites to consensually decide the major infrastructure; (2) Action: work was performed simultaneously in 4 groups, which consisted of medical information collection and editing, patient interviews and data extraction, webpage content design, and programming to create or host the website; (3) Evaluation: the website was tested by clinical experts and focus groups of former breast cancer patients to assess its effectiveness and pinpoint appropriate improvements; and (4) Reflection: constant dialogue was conducted between the various participants at each step, which was used as the foundation and motivation of next plan-action-evaluation-reflection circle.
Results: Using the action research approach, we completed the development of our website, which includes the following: (1) “Woman’s Voice”—an animated comic depicting the story of a female breast cancer patient with interspersed questions for the users that will help them better empathize with the experience; (2) “Cancer Information Treasure House”—providing breast cancer surgery-related information through text, tables, pictures and a presentation video; (3) “Decision-making Simulator”—helping patients think through and check the pros and cons of the different surgical options via visual-based interactions including “Stairs Climbing” and “Fruit of Hope”; and (4) “Recommended Links”—providing reliable websites for further reference. Additionally, we have further improved the website based on the feedback received from postsurgery breast cancer patients and clinicians. We hope to continue improving to better meet both the patients’ and health providers’ needs and become a practical decision-making aid for patients undergoing breast cancer surgery.

Conclusions: We have created the first breast cancer surgery decision-making assistance tool in Taiwan using a “Web-based” and multifunctional website design. This site aims to provide health care knowledge, psychological healing, and emotional support functions, as well as decision-making capability enhancement simulations. We look forward to assisting breast cancer patients in their decision-making process and expect our website to increase patient’s autonomy and improve their communication with clinicians.

(J Med Internet Res 2019;21(2):e10404) doi:10.2196/10404
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Introduction

In Asia, as in other parts of the world, Cancer is one of the major health concerns. Different types of cancer have different incidence rate according to gender, age, and other demographic factors. Among the different types, breast cancer has the highest incidence rate among the female population of Taiwan. According to the 2017 report of the Taiwan Health Promotion Administration Ministry of Health and Welfare, the incidence rate of breast cancer was 125.64 per 100,000. This means that in 2015, the year for which the latest statistics are available, 14,801 women were diagnosed with breast cancer. Among these women, roughly 80% had been diagnosed with early-stage breast cancer [1]. The key point is the fact that patients with early-stage breast cancer have more than one treatment choice, but unfortunately, they do not necessarily have all the information needed to make an informed decision regarding the kind of treatment best suited to their particular case. For instance, lumpectomy and mastectomy are often recommended for most patients with early-stage breast cancer [2]. In addition, breast reconstruction following mastectomy is another choice. It is worth noting that there is a general consensus among the medical community that the long-term survival rate for this disease is very similar across these 3 different types of surgery [3-6]. Thus, if the tumor size and location allow, patients are able to choose their preferred surgical intervention.

Patients’ decisions about breast cancer surgery are multifactorial, and their understanding of the disease and its treatment affects their decision making [7]. Our initial empirical observations, which were later confirmed, suggested that 4 important factors hinder Taiwanese breast cancer patients’ ability to make well-informed decisions regarding the kind of treatment best suited to their particular case. First, there is a lack of easily available information. Studies have shown that when facing decision making regarding breast cancer surgery, patients often require more information to decide which type of breast surgery is suitable for them [8,9]. However, this requirement for information is mostly unmet; they do not fully understand the different surgical procedures that might apply to their case [10,11]. Second, there are negative emotions resulting from their personal experience of facing the diagnosis. Pretreatment symptoms in newly diagnosed patients include not only cognitive but also emotional aspects; patients often experience a variety of negative emotions due to a link between cancer and death [12-14], in particular, high levels of anxiety and uncertainty [14,15]. Third, another key factor hindering the patients’ ability to make a well-informed decision regarding the kind of surgery most suitable for them is the limited clinic time available or, in other words, the relatively short time spans of their appointments with their physician. Finally, there is a significant cultural factor that also affects the decision-making process of patients with breast cancer in Taiwan, namely local taboos regarding certain medical conditions. Talking about breast cancer, as well as other conditions related to the intimate parts of one’s body, is not encouraged in Chinese culture. Therefore, women tend to be hesitant even when talking to their physicians, which affects their requesting of further information regarding their condition, disclosing their opinion, and showing their personal feelings when required.

Decision aids are tools intended to help patients make an informed decision, and they do this by providing them with better knowledge and a general overview of all the options available to them with the pros and cons of each one. By adding clarity and congruence between decision and personal values, decision aids help reduce conflict during the decision-making process, as well as helping patients break away from passiveness [16]. A key aspect of this research is the creation of a website that relies on a set of audiovisual and digital processes to aid patients make an appropriate decision regarding breast cancer. Compared with the traditional alternatives, the advantages of digital and audiovisual tools are that they provide better and more vivid visual effects. By emphasizing interactive features and varied visual stimuli, patients are able to obtain first-hand and immediate information. The digital nature of this site will facilitate the ability for the information to be updated frequently, which will provide the patients with the most reliable knowledge
available at a given moment [17]. In a face-to-face consultation between a physician and a patient, the use of computer-based decision aids can increase the efficiency of counseling [18].

Therefore, this study aims to develop a multipurpose surgery decision-making website that acts as a decision-aid tool by providing medical information, psychological support, and decision simulation for patients with breast cancer who are undertaking the decision-making process regarding future surgery.

**Methods**

**Research Design**

In this research, we applied an action research approach, which is defined as “a disciplined process of inquiry conducted by and for those taking the action. The primary reason for engaging in action research is to assist the ‘actor’ in improving and/or refining his or her actions.” [19] Compared with conventional research methods, one of the key differences is the fact that the main goal of action research is to generate knowledge and solve problems through direct involvement of the actors [20]. In recent years, action research has tackled topics such as (1) Cross-border Peer Health Educator Programs and Latina/Family Experiences; (2) Psychosocial Needs Post-Genetic Cancer Risk Assessment; and (3) finding positive effects in breast cancer patient/family education [21-23]. However, a limited number of breast cancer-related studies are involved in the decision-making and research processes. Therefore, the ultimate goal of this study is to argue in favor of the benefits to patients and families of a Web-based platform that assists patients with breast cancer in the decision-making process; we concluded that an action research approach is the most suitable way of conducting this investigation.

To achieve our goal, the research was designed to be performed by multiple groups, which were brought together to form an effective work team. Meetings were conducted on a regular basis, namely every 2 weeks during a semester and weekly during the summer and winter breaks (Table 1 provides a detailed account of the 90 meetings that were conducted). The aim was to develop a well-coordinated teamwork system that allowed the whole team to be able to review and adjust their assignments appropriately. During these regular meetings, each group reported on their progress, shared their experiences, and provided mutual feedback. Through the accumulated knowledge and experiences of each group in their designated area, we were able to complete the construction of the proposed website, which is shown in the conceptual framework presented in Figure 1.

**Step 1: Plan**

The research team included the participation and expertise of a leading academic scholar (Prof Shuh-Jen Sheu), as well as involvement of significant contributions from several nursing doctoral and master degree candidates, an information technology (IT) engineer, and 3 computer graphics designers; in total, there were 13 team members. During this stage of the project, team members were tasked with the collection and analysis of information related to existing dedicated breast cancer websites. Based on the gathered information and the research conclusions drawn from this information, together with the assistance of the IT specialist, the team undertook the task of creating a website that is central to this investigation.

**Table 1. Important meeting dates.**

<table>
<thead>
<tr>
<th>Year</th>
<th>Meeting dates</th>
<th>Times (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>09/21, 10/7, 10/21, 11/16, 12/7, 12/28</td>
<td>6</td>
</tr>
<tr>
<td>2011</td>
<td>01/20, 03/31, 04/19, 05/09, 05/30, 06/20, 06/30, 07/07, 07/15, 07/21, 07/28, 08/11, 08/18, 08/24, 09/15, 09/29, 10/25, 10/27, 10/31, 11/10, 11/24, 11/25</td>
<td>22</td>
</tr>
<tr>
<td>2012</td>
<td>01/16, 02/23, 03/08, 03/22, 04/05, 04/19, 05/03, 05/17, 05/31, 06/14, 06/28, 11/29, 12/13</td>
<td>13</td>
</tr>
<tr>
<td>2013</td>
<td>01/17, 01/29, 02/05, 02/25, 03/11, 04/01, 04/22, 05/23, 05/30, 06/06, 09/27, 10/11, 11/08, 11/22, 12/06, 12/27</td>
<td>16</td>
</tr>
<tr>
<td>2014</td>
<td>01/10, 02/19, 03/17, 03/31, 05/26, 06/09, 06/25, 07/09, 07/16, 08/08, 08/20, 09/01, 09/09, 09/19, 09/26, 10/09, 10/16, 11/13, 10/30, 11/27, 12/11, 12/16, 12/18, 12/25</td>
<td>24</td>
</tr>
<tr>
<td>2015</td>
<td>01/20, 01/27, 02/03, 02/10, 03/03, 3/6, 3/10, 3/13, 3/24</td>
<td>9</td>
</tr>
</tbody>
</table>
Step 2: Action

At this stage of the study, we formed 4 group work teams, each of which tackled different parts of the investigation. Through regular exchange between the 4 groups, various processes within the target areas were presented, analyzed, and corrected by the groups when necessary.

The mission of the 4 groups was as follows:

- **Group 1: The Collecting and Editing of Medical Information.** This group was responsible for gathering and reviewing of existing breast cancer surgery literature with the aim of creating easy-to-understand formats and simple graphics renderings.

- **Group 2: Patients Interviews and Data Extraction.** This group was responsible for interviewing women who had undergone breast cancer surgery in order to collect information related to their decision-making experiences. The gathered information was then analyzed through qualitative content analysis to understand patients’ mindsets vis-à-vis the decision-making process; these were then used to identify any possible patterns. The mindset and possible patterns would become an important feature of the
Animated Comics and the Animated Decision-making Simulator on our website.

- **Group 3: Webpage Content Design.** This group was responsible for webpage design, which included the Animated Comics, Simulation Games, Medical Information Display, and Relevant Links Page. This content was created using various graphics software including Adobe Illustrator CS6 (Adobe Incorporated) and Photo Impact X3 (Ulead Systems Incorporated).

- **Group 4: Programming and Website Hosting.** This group was responsible for informatics work related to program coding and the hosting of the website. The tech team used ActionScript technology for front-end animation programs and J2EE technology for back-end animation programming. The operating system was Ubuntu 10 (Canonical Ltd), while the network server was Apache Tomcat 7 (Apache Software Foundation). The Web-based machine was hosted by the Amazon’s EC2 Cloud Service (Amazon.com Inc). The internet domain name was accessed through Seed net (Software Engineering Environment Development Network). In addition, various program development tools were used including Eclipse Java EE IDE (Eclipse Foundation) for Web Developers, Oracle Java SE Development Kit 7 (Oracle Corporation), and Flash Develop 4 (Flash Develop Team).

**Step 3: Evaluation**

On completion of the preliminary website, we used a multifaceted approach to evaluate the website. The participants in the evaluation consisted of 9 former breast cancer patients; 12 clinical staff members comprising surgeons, case managers, nurse specialists, and oncology radiologists; and 19 research team members, including academic scholars, doctoral students, master students, undergraduate students, information engineers, and graphic designers. The website evaluation was conducted using three different processes: individual interviews and focus groups with former breast cancer patients, individual and group consultations with the clinical staff, and an internal evaluation via regular team meetings. Any relevant information was recorded and logged via minutes of meeting.

**Step 4: Reflection**

Reflection consisted of the constant dialogue among team members during every stage of the investigation process. Team members communicated with each other and shared their views from their diverse perspectives. This allowed the researchers to review their role in retrospective during this action research and to develop different patterns of thinking related to the health care needs of patients with breast cancer during the surgery-related decision-making process. This, in turn, became the foundation and motivation for the next plan-action-evaluation-reflection circle.

**Results**

**Patients Interviews and Data Extraction**

This survey took place at two different medical centers in Taipei City from September 2010 through January 2012. A total of 31 women who were being treated for breast cancer were interviewed, including 11 who underwent mastectomy, 15 who underwent lumpectomy, and 5 who underwent mastectomy followed by immediate breast reconstruction. Of these patients, 20 were interviewed 1 day before their surgery, 2 while they were under chemotherapy, and 9 after they finished chemotherapy, which had started 6-12 months earlier. Based on the results of the Qualitative Content Analysis, we concluded that “the impact factors for surgery-related decision making,” “the decision-making modes related to the 3 types of breast surgery,” and “the mindset after deciding to undergo breast cancer surgery” were the most suitable areas that could function as the basis of our webpage content and help with developing the Animated Comics and Decision-making Simulator.

**Webpage Content Design**

After a broad collection of information and its analysis by the various work groups, we concluded that the information available on breast cancer surgery-related decision making and on the psychological support of patients with breast cancer on Taiwanese websites was insufficient for local patients with breast cancer. Based on this premise, we adopted a multifaceted approach to design and construct a website that was more interactive and individualistic; the aim being to fulfill this information need. Our final proposal was a breast cancer surgery decision-making support website based on a decision-making assistant, together with appropriate psychological support. The contents of the website are as follows.

**Website Structure**

Upon entering the welcome page, patients are shown a thematic map entitled “Tale of the Breast Country.” Underneath this map, our webpage follows a logical structure where the 4 main thematic parts with their corresponding submenus are displayed as the user clicks on them. The 4 main themes are Women’s Voice, Cancer Information Treasure House, the Decision-making Simulator, and Recommend Links (Figure 2).

**Thematic Map**

In addition to displaying a simple text menu on the top of the page, we also created a thematic map (Figure 3) using colorful flash animations to help users understand the main themes and the whole structure of the website.

**A Tale of Breast Country**

We created an animated story “Tale of the Breast Country,” which describes how women in Breast Country were attacked by the evil of Adenocarcinoma, which led to the development of breast cancer. The main character is the female warrior Maya (primarily adopted from legendary Greek Amazon who cut away her left breast to use her bow and arrows more effectively) who stands up for the inhabitants of the country and seeks ways to fight this problem. Her adventures are a descriptive process of the various possible approaches to dealing with breast cancer. The different paths that her journey takes form the basis of part of the website (Figure 4).

**Women’s Voice**

We created an animated story based on the results obtained from analyzing our patient interviews, and these focused on “the mindset after deciding to opt for breast cancer surgery.” This
story was named the “Story of Shu-Jun” and tells the story of Shu-Jun (a common Chinese female first name), who is a woman full of despair and anxiety after realizing she had developed cancer. She represents the various emotional reactions that women tend to show when diagnosed with this condition, such as fear of death and concerns about treatment options. At the end of the story, our heroine finds the courage to face the disease. Overall, 32 animated videos are displayed covering 8 different topics, which means that each topic consists of 4 animated comics. These 4 animated comics are constructed on the basis of the parameters of “the mindset after deciding breast cancer surgery.” Each comic is accompanied by a female narration and soft background music; they are interspersed with questions designed to help patients improve their reaction to matters that create uncertainty and that need psychological adjustment; the aim is to lead patients toward a more natural expression of their personal and psychological feelings (Figure 5).

Cancer Information Treasure House

We gathered and analyzed a wide array of information that might be helpful to patients during the breast cancer surgery decision-making process, and this information was edited into 7 topics that are presented in a Chinese homophonic or symbolic way. These include the following: basic knowledge of breasts and breast cancer, risk factors, diagnostic examinations to identify breast cancer, different stages of breast cancer, various treatments available for breast cancer, various factors related to the prognosis of breast cancer, and care after breast cancer surgery. In addition, we provide presentation videos as different choices available using text and pictures covering the 7 topics (Figure 6).

Decision-Making Simulator

“Stairs Climbing” and “Fruits of Hope” are the 2 breast surgery simulation tools available on our platform; they are intended to help patients to think through the process from different perspectives. These tools were crafted on the basis of the qualitative analysis of the interviews conducted with the postsurgery breast cancer patients. The qualitative analysis was conducted focusing on two key aspects, namely “the impact factors of surgery-related decision making” and “decision-making modes regarding the 3 types of breast surgery.”

In “Stairs Climbing” (Figure 7), the left part shows the instructions and 24 questions related to “the factors that have an impact on the surgery-related decision-making process.” On the right side, there are 3 stairs with 3 characters, which represent the 3 types of breast cancer surgery. By choosing Strongly Agree, Agree, No Opinion, Disagree, and Strongly Disagree, the 3 characters change their hierarchical position on the stairs according to the user’s answer choices. Following this logic, the character that climbs to the top at the end of the questionnaire represents the surgery that seems to be preferred by the patient.

“Fruits of Hope” (Figure 8) is the second tool designed on the basis of the qualitative analysis of the interviews with postsurgery breast cancer patients. This tool was specifically based on the interview’s responses regarding the “decision-making modes of the 3 types of breast surgery.” Nine aspects of the surgical outcomes are applied as follows: personal feeling, recurrence rate, postoperative appearance, body balance, clothing choices, sex and intimacy, therapeutic category, clinic numbers, and economic considerations. There are fruits of different sizes and colors on a “Hope Tree” that reflect the consequences of the different surgeries. Users can choose different surgical outcomes by clicking on the pictures to pick the fruits. The fruits are then counted by color, and the result is shown at the end of the simulation. Users are told if the choice can meet their needs at the outcome level.

To avoid conflicts or confusion after using the tools, detailed instructions are provided, at the beginning of the process, during the process, and at the end of the simulation page. It is worth remembering that the main purpose of these 2 simulations is to assist patients in need of further information and to allow them to make well-informed decisions, rather than replacing entirely the decision-making process or making the decision for them. Furthermore, it is clearly stated that the results of the simulation only reflect an individual’s values and preferences. Patients are reminded that it is still necessary to consult with their surgeon before making a final decision.

Related Links

As the main purpose of this work is the creation of a decision-making aid website for patients with breast cancer, we have also collected a list of related local and foreign websites that will be able to help patients as reference points and allow them to make comparisons between options.

Local websites are as follows:
- Taiwan Breast Cancer Foundation
- Taiwan Breast Cancer Alliance
- Taichung Kainhuai Association
- Taipei warm Association
- Taiwan Breast Reconstruction Society
- Kaohsiung Heart to Hand Association
- Global Chinese Breast Cancer Organizations Alliance
- HER2 Club
- Breast Center of Taiwan Adventist Hospital

Foreign websites are as follows:
- Breast Cancer Care
- Breastcancer.org
- Bresdex
Figure 2. Website structure.
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Figure 3. Thematic map.
Figure 4. Tale of Breast Country.

Figure 5. Four examples of women’s voice.

Example 1

Is the tumor benign or malignant?

Example 2

Even though the shadow of death keeps coming to me in my dreams, the will to go on living still struggles in my heart.

Example 3

For myself and my family, it’s better to take a different path than sit back and doing nothing!

Example 4

Thanks to the support of my family and friends, I feel like I still have a brand new life after the surgery.
Figure 6. Cancer information treasure house.

This informative section about Treatment Options during the Early Stage Breast Cancer is available in two versions: Plain Text Version and Video Version. Choose your preferred option.

Figure 7. Stairs Climbing.

The Instruction of Stairs Climbing

The three staircases represent three different surgical methods: Lumpectomy, Mastectomy with or without reconstruction.

The three characters represented on the right will automatically climb up or down based on your answers. Finally, the character that climbs higher may represent a suitable breast surgery option in your case.
Figure 8. Fruits of Hope.

The right side of the Hope Tree shows the number of fruits you have picked. The larger the number of the fruits you pick, the more inclined you might be to its corresponding type of surgery.
Website Evaluation

To further evaluate the functioning and effectiveness of our website, 3 main approaches were used during the evaluation process. First, we performed internal assessments through regular team meetings. Second, we conducted several interviews with 3 individual patients and with focus groups consisting of 7 patients. We tested our website’s logics and functions with these former breast cancer patients about their experiences regarding the process of deciding the type of breast cancer surgery best suited for them. The clarification and verification took place in one medical center in Taipei City, from December 2014 through March 2015. Third, we formed a group consisting of 12 clinical staff members, namely surgeons, case managers, nurse specialists, and oncology radiologists. We then demonstrated our website and conducted individual and group consultations with this medical team. Table 2 lists the clinical staff partaking in this group.

Discussion

Principal Findings

Past studies in western literature have highlighted the importance of the principles of informed consent and patient autonomy; however, the medical literacy of patients, their preferences, as well as a close relationship (mutual communication and understanding) between patients with breast cancer and their surgeon, are often key challenges for women while making a meaningful decision regarding their impending breast surgical choice. Data analysis of the first encounter of patients with their surgeon has indicated the high level of reassurance patients obtain from the authority and expertise they see in the surgeon figure [24]. From a clinician’s point of view, this situation is of decisive importance to patients with breast cancer; however, we found that what the patients want and what the clinicians deem necessary in terms of the website content can often be conflicting. For instance, some clinicians believe that what a patient needs during decision making is medical knowledge as opposed to reading comics, while almost all participants in breast cancer support groups felt very touched after watching the Story of Shu-Jun because they can relate the animated comic to their own experiences. In addition, the question helped them express their current feelings, and the last comic topic “revival” made them feel calmer and full of hope when facing upcoming treatment. This work applies action research, which aims to bridge the gap between patients and clinicians and caters more toward the feelings and needs of a patient’s mind and body than previous approaches.

Studies have often demonstrated the positive effects of Web-based decision-making tools [25]. Considering this, our research is aimed to more closely identify with and assure patients during the dynamic relationship that is patient-doctor communications. During the process of developing the website, the requirement to balance patients’ needs and clinicians’ professional concerns became a problem that needed a solution. After conducting a thorough literature review and discussing the problem during the research meetings of the work groups, we finally came to an agreement regarding the actions needed. First, the team would closely collaborate with professionals in medical centers; this would allow the updating and releasing of medical information onto the website quickly to ensure consistency of the information. Second, the medical team would evaluate the website before referring it to patients. In parallel, we emphasized the fact that the site had an assisting role and it was not intended to replace the professional clinician’s assessment. Furthermore, we would continue to evaluate the effectiveness of the Web-based tool for women who are newly diagnosed breast cancer using experiences by designing more comprehensive quantitative and qualitative research to put in place subsequent relevant modifications and various promotional plans. This would continue the cycle of action research into the future based on any new results.

We consider that the decisions of patients regarding breast cancer surgery are affected by multiple factors, including the reliability of the information available, availability of information, patients’ emotional needs, the fact that clinical counseling time is limited, and the effect of patients’ culture on the process. Therefore, to meet the needs of early-stage breast cancer-related decision-making process, this study was designed to use a multifaceted approach.

Web-based breast cancer decision aids have become increasingly common in recent years [26-30]. The research design we used was an action research approach. The core ideas of applying action research involve practical reflection and real performance during the investigation process, critique liberation, building investigation strategies, and research innovation [31]. Compared with the development of medical information websites, in general, our Web-based breast cancer decision aid development process has been more systematic and sophisticated and has improved on previous sites primarily by learning about the patients’ perspectives and needs. To get closer to the experience of women, we primarily used qualitative interviews and content

---

Table 2. A list of clinical staff members who participated in the study.

<table>
<thead>
<tr>
<th>Office unit</th>
<th>Date of participation</th>
<th>Form of participation</th>
<th>Job title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical center</td>
<td>04/17/2015</td>
<td>Breast cancer multispecialty medical team joint discussion</td>
<td>3 Surgeons; 1 General surgery chief resident; 1 Radiation oncology physician; 2 Breast cancer case manager; 1 Radiologist; 1 Pathology physician</td>
</tr>
<tr>
<td>Medical center</td>
<td>08/2010-12/2014</td>
<td>Participated in research team meetings</td>
<td>1 Surgical nurse practitioner</td>
</tr>
<tr>
<td>Medical center</td>
<td>01/27/2015</td>
<td>Participated in the focus group</td>
<td>1 Surgical nurse practitioner</td>
</tr>
<tr>
<td>Medical center</td>
<td>10/19/2014</td>
<td>Participated in research team meeting</td>
<td>1 Breast cancer case manager</td>
</tr>
<tr>
<td>Regional hospital</td>
<td>07/15/2015</td>
<td>Individual consultation</td>
<td>1 Assistant of head of the surgical department</td>
</tr>
</tbody>
</table>

---
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This paper is focused on the construction part, and further detailed quantitative and qualitative studies on the website effectiveness will be the next step. As our search and analysis of the website are limited to a Chinese version, we are, therefore, unable to explore the advantages and disadvantages related to non-Chinese and non-English literature and websites. However, this study can serve as a significant foundation and reference point for anyone who is interested in the future in the planning, promotion, operation, and long-term management of similar websites.

Conclusions
This study aims to build up a dedicated decision-aid website with a good structure and useful content so that it can help women who are facing the dilemma of choosing the right breast cancer surgery for them. As the first surgery decision-making assistance website in Taiwan, the content of this site provides not only health care knowledge but also psychological healing functionality and decision-making simulation. Using the action research approach, we gathered breast cancer survivors, clinicians, nursing scholars, nursing students, information engineers, and computer graphics designers together. With their combined knowledge and expertise, this team managed effectively to shorten the distance between theory and practice. After a rigorous process of investigation, analysis, and testing, we have successfully completed the development of our surgery decision-making website for patients with breast cancer. Through testing of our website via the focus group and further interviews, we have concluded that this kind of work can indeed help patients with early-stage breast cancer make a more informed decision regarding the type of surgery they would prefer to undergo. We look forward to assisting patients with breast cancer in their decision-making process. We expect that this will increase the autonomy of these patients and improve communication with their clinicians.
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Abstract

Background: Currently, Australian children and adults are eating too much salt, increasing their risk of cardiovascular-related conditions. Web-based programs provide an avenue to engage the parents of primary schoolchildren in salt-specific messages, which may positively impact their own salt-related knowledge, attitudes, and behaviors (KABs).

Objective: This pilot study aimed to determine whether parents’ salt-related KABs improved following participation in the Digital Education to Limit Salt in the Home (DELISH) Web-based education program.

Methods: The DELISH program was a 5-week, home-delivered, Web-based intervention, with a pre- and posttest design, targeting schoolchildren aged 7 to 10 years and their parents. Parents received weekly Web-based educational newsletters and text messages and completed online pre- and postprogram surveys assessing salt-related KABs. Upon completion of the program, all parents were also invited to complete an online evaluation survey. Changes in KABs outcomes were assessed using McNemar tests and paired t tests.

Results: Of the 80 parents that commenced the program, 73 parents (mean age 41.0, SD 7.0 years; 86% (63/73) females) completed both pre- and postsurveys. Overall, mean score for salt-related knowledge improved (+3.6 [standard error (SE) 0.41] points), and mean behavior score also improved (+4.5 [SE 0.61] points), indicating a higher frequency of engaging in behaviors to reduce salt in the diet, and mean attitude score decreased (−0.7 [SE 0.19] points), representing lower importance of using salt to enhance the taste of food (all P<.001). Following participation, the proportion of parents aware of the daily salt intake recommendation increased from 40% (29/73) to 74% (54/73) (P<.001), and awareness of bread as the main source of salt increased from 58% (42/73) to 95% (69/73) (P<.001). The proportion of parents who agreed that salt should be used in cooking to enhance the flavor of food decreased from 30% (22/73) to 11% (8/73) (P=.002) and the proportion who agreed that sodium information displayed on food labels was difficult to understand decreased from 52% (38/73) to 32% (23/73) (P=.009). There was a reduction in the proportion of parents who reported adding salt during cooking (55% [40/73] vs 41% [30/73]; P=.03) and at the table (32% [23/73] vs 18% [13/73]; P=.002). Of the 16 parents who completed the evaluation survey, 75% (12/16) enjoyed the program, and all parents found the newsletters to be useful. Almost all parents (15/16, 94%) agreed that the DELISH program would be useful to other parents.

Conclusions: The improvement in salt-related KABs in the DELISH program indicates the potential for online technology, to disseminate simple salt reduction education messages to families with primary school-aged children. Future work should seek to improve the quality of data collected by including a larger sample size and a control group to integrate the program within the school setting to enable wider dissemination.

(J Med Internet Res 2019;21(2):e12234) doi:10.2196/12234
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Introduction
Salt intakes among Australian adults [1] and children [2] exceed recommendations, and this has deleterious implications on cardiovascular health. It is well established that high salt intakes raise blood pressure in adults, [3] and when salt intake is reduced, there is a significant reduction in blood pressure [4]. A similar effect has been observed in children, with higher salt intakes associated with higher blood pressure [5,6]. This is of concern as blood pressure tracks across the life course, with higher levels in childhood associated with higher levels in adolescence and adulthood [7,8].

The early years of life are a crucial time of rapid physical growth and the development of eating behaviors, which aid in laying strong foundations for future food preferences and eating patterns [9,10]. During this period, children acquire knowledge and experience about what, when, and how much to eat. Parents have a strong influence on their children’s eating behaviors through provision of food and modeling [9,11-13]. Moreover, parents’ level of nutrition-related knowledge and attitudes toward diet informs the quality of foods purchased, prepared, and made accessible to their children [14-16]. There is consistent evidence of a positive association between parent and child intakes of fat, fruits, and vegetables [17,18]. Targeting parents’ nutrition-related knowledge and attitudes to diet is likely to be an important means by which a child’s diet can be improved [17-19].

Recent national data indicates that in 2016-17, 97% of households with children aged under 15 years had access to the internet in Australia [20]. This widespread access provides an opportunity for the dissemination of nutrition-related information via online methods [21,22]. Recent Australian evidence suggests that parents are interested in participating in online healthy lifestyle programs and want information delivered via websites, smartphone apps, and text messages [23]. Furthermore, parents want online programs that are easy to use, engaging, practical, and directly involve their children [23].

Parents have previously been included in school-based salt reduction education programs [24,25]. These interventions have demonstrated some improvements in children’s knowledge regarding salt and health and food label reading [24,25]; however, these studies were conducted over 30 years ago. To date, there have been no Web-based family education programs specifically targeting salt reduction. Therefore, we developed and pilot tested the Digital Education to Limit Salt in the Home (DELISH) program, a 5-week, family-based salt-reduction education program targeting schoolchildren aged 7 to 10 years and their parents in the state of Victoria, Australia. The main outcomes relating to data collected from children in the DELISH program indicated positive changes in children’s salt-related knowledge, self-efficacy, and reported discretionary salt use behaviors; however, there was no change in children’s daily salt intake measured via 24-hour urinary sodium excretion [26].

In this study, we assessed changes in salt-related knowledge, attitudes, and behaviors (KABs) among the parents of primary schoolchildren who participated in the DELISH program.

Methods

Study Design
The DELISH study was a 5-week, home-delivered, Web-based salt reduction intervention targeting schoolchildren aged 7 to 10 years (grades 2-4) and their parents. This was a single-arm study with a pre- and posttest design. Full details of the methodology have been described elsewhere [27]. Ethics approval was granted by the Deakin University Human Research Ethics Committee (Project No. HEAG-H 37_2016) and the Department of Education and Early Childhood Development, Victoria State Government (Project No. HEAG-H 91/2015). Written informed consent from parents and assent from the child was obtained before participation in the program.

Inclusion Criteria
Parents with a child aged 7 to 10 years (grade 2-4) who attended a participating government primary school in the state of Victoria, Australia, were invited to participate in the study. Parents were required to have an email address to receive intervention materials, and their child was required to have access to a computer or an iPad with internet to view the child-specific intervention materials.

Recruitment of Study Participants
Children and their parents were recruited via primary schools. To conduct this, a Web-based school locator search engine was used to identify all schools (N=40) with enrollments for primary schoolchildren in the Greater Geelong area of Victoria. Following this, based on the school postcode and corresponding Index of Relative Socioeconomic Advantage and Disadvantage, schools were grouped into tertiles of socioeconomic status (SES) (ie, low, mid, and high). Schools were then randomly selected across tertiles of SES and invited to participate (n=38) [28]. Approximately 2 to 3 schools from each tertile were invited to participate in each round of invites sent out. The principal of each school was sent an email invitation to participate in the study, with a follow-up courtesy call reminder. Once the school principal accepted the invitation, school classroom teachers (grades 2-4) were provided with information about the study. An information session was held with children in grades 2 to 4, and study packs, including a plain language brochure and consent form for parents, were distributed. For logistical reasons related to data collection, we excluded schools that had a low level of interest from children (<9 returned consent forms).

Sample Size Calculations
The sample size was based on the primary outcome of a 20% reduction in dietary salt intake (1.2 g/day) in children postprogram participation, measured via 24-hour sodium excretion [27]. On the basis of this, it was estimated that 122
children and 122 parents (1 parent per child) would be recruited across 6 schools.

**Key Behavioral Messages**

Overall, 3 key behavioral messages were incorporated in the DELISH program:

1. **Stop** using the salt shaker at the table and during cooking.
2. **Switch** to lower salt foods by checking food labels (primarily focusing on breads, cereals, and cheese).
3. **Swap** processed salty foods (ie, processed meats, pizza, burgers, and savory sauces) for healthier alternatives.

The rationale for the behavioral messages and selection of targeted food groups has previously been described [27].

The program focused on constructs that have previously been shown to be related to dietary intake in children, such as self-efficacy [29], intentions (ie, goal setting) [30,31], reinforcements [32], and knowledge [33]. Strategies to address the intervention content were mapped to behavior change theory and cognitive theory constructs [34]. Behavior change techniques included in the intervention were selected based on the mode of delivery (ie, Web-based, with no face-to-face contact), techniques that had previously been used in effective interventions targeting children’s eating behaviors [35,36], as well as strategies that had previously been effective in reducing salt intakes. For example, in adults and children, effective strategies to reduce salt intake included providing education on reading sodium information included on food labels, cooking recipes with spices and herbs, information on selecting low-sodium foods when eating out, and goal setting [37-40].

**Parent Newsletters, Study Website, and Short Messaging Service Text Messages**

Weekly newsletters were available online, with access to newsletters via a hyperlink sent to parents’ email address, the study website, or via text messages (described below). The newsletters were available on the website for the duration of the study and could be downloaded in PDF format. Examples of some sections of the parent newsletters are shown in Figure 1, and the content of material delivered to parents is shown in Textbox 1. Educational material covered in each newsletter complemented the content delivered to the child for the relevant week of the program. Furthermore, parents were able to access extra resources (ie, video for reading food labels, supermarket cheat sheets to help find foods with less salt, and information on using herbs and spices) using the additional hyperlinks embedded within the newsletters. The content of the newsletters was reviewed by a dietitian and tested for language, layout, and graphics with 2 mothers of primary school–aged children.

Study resources for both children and parents were accessible via a password-protected study website during the intervention (Figure 1). The website was updated each week with relevant resources. The parents’ section contained access to weekly newsletters and additional resources such as the key messages of the program, information on how to read and interpret food labels, and healthy recipe ideas. Recipe resources including existing recipes from health agencies, such as the National Heart Foundation of Australia and World Action on Salt and Health, were used, and if necessary, instructions for modifying the recipe to reduce salt were provided.

Parents received 2 to 3 reminder SMS (short messaging service) text messages during each week of the intervention utilizing the Telstra Desktop Messaging service. These messages aimed to engage parents with education materials and provide information related to weekly key messages and goal setting. Example SMS messages included “Cutting down on salt, can help keep our blood pressure levels healthy and protect our hearts” and “Did you know? Bread, cereal and cheese account for 25% of salt children eat each day! Cut down on salt by checking the food label.”

**Web-Based Sessions for Children**

Each week, parents received an email with access to the corresponding Web-based session for their child/children. These sessions were designed using the e-learning software Articulate Storyline 2 (Articulate Global, Inc). A detective theme was selected for the storyline of the Web-based sessions and included comic strips, characters to introduce key concepts, activities and games, video content, and sound effects. Each detective case file targeted the key learning objectives related to the behavioral messages of the intervention and would have to be solved to be awarded a reward badge.
Figure 1. Digital Education to Limit Salt in the Home (DELISH) study website and example of parental newsletters.
**Textbox 1.** Content of material delivered to parents during the Digital Education to LImit Salt in the Home (DELISH) program.

<table>
<thead>
<tr>
<th>Week 1</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Newsletter key messages</strong></td>
<td></td>
</tr>
<tr>
<td>Health consequences of eating too much salt</td>
<td></td>
</tr>
<tr>
<td>Recommended daily salt intake</td>
<td></td>
</tr>
<tr>
<td>Difference between salt and sodium</td>
<td></td>
</tr>
<tr>
<td><strong>Plus</strong></td>
<td></td>
</tr>
<tr>
<td>3 × SMS text messages</td>
<td></td>
</tr>
<tr>
<td><strong>Week 2</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Newsletter key messages</strong></td>
<td></td>
</tr>
<tr>
<td>Stop using salt during cooking and at the table</td>
<td></td>
</tr>
<tr>
<td>Main sources of salt in the diet (and top 7 sources of salt in children’s diets)</td>
<td></td>
</tr>
<tr>
<td><strong>Plus</strong></td>
<td></td>
</tr>
<tr>
<td>3 × SMS text messages</td>
<td></td>
</tr>
<tr>
<td><strong>Extra resource</strong></td>
<td></td>
</tr>
<tr>
<td>Additional information sheet on various herbs and spices as flavoring for cooking</td>
<td></td>
</tr>
<tr>
<td><strong>Week 3</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Newsletter key messages</strong></td>
<td></td>
</tr>
<tr>
<td>How to read sodium information on food labels and select foods with lower sodium content</td>
<td></td>
</tr>
<tr>
<td>Choosing “reduced sodium” or “no added salt” foods</td>
<td></td>
</tr>
<tr>
<td>Specific sodium targets when selecting breads, cheese, and breakfast cereals</td>
<td></td>
</tr>
<tr>
<td><strong>Plus</strong></td>
<td></td>
</tr>
<tr>
<td>3 × SMS text messages</td>
<td></td>
</tr>
<tr>
<td><strong>Extra resource</strong></td>
<td></td>
</tr>
<tr>
<td>Video resource on how to read a food label (accessed via the study website or link on newsletter)</td>
<td></td>
</tr>
<tr>
<td><strong>Week 4</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Newsletter key messages</strong></td>
<td></td>
</tr>
<tr>
<td>Swap processed foods high in salt with healthier alternatives</td>
<td></td>
</tr>
<tr>
<td>Eat a variety of foods from the 5 food groups as per Australian Guide to Healthy Eating</td>
<td></td>
</tr>
<tr>
<td>Healthy lunch box and dinner swap ideas with lower salt content</td>
<td></td>
</tr>
<tr>
<td><strong>Plus</strong></td>
<td></td>
</tr>
<tr>
<td>3 × SMS text messages</td>
<td></td>
</tr>
<tr>
<td><strong>Week 5</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Newsletter key messages</strong></td>
<td></td>
</tr>
<tr>
<td>Key messages re-emphasized from past 4 weeks</td>
<td></td>
</tr>
<tr>
<td><strong>Plus</strong></td>
<td></td>
</tr>
<tr>
<td>3 × SMS text messages</td>
<td></td>
</tr>
</tbody>
</table>
Survey Instrument
An online questionnaire, containing 34 questions (preprogram) and 23 questions (postprogram), assessed salt-related KABs in parents (Multimedia Appendix 1). The same parent was asked to complete both pre- and postprogram surveys. Parents were instructed to report their unique assigned identification number at the start of both the pre- and postprogram surveys. Both surveys comprised identical salt-related KAB questions. However, in the postprogram survey, the demographic information was omitted, with the exception of 2 questions on parents’ date of birth and gender. This information was included as a safeguard to cross-check and match surveys in the event that parents incorrectly reported their identification number. Furthermore, it was used to cross-check whether the same parent completed the pre- and postprogram surveys. The survey questions were modeled on a previously validated salt survey [41] as well as those used in previous salt-related surveys [42-50]. The questionnaire was tested for readability by 5 parents of primary school–aged children of varying demographic backgrounds.

Test-Retest Reliability
The test-retest reliability of the questionnaire was assessed in a separate sample of 43 parents, mean age 41.3 (SD 5.1) years, 95% (41/43) female, and recruited via a Facebook advertisement and flyers. Out of the total 49 KAB items assessed, 8 items (8/49, 16%) showed no agreement/poor agreement (kappa≤0.20), 10 items (10/49, 21%) showed fair agreement (kappa=0.21-0.40), and 31 items (31/49, 63%) items showed moderate to perfect agreement (kappa=0.41-1.00; Multimedia Appendix 2). The instrument displayed good to excellent test-retest reliability for construct scores, intraclass correlation coefficients: knowledge .76, attitude .70, and behavior .84 (Multimedia Appendix 3).

Demographic Characteristics
Information on demographic characteristics (13 questions) was collected as well as self-reported height and weight, which was used to calculate the body mass index (BMI) and categorize participants into weight categories [51]. SES was based on educational attainment, defined as (1) low: some or no level of high school education, (2) mid: technical/trade certificate or diploma, and (3) high: university/tertiary qualification. Data were collected on the number and age range of children living in the household. Parents with more than 1 child aged less than 18 years could select more than 1 age category.

Knowledge Related to Salt Intake and Total Knowledge Score
Overall, 13 questions, consisting of 32 individual items, assessed parents’ salt-related knowledge. Of these, 11 questions assessed declarative knowledge asking about the relationship between salt and sodium, current salt intake recommendations, main sources of dietary salt, and health conditions associated with excess salt intake. In addition, 2 questions assessed procedural knowledge, which included interpreting sodium information across 3 food labels to select a bread and pasta sauce with the lowest salt content. Out of the 13 questions, 8 questions were in the form of multiple choice, 2 questions used 5-point Likert scales (“certainly wrong” to “certainly true” or “strongly disagree” to “strongly agree”), and 3 questions were closed-ended questions (“yes,” “no,” or “don’t know”). All correct responses for multiple-choice and closed-ended questions were scored as 1, whereas incorrect responses including “don’t know” or “not sure” were assigned a score of 0. To differentiate lack of knowledge from knowledge held with low levels of confidence, the first of the Likert scale questions was scored as a 2 for “certainly true,” 1 for “probably true,” and 0 for incorrect answers, including “not sure” and “don’t know” responses. Negative statements were reversed before scoring [41]. The second Likert scale question referred to parents’ knowledge about whether eating too much salt during childhood may have harmful effects on children’s health and was scored as a 1 for “strongly agree/agree” and 0 for all other responses. Individual items were summed to generate a total salt knowledge score ranging from 0 to 38, with higher scores indicative of a higher level of salt-related knowledge (Multimedia Appendix 1).

Attitudes Related to Salt Intake and Total Attitude Score
About the Importance of the Taste of Salt in Food
Overall, 4 questions, consisting of 6 individual items, addressed salt-related attitudes among parents. A multiple-choice question was used to assess parents’ perceptions of their own salt intake (ie, “I eat less salt than recommended,” “I eat the right amount of salt,” “I eat more salt than recommended,” or “I don’t know”), and a 6-point Likert scale was used for assessing parents’ perception of their child/children’s salt intakes (“far too much,” “too much,” “too little,” “just right,” “not sure,” or “not know”). Another question was related to the parents’ attitude toward the importance of their child/children consuming foods with lower amounts of salt, with responses measured on a 5-point Likert scale (“not important at all” to “very important”). On the last 5-point Likert scale (“strongly disagree” to “strongly agree”) question, parents were provided with 3 salt-related attitude statements regarding difficulty in interpreting sodium information on food labels, salt as a flavor enhancer, and taste of low-salt foods. For attitude questions, the response options were dichotomized such that the question with the response options “strongly agree/agree” were collapsed into 1 category, whereas “strongly disagree/disagree/neither agree nor disagree” were collapsed into another category. Similarly, the response options “very important/important” were collapsed into 1 category and “not important at all/not important/neither important nor unimportant” were collapsed into another category. An attitudes score was based on 2 items that assessed the addition of salt in food for taste [41]. Scores were assigned from 0 for “strongly disagree” to 4 for “strongly agree” [41,52]. Potential attitude scores were 0 to 8, with higher scores indicative of a stronger attitude about the importance of salt in food to enhance taste. No other attitude items were scored, as these questions did not reflect a common construct and used different scales for response options, rendering it nonsensical to include these questions in the total attitude score.

Behaviors Related to Salt Intake and Total Behavior Score
Overall, 4 questions, consisting of 11 individual items, addressed salt-related behaviors among parents—2 regarding discretionary salt use and 2 regarding salt reduction actions. The first question
asked parents about their frequency of 3 discretionary salt use behaviors (ie, adding salt at the table, adding salt during cooking, and placing a salt shaker on the table at meal times). The second question was related to the child’s use of salt at the table (parent proxy reported). Both questions used a 5-point Likert scale with responses ranging from “always” to “never.” A discretionary salt use score was made, based on the parents’ 3 discretionary salt use behaviors (eg, table salt, cooking salt, and salt shaker on the table). Responses were scored as 0 for “always” to 4 for “never,” and the total score ranged from 0 to 12; higher scores indicated lower frequency of discretionary salt use.

In addition, 1 question asked parents whether they had taken any action (currently on preprogram survey and in the past 5 weeks postprogram survey) to reduce the amount of salt their child/children eat. A score of 1 was assigned to “yes” and 0 to “no.” Those responding “yes” were provided with a free-form response option to specify the actions taken. The final question asked about the frequency of 6 specific actions taken (currently on preprogram survey and in the past 5 weeks on postprogram survey) to reduce salt intake at home. A total of 4 positive behaviors (eg, cook meals from scratch, use herbs and spices as flavoring for cooking, look at food labels to check salt/sodium content, and purchase foods labeled “low salt/reduced salt/sodium”) were scored with a 0 for “never,” 1 for “1 time/month,” 2 for “2 to 3 times/month,” 3 for “1 to 2 times/week,” 4 for “3 to 4 times/week,” 5 for “5 to 6 times/week,” and 6 for “1 time/day or more.” Scoring was reversed for the 2 negative statements (eg, provide your child/children with processed meats such as ham or salami for lunch and use ready-made sauces, marinades, or mixes [eg, pasta sauce] for cooking). For descriptive reporting, we summarized change as the proportion of parents who reported a positive, negative, or no change in their salt reduction–related behaviors (Multimedia Appendix 1). A subscore for salt reduction–related behaviors ranged from 0 to 37, with higher scores indicating more favorable changes to reduce salt in the diet. A total salt behavior score (discretionary salt use and salt reduction–related behavior) was created by combining the subscores for discretionary salt use and salt reduction–related behaviors, which ranged from 0 to 49. Higher scores indicated better adherence to targeted salt-related behaviors.

**Process Evaluation**

A number of process evaluation measures were used to determine the acceptability of the DELISH program among parents and their child/children. Metrics regarding the number of page views and visitors to the study website were collated, along with the number of views for each week’s online newsletter. At the completion of the program, all parents were invited via email (with 2 reminders) to complete an anonymous 13-question online evaluation survey. The survey assessed the acceptability of materials and any factors that might have hindered engagement in the program. The survey included a selection of Likert scale, closed-ended (“yes”, “no”, “maybe”, or “don’t know”), and open-ended questions (Multimedia Appendix 4).

**Data Analysis**

All data obtained from the questionnaires were analyzed using STATA SE (StataCorp LP) version 15.0. Descriptive statistics were performed for demographic variables with continuous (mean and SD or SE) and categorical variables (n and %). McNemar tests were performed to assess the change in proportion of parents’ KAB survey responses at preprogram and postprogram. Paired t tests were used to assess the change in mean KAB construct scores between pre- and postprogram. Cohen d was calculated to determine the effect size for the change in each construct score. The normality of the KAB scores was determined using histograms and was deemed normal. A value of P<.05 was considered statistically significant.

**Results**

**Demographic Characteristics**

From the 38 schools invited, 5 government primary schools from the Greater Geelong area of Victoria agreed to participate in the DELISH program (school response rate 13% [5/38]). One school was excluded because of a low level of interest from children (n=2) wishing to participate in the study. Across the 4 participating schools, 98 parents (response rate 12% [4/98]) agreed to participate. A total of 80 parents commenced the DELISH program and 73 parents completed both the pre- and postprogram surveys. Moreover, 2 parents were excluded as the same parent (ie, different date of birth and gender reported in pre- and postprogram surveys) did not complete pre- and postprogram KAB surveys, and 5 parents were excluded as they only completed the preprogram survey. The majority of parents were females, and the mean age of the sample was 41 (SD 7) years (Table 1). Parents were predominantly born in Australia and spoke English as their primary language. Over half of the parents were classified as either overweight or obese. Overall, there was a reasonable spread of socioeconomic backgrounds (Table 1).
Table 1. Demographic characteristics of parents participating in the Digital Education to LImit Salt in the Home (DELISH) program.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10 (14)</td>
</tr>
<tr>
<td>Female</td>
<td>63 (86)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>41.0 (7.0)</td>
</tr>
<tr>
<td>Country of birth (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>62 (85)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Other(^a)</td>
<td>9 (12)</td>
</tr>
<tr>
<td>Language spoken (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>71 (97)</td>
</tr>
<tr>
<td>Other(^b)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Socioeconomic status (SES)(^c) (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>High SES</td>
<td>31 (43)</td>
</tr>
<tr>
<td>Mid SES</td>
<td>22 (31)</td>
</tr>
<tr>
<td>Low SES</td>
<td>19 (26)</td>
</tr>
<tr>
<td>Body mass index (kg/m(^2)), mean (SD)</td>
<td>27.4 (6.6)</td>
</tr>
<tr>
<td>Weight category (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Healthy weight</td>
<td>27 (39)</td>
</tr>
<tr>
<td>Overweight</td>
<td>26 (37)</td>
</tr>
<tr>
<td>Obese</td>
<td>15 (21)</td>
</tr>
<tr>
<td>Main grocery shopper (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (77)</td>
</tr>
<tr>
<td>No</td>
<td>4 (5)</td>
</tr>
<tr>
<td>I share the responsibility</td>
<td>13 (18)</td>
</tr>
<tr>
<td>Main meal preparer (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>56 (77)</td>
</tr>
<tr>
<td>No</td>
<td>5 (7)</td>
</tr>
<tr>
<td>I share the responsibility</td>
<td>12 (16)</td>
</tr>
<tr>
<td>Number of children living in household (n=73), n (%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7 (10)</td>
</tr>
<tr>
<td>2</td>
<td>38 (52)</td>
</tr>
<tr>
<td>3</td>
<td>19 (19)</td>
</tr>
<tr>
<td>4</td>
<td>7 (10)</td>
</tr>
<tr>
<td>5 or more</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Number of children in age groups(^f) (n=102), n (%)</td>
<td></td>
</tr>
<tr>
<td>0 to 1 years</td>
<td>4 (3.9)</td>
</tr>
<tr>
<td>2 to 4 years</td>
<td>11 (10.8)</td>
</tr>
<tr>
<td>5 to 12 years</td>
<td>72 (70.6)</td>
</tr>
<tr>
<td>13 to 17 years</td>
<td>14 (13.7)</td>
</tr>
<tr>
<td>Over 18 years</td>
<td>1 (1.0)</td>
</tr>
</tbody>
</table>
### Characteristics

<table>
<thead>
<tr>
<th>Diagnosed with cardiovascular related condition (n=73), n (%)</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>10 (14)</td>
</tr>
<tr>
<td>No</td>
<td>63 (86)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reported conditions included (n=10), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke</td>
</tr>
<tr>
<td>High blood pressure</td>
</tr>
<tr>
<td>Other(^g)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Taking medication to control high blood pressure(^b) (n=7), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

\(^a\) Includes United Kingdom, Italy, Greece, China, Vietnam, Lebanon, and others, which include Fiji, Germany, Spain, and United States of America.

\(^b\) Includes Italian, Greek, Cantonese, Mandarin, Arabic, Vietnamese, German, Spanish, Tagalog, and others, which includes Punjabi and Thari.

\(^c\) SES: socioeconomic status.

\(^d\) SES based on level of education; n=72 as 1 parent responded “prefer not to answer” in the level of education question.

\(^e\) n=70 as 2 parents responded “I don’t know” to the height question, and 1 parent responded “I don’t know” to the weight question.

\(^f\) n=102 as parents could select more than 1 age category.

\(^g\) This was a free-form option, and responses included left ventricular noncompaction and high blood pressure during pregnancy.

\(^h\) Question only presented to those that reported being diagnosed with high blood pressure, that is, n=7.

### Table 2. Change in mean salt-related knowledge, attitudes, and behaviors scores pre- and postprogram (n=73).

<table>
<thead>
<tr>
<th>Construct score</th>
<th>Preprogram, mean (SE(^a))</th>
<th>Postprogram, mean (SE)</th>
<th>Change(^b), mean (SE)</th>
<th>(P) value(^c)</th>
<th>Effect size (Cohen (d))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>24.6 (0.52)</td>
<td>28.2 (0.50)</td>
<td>+3.6 (0.41)</td>
<td>&lt;.001</td>
<td>1.02</td>
</tr>
<tr>
<td>Attitude</td>
<td>3.2 (0.19)</td>
<td>2.5 (0.17)</td>
<td>-0.7 (0.19)</td>
<td>&lt;.001</td>
<td>0.44</td>
</tr>
<tr>
<td>Behavior</td>
<td>30.2 (0.62)</td>
<td>34.7 (0.71)</td>
<td>+4.5 (0.61)</td>
<td>&lt;.001</td>
<td>0.87</td>
</tr>
<tr>
<td>Discretionary salt use behavior(^d)</td>
<td>8.04 (0.31)</td>
<td>9.19 (0.24)</td>
<td>+1.1 (0.21)</td>
<td>&lt;.001</td>
<td>0.65</td>
</tr>
<tr>
<td>Salt reduction-related behavior</td>
<td>18.9 (0.49)</td>
<td>22.0 (0.59)</td>
<td>+3.1 (0.48)</td>
<td>&lt;.001</td>
<td>0.76</td>
</tr>
</tbody>
</table>

\(^a\) SE: standard error.

\(^b\) Change assessed via paired \(t\) test.

\(^c\) Italicized values represent significance at \(P\)<.05.

\(^d\) Includes parents’ reported use of table salt, cooking salt, and salt shaker placed on table.

### Salt-Related Knowledge, Attitudes, and Behaviors

After participation in the DELISH program, parents’ mean scores for salt-related knowledge and behaviors (both discretionary salt use and salt reduction–related behaviors) significantly increased, indicating improvements in knowledge and adherence to targeted salt reduction behaviors. Conversely, mean attitude score significantly decreased, representing lower importance of using salt to enhance the taste of food (Table 2).

In regards to individual knowledge items, after participating in the program, the proportion of parents responding correctly improved in some items (10/32), whereas all other knowledge items remained unchanged (Table 3). For example, the proportion of parents aware of the dietary recommendations for salt in children and adults increased after participating in the program, but there was no change in the proportion of parents aware that excess salt intakes damage health overall and damages children’s health. Parents’ awareness of the link between excess salt intakes and high blood pressure was high at baseline (93%, [68/73]) and did not significantly change post intervention. However, there was an improvement in the proportion of parents aware of the link between excess salt intakes and kidney disease, heart disease/attack, stroke, and stomach cancer. With the exception of ham and cheddar cheese, there were no changes in the proportion of parents who correctly identified foods with added salt. However, a greater proportion of parents were aware of the misconception that sea salt is better than table salt (Table 3). Post intervention, there was no change in the proportion of parents aware of most common salt-related misconceptions such as drinking more water neutralizes salt in the diet and reducing salt causes leg cramps; however, a greater proportion of parents were aware of the misconception that sea salt is better than table salt (Table 3).
<table>
<thead>
<tr>
<th>Knowledge questions</th>
<th>Preprogram corrects, n (%)</th>
<th>Postprogram corrects, n (%)</th>
<th>P value(^{b,c})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationship between salt and sodium: salt contains sodium</td>
<td>28 (38)</td>
<td>32 (44)</td>
<td>.37</td>
</tr>
<tr>
<td>How much salt do Australians eat: far too much/too much</td>
<td>65 (89)</td>
<td>71 (97)</td>
<td>.07</td>
</tr>
<tr>
<td>Main source of salt in the Australian diet: salt from processed foods</td>
<td>69 (95)</td>
<td>70 (96)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Daily salt intake recommendation: 5 g/day</td>
<td>29 (40)</td>
<td>54 (74)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eating too much salt could damage your health: correct response is yes</td>
<td>69 (95)</td>
<td>72 (99)</td>
<td>.37</td>
</tr>
<tr>
<td>Link between excess salt intake and blood pressure: correct response is yes</td>
<td>68 (93)</td>
<td>72 (99)</td>
<td>.22</td>
</tr>
<tr>
<td>Link between excess salt intake and kidney disease: correct response is yes</td>
<td>49 (67)</td>
<td>60 (82)</td>
<td>.02</td>
</tr>
<tr>
<td>Link between excess salt intake and heart disease/heart attack: correct response is yes</td>
<td>66 (90)</td>
<td>73 (100)</td>
<td>.02</td>
</tr>
<tr>
<td>Link between excess salt intake and stroke: correct response is yes</td>
<td>52 (71)</td>
<td>40 (96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Link between excess salt intake and stomach cancer: correct response is yes</td>
<td>24 (33)</td>
<td>38 (52)</td>
<td>.006</td>
</tr>
<tr>
<td>Sea salt is better than table salt: correct response is probably wrong/certainly wrong</td>
<td>20 (27)</td>
<td>35 (48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fast foods are high in salt: correct response is probably true/certainly true</td>
<td>70 (96)</td>
<td>73 (100)</td>
<td>.25</td>
</tr>
<tr>
<td>Cutting down on salt causes leg cramps: correct response is probably wrong/certainly wrong</td>
<td>42 (58)</td>
<td>44 (60)</td>
<td>.66</td>
</tr>
<tr>
<td>Salt is naturally present in fresh food: correct response is probably true/certainly true</td>
<td>36 (49)</td>
<td>45 (62)</td>
<td>.07</td>
</tr>
<tr>
<td>Drinking more water can neutralize salt in the diet: correct response is probably wrong/certainly wrong</td>
<td>29 (40)</td>
<td>35 (48)</td>
<td>.24</td>
</tr>
<tr>
<td>Bread is one of the main sources of salt in Australians' diets: correct response is probably true/certainly true</td>
<td>42 (58)</td>
<td>69 (95)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Identify foods with added salt

<table>
<thead>
<tr>
<th></th>
<th>Preprogram corrects, n (%)</th>
<th>Postprogram corrects, n (%)</th>
<th>P value(^{b,c})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ham (Yes)</td>
<td>64 (88)</td>
<td>71 (97)</td>
<td>.04</td>
</tr>
<tr>
<td>Tomato sauce (Yes)</td>
<td>71 (97)</td>
<td>73 (100)</td>
<td>.50</td>
</tr>
<tr>
<td>White rice (boiled; No)</td>
<td>54 (74)</td>
<td>51 (70)</td>
<td>.63</td>
</tr>
<tr>
<td>Beef steak (No)</td>
<td>52 (71)</td>
<td>57 (78)</td>
<td>.18</td>
</tr>
<tr>
<td>Mixed fresh vegetables (No)</td>
<td>66 (90)</td>
<td>64 (88)</td>
<td>.75</td>
</tr>
<tr>
<td>Bread (Yes)</td>
<td>72 (99)</td>
<td>73 (100)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Sausages (Yes)</td>
<td>69 (95)</td>
<td>71 (97)</td>
<td>.50</td>
</tr>
<tr>
<td>Corn flakes (Yes)</td>
<td>58 (79)</td>
<td>62 (85)</td>
<td>.39</td>
</tr>
<tr>
<td>Cheddar cheese (Yes)</td>
<td>57 (78)</td>
<td>71 (97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sausage roll (Yes)</td>
<td>71 (97)</td>
<td>72 (99)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Yoghurt (No)</td>
<td>45 (62)</td>
<td>42 (58)</td>
<td>.65</td>
</tr>
<tr>
<td>Correctly choose the lowest bread sodium content</td>
<td>53 (73)</td>
<td>59 (81)</td>
<td>.24</td>
</tr>
</tbody>
</table>
Appendix 5.

Comparatively, fewer parents reported positive changes for the child/children with processed meats for lunch (Table 5).

Following the intervention, there were 3 salt reduction–related behaviors for which about half of the parents reported making a positive behavior change, these included checking food labels for salt/sodium content, purchasing foods labeled “no added salt,” “salt reduced,” or “reduced sodium,” and providing their child/children with processed meats for lunch (Table 5).

Correct responses to the knowledge items are provided after each of the italicized statements.

With regard to individual attitude items, post program, parents were less likely to agree that salt should be used in cooking to enhance the flavor of food (30% [22/73] pre- and 11% [8/73] postprogram; P=.002); however, no change was observed in the proportion who agreed with the statement that in general, low-salt food tastes bad (12% [9/73] pre- and 10% [7/73] postprogram; P=.75). A lower proportion of parents agreed that sodium information displayed on food labels is difficult to understand (52% [38/73] pre- and 32% [23/73] postprogram; P=.009). However, there was no change in the proportion of parents who reported that it is important for their child/children to consume foods with lower amounts of salt (81% [59/73] pre- and 88% [64/73] postprogram; P=.27).

After participation in the program, parents were less likely to report engaging in all 4 discretionary salt use behaviors assessed (ie, parent adding salt to the food at the table and during cooking, placing a salt shaker on the table, and child adding salt to food at the table; Table 4). After the program, more parents reported that they were taking action to reduce the amount of salt their child/children consumed (55% [40/73] pre- and 85% [62/73] postprogram; P<.001). The specific actions taken to reduce salt consumption were similar at both time points, with the most commonly reported actions including purchasing low-salt products, not adding salt during cooking and to food at the table, checking sodium content on food labels, cooking with fresh ingredients, providing fresh fruits and vegetables as an alternative to salty snacks, and limiting processed food.

Parent Educational Material Metrics

In week 1, there was a total of 75 views for the first parent newsletter. There was a slight decline in total views for week 2 (67 views) and a further decline by week 3 (31 views). In week 2, an additional information sheet was made available to parents, which highlighted the use of various herbs and spices as flavoring for cooking. This sheet was viewed 8 times. In week 4, the total views increased to 55 views and then declined to 35 views for the final week 5 newsletter, which provided the overall key messages from the DELISH program. The DELISH website had a total of 120 page views in week 1, 87 in week 2, 48 in week 3, 34 in week 4, and 8 in week 5.

Postprogram Evaluation Survey

A total of 16 parents (response rate 22%) completed the postprogram evaluation survey. Overall, the majority (75%, 12/16) of parents reported that they enjoyed the program. Just over one-third (37%, 6/16) of parents reported viewing all 5 newsletters. All parents (n=16) reported that the information presented in the weekly newsletters was useful. The majority (88%, 14/16) of parents reported that the right number of text messages were sent throughout the duration of the program, and most (94%, 15/16) agreed that the text messages were helpful in prompting them to the information materials. Moreover, 44% (7/16) of parents reported visiting the website once a week throughout the program and 69% (11/16) of parents reported finding the information included on the website to be useful. The majority (88%, 14/16) of parents agreed that the education materials included in the program helped to reduce the amount of salt their children consumed. Overall, 81% of parents (13/16) agreed that the time required to complete the weekly activities was manageable and appropriate. Almost all parents (94%, 15/16) agreed that the DELISH education program would be useful to other parents and 69% (11/16) reported that they would recommend the DELISH program to others. A total of 44% of parents (7/16) reported that a barrier prevented them from viewing the weekly online education materials, with the most commonly reported barrier being time pressures. With regard to aspects of the program that parents liked, the most commonly reported was the engaging format for children (fun for children).
Table 4. Discretionary salt use reported by parents pre- and post Digital Education to Limit Salt in the Home (DELISH) program participation (n=73).

<table>
<thead>
<tr>
<th>Behaviors</th>
<th>Always/usually/sometimes, n (%)</th>
<th>Preprogram</th>
<th>Postprogram</th>
<th>P value&lt;sup&gt;a,b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>How often do you add salt to food at the table?</td>
<td>23 (32)</td>
<td>13 (18)</td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>How often do you add salt to food during cooking?</td>
<td>40 (55)</td>
<td>30 (41)</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>How often do you place a salt shaker on the table at meal times?</td>
<td>26 (36)</td>
<td>14 (19)</td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>How often does your child/children add salt to their meal at the table?</td>
<td>14 (19)</td>
<td>5 (7)</td>
<td></td>
<td>.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>McNemar test.

<sup>b</sup>Italicized values represent significance at P<.05.

Table 5. Proportion of parents reporting positive, negative, or no change in their salt reduction–related behaviors following participation in the Digital Education to Limit Salt in the Home (DELISH) program (n=73).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide your child/children with processed meats such as ham or salami for lunch</td>
<td></td>
</tr>
<tr>
<td>Positive change in behavior post program</td>
<td>33 (45)</td>
</tr>
<tr>
<td>Negative change in behavior post program</td>
<td>13 (18)</td>
</tr>
<tr>
<td>No change in behavior post program</td>
<td>27 (37)</td>
</tr>
<tr>
<td>Cook meals from scratch with fresh ingredients</td>
<td></td>
</tr>
<tr>
<td>Positive change in behavior post program</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Negative change in behavior post program</td>
<td>12 (16)</td>
</tr>
<tr>
<td>No change in behavior post program</td>
<td>47 (64)</td>
</tr>
<tr>
<td>Use herbs and spices as flavoring for cooking</td>
<td></td>
</tr>
<tr>
<td>Positive change in behavior post program</td>
<td>18 (25)</td>
</tr>
<tr>
<td>Negative change in behavior post program</td>
<td>17 (23)</td>
</tr>
<tr>
<td>No change in behavior post program</td>
<td>38 (52)</td>
</tr>
<tr>
<td>Use ready-made sauces, marinades, or mixes (eg, pasta sauce) for cooking</td>
<td></td>
</tr>
<tr>
<td>Positive change in behavior post program</td>
<td>23 (32)</td>
</tr>
<tr>
<td>Negative change in behavior post program</td>
<td>12 (16)</td>
</tr>
<tr>
<td>No change in behavior post program</td>
<td>38 (52)</td>
</tr>
<tr>
<td>Look at a food label to check the salt/sodium content of a food item</td>
<td></td>
</tr>
<tr>
<td>Positive change in behavior post program</td>
<td>39 (53)</td>
</tr>
<tr>
<td>Negative change in behavior post program</td>
<td>5 (7)</td>
</tr>
<tr>
<td>No change in behavior post program</td>
<td>29 (40)</td>
</tr>
<tr>
<td>Purchase foods labeled “no added salt,” “salt reduced,” or “reduced sodium”</td>
<td></td>
</tr>
<tr>
<td>Positive change in behavior post program</td>
<td>38 (52)</td>
</tr>
<tr>
<td>Negative change in behavior post program</td>
<td>17 (23)</td>
</tr>
<tr>
<td>No change in behavior post program</td>
<td>18 (25)</td>
</tr>
</tbody>
</table>

<sup>a</sup>For positive behaviors, a positive change was defined as parents moving from engaging in a less frequent category preprogram to engaging in a more frequent category postprogram for a particular salt reduction–related behavior (or from a more frequent preprogram to a less frequent category post program for negative behaviors). For positive behaviors, a negative change was defined as parents moving from engaging in a more frequent category preprogram to engaging in a less frequent category post program for a particular salt reduction–related behavior (or from a less frequent preprogram to a more frequent category post program for negative behaviors).
Discussion

Summary of Key Findings and Comparison With Previous Literature

Participation in the DELISH Web-based salt reduction education program resulted in an improvement in salt-related knowledge, attitudes, and self-reported behaviors among parents. Furthermore, parents reported that they found the content and the method of delivery of the program to be useful in helping to reduce salt at home with support of the usefulness of such a program to other families.

Post DELISH program participation, parents specifically showed an improvement in the knowledge of daily salt intake recommendation, both for adults as well as children and the links between excess salt intake and heart disease/attack, stroke, kidney disease, and stomach cancer, with the latter 2 in general being less well-known conditions [53-56]. Similarly, participation in the program resulted in an increased proportion of parents who knew that bread is one of the main sources of salt as well as the number of parents who knew that ham and cheddar cheese contained added salt. Both foods were key target foods covered in the program.

Although overall mean salt-related knowledge score improved, there were a number of individual knowledge items that did not change post program participation, reasons for which might be two-fold. First, 2 questions related to misconceptions about salt, which showed no change (ie, reducing salt causes leg cramps and drinking more water can neutralize salt) were taken from a previously validated salt knowledge questionnaire [41]. These areas were not covered within the DELISH education materials. Second, baseline knowledge was high (>80% correct) for a number of items, for example, processed foods being the main source of salt in the diet, high intake of salt among Australians, and link between excess salt and adverse health. Similarly, preprogram, a high proportion of parents (approximately 80% or more) could already identify some foods with added salt such as tomato sauce, bread, sausages, corn flakes, and sausage rolls, and most were able to use the sodium information displayed on nutrition information panels to correctly choose a lower salt bread and pasta sauce. With regard to the findings related to use of nutrition information panels to select lower salt bread/pasta sauce, the poor test-retest reliability of these questions should also be considered when interpreting these findings. It appears that these questions may not have been challenging enough for parents to answer, and future studies utilizing this survey should consider revising these questions. Other studies have reported that much lower proportions of consumers are able to use sodium information on food labels to select lower salt options. A study by Grimes et al (n=474) found that less than half (42%) of Victorian consumers, aged 18 to 65 years, accurately used the nutrition information panel to rank 3 types of bread from lowest to highest salt content [46], whereas in a qualitative study involving 16 adult grocery shoppers, no participant had the background knowledge required to interpret information about salt on existing food labels, with most (10/16) only able to recognize that salt content was labeled as sodium [57]. Although our study showed no change in parents’ ability to read food labels to choose lower salt foods, we did find that postprogram significantly fewer parents reported difficulty in understanding the sodium information displayed on food labels (52% pre- and 32% postprogram). This is further reflected in the proportion of parents who reported making a positive change in relation to specific salt reduction–related behaviors, whereby over half of the parents reported checking food labels for salt/sodium content and purchasing foods labeled “no added salt,” “salt reduced,” or “reduced sodium” compared with before the program.

After participation in the DELISH program, mean attitude score related to importance of salt in food for taste decreased, and it appears that the individual attitude item, which was the main driver of this, was the reduction in the proportion of parents agreeing that salt should be used in cooking to enhance the flavor of food. This may be a result of the education materials delivered to parents during the program to equip them with skills about using herbs and spices as alternatives to adding salt to flavor their food. There was no change in the proportion of parents who agreed that in general, low-salt food tastes bad, and the level of agreement for this attitude item was already low (approximately 12% agreement) at the start of the program. Previous studies have shown that Australian adults’ perception about the importance of the taste of salt in foods is positively associated with their discretionary salt use behaviors [52]. Modifying parents’ perception about the importance of the taste of salt in foods may be a potential means of inducing changes in salt use behaviors, which in turn might lead to the acceptance and preference of lower salt products [58,59]. With regard to the other attitude item, there was no change in parents’ attitude toward their child consuming foods with lower amounts of salt; however, this proportion was already high (81%) at the start of the program and is perhaps not unexpected, given their agreement to participate in a salt reduction education program. In our previous findings in a larger sample of parents (n=837), a similar proportion of parents (70%) reported that limiting the amount of salt their child eats is important [60].

Parents showed an improvement in all discretionary salt-related behaviors post DELISH program, including reporting lower salt use at the table by their child/children postprogram. Although discretionary salt use is not the main source of salt in the Australian diet (accounting for 10%-15% of salt consumed [61,62]), this improvement highlights adherence to one of the program’s key behavioral messages (ie, stop using the salt shaker on the table and during cooking). Avoiding adding salt during cooking and at the table were some of the more commonly reported actions taken by parents to help reduce salt use at home. Our findings are, therefore, indicative of the positive impact of educational messages on improving salt-related behaviors among families and are similar to a home-based salt reduction education program conducted in Finland [25]. In this Finnish study of 58 parents and their 13 year old children (n=58), 78% of parents reported reducing salt added to food prepared at home after a 5-hour course on reducing salt intake by changing food habits [25].

Despite the positive changes in reported discretionary salt use and salt reduction–related behaviors in parents, we have previously reported that there was no change in the amount of
salt children consumed post program as determined by 24-hour urinary sodium excretion [26]. Dietary salt reduction through behavior change alone may be difficult given that salt is ubiquitous in the food supply [63]. Therefore, a multifaceted salt reduction strategy, which includes regulatory or structural strategies that drive food reformulation and education strategies to improve nutrition labeling on packaged foods is needed to support parents in making better choices for their family [64]. The complexity of salt reduction has been highlighted in a pilot study by Lofthouse et al, which assessed the feasibility of adhering to a low sodium diet in 11 healthy adults who received nutritional counseling and support for the 4-week study [65]. Participants completed a 24-hour urine collection at baseline and follow-up, and although mean sodium intake reduced over the 4-week period, results from semistructured interviews with participants revealed that following a low-salt diet required extensive changes to the types of foods purchased and prepared [65]. In addition, the lack of control of the sodium content of foods consumed outside the home, the complexity and time consumption of deciphering sodium information of food labels, and identifying low-salt snacks, were some barriers to adherence [65]. Therefore, although salt reduction is feasible, substantial commitment and changes to both eating behaviors and to the food environment are required.

Limitations

Limitations of this study included the small sample size and recruitment of participants only from Geelong, a regional city in the state of Victoria, Australia. We also acknowledge the low (12%) response rate of overall parent participation in the program. Similarly, the low response rate (22%) of the postprogram evaluation survey should be interpreted with caution as it is possible that this survey might have been completed by those parents who were more engaged with the program. These limitations, coupled with an over-representation of females and those from high socioeconomic backgrounds, indicates that our findings cannot be generalized to the wider population. Self-reported behaviors by parents may also be susceptible to social desirability bias. Although the DELISH program was shown to be a feasible platform for the delivery of simple, salt reduction messages, a lack of control group means no causality between the intervention and KAB outcomes can be inferred. It is possible that other external environmental factors may have contributed to the improvement in salt-related KABs. Furthermore, participants in this study may have been more responsive to being educated about salt as they had completed the preprogram KABs survey, possibly priming them to behavior change. However, as this was a pilot study, we recommend that this study is replicated in the future to include a control group to improve the quality of data collected as well as the conclusions made about the effectiveness of such a program. A strength of the study was the use of a questionnaire developed for the intervention, which was based on a previously validated salt knowledge questionnaire. On the basis of the test-retest reliability of the questionnaire used in this study, those items that showed poor agreement (the link between salt and health in general and in children, awareness that fast foods are high in salt, identifying food items with added salt such as tomato sauce and without such as uncooked beef steak, comparing sodium information on food labels to choose a bread and pasta sauce with the lowest salt content, and awareness of the recommended sodium content of bread) should be interpreted with caution. These items may need to be revised if they are to be used in future surveys. However, 31 out of the total 49 items (63%) items showed moderate to perfect agreement and importantly, the instrument displayed overallgood to excellent test-retest reliability for the KAB construct scores.

Conclusions

This study has shown that a home-delivered, Web-based education program delivered to parents of primary schoolchildren may improve salt-related KABs of these parents. In this program, parents were provided with simple resources to help them, and their children, to make positive salt-related changes in the home environment. This was the first study to develop and pilot test the feasibility of using online technology as a potential platform to disseminate simple salt reduction education messages to families with primary school–age children. Future work should explore opportunities to replicate this study with a control group and to integrate the program within the school setting for wider dissemination and to determine whether changes in salt-related knowledge, attitudes, and behaviors among parents can be sustained in the long term.
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Abstract

Background: Patient portals are increasingly accepted as part of standard medical care. However, to date, most patient portals provide just passive access to medical data. The use of modern technology such as smartphones and data personalization algorithms offers the potential to make patient portals more person-centered and enabling.

Objective: The aim of this study is to share our experience in designing and developing a person-centered patient portal following a participatory stakeholder co-design approach.

Methods: Our stakeholder co-design approach comprised 6 core elements: (1) equal coleadership, including a cancer patient on treatment; (2) patient preference determination; (3) security, governance, and legal input; (4) continuous user evaluation and feedback; (5) continuous staff input; and (6) end-user testing. We incorporated person-centeredness by recognizing that patients should decide for themselves their level of medical data access, all medical data should be contextualized with explanatory content, and patient educational material should be personalized and timely.

Results: Using stakeholder co-design, we built, and are currently pilot-testing, a person-centered patient portal smartphone app called Opal.

Conclusions: Inclusion of all stakeholders in the design and development of patient-facing software can help ensure that the necessary elements of person-centeredness, clinician acceptability, and informatics feasibility are achieved.

(J Med Internet Res 2019;21(2):e11371) doi:10.2196/11371
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Introduction

Context

A patient portal, in its most basic form, is a secure extension of a health care institution’s electronic medical record (EMR) that is accessible to patients [1,2]. It provides patients with access to some or all of their personal health information (PHI) within the EMR. Patient portals are generally positively reviewed by patients and clinicians and have been associated with improved patient engagement, patient empowerment, and patient satisfaction [3-11].

The argument for sharing PHI with patients via a patient portal is clear. However, the best way to do so is not obvious [12,13]. According to Prey et al [14], similar barriers to enabling patient access to clinical data are encountered throughout the world, highlighting the importance of reporting strategies used for patient portal design, development, and adoption. Despite this, few reports describing how patient portals were designed and developed and few detailed evaluations of their usability are available in the literature to provide guidance for creating new software.

Furthermore, in the present era of mobile devices and using more advanced computing technologies, patient portals can offer much more than just passive sharing of PHI with patients via the Web [15]. They can provide personalized educational material that explains the PHI, the patient’s condition, and treatment options; waiting room tools such as mobile check-in with call-in for appointments and waiting time estimates; communication tools such as patient-reported outcome (PRO) questionnaires and secure patient-clinician messaging; and other assisting functionalities on a variety of devices, including smartphones. As such advanced patient portals account for the fact that patients (care recipients) are people with complex needs that extend beyond just the immediate delivery of care, and as described in Rigby et al [15], they help equalize the patient-clinician knowledge balance by incorporating the patient as an equal member of their own care team, we will refer to them as person-centered patient portals. Person-centered needs include the ability to plan ahead and know one’s position in a waiting list, to feel in control of one’s own care, to understand one’s treatment options, and to share in all decision making about one’s care.

With all of the above in mind, this paper describes the approach we used to design and develop a person-centered patient portal, which we call participatory stakeholder co-design, involving patients and health care providers. The resulting patient portal, called Opal [16] represents a real-world example of a patient-facing electronic health (eHealth) project that was designed and built from scratch within the health care system. Opal supports personalized information, including PHI with appropriate explanations, appointment schedules with appointment-specific advice, mobile appointment check-in and call-in functionality, questionnaires, educational material automatically tailored to health condition and treatment plan, and an autonomous module specific to an institution’s patients’ committee. In our estimation, the success of the Opal project to date is due in large part to our participatory stakeholder co-design approach. Success in this context is measured in terms of the project’s ability to go from conception through design and development to use by patients in a pilot release, having navigated and survived the various legal, logistical, and cultural hurdles thrown up by the health care system.

Background

As is the case for most health care technology, the development of a person-centered patient portal is complex, involving many stakeholders and numerous organizational layers that each may determine the success or failure of the initiative [15,17-19]. Numerous authors have pointed out the importance of employing user participatory design in software development [20-22], including eHealth projects [23-28] such as patient portals [29-32]. Indeed, according to a frequently cited report by the Standish Group International [33], user involvement in the design process is the number one reason why software projects succeed or, conversely, the lack thereof is the main reason why projects fail.

In the case of design of a person-centered patient portal, as was the aim of this study, the patient is the user, and patient involvement brings the design process into the realm of patient co-design, which itself is increasingly recognized as an integral component of sustainable quality improvement in health care [34-36].

Patient co-design is often confused and conflated with patient-centered design and person-centered design. However, these 3 concepts have distinctly different meanings [34,37,38], and it is worth stressing the difference between them. In co-design, patients help identify the process or project that needs to be designed (or redesigned) based on their personal experience, and they codrive the effort in partnership with the clinical team. In effect, as we learned from the presently described project, the effort is really participatory stakeholder co-design, our preferred term, since both patients and clinicians are equal stakeholders in the final result and they actively participate in all aspects of the design process. In patient-centered design, the design team strives to ensure that the needs of the patient are centermost. However, the project being designed may or may not have been identified by patients, and the design process may or may not involve actual patients. Similarly, in person-centered design, the design team works to ensure that the needs of the patient, as a whole person and an equal partner in their care [37], rather than simply a passive recipient, are foremost. Again, however, the design process may be person-centered without having the patient in the room and fully involved in the project. The design process is only participatory stakeholder co-design if all stakeholders are fully and equally involved.

In the context of a person-centered patient portal, stakeholder co-design ensures that the necessary elements of person-centeredness, clinician acceptability, and informatics feasibility are accounted for, with each element being necessary for the ultimate success of the portal.

As described in this paper, we believe that the uniqueness of the Opal patient portal is that it was designed from the ground up via a co-design approach.
up, in a noncommercial environment, to be person-centered using a participatory stakeholder co-design approach.

Setting
Our center, the Cedars Cancer Centre, is a new comprehensive cancer center within the McGill University Health Centre (MUHC), a large academic teaching hospital with an affiliated Research Institute (RI-MUHC) in Montreal, Quebec, Canada. The Cedars Cancer Centre was formed in 2015 when the previously disparate cancer services (radiation therapy, medical oncology, surgical oncology, and supportive care) of the MUHC were brought together under one roof.

Our patient portal development team followed our participatory stakeholder co-design approach from the very beginning. The team was formed in 2014 when LH (who is also a professor of computer science) was receiving radiotherapy for breast cancer under the direction of radiation oncologist TH. Following a conversation regarding the computational needs of radiation oncology, TH introduced LH to JK, a medical physicist with whom he was already collaborating on a number of custom eHealth projects. The 3 decided to colead a health informatics research collaboration, with a vision to use participatory stakeholder co-design to improve the experience and outcomes of people receiving care at our cancer center. The 3 coleads (patient who happens to be a computer scientist, radiation oncologist, and medical physicist) have led the research effort as equals since the beginning, each bringing their own unique but complementary expertise to the leadership table. LH, as a patient, was able to provide the patient perspective and access to other patients through the patients’ committee of the cancer center. LH, as a computer scientist, was able to contribute computational expertise and access to computer science students. JK, as an academic medical physicist, was able to provide health informatics know-how, facilitate access to the EMR, and access to medical physics students. TH, as a radiation oncologist and acting chief of the Division of Radiation Oncology, was able to provide his clinical expertise, help identify the needs and concerns of staff, manage necessary change within radiation oncology, and provide access to senior hospital management.

Overall, 2 areas for improvement were quickly identified by LH from her perspective as a person who was experiencing cancer treatment: (1) the pain of waiting for health care services and (2) the lack of PHI and relevant educational material provided to patients. A potential solution to first area of improvement was proposed in the form of a patient app to provide patients with personalized waiting time predictions determined using timestamp data and machine learning algorithms. Institutional funding was secured and the project began in the summer of 2015. As discussions around the functionality of the patient app evolved, it became clear that it could also serve as a patient portal and, as such, it could address second area of improvement, the lack of PHI and relevant educational material provided to people receiving care at the institution.

Objectives
Opal represents a real-world example of a patient-facing eHealth initiative that was designed and developed from within the health care system using an approach that we have called participatory stakeholder co-design, with a cancer patient who is also a computer scientist, clinician, and medical physicist equally coleading the effort. Our participatory stakeholder co-design approach was fundamental to the success of the software from all perspectives—patient, clinician, and informatics. The purpose of this paper is to share how we used this participatory stakeholder co-design approach, and the key elements that we identified within our approach, to create a patient portal that we believe is both person-centered and useful.

Methods
Context
At the outset of this project, a patient portal was not available either within our institution or within Quebec’s public health care system. We scanned the commercial marketplace but were not able to identify an existing solution that provided our most basic need—multilingual support (French and English)—nor our person-centeredness requirements such as waiting room management tools (needed to reduce the pain of waiting), automated access to medical notes within any EMR, and automated personalization of information delivery. Accordingly, a custom-developed solution was pursued.

Insights From the Literature
We studied the literature pertaining to the design of a patient portal, including the typical features that portals contain, the PHI elements that they offer, and the layouts that are used. We were particularly interested in publications detailing patient portals in oncology and for smartphones (our initial focus), but our search was not limited to these areas. Our intention was to inform ourselves regarding previous work, recommended best practices, areas where we could improve upon using our participatory stakeholder co-design approach, and challenges that our approach might address. To remain updated, our literature search was repeated many times over the course of the project.

We found 3 reports in the literature that provided particularly useful guidance on the presentation of patient data:

- Ahern et al [39] split patient portal services into 3 main categories: (1) information and transactions, (2) expert care, and (3) self-care and community. Transactions are bureaucratic in nature, such as viewing or creating or changing appointments, filling out forms, and requesting information. Expert care includes access to clinical services such as secure messaging, remote monitoring, and PRO questionnaires with clinician feedback. Self-care and community relates to relevant educational material and access or referral to services and social networks that provide support.

- A study by Tang et al [40] contains definitions and recommendations regarding data that an Electronic Health Record-tethered Personal Health Record (essentially a patient portal) should contain. Of note, it points out that to be useful to patients, health data should be accompanied by tools that help the patient understand and act on them,
and data presentation should be adapted to the individual to optimize potential benefits.

- Baudendistel et al [12] point out how patients want to be able to track their long-term medical history and that the information provided must be accessible and filtered to the patient’s specific situation. Furthermore, they found that both patients and providers found value in PROs.

We were unable to find any detailed literature on the design of mobile patient portal apps.

**Participatory Stakeholder Co-Design**

Our methodology for participatory stakeholder co-design comprised 6 key elements. These included (1) equal coleadership (patient who is also a computer scientist, clinician, and medical physicist); (2) patient preference determination; (3) security, governance, and legal input; (4) user evaluation and feedback; (5) continuous staff input; and (6) end-user testing. Figure 1 presents an approximate timeline for the Opal project showing how the various elements of our participatory stakeholder co-design methodology came together, culminating in the pilot release of the Opal smartphone app in Radiation Oncology at the Cedars Cancer Centre. We elaborate on each of the 6 elements below.

**Element 1: Equal Coleadership**

Our 3 coleads partnered in leading all aspects of the design and development process. At a practical level, this meant that all 3 were equally involved in all important decisions and in constant communication, usually by email, videoconference, or in person. Patient participation was facilitated by a parking pass (provided by virtue of our patient colead being part of the cancer center’s patients’ committee) and by associate membership of the institution’s research institute (which also allowed LH to officially work on the project during her sabbatical year) but was complicated by disease progression and treatment. Videoconferencing was vital to ensuring full patient participation at all meetings.

**Element 2: Patient Preference Determination**

To obtain input from the wider population of people receiving cancer treatment (our initial focus), we conducted a voluntary convenience sampling survey within the waiting rooms of our cancer center. Participants were asked to provide basic demographic information (age and gender), state whether or not they use a smartphone, and if they would avail of a patient portal to access their PHI. A number of possible patient portal features were presented, and respondents were asked to rate their interest in having each using a 5-point Likert scale, ranging from “not at all interested” to “very interested.” Patients were invited to complete the main part of the survey only if they had reported that they use a smartphone.

To determine participants’ level of comfort with accessing their PHI, we listed 3 possible levels of PHI and asked them to select which one they would choose if given the choice. The 3 levels included:

1. I would like access to all of my medical record, including lab results, as soon as the information is available.

2. I would like access to all of my medical record, including lab results, after I have reviewed them with my doctor.

3. I would like access to just my appointment schedule and other need-to-know information.

We note that our survey was conducted after the development of our portal had begun and that it was conducted during 2 summer periods (with the help of summer students). The goal of the survey was to affirm patient preferences and verify that our software design was on the right track by sampling the wider patient population.

**Element 3: Security, Governance, and Legal Input**

Early into the development process (about 6 months), when a sufficiently developed prototype was available for demonstration, we engaged our institution’s Security and Governance team to provide guidance regarding the security and confidentiality of patient data and compliance with applicable regulations. Guidance was provided by means of a number of in-person meetings, email correspondence, and ultimately, a detailed risk assessment report.

The technical cybersecurity aspects of the software were validated by an internal vulnerability assessment by the institution’s Information Services security team and gray box penetration testing by an independent external consulting firm. Legal support (drawing up agreements and disclaimer forms) was provided by the institution’s Legal team and the Business Development office of our affiliated research institute.

**Element 4: User Evaluation and Feedback**

Once a prototype version of our patient portal smartphone app was ready, we invited a number of patients to participate in a purposeful sample focus group to provide feedback regarding its features and usability. Our radiation therapy team helped us to identify a number of engaged patients who had finished their treatments. A total of 10 patients were identified and contacted and 3 ultimately participated. Those who declined to participate indicated that they were unavailable at the time and date chosen.

Without describing the smartphone app or divulging its features, we started the focus group by asking participants for their thoughts on what information they would like to see in a smartphone portal without regard to the technical, legal, or logistical challenges on providing such information (ie, in an ideal world scenario). We then demonstrated the prototype app and observed the participants using it. Finally, we went through each of the features of the prototype and sought feedback. Our focus group guide was developed by the project leadership and was designed to solicit maximum feedback about the prototype app and the ease with which patients were able to navigate its features. A redacted version of our guide is provided in Multimedia Appendix 1.

Shortly before the pilot release, we conducted a second focus group comprising 5 members of the cancer center’s patients’ committee. The goal of this focus group was to rehearse the registration process and anticipate initial real-world problems and questions.
Figure 1. Approximate timeline for the Opal project showing how the 6 elements of our participatory stakeholder co-design methodology came together, culminating in the pilot release of Opal in Radiation Oncology. Each element is numbered in the figure and explained in the text. Just over 3 years of co-design and development were undertaken between the development kick off (May 2015) and the pilot release (June 2018). Figure not to scale.

**Element 5: Continuous Staff Input**
Continuous staff input was ensured by our clinician colead. In addition, a radiation therapist (JB) participated in the design team during the first year of development. Over the course of the project, we also presented the planned features and functionality of the smartphone portal to various staff groups, ranging from on-the-floor care providers to senior management and the board of directors of the institution. The purpose of these presentations was threefold: (1) to ensure awareness and build buy-in at all levels, (2) to obtain staff feedback and address staff concerns, and (3) to seek support to continue development beyond the initial pilot release. During the final 2 months before the pilot release, a content development team comprising 2 radiation therapists, 2 medical physicists, an oncology nurse, a radiation oncologist, and an administrative assistant met weekly to ensure that the content of the app and the education material were production ready.

**Element 6: End-User Testing**
To help ensure usability and to identify bugs, we engaged volunteer testers as soon as the first prototype was ready. Overall, 2 types of volunteers were recruited: student testers (approximately 50 students in total) who used mock patient accounts, and real patients (including our colead) who had limited access to their PHI but full access to appointment schedules, waiting room management functionality, and available educational material. Our volunteer end-user testers provided invaluable feedback.

**Development Approach**
We employed an Agile development approach [41] in which we rapidly prototyped various features and iteratively integrated and tested them in the main product. Our approach was facilitated by the research environment of our academic hospital and our strong links with McGill University. Over 3 summers, we employed summer students to develop prototypes of various features and we engaged undergraduate and graduate students (typically 7-10 computer science and medical physics students) in term research projects to explore possible new features. A core team of developers worked on the official version of the smartphone app for pilot release. The core team met at least weekly (but generally more frequently) with the coleads to discuss user feedback and bug fixes and communicated daily in person and via email. During term, student meetings were held roughly once every 2 weeks. The Github Issues tool [42] was used to submit bugs, the Zenhub board [43] was used to track them, and the Crashlytics platform [44] was used to release frequent builds to volunteer testers. At the time of pilot release, the core team comprised 3 full-time developers (1 front end, 1 back end, and 1 full stack) and 2 part-time full-stack developers (2 days per week each, typically).

**Pilot Release**
A pilot release of our smartphone patient portal app, involving patients receiving radiotherapy at our center, is currently underway. We are taking a phased approach to the pilot, starting slowly with a small number of invited patients under the care of specific physicians. Our goal is to expand gradually to include all radiation oncology patients within 3 months, followed by a
full release to all patients at our cancer center. Results of the pilot study will be submitted for publication once complete.

**Results**

In this section, we present the results of our design and development research project that gave rise to Opal as a person-centered patient portal, and we detail the contributions provided by each element of our participatory stakeholder co-design methodology.

**Participatory Stakeholder Co-Design**

**Element 1: Equal Coleadership**

Equal coleadership ensured that the main stakeholder perspectives of the project were always represented at the leadership table. In turn, these perspectives ensured that the design and development of Opal incorporated the necessary elements of person-centeredness, clinician acceptability, and informatics feasibility. A nonexhaustive list of these elements, as identified over the course of the project, is provided in Multimedia Appendix 2.

Although full and equal coleadership was a fundamental element of our participatory stakeholder co-design approach, we found that this was often not clear to people outside of the immediate design and development team. External to the team, it was necessary to continuously insist that all 3 coleads were equal. The tendency in the hierarchical health care system is to assume that a project must be led by a clinician, and it is commonly assumed that the patient participant is a token member of the team. Overcoming this required persistence, it ensured that the team was truly coled and it broke new ground within the hospital by demonstrating the benefits of full and equal patient involvement. Equal coleadership was vital to the success of the project.

**Element 2: Patient Preference Determination**

A total of 361 patients participated in our voluntary convenience-sampled survey. Of these, 65.7% (237/361) said they did have a smartphone. Figure 2 presents the distribution of patients by age group and the percentage of patients in each age group who reported having a smartphone. It addresses a concern we heard often that many older cancer patients may not have smartphones. As expected, smartphone usage is lower for the older age groups. However, it is clear that a smartphone app would nevertheless have uptake across the age spectrum and so can be considered a potentially useful tool for all patients. We also note that many older patients come to appointments with younger caregivers.

With regard to patient preferences for access to their PHI using an app or portal, we found that the majority of respondents with a smartphone (63.8%, 148/232) would prefer to have access to all of their data immediately once they are available. The remainder of respondents were roughly split two-to-one in favor of accessing all their data after review with their physician or accessing just need-to-know information such as appointments and educational material. Figure 3 shows the breakdown of patient’s PHI access preferences.

**Figure 2.** Distribution of the ages and smartphone usage of the 361 cancer patients who participated in our waiting room survey. Overall, 66% (237) of the respondents reported that they use a smartphone. These data demonstrate that a smartphone app would reach a broad patient population. The survey was conducted during the summer of 2016 and repeated during the summer of 2017 in the waiting rooms of our cancer center.
Figure 3. Patient preferences with regard to the personal health information (PHI) that they would like to access via an app or portal. We only included responses from patients who reported that they had a smartphone and who selected just 1 of the 3 options (n=232).

Table 1 presents the results of the main part of the survey and shows that the vast majority of patient respondents indicated that they were very interested in all of the possible features of an app or portal that we presented.

Element 3: Security, Governance, and Legal Input
The risk assessment report provided by our institution’s Security and Governance team comprised 16 specific recommendations with regard to data security and confidentiality. As they may be of use to other teams developing patient-facing software, we have summarized these recommendations in Multimedia Appendix 3.

In our experience, the legal aspect of the project, which was mainly beyond our control, was the slowest and most frustrating component. The main time-consuming legal issues encountered pertained to ownership of intellectual property, liability, and the contents of the patient disclaimer form. As the health care system is a busy legal environment with many competing priorities, we found that our nonurgent legal needs took time to be completed and required constant follow-up. Access to a separate legal team for business development tasks was not possible but would have helped.

Element 4: User Evaluation and Feedback
Most of the features suggested by the participants at the start of the first focus group were already in our early prototype. These included hospital maps, radiotherapy treatment plan views with beam entry points, appointment schedules, waiting time estimates, and notifications. Some suggestions, such as an in-built feature to pay for hospital parking or a system to leave questions for call back (rather than navigating the hospital’s phone system), were not possible to include in the first release but will be included in future versions. Participants found the initial user interface difficult to understand. In particular, the “hamburger” side menu that was used to provide access to the options available within the app was nonintuitive and needed to be explained. This finding provoked a complete redesign of the user interface. Figure 4 illustrates the evolution of the user interface based on focus group feedback.

Interestingly, we found that our focus group participants prefaced many of their responses with disclaimers such as “I doubt it is possible, but it would be nice if...” or “I wouldn’t want to disturb my treating team by asking for this information, but it would be nice if I could see it myself in my own time.”

Our second focus group was quite different to the first as the product was mature (pilot-release ready) and participants accessed their actual data. The focus group’s main purpose was to evaluate the registration workflow, but it also provided important feedback regarding data and content. As the pilot release was centered in radiation oncology and only partially integrated with the medical oncology databases, patients receiving both radiotherapy and chemotherapy were confused that not all of their data were accessible. This motivated the development team to expand the pilot beyond radiation oncology as soon as possible.
Table 1. Results from the main part of the patient survey regarding possible features of a patient app or portal. Participants were presented with possible features of an app or portal and asked to rate their interest in having them using a 5-point Likert scale, ranging from “1=not at all interested” to “5=very interested”.

<table>
<thead>
<tr>
<th>Possible feature</th>
<th>1, n (%)</th>
<th>2, n (%)</th>
<th>3, n (%)</th>
<th>4, n (%)</th>
<th>5, n (%)</th>
<th>Posb, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Your personal appointment schedule (N=267)b</td>
<td>11 (4.1)</td>
<td>9 (3.4)</td>
<td>13 (4.9)</td>
<td>21 (7.9)</td>
<td>213 (79.8)</td>
<td>234 (87.6)</td>
</tr>
<tr>
<td>Secure access to doctor’s notes in your medical record (N=269)</td>
<td>20 (7.4)</td>
<td>11 (4.1)</td>
<td>9 (3.3)</td>
<td>33 (12.3)</td>
<td>196 (72.9)</td>
<td>229 (85.1)</td>
</tr>
<tr>
<td>Secure access to your personal laboratory results (N=267)</td>
<td>21 (7.9)</td>
<td>8 (3.0)</td>
<td>12 (4.5)</td>
<td>26 (9.7)</td>
<td>200 (74.9)</td>
<td>226 (84.6)</td>
</tr>
<tr>
<td>Educational material specific to your diagnosis (N=259)</td>
<td>16 (6.2)</td>
<td>7 (2.7)</td>
<td>17 (6.6)</td>
<td>54 (20.8)</td>
<td>165 (63.7)</td>
<td>219 (84.6)</td>
</tr>
<tr>
<td>Educational material specific to your phase of treatment (N=259)</td>
<td>19 (7.3)</td>
<td>9 (3.5)</td>
<td>15 (5.8)</td>
<td>54 (20.8)</td>
<td>162 (62.5)</td>
<td>216 (83.4)</td>
</tr>
<tr>
<td>Notifications sent to your phone to advise you that you are next in line to see your doctor or for treatment (N=267)</td>
<td>25 (9.4)</td>
<td>13 (4.9)</td>
<td>8 (3.0)</td>
<td>26 (9.7)</td>
<td>195 (73.0)</td>
<td>221 (82.8)</td>
</tr>
<tr>
<td>Personalized check-in and call-in for your appointments via your phone (N=269)</td>
<td>26 (9.7)</td>
<td>7 (2.6)</td>
<td>18 (6.7)</td>
<td>34 (12.6)</td>
<td>184 (68.4)</td>
<td>218 (81.0)</td>
</tr>
<tr>
<td>Contact information for your treating team (N=260)</td>
<td>21 (8.1)</td>
<td>10 (3.8)</td>
<td>21 (8.1)</td>
<td>37 (14.2)</td>
<td>171 (65.8)</td>
<td>208 (80.0)</td>
</tr>
<tr>
<td>A secure messaging system with your treatment team (N=262)</td>
<td>21 (8.0)</td>
<td>11 (4.2)</td>
<td>20 (7.6)</td>
<td>34 (13.0)</td>
<td>176 (67.2)</td>
<td>210 (80.2)</td>
</tr>
<tr>
<td>Questionnaires to describe your symptoms or side effects before each appointment (N=260)</td>
<td>18 (6.9)</td>
<td>12 (4.6)</td>
<td>29 (11.2)</td>
<td>37 (14.2)</td>
<td>164 (63.1)</td>
<td>201 (77.3)</td>
</tr>
<tr>
<td>Step-by-step status of your personal treatment planning while waiting at home before starting treatment (N=258)</td>
<td>26 (10.1)</td>
<td>15 (5.8)</td>
<td>20 (7.8)</td>
<td>36 (14.0)</td>
<td>161 (62.4)</td>
<td>197 (76.4)</td>
</tr>
<tr>
<td>Secure access to your personal radiotherapy treatment plan showing beam configuration and possible areas of your skin that might be affected (radiotherapy patients only; N=233)</td>
<td>36 (15.5)</td>
<td>10 (4.3)</td>
<td>20 (8.6)</td>
<td>29 (12.4)</td>
<td>138 (59.2)</td>
<td>167 (71.7)</td>
</tr>
<tr>
<td>Maps and hospital information (N=260)</td>
<td>22 (8.5)</td>
<td>23 (8.8)</td>
<td>32 (12.3)</td>
<td>35 (13.5)</td>
<td>148 (56.9)</td>
<td>183 (70.4)</td>
</tr>
<tr>
<td>Option to anonymously donate your medical data for research (N=260)</td>
<td>34 (13.1)</td>
<td>20 (7.7)</td>
<td>29 (11.2)</td>
<td>40 (15.4)</td>
<td>137 (52.7)</td>
<td>177 (68.1)</td>
</tr>
<tr>
<td>Parking information (N=255)</td>
<td>40 (15.7)</td>
<td>21 (8.2)</td>
<td>30 (11.8)</td>
<td>33 (12.9)</td>
<td>131 (51.4)</td>
<td>164 (64.3)</td>
</tr>
</tbody>
</table>

aPos: the percentage of patients who rated their interest as 4 or 5, that is, the total number of patients who said they were positively “interested” in having the feature.

bN indicates the number of participants who answered each question. Rows are sorted by popularity of the feature offered.

Figure 4. Screenshots of the Opal app demonstrating how the user interface changed based on feedback received during the first focus group. (a) The pre-focus group hamburger menu (illustrated by the red arrow and outlined section) was replaced with (b) a simpler and more intuitive bottom-of-the-screen tab-based menu.
Although our focus groups contained only small numbers of participants, the experience was very beneficial. They affirmed to the team that we were on the right track in terms of design, and they allowed us to make a number of changes to improve usability. A third focus group, to be held during the pilot release, will be used to inform the final release with real-world end-user feedback.

**Element 5: Continuous Staff Input**

In general, staff involvement engendered frequent discussions around 2 important points: (1) which clinical data should be accessible by patients and when and (2) the fear of increased workload by staff. These findings illustrate the importance of engaging staff early in the design and development process to ensure buy-in.

Over the course of the project, as the maturing product was presented to diverse groups, we anecdotaly noticed an increase in acceptance, and ownership, of the initiative. Nevertheless, concerns about patients accessing bad news before meeting with their clinician were, and continue to be, frequently raised. Having a motivated patient col lead helped ensure that the person-centeredness of the project (ie, the patient, as an equal partner in their own care, should decide for themselves what level of information they want and when) was foremost in discussions. In an attempt to account for all viewpoints, our ultimate design allows for 3 levels of information provision corresponding to those described in our patient survey (Figure 3), with each patient selecting their personal preference at the time of registration. The need to avoid increased workload on staff was identified early on by having a clinician col lead the project. As such, a fundamental design component of Opal is that it should be automated. Beyond the initial setup and ongoing maintenance of rules to provide contextualized data and personalized educational material to patients, individual clinicians should notice no change to their workflows but may find that their patients are better educated on their disease and have more precise questions.

**Element 6: End-User Testing**

In total, over 60 volunteers, mainly students with mock data but including 10 patients and/or family members with access to some of their personal data, provided continuous feedback during the development process. Students mainly provided feedback regarding usability, navigation problems, and technical bugs, whereas patients mainly provided feedback regarding missing data and data presentation. Numerous improvements were, and continue to be, made as a result of user testing.

**Development Approach**

Over the 3 years of software development to the pilot release, approximately 1500 commits were made to the master code base on Github by 16 unique contributors, with 39 additional branches of the patient-facing code developed by student contributors. Approximately 500 issues (bug reports) were created on Github, with 85 outstanding at the time of pilot release. These findings highlight the importance of a collaborative approach in building complex software such as a patient portal.

It was found to be difficult to find and recruit experienced full-time software developers. Being a small unknown development group within a Quebec hospital was a disadvantage when recruiting within the highly competitive marketplace for software developers in Montreal. Despite expensive advertising via the standard job-posting forums, our software developers were all ultimately recruited through word-of-mouth connections. Our access to McGill University students, in particular, paid summer students who were able to develop prototypes and prepare the groundwork for new modules within Opal, greatly facilitated our software development.

**Pilot Release**

In the pilot release of Opal, patients have access to their appointment schedules, some PHI (certain radiation oncology clinical notes, laboratory test results showing longitudinal trends, and radiotherapy treatment planning status information), personalized educational material tailored to diagnosis and stage of treatment, waiting room management tools, and PRO questionnaires. Consistent with our goal of a person-centered portal, all data are contextualized with detailed explanatory content to help ensure that they are useful and empowering. Educational and explanatory content were prepared by a multidisciplinary content development team in radiation oncology that built upon existing paper-based materials. The content development team setup rules for the automated provision of education material and tags to link PHI with explanatory content. Although a Web browser version of the Opal portal is in development, it was not included in the pilot release to focus available resources.

Screenshots of the Opal smartphone app for the pilot release are provided in Figure 5. Figure 6 illustrates how Opal provides contextualized data using 2 examples. In the first example, the patient’s calendar shows a scheduled Computed Tomography (CT) simulation appointment. A link from this appointment opens up a full explanation of what the CT simulation is. In the second example, the platelet count blood test is linked to explanatory material at Lab Tests Online [45]. Table 2 lists the features and data included in the pilot release.

Currently, Opal belongs to the members of the initial design and development team and the RI-MUHC. Ultimately, an open-source front-end code base and a licensable back-end software are envisaged.
Figure 5. Screenshots of the Opal smartphone app provided in the pilot release, showing the Home view, the My Chart view, the radiotherapy treatment planning view, and the education material library.
Figure 6. Two examples of how Opal contextualizes patient data. On the left, the Computed Tomography (CT) Simulation for Radiotherapy Planning appointment is linked to explanatory material about the CT Simulation procedure. On the right, the Platelet Count blood test results are linked to explanatory material at labtestsonline.org. The red arrows highlight the area in the left view that when tapped brings the user to the view on the right.
Table 2. Categories of information and features or functionality identified by patients and staff to be provided to patients via Opal. The majority of information provided to patients via Opal is personalized to their disease and phase of treatment. Information made available in the pilot release is indicated.

<table>
<thead>
<tr>
<th>Category (menu/tab) and features or functionality</th>
<th>Personalized</th>
<th>Pilot release</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Home screen or overview</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Next appointment</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Notifications (eg, new document and new message)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Posts (messages from treating team and general hospital announcements)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Status of treatment or treatment planning</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Waiting room management (check-in, call-in, and waiting time estimate)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>My chart</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis information</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Notification archive</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Appointment schedule with appointment location maps</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Appointment change requests</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Treatment or treatment planning information</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Access to (selected) doctors’ notes and nursing notes</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Laboratory test results</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Messages from treating team</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Secure 2-way messaging with clinicians</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Patient-reported outcome and satisfaction questionnaires</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>General information</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone directory and contact information (personalized on log-in)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>General hospital announcements</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Patient charter</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Parking information</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>General hospital maps</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Way finding</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Leave feedback regarding app or portal</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Facility to report bugs in the app or portal</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Educational material (relevant and just-in-time)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Videos</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Booklets</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Pamphlets or fliers</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Account settings</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language preference</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Font size</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Synchronization with phone’s calendar</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Facility to update demographic information in electronic medical record</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

In this project, we used participatory stakeholder co-design to create a person-centered patient portal smartphone app. Our approach engaged all stakeholders by having a patient (who is also a computer scientist) colead the project as an equal with a clinician (radiation oncologist) and an informatics expert (medical physicist) and by involving patients, health care providers, technical experts, and legal personnel throughout the design and development process. Looking back over the project, we identified that we had followed 6 elements for participatory stakeholder co-design: (1) equal coleadership (patient who is...
also a computer scientist, clinician, and medical physicist); (2) patient preference determination; (3) security, governance, and legal input; (4) user evaluation and feedback; (5) continuous staff input; and (6) end-user testing. The benefits of participatory stakeholder co-design were clear. Our patient colead helped identify the requirements for person-centeredness, our clinical and informatics coleads strategized on their implementation within the existing hospital context, patient surveys and focus groups confirmed patient acceptability, and staff and institutional engagement ensured full stakeholder buy-in. In our estimation, the inclusion of all stakeholders in the design process is the best way to avoid the need for future redesigns and to ensure that the final product has wide acceptability.

End-user testing was achieved by the full involvement of our patient colead, partial involvement of a small cohort of volunteer tester patients who accessed some but not all of their PHI, and full involvement of a large group of enthusiastic tester students who developed and tested prototype software and accessed mock data. We found that it is important to engage end users with hands-on testing as soon as possible. We did not use wire-frame prototypes but with hindsight, we recognize that such prototyping at the beginning may have allowed us to avoid the user interface redesign provoked by our first focus group. We also maximized access to our active patient population through surveys and focus groups, and we engaged the very supportive patients’ committee of our cancer center. The wider staff of our institution were engaged continuously by means of presentations and discussions, ranging from departmental rounds to a meeting with the board of directors. We found that the legal component of the project was the most time consuming and difficult to control. If we were to start the project again, we would engage the institution’s legal team from the very beginning rather than waiting for a prototype to be ready.

True person-centeredness is difficult to achieve and, no doubt, continuous refinements to our software to ensure its person-centeredness will be required in future. Fundamental to achieving this is the involvement of patients now and into the future. Our attempt to maximize person-centeredness in our smartphone app includes 3 important considerations: (1) patients should decide for themselves their level of PHI access, (2) all PHI provided to patients should be contextualized with explanatory content so that they are useful and empowering, and (3) educational material should be personalized and tailored to the patient’s immediate medical situation. These considerations are consistent with the findings of a study on patients’ experience with cancer published recently by the Canadian Partnership Against Cancer [46].

The concerns of staff regarding increased workload because of the presence of a patient portal were addressed by designing the software to be automated. By using a rule-based system to send educational material and explanatory content to patients, a once-off setup is required by staff in each clinical setting. Thus, beyond the need for regular maintenance, the ongoing portal-related workload for staff should be minimal. Our multidisciplinary content development team in radiation oncology took care of the initial setup for Opal’s pilot release. The team met for several hours each week for about 3 months to prepare the content. Patient sign-up for Opal during its pilot release is facilitated by staff from our cancer center’s foundation. Ultimately, for a hospital-wide portal, sign-up should be facilitated by the hospital’s admitting staff and may require additional personnel.

Comparison With Prior Work

It is well established that user involvement is a necessary component of successful software design [33]. Similarly, it is increasingly recognized that co-design is a necessary ingredient for successful quality improvement in health care [34-36]. Taken together, it is clear that for development of patient-facing software to be successful, all stakeholders, including patients and health care providers, must be involved in the design process. Achieving meaningful stakeholder involvement in practice is often difficult; however, clinicians are busy and may not have time to provide sufficient feedback, and active patients, although plentiful, are often not easy for development teams to access for reasons of confidentiality.

Our work, qualitatively and quantitatively, has shown that patients overwhelmingly feel that digital access to their PHI is important, with a majority of patients desiring immediate access to all of their data. These findings are consistent with experience reported elsewhere [47-49]. Our clinical staff, although supportive of the Opal initiative in general, tended to raise concerns that patients accessing their PHI in the absence of a clinician to provide support may result in anxiety and misunderstandings. Again, these findings are consistent with the literature [50-52]. Evidence from early adopter patient portals, however, tends to show that clinicians need not be too concerned [53]. For example, a pilot study on providing laboratory test results to patients in British Columbia found no difference in the levels of anxiety among patients who received their laboratory results online compared with a control group [54]. Similarly, early results from 7 clinics using the myUHN patient portal at the University Health Network in Toronto indicate no significant evidence of increased patient anxiety [55]. Of particular interest to our project in the context of cancer care, where laboratory results may contain alarming information, qualitative studies by Rexhepi et al [56] and Giardina et al [51] found that the majority of patients in their studies wanted immediate online access to their test results even if those results were alarming. In Rexhepi et al’s [56] study, many patients expressed the belief that immediate access causes less anxiety than having to wait to discuss with a physician regardless of the nature of the results. These studies and others, for example, Ammenwerth et al’s [11], have also shown that online access to PHI enables patients to better prepare for their consultations, which in turn improves clinician-patient communication, a goal of person-centered care. Throughout our participatory stakeholder co-design process, we found it useful to highlight these findings from other patient portal projects. Indeed, as our project matured, we noticed a softening in attitudes regarding sharing PHI with patients via Opal, a change we attribute to the involvement of all stakeholders in our design and development process.

Limitations

An important limitation of our quantitative findings is that they are specific to our context—a comprehensive cancer center in
Montreal. For example, our convenience-sampled patient survey was solely intended to provide input to the design and development team. As such, our quantitative results may contain biases to our setting that limit wider applicability. Our qualitative findings (ie, our description of the approach followed) are based on our retrospective analysis of the design and development strategy that worked for us. Another team following a broadly similar approach may describe it differently.

Conclusions and Future Work
We have designed and developed a patient portal smartphone app from within the Quebec health care system using a participatory stakeholder co-design approach, involving patients, staff, software developers, and students. Our methodology consisted of 6 core elements: (1) equal coleadership (patient who is also a computer scientist, clinician, and medical physicist); (2) patient preference determination; (3) security, governance, and legal input; (4) continuous user evaluation and feedback; (5) continuous staff input; and (6) end-user testing. Our final design adhered to principles of person-centeredness, recognizing that patients should decide for themselves their level of PHI access, all PHI should be contextualized with explanatory content, and educational material should be personalized and timely. As our project matured, and more and more stakeholders were engaged, we noticed an increase in the acceptance by clinical staff of the concept of sharing PHI with patients.

Future work will focus on evaluating the uptake and acceptability of our portal during its pilot release and expansion of its use beyond our cancer center to our general hospital and to additional health care institutions.
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Abstract

Background: The increasing digitization of health care services with enhanced access to fast internet connections, along with wide use of smartphones, offers the opportunity to get health advice or treatment remotely. For service providers, it is important to consider how consumers can take full advantage of available services and how this can create an enabling environment. However, it is important to consider the digital context and the attributes of current and future users, such as their readiness (ie, knowledge, skills, and attitudes, including trust and motivation).

Objective: The objective of this study was to evaluate how the eHealth Literacy Questionnaire (eHLQ) combined with selected dimensions from the Health Education Impact Questionnaire (heiQ) and the Health Literacy Questionnaire (HLQ) can be used together as an instrument to characterize an individual’s level of health technology readiness and explore how the generated data can be used to create health technology readiness profiles of potential users of health technologies and digital health services.

Methods: We administered the instrument and sociodemographic questions to a population of 305 patients with a recent cancer diagnosis referred to rehabilitation in a setting that plans to introduce various technologies to assist the individuals. We evaluated properties of the Readiness and Enablement Index for Health Technology (READHY) instrument using confirmatory factor analysis, convergent and discriminant validity analysis, and exploratory factor analysis. To identify different health technology readiness profiles in the population, we further analyzed the data using hierarchical and k-means cluster analysis.

Results: The confirmatory factor analysis found a suitable fit for the 13 factors with only 1 cross-loading of 1 item between 2 dimensions. The convergent and discriminant validity analysis revealed many factor correlations, suggesting that, in this population, a more parsimonious model might be achieved. Exploratory factor analysis pointed to 5 to 6 constructs based on aggregates of the existing dimensions. The results were not satisfactory, so we performed an 8-factor confirmatory factor analysis, resulting in a good fit with only 1 item cross-loading between 2 dimensions. Cluster analysis showed that data from the READHY instrument can be clustered to create meaningful health technology readiness profiles of users.
Conclusions: The 13 dimensions from heiQ, HLQ, and eHLQ can be used in combination to describe a user’s health technology readiness level and degree of enablement. Further studies in other populations are needed to understand whether the associations between dimensions are consistent and the number of dimensions can be reduced.

(J Med Internet Res 2019;21(2):e10377) doi:10.2196/10377
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Introduction

Background

The modernization of health care systems and the introduction of technologies are changing how health care systems are being improved and designed, not only in regard to quality and safety, but also for reach and active reduction of health inequalities. To achieve the potential benefits of digitization involving patients, it is important to address the individual’s digital readiness. Here, we define readiness in accordance with the Oxford dictionary [1] as being prepared and willing, where prepared is interpreted as the result of an individual’s knowledge, skills, and attitudes, including trust and motivation, which should be considered as enabling factors as they expand an individual’s possibilities to act [2].

Increasing digitization may benefit users and bridge geographical or social gaps [3]. Digitization may, however, impose new barriers for those with low literacy, who are reluctant to use technology [4,5] or have limitations due to physical or cognitive disorders, or who don’t have the requisite skills and attitudes, including trust and motivation (ie, those who are not prepared and willing). Health technology has the potential to support those who have the resources and competence to take advantage of the ever-expanding market of public and private health services, and has the potential to identify, include, and empower those who are disadvantaged and may be underserved, if these barriers can be overcome. It is important to be able to differentiate between users with respect to their needs, resources, and health technology readiness in order to be able to provide stratified solutions that address these user differences [6]. In a recent systematic review on instruments generally used to evaluate eHealth interventions, Wakefield et al identified a need for psychometrically robust instruments that are concept based; include several aspects of use, including eHealth literacy; and can be used across platforms and technology [7]. In their viewpoint on eHealth literacy, Griebel et al called attention to a lack of “a well-founded theoretical basis and approaches to put eHealth literacy in a broader context” and “how to link measured levels of eHealth literacy to the development of eHealth services” [8].

To be able to effectively discriminate between users, there is an imperative to fully conceptualize and measure health technology readiness of users or potential consumers of technology-assisted health care services. Despite that a recent review identified 8 frameworks for eHealth readiness [9], we have not been able to identify robust, psychometrically sound instruments to assess eHealth or health technology readiness. The only 2 instruments we could identify were the Patient eHealth Readiness Questionnaire (PERQ) and the Service User Technology Acceptability Questionnaire (SUTAQ). PERQ is not conceptually based or a psychometric instrument but consists of specific questions in relation to internet use, social support, personal abilities, and economic barriers [10]. SUTAQ was developed to assess technology acceptance in the Whole System Demonstrator project and is conceptually and psychometrically robust. The context is the user’s experience with a given technology, where an experience of reduced privacy and comfort predicts rejection of the technology, whereas an experience of benefits by the user lowers the likelihood of rejection [11].

Proposal for the Readiness and Enablement Index for Health Technology

Here, we propose a concept-based, psychometrically sound, validated instrument, the Readiness and Enablement Index for Health Technology (READHY), based on the concept of eHealth literacy supplemented with relevant scales from other instruments assessing aspects of self-management and social support: the eHealth Literacy Questionnaire (eHLQ) [12], the Health Education Impact Questionnaire (heiQ) [13], and the Health Literacy Questionnaire (HLQ) [14].

In the period of 2015 to 2017, we developed the eHLQ [12] based on our previously published eHealth literacy framework [15] to enable systematic assessment of eHealth literacy. The eHLQ describes the user’s knowledge and skills, and their interaction and experiences with digital health services and technology. The dimensions are as follows: (1) using technology to process health information, (2) understanding of health concepts and language, (3) ability to actively engage with digital services, (4) feel safe and in control, (5) motivated to engage with digital services, (6) access to digital services that work, and (7) digital services that suit individual needs. The eHLQ provides the means to understand an individual’s health technology readiness by addressing dimensions of knowledge and skills (eHLQ scales 1 to 3), user experiences (eHLQ6 and eHLQ7), and user trust (eHLQ4) and motivation (eHLQ5).

However, Gilstad pointed out that eHealth literacy needs to be understood in a cultural, social, and institutional context [16], and May et al proposed that the burden of treatment may have a negative influence on the individual’s mental state [17]. We recognize that these additional areas may be important to assist with fully understanding the degree to which individuals are able, prepared, and willing to use health technologies; therefore, supplementing the eHLQ with these additional areas should deepen our understanding of end users’ readiness for full participation in health technology and to monitor how health technology potentially enable users.

We therefore decided to evaluate whether dimensions from the heiQ, which assesses self-management, and domains from the
HLQ, which assesses health literacy, including support from relatives, peers, and health professionals, could supplement the eHLQ. The heiQ comprehensively evaluates the impact of health education interventions on self-management [13]. The heiQ has 8 dimensions: (1) health-directed activities, (2) positive and active engagement in life, (3) self-monitoring and insight, (4) constructive attitudes and approaches, (5) skill and technique acquisition, (6) social integration and support, (7) health services navigation, and (8) emotional distress. We considered the HLQ, as 2 of its 9 dimensions include the aspect of social context.

The HLQ consists of 9 dimensions: (1) feeling understood and supported by health care providers, (2) having sufficient information to manage my health, (3) actively managing my health, (4) social support for health, (5) appraisal of health information, (6) ability to actively engage health care providers, (7) navigating the health care system, (8) ability to find good health information, and (9) understanding health information well enough to know what to do. All 3 instruments were developed using a concept mapping process and a validity-driven approach [18], in which all items are based on statements from users and clustered into concepts that are grounded in the users’ collective experiences and knowledge.

To identify suitable dimensions from the heiQ and HLQ, covering social context, capabilities to handle the situation, and burden of disease and treatment, to add to the eHLQ to obtain a complete health technology readiness instrument, we (LK and AK) mapped the 24 dimensions of the eHLQ, heiQ, and HLQ and evaluated the content of the items for this purpose. In 2016, we identified possible dimensions to be included and used information from the literature and ongoing projects known to us. We identified 13 dimensions (Figure 1) from the 3 conceptually distinct instruments. The 7 eHLQ dimensions describe the attributes of the users (information and knowledge about their health and use of technology); the intersection between users and the technologies (their feeling of being safe and in control and their motivation); and users’ experience of systems (they work, are accessible, and suit users’ needs) [12].

From the heiQ, we selected heiQ3 (self-monitoring and insight), heiQ4 (constructive attitudes and approaches), heiQ5 (skill and technique acquisition), and heiQ8 (emotional distress), as evidence was available that they reflect intended outcomes relevant to educational or technological interventions (Multimedia Appendix 1). These candidate dimensions reflect an individual’s capabilities to handle their condition and emotional response. From HLQ, we selected HLQ1 (feeling understood and supported by health care providers) and HLQ4 (social support for health), as they add knowledge about the interaction with and impact of social and health care provider networks.
Objective
The aim of this study was to evaluate this new unified instrument, READHY, with exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) and to suggest how the generated data can be used to assess the readiness of potential users of health technologies and digital health services, as well as their degree of enablement; that is, users’ knowledge and skills, their self-management of disease, their perceptions and mindset, their experience with health technology systems, and an understanding of the extent to which users feel supported by relatives, peers, and health professionals.

Methods
Research Design, Setting, and Test Population
This study was part of a larger study investigating health technology readiness and motivation for training in the Copenhagen Centre for Cancer and Health, Copenhagen, Denmark. The study used a cross-sectional design with convenience sampling among patients referred to cancer rehabilitation in the Centre in the period August 2016 to July 2017. Questionnaires were administered in the period October 2016 to July 2017. We selected this setting because the organization is legally obligated to offer cancer rehabilitation and is interested in the development of a digital intervention for this context. Patients were either asked to participate in connection with their assessment consultation with their Centre contact person or contacted by telephone by a research project member.

Exclusion criteria were age less than 18 years, insufficient cognitive function, or inability to understand Danish. Individuals who could not be contacted by telephone were excluded after 3 attempts to reach them at varying times. The patient’s contact person also had the opportunity to decline a potential participant’s participation in the study for reasons not stated.

We considered 300 an adequate sample size for the CFA [19-21]. For example, Iacobucci [19], in reviewing the effect of sample size on convergence, numerical quality, and the typical fit indices used in CFA (and which are also available for EFA and exploratory structural equation modeling [ESEM] in Mplus), concluded that “It is of some comfort that SEM models can perform well, even with small samples (e.g., 50 to 100).” (pg 92). Similarly, Bandalos [20] and Forero et al [21] quoted studies where diagonally weighted least squares analysis...
(as used in our investigation in the form of weighted least squares means and variance adjusted [WLSMV] in Mplus) performed acceptably at sample sizes larger than 200, while their own simulation studies suggested that, while larger sample sizes provide increasingly robust results, samples of approximately 300 typically produce relatively unbiased parameter estimates and standard errors with diagonally weighted least squares.

All participants answered a background information questionnaire, the Behavioral Regulation in Exercise Questionnaire, and the READHY instrument.

The READHY Instrument

The READHY instrument consists of 13 dimensions with a total of 65 items from the heiQ, HLQ, and eHLQ. All 13 scales reflect the conceptual dimensions and are rated on a Likert-type scale from 1 (strongly disagree) to 4 (strongly agree). The participants filled out the instrument in paper form. If the participant wished, a research project member was present to clarify questions or assist the participant. The READHY instrument was administered in the same order to all participants. The items were grouped according to the instrument they belong to and administered in the same sequence as in the original instruments. We calculated the overall score of each dimension as the mean of the 4 to 6 items constituting the dimension. Regarding missing items, if 50% or more of the items in a dimension were answered, we calculated an average for the dimension based on the filled-in items.

Statistics

Evaluation of the Properties of READHY Using Confirmatory Factor Analysis

We based factor analysis of the selected 13 heiQ, HLQ, and eHLQ scales on a sequence that followed and extended the general idea of “semiconfirmaory” factor analysis suggested by McDonald [22]. A semiconfirmaory factor analysis is partially confirmaory and partially exploratory. Its aim is to use a known set of homogeneous independent clusters of items as the basis for the exploration of the location of further items that are less well understood in relation to these established item clusters ([22], pg 165). In our case, we considered the 7 eHLQ dimensions as the starting basis for the analysis and aimed to explore the relationship of the selected additional heiQ and HLQ scales to this basic structure. We were, however, cognizant that some eHLQ scales are quite highly correlated [12] and may not be clearly distinguishable in a combined-factor structure. To this end, we incorporated an analysis of the convergent and discriminant validity of the 13 selected scales into the procedure to establish whether some might be combined in a more parsimonious integrated structure. We conducted all analyses with Mplus 8 (Muthén & Muthén), mostly using the ESEM program feature with polychoric correlations, WLSMV estimation appropriate for ordinal data, and geomin rotation when we applied EFA.

The sequence of analyses was as follows. (1) The first analysis was a CFA hypothesizing 13 factors, followed by an analysis of the convergent and discriminant validity of the 13 factors based on the CFA results, using Fornell and Larcker’s criteria [23,24]. If the analysis of convergent and discriminant validity suggested that some of the scales were showing insufficient discriminant validity, a more parsimonious factor structure might yield a satisfactory fit to the data. (2) The CFA and analysis of convergent and discriminant validity was followed by a full EFA. When a parallel analysis and scree slope from this analysis clearly suggested that a more parsimonious factor solution might be a satisfactory account of the relationships between the 13 scales, we applied a series of EFA analyses to extract a smaller number of factors. (3) We then hypothesized an ESEM model based on the previous analyses. (4) A final CFA to confirm the revised factor structure and estimate its fit to the data completed the sequence.

We assessed model goodness-of-fit by the root mean square error of approximation (RMSEA), comparative fit index (CFI), and Tucker-Lewis fit index (TLI) [25]. We regard a well-fitting model as one where the RMSEA is less than .06 and the CFI and TLI are greater than .95, while we took a value of less than .08 for the RMSEA to indicate a reasonable fit [26-29].

Cluster Analysis

The READHY instrument is intended to characterize populations stratified by their level of health technology readiness. Inspired by the creation of personas in information technology systems development [30] and by the recently published model for the Optimising Health Literacy and Access (OPHELIA) process [31,32], we explored how dimensions can be used for modeling profiles or data to develop personas. To make interpretation easier, we reversed the scale heiQ8 (emotional distress) so that a high score meant less distress.

We applied a combined approach using hierarchical analysis to perform an exploratory evaluation and then the k-means method to evaluate the strength of the resulting number of clusters and to characterize the subgroups. We performed cluster analysis using IBM SPSS statistics version 22 (IBM Corporation). To identify the appropriate number of clusters, we used the method from the OPHELIA process; we performed the hierarchical approach using Ward’s method for linkage [33] for a range of cluster solutions. The appropriate number of clusters for the dataset was guided by examining the agglomeration schedule to identify the demarcation point (Multimedia Appendix 2) and the dendrogram to identify when the variance of the dimensions within the clusters increased. We also compared the standard deviations for the group mean profiles of the different cluster solutions, as standard deviations greater than 0.6 could indicate that there are still significant subgroups within the cluster [32]. Guided by the findings of the hierarchical cluster analysis, we performed a k-means cluster analysis of the dataset. As opposed to hierarchical clustering methods where cases are consecutively added to existing clusters, the k-means algorithm constantly reassigns cases to clusters independently of former assignments to minimize the within-cluster variation [34,35]. To obtain a meaningful number of clusters in the given context of cancer survivors, we performed a range of k-means cluster (2-8) solutions, lying around the demarcation point of the hierarchical analysis, to identify the best fit. We evaluated the appropriateness of the k-means cluster solution by the number of dimensions with a standard deviation greater than 0.6 and
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by examining the 1-way analysis of variance performed for each dimension to see whether there were variables not contributing to cluster separation (insignificant F values) [35]. We populated the various cluster solutions with sociodemographic data to understand which number of clusters made the most sense (from the clinical and sociodemographic sense) in the context of cancer survivors receiving rehabilitation. The final number of clusters decided on should reflect the given population and for what purpose the clusters will be used. In our context of cancer survivors receiving rehabilitation, possibly involving technology, we found a 4-cluster solution to be the most suitable for stratification, when taking both the statistical results and the sociodemographic data into consideration (S Rossen MSc PhD, unpublished data, 2018). We also present an 8-cluster solution to illustrate how clustering can be used for other purposes in explaining and identifying particularly vulnerable subgroups and their characteristics.

Ethics
The project complied with the Declaration of Helsinki and was approved by the Danish Data Protection Agency (2015-55-0630). Under Danish law, permission from an ethics committee was not required because biological material was not used in the study. All participants received oral and written information about the survey and were informed that their participation was voluntary, that they were ensured anonymity, and that all data would be handled confidentially. We obtained written informed consent from all participants.

Results
Study Participants
Of 857 patients referred in the project period, 368 were asked to participate. Of these, 63 declined to participate, resulting in 305 participants (see Figure 2 for study population flowchart). Participants had a mean age of 58 years (ranging from 18 to 90 years), 70.8% (216/305) were women, and 81.6% (249/305) owned a smartphone.

Evaluation of the Properties of READHY Using Confirmatory Factor Analysis
The 13-factor CFA demonstrated a reasonable fit for the 13 factors (RMSEA=.049, 95% CI 0.046-0.052; CFI=.94; TLI=.935). With the exception of heiQ3 and eHLQ6, all scales were well identified by the hypothesized items. Only item 10 cross-loaded between heiQ3 and heiQ8 (see Multimedia Appendix 3).

For 2 scales, heiQ3 and eHLQ6, the average variance extracted was less than .5 (Fornell and Larcker’s first criterion [23]) and thus where convergent validity was questionable (Multimedia Appendix 4). Also, following Fornell and Larcker’s second criterion, 9 pairs of scales showed insufficient discriminant validity where the average variance extracted of 1 or the other in the pair was less than the variance shared between the 2 (heiQ3 and heiQ5; heiQ3 and eHLQ2; eHLQ1 and eHLQ5; eHLQ1 and eHLQ 6; eHLQ2 and eHLQ6; eHLQ3 and eHLQ6; eHLQ5 and eHLQ6; eHLQ5 and eHLQ7; eHLQ7 and eHLQ8). eHLQ4 showed good discriminant validity, while eHLQ2 was problematic in relation to eHLQ6 because of the low convergent validity of eHLQ6.

Figure 2. Flowchart of the study population.

<table>
<thead>
<tr>
<th>Patients referred in the project period</th>
<th>n=857</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never asked to participate</td>
<td>n=489</td>
</tr>
<tr>
<td>Reasons</td>
<td></td>
</tr>
<tr>
<td>Contact person deemed noneligible</td>
<td>n=11</td>
</tr>
<tr>
<td>Finished in the center</td>
<td>n=158</td>
</tr>
<tr>
<td>First appointment not scheduled yet</td>
<td>n=71</td>
</tr>
<tr>
<td>Other</td>
<td>n=37</td>
</tr>
<tr>
<td>Project ended</td>
<td>n=150</td>
</tr>
<tr>
<td>Excluded [never asked]</td>
<td>n=62</td>
</tr>
<tr>
<td>Insufficient Danish</td>
<td>n=24</td>
</tr>
<tr>
<td>Insufficient cognitive functions</td>
<td>n=4</td>
</tr>
<tr>
<td>3 attempts to contact by phone</td>
<td>n=34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Asked to participate</th>
<th>n=368</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declined to participate</td>
<td>n=63</td>
</tr>
<tr>
<td>Reasons</td>
<td></td>
</tr>
<tr>
<td>Do not want to</td>
<td>n=22</td>
</tr>
<tr>
<td>Lack of enthusiasm and energy</td>
<td>n=38</td>
</tr>
<tr>
<td>Lack of time</td>
<td>n=2</td>
</tr>
<tr>
<td>Gave up while filling out survey</td>
<td>n=1</td>
</tr>
</tbody>
</table>

Participants                                  n=305
This suggests that, in this population, a more parsimonious model with a fit similar to the 13-factor model might be achieved. Therefore, we performed an EFA. The parallel analysis, conducted with maximum likelihood estimation in Mplus, clearly suggested a 5-factor solution, while the scree slope plotted from the eigenvalues of the polychoric correlations used in the WLSMV analyses suggested that a 5- or 6-factor solution might be suitable (Multimedia Appendix 5). When we used close-fit criteria, the 6-factor solution was a satisfactory fit to the data (RMSEA=.046, 95% CI 0.043-0.049; CFI=.953; TLI=.943) with both the RMSEA and the CFI satisfying the prespecified cutoff values, whereas the fit of the 5-factor solution was less satisfactory (RMSEA=.052, 95% CI 0.049-0.055; CFI=.938; TLI=.927). The factor loading pattern from this solution generally paralleled the results of the convergent and discriminant analysis of the 13-factor CFA solution. Items from heiQ scales 4 and 8 loaded on 1 bipolar factor that contrasted the 2 constructs, while items from heiQ scales 3, 4, and 5 loaded on another factor. One resolution of this pattern would be to hypothesize 3 discrete heiQ factors consisting of heiQ4 items, heiQ8 items, and items from heiQ3 and heiQ5 combined. Items from HLQ1 and HLQ4 loaded on the same factor, while another factor was constituted only by secondary loadings from HLQ4 items. The eHLQ items separated into 1 large factor and a smaller factor constituted by eHLQ4, some eHLQ6 items, and, secondarily, 2 eHLQ7 items.

Given the lack of clarity in this solution, we extended the EFA analyses to 7 and 8 factors, and subsequently an 8-factor ESEM model. The ESEM model posited 3 factors comprising heiQ scales (heiQ4 and heiQ8 separately, and heiQ3 and heiQ5 combined) and 2 HLQ scales (HLQ1 and HLQ4 separately). These were CFA factors in that cross-loadings between them were not allowed. Additionally, the model posited 3 factors comprising eHLQ items that were fitted by an EFA component with geomin rotation. The fit of this 8-factor ESEM model was good by all close-fit criteria (RMSEA=.043, 95% CI 0.040-0.046; CFI=.953; TLI=.950). This model clearly confirmed heiQ4, heiQ8, and heiQ3/heiQ5 combined, and HLQ1 and HLQ4 as independent factors. It also suggested that eHLQ1, eHLQ3, eHLQ5, eHLQ6, and eHLQ7 items largely combined into 1 factor with items from eHLQ2 and eHLQ4 identifying separate factors. We conducted a final CFA analysis to confirm this 8-factor model (Multimedia Appendix 6). We required all items to load on only 1 factor as suggested by the ESEM analysis, with 1 exception: we allowed eHLQ item 33 to load on both the “omnibus” eHLQ factor and the eHLQ factor comprising eHLQ4 items. Fit was satisfactory given the extensive model constraints of only 1 allowed cross-loading and no residual correlations (RMSEA=.053, 95% CI 0.051-0.056; CFI=.927; TLI=.923). All hypothesized loadings, with 3 exceptions (including item 33), were greater than 0.4, and all but 6 loadings were greater than 0.5. Item 33, originally an eHLQ6 item was, in this sample, clearly associated with eHLQ4 items.

Cluster Analysis

The hierarchical cluster analysis suggested a 4-cluster solution to be appropriate, and we explored the characteristics of 3, 4, and 5 k-means cluster solutions. Based on the k-means evaluation, we concluded that in this dataset a 4-cluster solution was the best fit. The magnitude of the $F$ values from the analysis of variance performed on each dimension indicated that, in particular, eHLQ dimensions discriminated between the clusters. The subgroups of the 4-cluster solution were distinct in their READHY profiles (Figure 3). The heiQ and HLQ scales distinguished between profiles 1 and 2 (high) on the one hand and profiles 3 and 4 (lower) on the other. The eHLQ scales identified 3 groups: profile 1 (high on all), profiles 2 and 3 (middle on all), and profile 4 (low on 5). Profile 4 was lowest on the 5 scales that seemed to be most clearly measuring motivation, access, and capability with digital health services. Profile 1 had the highest smartphone ownership, was the youngest, and had the lowest number of chronic conditions. Profile 4, with the lowest scores, was the oldest and least likely to own a smartphone (Table 1).

When we conducted clustering to identify individuals belonging to certain subgroups, an 8-cluster solution (Figure 4) revealed 2 profiles, 6 and 8, that scored low in the heiQ scales compared with the other clusters. Profile 8 was low on HLQ4 (social support for health) and all eHLQ scales, while profile 6 was in the middle range on HLQ and eHLQ scales. Profile 7 was very low on 4 of the 5 eHLQ scales associated most directly with eHealth motivation, access, and capability and middle to relatively high on heiQ and HLQ scales. Profile 7 was high in eHLQ scales and relatively high in the heiQ and HLQ scales. Profile 8 had a higher number of chronic conditions and was least likely to own a smartphone (Table 1). Profile 6 had a high smartphone ownership and an average of 1 additional chronic condition. Profile 7 was the oldest, had the highest number of chronic conditions, and was less likely to have a smartphone. Profile 1 was the youngest, had the lowest number of chronic conditions, and had the highest smartphone ownership.
Figure 3. Four health technology readiness profiles based on cluster analysis of questionnaires administered to 305 people with a recent diagnosis of cancer. Health Education Impact Questionnaire (heiQ) dimension 8 was reverse scored so that a high score means a low level of distress. eHLQ: eHealth Literacy Questionnaire; HCPs: health care providers; HLQ: Health Literacy Questionnaire; READHY: Readiness and Enablement Index for Health Technology.

Table 1. Demographic characteristics of individuals across 4- and 8-cluster health technology readiness profiles.

<table>
<thead>
<tr>
<th>Profiles</th>
<th>Age (years), mean (SD)</th>
<th>Own a smartphone, n (%)</th>
<th>Number of chronic conditions (other than cancer), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4-cluster</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profile 1 (n=76)</td>
<td>53.9 (13.3)</td>
<td>70 (92)</td>
<td>0.59 (0.87)</td>
</tr>
<tr>
<td>Profile 2 (n=66)</td>
<td>58.1 (14.7)</td>
<td>52 (79)</td>
<td>0.67 (0.84)</td>
</tr>
<tr>
<td>Profile 3 (n=119)</td>
<td>58.1 (12.8)</td>
<td>106 (89)</td>
<td>0.73 (0.88)</td>
</tr>
<tr>
<td>Profile 4 (n=38)</td>
<td>67.8 (12.5)</td>
<td>16 (42)</td>
<td>1.34 (1.05)</td>
</tr>
<tr>
<td><strong>8-cluster</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Profile 1 (n=53)</td>
<td>55.1 (13.7)</td>
<td>49 (92)</td>
<td>0.58 (0.93)</td>
</tr>
<tr>
<td>Profile 2 (n=37)</td>
<td>56.0 (15.5)</td>
<td>33 (89)</td>
<td>0.67 (0.93)</td>
</tr>
<tr>
<td>Profile 3 (n=82)</td>
<td>57.2 (13.2)</td>
<td>72 (88)</td>
<td>0.70 (0.80)</td>
</tr>
<tr>
<td>Profile 4 (n=26)</td>
<td>61.2 (12.7)</td>
<td>17 (65)</td>
<td>0.76 (0.97)</td>
</tr>
<tr>
<td>Profile 5 (n=36)</td>
<td>62.8 (12.4)</td>
<td>26 (72)</td>
<td>0.56 (0.65)</td>
</tr>
<tr>
<td>Profile 6 (n=41)</td>
<td>55.3 (13.9)</td>
<td>36 (88)</td>
<td>1.05 (1.02)</td>
</tr>
<tr>
<td>Profile 7 (n=17)</td>
<td>70.9 (10.1)</td>
<td>9 (53)</td>
<td>1.35 (1.17)</td>
</tr>
<tr>
<td>Profile 8 (n=7)</td>
<td>58.9 (15.1)</td>
<td>2 (29)</td>
<td>1.29 (0.95)</td>
</tr>
</tbody>
</table>
Figure 4. Eight health technology readiness profiles based on cluster analysis of questionnaires administered to 305 people with a recent diagnosis of cancer. Health Education Impact Questionnaire (heiQ) dimension 8 was reverse scored so that a high score means low level of distress. eHLQ: eHealth Literacy Questionnaire; HCPs: health care providers; HLQ: Health Literacy Questionnaire; READHY: Readiness and Enablement Index for Health Technology.

Discussion

Health Technology Readiness and Enablement

This study presents a new way to understand user health technology readiness by taking advantage of the recently developed eHLQ instrument, supplemented with scales from other psychometrically sound instruments, to create the READHY instrument. The READHY covers aspects of users’ knowledge and skills, their self-management of disease, their perceptions and mindset, their experience with health technology systems, and an understanding of the extent to which users feel supported by relatives, peers, and health professionals. Understanding of technology readiness is usually associated with the maturity of a technology [36], including the organizational context [37]. READHY addresses the complementary situation: how ready and able the user is to engage with and take advantage of technologies. This adds to the understanding of the complex situation of a user’s interaction with digital tools in a health context.

The eHLQ is a multidimensional instrument that measures eHealth literacy strengths and weaknesses. Each dimension is represented by an independent scale, and the dimensions collectively provide a comprehensive profile of the informant. The eHLQ can be used alone in digital or technology contexts [12]. By adding scales from 2 other psychometrically sound and well-tested instruments derived from the lived experience of users, we extend the utility of the eHLQ to generate a comprehensive description of health technology readiness, as well as ancillary elements that capture the degree to which they are enabled: that is, determinants of users’ technological capability, their emotional distress, and their ability to manage their own condition over time. Technology-based interventions may also change the way the individual interacts with health professionals, peers, and relatives. Whether enablement is related to a higher or lower score on the HLQ scales (HLQ1, feeling understood and supported by health care providers; HLQ4, social support for health) remains to be explored.

The strength of the READHY instrument is that the eHLQ dimensions provide insight into users’ knowledge and skills (eHLQ1, using technology to process health information; eHLQ2, understanding of health concepts and language; eHLQ3, ability to actively engage with digital services), their self-management of disease (heiQ3, self-monitoring and insight; heiQ5, skills and technique acquisition), their perceptions and mindset (eHLQ4, feel safe and in control; eHLQ5, motivated to engage with digital services), their experience with health technology systems (eHLQ6, access to digital services that work; eHLQ7, digital services that suit individual needs), and an understanding of the extent to which users feel supported by relatives, peers, and health professionals (HLQ1, feeling understood and supported by health care providers; HLQ4, social support for health).

Compared with the 2 other instruments we identified that measure readiness, PERQ [10] and SUTAQ [11], READHY is grounded in a modern concept of eHealth literacy (eHealth literacy framework [15]) and addresses users’ knowledge and skills, their self-management of disease, their perceptions and mindset, their experience with health technology systems, and an understanding of the extent to which users feel supported by...
relatives, peers, and health professionals. PERQ differs by not being conceptually based or psychometrically validated, but rather consists of specific questions in relation to internet use, social support, personal abilities, and economic burden [10]. SUTAQ is, like READHY, conceptually and psychometrically robust. In contrast to READHY, which conceptually builds on eHealth literacy, SUTAQ was developed to assess technology acceptance in the Whole System Demonstrator project [11]. SUTAQ predicts acceptance based on the user’s experience with a given technology, where an experience of reduced privacy and comfort predicts rejection of the technology, whereas an experience of benefits by the users lowers the likelihood of rejection [10]. Compared with READHY, SUTAQ lacks information about the user’s knowledge and skills, as well as the context of the burden of the informant’s condition.

**Evaluation of the Properties of READHY Using Confirmatory Factor Analysis**

In our data from a large group of people with a cancer diagnosis engaging in rehabilitation services, we found that discriminant validity between some of the scales was not sufficient, suggesting that a more parsimonious model, with fewer items and scales, might be available. However, we were not able to find a better fit, although our results indicated clear grouping of some dimensions. One example is the high correlation between heiQ3 (self-monitoring and insight) and heiQ5 (skill and technique acquisition). This could be either because the 2 dimensions capture the same construct, or because one (heiQ 5) might cause the other (heiQ3); thus, we observed a high correlation between them, but they are different constructs and different interventions would affect changes in these dimensions. Likewise, the connection between eHLQ1, eHLQ3, eHLQ5, eHLQ6, and eHLQ7 may be explained by a causal pathway, that is, having the personal knowledge and skills to engage with digital services and information and having access to systems that work may motivate you to use the systems. While there appears to be some overlap between some of the 13 scales selected, and potential causal hypotheses can be drawn from the data, the 13-factor model works satisfactorily, notwithstanding some factor collapse. If such a pattern is replicated in other patient groups in other settings, particularly among the eHLQ scales, a reduced number of scales might be appropriate for future use, particularly in population studies where questionnaire length may be important. Careful testing of the READHY in other settings receiving technological interventions, such as people with complex conditions such as chronic obstructive pulmonary disease, diabetes, or cardiac heart failure, will provide important empirical information that will assist with reducing the total number of dimensions of the READHY. However, a premature reduction of dimensions may omit information critical in other contexts, such as when robust interventions are introduced, and computer media or system services are changed.

**Cluster Analysis**

The combination of hierarchical and k-means cluster analysis is a way of identifying clusters of individuals with respect to their attributes in relation to health technology. We further explored the clusters by adding disease-specific and sociodemographic data (age, smartphone ownership, and number of chronic conditions). These different profiles can be addressed in the form of tailored introductions to technology, educational programs, or variations in user interfaces. In addition, these groups can be used to understand the individual’s attitude and experiences in relation to health technology, their emotional well-being, and the impact of their condition. For a health technology design or service design process, a lower number of clusters would be appropriate, while separating users into further clusters can help understand how different user types can be supported in their use of technology.

The profiles identified in the cluster analysis may be useful for identifying those who are at risk of being marginalized or need particular interventions. We identified such a group in the 8-cluster analysis. In this subgroup (see profile 8, Figure 4), individuals have high emotional distress and may need assistance to learn to cope with and manage their situation to reduce the burden of their condition before being ready to engage with digital services or technologies. Although only 7 individuals belonged to this group, they were likely to be underrepresented in the sample, given the recruitment process, and they represent at least 2% of the population and thus a considerable number of individuals in a national or regional perspective. This group may well be found to be higher users of health care services as their chronic conditions progress [38].

It is important to characterize high-risk groups, which is reflective in important programs such as Denmark’s and other countries’ focus on interventions for the 1% of the population that accounts for almost a third of health care expenses [39-45]. This data-driven approach may be a strong tool to identify particular subpopulations to which specific actions and interventions can be tailored. This approach has been effectively incorporated into health system improvement initiatives such as the OPHELIA process [31,32].

**Strengths and Limitations of the Study**

A strength of the study is the way we sought to minimize missing data for people with low literacy, as we ensured that respondents had the opportunity to have the instrument read aloud and filled out for them by a project member. A limitation to this study is the exclusion of ethnic minorities. Furthermore, it has been shown that referral to the Copenhagen Centre for Cancer and Health is not equally distributed by socioeconomic group. Higher educational level is associated with a higher rate of referral to rehabilitation services [46]. Data analysis used a combination of CFA, EFA, and ESEM. While we used confirmatory analyses at the commencement and completion of the sequence, the conclusion that a more parsimonious selection of scales might be possible also relied on information drawn from the exploratory analyses. As such, the analyses should be regarded as principally exploratory, and the final 8-factor solution should be replicated in further studies with different samples.

**Perspectives**

With the introduction of READHY, we now have an instrument that can help designers of services and health care providers to better understand an individual’s readiness for using digital health services or technology, not only from the eHealth literacy perspective.
perspective, but also by including insight into the individual’s social network, including health care providers, and their capability to manage their own health. This is particularly important when digital services are provided to people with 1 or more chronic conditions. For this study, we chose cancer survivors. This group covers a wider age range and includes both sexes. In cancer patients, as well as in other groups of people living with 1 or more chronic conditions, it is important to be aware of the burden of the disease and treatment, and the social support from health care professionals, peers, and relatives to be able to provide the digital services and technology in a way that raises the likelihood that these people will adopt the technology. The development of READHY is the first step. We have submitted data for publication that report on users’ willingness to use technology and more detailed information about the group of cancer survivors (S Rossen MSc PhD, unpublished data, 2018), and a qualitative study exploring individuals’ personal values, perceptions, and experiences in more detail is ongoing. Currently READHY is used in 150 Danish diabetes patients to widen our knowledge about groups living with chronic conditions. READHY is also being used in other studies in Denmark and Norway. In these studies, READHY is being used to understand the segments of users to better develop educative material and strategies, to better design digital solutions that can be tailored to the various segments’ specific needs. We expect that future longitudinal studies will contribute to an understanding of how specific interventions will affect patients’ knowledge and skills, self-management of disease, perceptions and mindset, experience with health technology systems, and social support.

This multidimensional, person-centered evaluation will help designers and providers to address the particular needs identified. Like in the OPHELIA process [31], identification of dimensions that score low in individuals or groups will help to design specific interventions. In this way, READHY can assist in providing more effective and efficient interventions, as they can be developed based on specific gaps or needs.

The READHY instrument, with further testing in a wide range of settings, may be a promising tool to provide technologists, researchers, health care providers, and policy makers with robust information to ensure that fit-for-purpose and inclusive digital health systems are developed and evaluated across health care systems.

Conclusion
While the READHY is relatively long (13 scales), further efforts to reduce the number of scales seems warranted. While the observed clustering and high correlation between some scales suggests redundancy, many scales are likely to be causally related or influenced by different interventions. Until empirical studies provide evidence on which scales predict future readiness outcomes or respond to specific interventions, we recommend using the current scales or selecting a smaller set based on well-defined a priori hypotheses of which scales are likely to predict target outcomes in new settings. The READHY provides an option for researchers and technology implementers to assess groups of individuals’ readiness for health technology. The data derived from the tool will provide rich information in the form of a situational analysis (prior to implementation) and through the complex transitions that individuals, practitioners, and organizations as a whole go through as technological improvements are applied across the health and social care sectors.
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Abstract

Background: While the application of learning analytics in tertiary education has received increasing attention in recent years, a much smaller number have explored its use in health care-related educational studies.

Objective: This systematic review aims to examine the use of e-learning analytics data in health care studies with regards to how the analytics is reported and if there is a relationship between e-learning analytics and learning outcomes.

Methods: We performed comprehensive searches of papers from 4 electronic databases (MEDLINE, EBSCOhost, Web of Science, and ERIC) to identify relevant papers. Qualitative studies were excluded from this review. Papers were screened by 2 independent reviewers. We selected qualified studies for further investigation.

Results: A total of 537 papers were screened, and 19 papers were identified. With regards to analytics undertaken, 11 studies reported the number of connections and time spent on e-learning. Learning outcome measures were defined by summative final assessment marks or grades. In addition, significant statistical results of the relationships between e-learning usage and learning outcomes were reported in 12 of the identified papers. In general, students who engaged more in e-learning resources would get better academic attainments. However, 2 papers reported otherwise with better performing students consuming less e-learning videos. A total of 14 papers utilized satisfaction questionnaires for students, and all were positive in their attitude toward e-learning.

Furthermore, 6 of 19 papers reported descriptive statistics only, with no statistical analysis.

Conclusions: The nature of e-learning activities reported in this review was varied and not detailed well. In addition, there appeared to be inadequate reporting of learning analytics data observed in over half of the selected papers with regards to definitions and lack of detailed information of what the analytic was recording. Although learning analytics data capture is popular, a lack of detail is apparent with regards to the capturing of meaningful and comparable data. In particular, most analytics record access to a management system or particular e-learning materials, which may not necessarily detail meaningful learning time or interaction. Hence, learning analytics data should be designed to record the time spent on learning and focus on key learning activities. Finally, recommendations are made for future studies.

(J Med Internet Res 2019;21(2):e11241) doi:10.2196/11241
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Introduction

Learning analytics has been defined [1] as “the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimizing learning and the environments in which it occurs”; this broad definition allows the inclusion of virtually anything related to learning. From a more holistic perspective, Picciano [2] proposed that learning analytics is a process that can provide conclusions for decision making through the examination of data such as for helping colleges and universities to identify and evaluate strategies for improving the retention of students. In addition, it can help instructors to decide if an intervention is needed to assist students.

More recently, the 2016 Horizon Report [3] increasingly emphasized the usage of Web-based tools and platforms and described learning analytics as “an educational application of web analytics aimed at learner profiling, a process of gathering and analyzing details of individual student interactions in online learning activities.”

While a universal definition of learning analytics has not yet reached a consensus, there is general agreement that it is a relatively new [4] and emerging [5,6] tool in academic research, which can be used to track and store students’ Web-based learning activities [5,7]. Higher education institutions collect a vast amount of information from students regarding their use of e-learning resources in the form of activity logs and other digital footprints such as time and date, student demographics, course enrollments, survey questionnaires, library usage, and academic grades [8]. A wide range of e-learning resources ranging from administration, assessment, assignment, quiz, multimedia, to collaboration, to name a few, now can be found integrated into learning management systems (LMS). Looking at such learning analytics data can allow researchers to investigate and examine relations between students’ e-learning use and academic performance [9].

Furthermore, learning analytics offers a convenient and potentially accurate method to capture students’ interactions with the e-learning resources, which was not achievable in the past. Previously, student engagement was measured by class attendance [10] and self-reported questionnaires. For example, questions such as “How frequently do you use X” [11] would be administered to acquire information from students about their e-learning usage. However, self-reported answers have the disadvantage of being inaccurate (recall bias). With learning analytics, investigators can collect information such as the exact number of video watches, and time and date the videos were viewed.

One of the main practical applications for learning analytics data is the investigation of students’ e-learning usage and the examination of its effect on their academic performance. Students’ e-learning usage behaviors, such as the number of log-ins, time spent on e-learning platforms, and use of other resources, have been studied and found to be positively associated with academic performance outcomes such as summative multiple-choice question (MCQ) exam scores [12,13]. In addition, learning analytics can allow educators to examine an individual student’s tracked Web-based activities and search for any at-risk students with one of its predictive functions, then intervene by providing feedback and instructional content [5,14,15].

Although learning analytics applications in higher education have received increasing attention in recent years [5], a limited number of studies have investigated its use in health care-related educational studies. With the acknowledgment of advantages in learning analytics data, this paper aims to review the use of learning analytics in e-learning in health care educational studies with regards to how it is reported and how this may be related to learning outcomes.

Methods

Textboxes 1 and 2 present details pertaining to study populations, interventions, comparisons, and outcomes are presented in accordance with the PICO (population, intervention, comparison, and outcome) model [16]. Textbox 3 details the keywords used in the systematic search of 4 electronic databases (MEDLINE, EBSCOhost, Web of Science, and ERIC). The end search date was August 25, 2017.

We limited the searches to papers that spanned from 2000 to 2017, were involved in tertiary-level education in health care-related disciplines, and were in English. We excluded gray literature. In addition, reviews and commentary columns were discarded, and multiple papers on the same research data were excluded.

After deleting duplicates, all papers retrieved from these initial search criteria were subjected to a screening process by reading titles and abstracts. The detailed information regarding the data type, e-learning content, learning outcome, and key findings were analyzed.

Textbox 1. The inclusion criteria based on the PICO (population, intervention, comparison, and outcome) model.

P: Studies that involved undergraduate or postgraduate students in health care-related disciplines (eg, dentistry, medicine, nursing, and pharmacy).
I: Studies that explored learning analytics were included. Owing to the fact that some studies reported learning analytics data but did not specifically utilize the term “learning analytics,” this review also included studies that used learning management systems, educational technologies, or other tools that contained digital footprints of students’ e-learning usage.
C: Regarding comparisons, Jin and Bridges [17] suggested that experimental designs should not be considered exclusively because a large proportion of educational research in these fields is case-based as well.
O: Studies that mentioned quantitative measurements of learning outcomes, such as student academic performance related to their knowledge or skill assessment were included.
Textbox 2. The exclusion criteria based on the PICO (population, intervention, comparison, and outcome) model.

P: Studies that reported only instructors, staff, or physicians were excluded.

I: Anything other than those included in the inclusion criteria.

C: Studies that involved only qualitative methods were not included.

O: Anything that did not mention the word “learning outcome” or “GPA/grade”

Textbox 3. The database search strategy.

(clinical OR dent* OR med* OR nursing OR pharmacy) AND
(undergraduate OR postgraduate) AND
(academic achievement OR academic attainment OR assessment OR GPA or grade or consumption) AND
(educational technologies OR learning management system OR content management system OR virtual learning environment OR technology enhanced learning OR learning analytics OR digital footprint OR e-learning OR logs) AND
(education OR learning OR training)

Results

Principal Results

The search of the 4 databases resulted in 537 papers (Figure 1), and a total of 337 papers were obtained after the removal of duplicate results. These were further screened by the same independent researchers, and 296 papers were excluded because of not satisfying the inclusion criteria. Based on the content in abstracts, full texts of 31 potentially effective papers were retrieved and screened, from which a total of 19 papers met all the inclusion criteria and were subjected to content evaluation.

Learning Analytics Data Types

A total of 19 studies reported analytic data based on the number of connections, time spent, or combinations of these and other analytic approaches such as the number of forum posts, MCQ exam scores, and responses of perception questionnaires (i.e., satisfaction). Table 1 summarizes the types of learning analytics data among the studies.

Figure 1. Flowchart of the search process.
Table 1. The list of learning analytics data type.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Learning analytics data type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of connections</td>
</tr>
<tr>
<td></td>
<td>Time spent</td>
</tr>
<tr>
<td></td>
<td>Both</td>
</tr>
<tr>
<td></td>
<td>Number of posts</td>
</tr>
<tr>
<td></td>
<td>Multiple-choice question or Likert</td>
</tr>
<tr>
<td>Boye et al [18]</td>
<td>✓</td>
</tr>
<tr>
<td>Catteau et al [19]</td>
<td>✓</td>
</tr>
<tr>
<td>Chastonay et al [20]</td>
<td>✓</td>
</tr>
<tr>
<td>Colthorpe et al [21]</td>
<td>✓</td>
</tr>
<tr>
<td>Costa-Santos et al [22]</td>
<td>✓</td>
</tr>
<tr>
<td>Critchley et al [12]</td>
<td>✓</td>
</tr>
<tr>
<td>Davidson and Candy [23]</td>
<td>✓</td>
</tr>
<tr>
<td>DiLullo et al [24]</td>
<td>✓</td>
</tr>
<tr>
<td>Franson et al [25]</td>
<td>✓</td>
</tr>
<tr>
<td>Garrett et al [26]</td>
<td>✓</td>
</tr>
<tr>
<td>Gurpinar et al [27]</td>
<td>✓</td>
</tr>
<tr>
<td>Kleinsorgen et al [28]</td>
<td>✓</td>
</tr>
<tr>
<td>Kukolja-Taradi et al [29]</td>
<td>✓</td>
</tr>
<tr>
<td>Lameris et al [30]</td>
<td>✓</td>
</tr>
<tr>
<td>Mahnkken et al [31]</td>
<td>✓</td>
</tr>
<tr>
<td>Poot et al [13]</td>
<td>✓</td>
</tr>
<tr>
<td>Reimer et al [32]</td>
<td>✓</td>
</tr>
<tr>
<td>Romanov and Nevgi [33]</td>
<td>✓</td>
</tr>
<tr>
<td>Saqr et al [34]</td>
<td>✓</td>
</tr>
</tbody>
</table>

Of the 19 studies, 7 recorded the number of connections (ie, log-in or click or hit or visit or access, etc) to the learning platforms [13,20-22,24,27,29]. Of these, 3 studies only recorded connections to the platform or folder and not the specific learning items contained within [20,21,24].

Two studies reported only the length of time students spent on certain e-learning activities such as e-learning animations [18] and game-based platforms [23]. However, 10 studies used both the number of connections and length of time spent on the e-learning activity by students [12,19,25,26,28,30-34] (eg, the number of connections to the e-platform and the accumulative time spent completing the Web-based modules [19], or connections and time on pages of an e-portfolio system [26]).

The Nature of E-Learning Content

The types of e-learning interventions varied widely (Table 2), with the more commonly used e-learning formats including videos and animation clips [12,18,19,21,23,24,28,29,32,33], Web-based text documents (eg, handouts, book chapters, journal papers, and slides) [12,19,20,22,24-29], Web-based tests or quizzes [19,22,27-33], and URL links to external Web-based resources [22,27-29].

In particular, 10 papers reported the use of videos, which ranged from animations and lecture recordings, to laboratory precaution clips. In addition, 10 papers utilized e-learning content presented in the form of Web-based text, including but not limited to, slides, PDFs, text documents, and scanned book chapters. A total of 10 studies investigated the use of e-assessments (eg, tests and quizzes), and 4 studies used URL links to external websites. The majority (14/19) of the studies used >1 type of e-learning resource, and 5 studies used a single type [13,18,21,30,31].

Outcome Measures—Learning and Evaluation

The learning outcomes investigated in the studies were limited to examination or test results with outcomes reported as either a single exam score or a final course grade, which could be a combination of midterm exams, written assignments, and the end-of-semester exam results. Overall, 14 papers documented learning outcomes (Table 3) as measured by either an end-of-course exam [18,25,27,29,30,32,33] or a combination with course assessments [12,13,21-23,31,34].
Table 2. The list of e-learning content.

<table>
<thead>
<tr>
<th>Paper</th>
<th>e-Learning content</th>
<th>Text doc</th>
<th>Test or quiz</th>
<th>URL</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boye et al [18]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catteau et al [19]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Chastonay et al [20]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colthorpe et al [21]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costa-Santos et al [22]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Critchley et al [12]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davidson and Candy [23]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiLullo et al [24]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Franson et al [25]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garrett et al [26]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gurpinar et al [27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Kleinsorgen et al [28]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Kukolja-Taradi et al [29]</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lameris et al [30]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mahnken et al [31]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poot et al [13]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reimer et al [32]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Romanov and Nevgi [33]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saqr et al [34]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Five studies did not include objective learning outcomes [19,20,24,26,28]; of these, 1 reported self-efficacy perception from students [19], while another paper mentioned it did monitor assessments and students completed exams [20] but did not subject these data to any statistical analysis nor descriptive statistics. The remaining 4 papers did not include any learning outcome variables in the study designs.

In this study, 14 papers reported student feedback or evaluation questionnaires (Table 3), which assessed their satisfaction toward the e-learning resources [12,13,18-20,22-24,26-30,32] and were all positive. For example, Boye et al [18] reported that the e-learning was well appreciated by students. Garrett et al [26] reported students valued the accessibility and convenience that came from an electronic portfolio. A total of 9 studies incorporated both objective learning outcomes and evaluation questionnaire data [12,13,18,22,23,27,29,30,32].

Statistical Analyses

Of 19 papers, 5 reported only descriptive statistics [20,23,24,26,32]. The remaining 14 studies [12,13,18,19,21,22,25,27-31,33,34] performed additional statistical analyses, including the Mann-Whitney U-test [18,21,27,33], Student t test [21,27,31,33], regression (linear, multiple, or logistic) analyses [12,18,25,30,34], analysis of variance (univariate analysis of variance and multivariate analysis of variance) [13,22,30,31], and correlation tests (Pearson and Spearman) [19,31,34].

Relating Learning Analytics Data to Learning Outcomes

With regards to the relationship of learning analytics data to objective learning outcomes, 12 of 13 studies demonstrated significant results [12,13,18,19,21,22,25,29-31,33,34], as presented below. One study [19] only analyzed students’ learning analytics on their self-efficacy responses as a replacement of learning outcome.

Within the Cohort Relationship of Learning Outcomes and Learning Analytics Data

Perhaps, the most meaningful examination of learning analytics is how it relates to learning outcomes. In a study examining radiology students’ consumption of “e-cases,” a significant correlation was found between their “improvement in knowledge” (pre- and postcourse assessments) and the number of e-cases accessed for those who chose to access e-cases (r=0.50, P=.003) and those who were required to access (r=0.46, P=.008) [31].

In a blended learning course for “introductory medical education,” the first-year medical students’ frequency of log-ins to access the LMS was found to have the strongest correlation with their final grade (r=0.47, P<0.01). The second strongest correlation to the final grade was the number of attempts that students took the formative quiz (r=0.46, P<0.01), and the third was students’ formative assessment grades (r=0.43, P<0.01) [34].
Table 3. Reported learning outcomes, self-evaluations, and statistical tests.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Learning outcome (final exam or grade)</th>
<th>Evaluation (satisfaction)</th>
<th>Statistical test (eg, learning outcome versus e-learning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boye et al [18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Catteau et al [19]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chastony et al [20]</td>
<td></td>
<td></td>
<td>Descriptive</td>
</tr>
<tr>
<td>Colthorpe et al [21]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Costa-Santos et al [22]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Critchley et al [12]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Davidon and Candy [23]</td>
<td>✓</td>
<td>✓</td>
<td>Descriptive</td>
</tr>
<tr>
<td>DiLullo et al [24]</td>
<td></td>
<td>✓</td>
<td>Descriptive</td>
</tr>
<tr>
<td>Franson et al [25]</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Garrett et al [26]</td>
<td></td>
<td>✓</td>
<td>Descriptive</td>
</tr>
<tr>
<td>Gurpinar et al [27]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Kleinsorgen et al [28]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Kukolja-Taradi et al [29]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Lameris et al [30]</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Mahnken et al [31]</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Poot et al [13]</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Reimer et al [32]</td>
<td></td>
<td>✓</td>
<td>Descriptive</td>
</tr>
<tr>
<td>Romanov and Nevgi [33]</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Saqr et al [34]</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

In a study in which case-based e-learning scenarios were used to assist medical students in learning anesthesia diagnostic decision making, learning analytics data, such as the number of students’ completed e-cases, were recorded in an LMS. It was found that students’ marks in the final MCQ test ($r=0.21$, $P<.05$), as well as 2 graded case reports ($r=0.25$, $P<.01$ and $r=0.30$, $P<.01$), were significantly correlated to their second attempt in completing the e-cases and the number of log-ins they made to the LMS (MCQ: $r=0.18$, $P<.05$; case report 1: $r=0.24$, $P<.01$; and case report 2: $r=0.32$, $P<.01$) [12].

In a study concerning a “Teaching Resource Centre (TRC) database” for clinical pharmacology, researchers performed a regression analysis and found that students in 2 separate academic years could increase their grades by 32% ($P<.001$) and 55% ($P<.001$) with more time spent on accessing the “database” [25].

Similarly, Boye et al [18] found that students with intermediate scores in their immunology tests improved their outcome by 3.6% for every hour of watching animated e-learning clips ($P=.005$) from regression analysis to their learning analytics data.

**Within the Cohort Comparison of Learning Outcomes and Learning Analytics Data**

Most studies in this review were interested in finding differences in learning outcomes from different groups of students according to their learning analytics records. Researchers would group students according to the e-learning usage intensity and looked for between-group differences. In a study [21] examining video consumption by physiotherapy or speech pathology students, a marked difference was observed between the groups of high and low “performers.” The high or low performer categorization was defined by considering a range of students’ access to lecture recordings, “meta-learning” tasks, student submission dates of assignments, and assignment and course grades through cluster analysis. Perhaps counterintuitively, students who “performed” better academically were found to have watched lesser Web-based lecture video recordings than students who performed poorer ($P<.05$). Furthermore, the paper reported that higher “performers” achieved a higher course grade than lower “performers” ($P<.001$).

Costa-Santos et al [22] stratified medical students’ Web-based “mini-test” grade results as low, medium, and high and found significantly different outcomes between these on their final exam grades in the biostatistics ($P<.001$) and medical informatics ($P<.001$) modules. Furthermore, they observed that the average grades on the final exam were higher when the “mini-test” results were higher.

In a Web-based course about “acid-base balance in humans,” it was reported that medical students’ “knowledge gain” was significantly improved ($P<.001$) by the e-course [29]; this was determined by students’ “knowledge gain” based on pre- and posttest scores. Furthermore, frequencies of “students’ logs” and students’ visited pages were recorded; however, no statistical analysis was performed relating to the learning outcomes.
A study examining completed modules on an internet-based app found that medical students classified as moderate (P=.04) and intensive users (P<.001) scored significantly higher than nonusers on the final exam [30]. Each module contained only MCQs, and the study aimed to determine whether a formative testing approach would be effective in stimulating students’ study performance. The classification of nonuser or moderate or intensive was defined by counting the number of modules completed.

In a physiology course where students created and answered peer-generated, questions who logged into the platform showed significantly higher scores in a summative test compared with those who did not log on to the platform (P=.001) [13]. While the number of questions created and answered was recorded, these were not tested for their association with summative test scores.

In another study, medical informatics students who watched Web-based videos had significantly higher final exam scores when compared with nonvideo-watchers (P=.007) [33]. Nevertheless, the frequencies of video watches were documented from students’ self-administered questionnaires and were not recorded digitally.

While most papers had shown significant results, Gurpinar et al [27] and Mahnken et al [31] reported otherwise. Gurpinar et al [27] created a website with several pages that contained various e-learning resources. The frequencies of page visits were recorded and it was found that medical students who visited the pages during problem-based learning period exhibited slightly higher exam marks than those who did not visit any pages; however, the result was not statistically significant (P=.12).

Mahnken et al [31] did not find a significant difference (P=.54) in “improvement in knowledge” (pre- and postcourse assessments) between radiology students who viewed e-cases and those who did not; this is despite the finding that within the stratum of e-case consumers, marked correlations with “improvement in knowledge” were found for both groups of students who were required and not forced to consume the e-cases.

Discussion

Principal Findings

Prior educational studies utilizing learning analytics data in nonhealth care disciplines have reported improvements in learning outcomes with increased e-learning interactions [35-37]; these studies have supported the use of e-learning materials as effective in improving students’ academic performance. The findings are congruent with the data from the health care disciplines.

The majority of papers reviewed in this study utilized >1 type of e-learning material, with videos, Web-based documents, and quizzes being the 3 most common; this reflects a diversity of needs and functionalities among course designers in health care curricula. For example, showing a video can provide easier understanding than a description in the text of a complex concept or clinical procedure. Conversely, presenting a written document may be more concise than other means of multimedia e-learning content. Woodham et al [38] found that students preferred a text-based format and believed that the use of video slowed their pace to review and appraise the learning materials in their problem-based learning curriculum. As a result, providing the required content appropriately and efficiently for students’ use may increase their engagement in e-learning use. Based on the diverse formats of e-learning (ie, video, PDF, quiz, etc) and the combinations of these used, the most effective e-learning formats to support learning has not been determined. Hence, further research is needed.

While the majority of studies found that assessed learning outcomes were improved by using e-learning resources, 2 papers reported insignificant findings but did not explain why this occurred [27,31]. A possible reason could be that students in these 2 studies did not become more knowledgeable with the provided e-learning materials; this may be because the conventional in-class teaching was sufficient or the Web-based materials were not aligned to the assessment outcomes and, therefore, did not support the learning outcomes.

Although most papers reported a positive relationship between more e-learning usage and better academic attainment, there were 2 that reported otherwise. While Boye et al [18] observed a slight increase in students’ grades through the watching of more animated e-learning videos, this was only for students with intermediate scores. Students with either good or weak academic grades did not appear to benefit. They reasoned that students with better academic performance might already be inclined to study more through conventional means, such as books, lectures, or tutorial sessions, limiting any potential additional benefit from supplementary e-learning materials. In contrast, weaker students may try to compensate for their lack of participation during regular teaching sessions by spending more time with the e-learning materials in “the last minute” prior to examinations. In addition, Colthorpe et al [21] showed that better performing students watched lesser videos than inferior students. They reasoned that students with greater understanding of the learning materials may not consume the video content as they have already mastered it. From this, we may infer that watching more videos may not lead to better learning outcomes for particular students, especially if students do not see the purpose or meaning for their learning.

Students’ satisfaction with Web-based learning materials was attributed to its ease of access [22], as well as its usefulness as a “complement” to lectures [32] and a “good supplement” to regular teaching [18]. Students felt that e-learning could increase competence in the subject [13].

Aside from descriptive and diagnostic analytics, higher levels of learning analysis, such as predictive analysis (ie, regression and modeling), could be used to apply learning analytics data within the scope of students’ need. For example, Purdue University’s Signals project is, perhaps, the most famous example of the successful application of learning analytics’ predictive modeling to identify at-risk students. By providing a real-time “red or amber or green traffic light” to students and teachers based on the data collected from the LMS, learning
analytics can help in identifying students who are at risk so that help and support could be provided to them [39-42]. Teachers can then target interventions ranging from emailing those who are at risk to referring them to academic advisors or meeting them face-to-face [39]. In another case, the University of Alabama developed a model to predict student retention rate by using freshmen’s Web-based data records with various parameters such as students’ English course grades, total hours earned, and their demographics information [5,43]. These are just a few examples of learning analytics applications in higher education. It is predicted that in the coming years, learning analytics will be widely implemented in Web-based education to identify the patterns of student behaviors for improving students’ learning and their retention rates [5].

Variations of Learning Analytics Variables

In this review, a diverse range of learning analytics data was reported, making comparisons between the studies at the least difficult. In addition, there was ambiguity with regards to the interpretation and definitions of the learning analytics data. For example, “log-ins” was not clearly defined if it related to the duration of log-ins or the number of successful log-ins [12]. It is important for future studies to standardize and include clear definitions of such key variables to facilitate comparisons.

The most common learning analytics parameter documented was the number of connections to a specific e-learning material. However, some only recorded connections to folders of resources such as webpages containing multiple e-learning resources. For example, Colthorpe et al [21] deposited all of their teaching videos into a single folder for which they registered the frequency of access, and Franson et al [25] tracked students’ access to “TRC database material,” which included schematic graphics, explanation texts, and feedback questions, rather than each type of resource individually. Therefore, we do not have a clear picture of what learning materials students are actually engaging with. It would be preferable to record access to individual e-learning resources, as this would provide more precise data regarding the effectiveness and popularity of each document. Furthermore, this would allow differentiation between accessing e-learning materials as opposed to log-ins for viewing other included documents, such as timetables or course announcements, which would not be considered learning materials.

Another way used to analyze students’ engagement of e-learning was the time they spent on tasks. Nevertheless, the majority of studies, except Boye et al [18] and Franson et al [25], did not provide sufficient details on how this parameter was recorded. Boye et al [18] reported that each student’s individual access to an e-learning animation was recorded at 10-second intervals, and when students had stayed idle for >3 minutes, the tracking mechanism would stop until another action was taken. Franson et al [25] applied filters to time spent on their “TRC database material” such that a too short engagement (3 seconds) was considered not to be meaningful. Likewise, greater than the anticipated duration (6 minutes) suggested nonstudy activities. However, the total time spent on a task may provide limited information, as this may simply be an open webpage not being read or a playing video not being watched. Furthermore, this would neither necessarily reflect the actual physical presence of students nor cognitive engagement.

A total of 8 studies documented the frequency of messages posted in forums. However, the value of such learning analytics data was questionable, as it does not reflect the quality of the discussion students created. As such, unless the quality of forum posts is monitored and assessed, the benefit of simply registering the quantity of posts is in doubt. Therefore, an assessment rubric is required that can evaluate the quality of the discussion posts.

From the above, we can assert that detailing of learning analytics data needs to be improved so that research studies can allow meaningful outcomes and interpretations. Furthermore, diverse analytics need to be recorded for the individual types of e-learning resources, as well as a way of capturing active engagement with the content.

Recommendations

This review observed diverse approaches in recording and defining learning analytics data of students’ e-learning use. The varied and imprecise nature of learning analytic data that has been used in the current studies does not help further our understanding of how Web-based learning helps students learn and how we can use the analytics to help students at risk. Hence, a more detailed and precise approach to analytics and e-learning research is required to answer these questions.

From an examination of this literature and an analysis of its shortcomings, we propose the following recommendations:

- Learning analytics data should include well-defined terms and conditions used to describe data collected.
- A detailed collection of individual e-learning items should be performed, as opposed to merely platform log-ins or folder connection frequencies to gain greater knowledge regarding learner engagement.
- The length of time spent by students on e-learning materials, should be recorded when appropriate for certain e-learning resources. For instance, the collection of data on the amount of a video watched is now possible with many LMS and even on YouTube. Conversely, time analysis of access to a PDF document would not be appropriate.
- A mechanism to identify idle time in an e-learning activity may be appropriate to identify when students are not engaged with learning by way of analyzing keystrokes, mouse use, or video playback and pause buttons.
- Course designers and researchers need to plan their learning objectives and how these map to in-class and Web-based learning activities. To truly identify the benefits of e-learning, some materials should be exclusively focused on one particular course learning objective, and students should be informed this will not be covered in-class and that this learning objective will be assessed. This will drive consumption of the learning materials and will also allow more meaningful outcome analysis of e-learning to assessment outcomes, as it is not known if in-class learning may be merely duplicating Web-based learning. This requires careful design and planning as to how e-learning is effective and how it helps the course objectives.
• Course designers and researchers also need to consider the best delivery mode of the Web-based learning material, and as of yet research has not answered this question. Ideally, a learning taxonomy needs to be used to classify the nature of the learning objective (ie, understanding, analysis, critical thinking, etc) and this in turn also needs to be mapped to the e-learning material. With such mapping, researchers will be able to build understanding about which knowledge domain is best suited for which e-learning presentation type.

• Indicators as to how cognitively engaged students are with the Web-based learning materials are desirable, as the use of e-learning does not necessarily ensure cognitive engagement. For example, there is a need to test understanding that can be achieved by questions embedded with videos or as standalone assessments to Web-based learning resource; this will help assess understanding of the material as a proxy for engagement.

• Furthermore, course designers may want to look for ways to motivate students to consume the e-learning materials in a more spaced manner rather than at the last moment. Studies have reported that students’ use of e-learning materials were crammed days before exams. Therefore, there may be a need to space smaller assessments over time during the course, which may facilitate consumption and learning.

• Another possible motivator to engage students’ learning with electronic resources may be a personal analytics dashboard to let students see their current activity in e-learning usage and how this compares to others; this may motivate lower consumers to consume more to help keep them on track.

• A particular and significant point on the relation of e-learning analytics to learning outcomes may actually be that all we are doing is measuring the motivation of students and not the benefit of e-learning. Well-motivated students will succeed in virtually any learning environment and, therefore, we may well not be measuring the impact of the e-learning experience. Our efforts should, therefore, be targeted at identifying students who are underperforming in consumption of the e-learning materials and identifying how to motivate or support them. This is the next challenge for researchers.

data-table

<table>
<thead>
<tr>
<th>Suggestion</th>
<th>Example</th>
</tr>
</thead>
</table>
| Well-defined variables and conditions | • Reporting individual video access: (a) Number of times video A is watched; (b) Number of times video B is watched; (c) Duration of video A being played; (d) Duration of video B being played
|                                  | • Precise conditions in recording: (a) <3 minutes between consecutive clicks of videos would not be counted; (b) <5 seconds of duration in playback would not be counted |
| Exclusive materials               | • Exclusive learning materials via e-learning (not overlapping with in-class materials)                                               |
|                                  | • Informing students the e-learning materials would be tested                                                                         |
| Mapping learning taxonomy         | • When creating videos, one may consider classifying into: (a) Video A is for understanding; (b) Video B is for critical thinking |
| Engaging cognitively             | • Multiple-choice questions to be embedded within the videos, such that students need to answer them to continue watching               |
| Facilitate consumption and learning | • Space smaller assessments over time during the course                                                                               |
|                                  | • Personal analytics dashboard showing consumption status and allowing comparisons with the rest of the class                         |

Table 4 provides a concise table suggesting several points one might consider for example in studying video e-learning through learning analytics.

Conclusions

This systematic review of e-learning health care education supports the general literature that greater consumption of e-learning as recorded by learning analytics generally supports learning outcomes. However, the detail and nature of the studies were heterogeneous both in learning analytics data and in e-learning content. More detailed and more focused research is required to help understand how e-learning, learning analytics, and learning outcomes can be more effective and in how they help students learning. Recommendations have been proposed for future course designers and researchers to create content and provide evidence for meaningful e-learning and support of all learners as this pedagogical approach grows further.
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Abstract

Background: Personal narratives have been seen as a useful way of communicating about cancer treatment options and providing recovery information. Many printed versions of such material are available, including comics that explore the individual memories of patients who have gone through cancer treatment. These studies have been used to orientate patients, patients’ relatives, and physicians. However, only a few Web-based comics have been specifically designed for patients with breast cancer and used as aids to decision making.

Objective: We aimed to describe the developmental process of creating an animated comic as a Web-based surgery decision-making tool; the comic was aimed at illustrating the feelings, thoughts, and meanings when a patient suffers from breast cancer. This was done by recounting the symptoms, diagnostic process, treatments, and treatment effects of such women from the diagnosis stage onward.

Methods: Using cycles of planning, action, evaluation, and reflection, which involved collaborative work, action research was conducted to develop a Web-based animated comic. The stages of action research consisted of (1) semistructured and in-depth interviews to collect experiences of women with breast cancer; (2) construction of an animated comic by editors, graphics designers, dubbers, and information technology engineers; (3) redrawing of pictures of the comic after gathering feedback from a breast surgeon; and (4) evaluation of the Web-based animated comic using 6 patient focus groups.
Results: The comic was produced and showcased on the website “The Network of Making-decision Aids for Breast Cancer Surgery”; the comic was accompanied by soft music and audio explanations. The comic functions as a personal statement that describes experiencing breast cancer. The animated comic consists of 8 chapters, based on the 8 themes deducted from the findings obtained during the analysis of relevant interviews. The 8 chapters include (1) the appearance of a lump; (2) confirmation by medical diagnosis; (3) the uncertainty of waiting (4) fear of life-threatening disease; (5) choosing life over despair; (6) being brave and deciding to undergo treatment; (7) choosing the type of surgery; and (8) being reborn.

Conclusions: Using action research, this study illustrated that the comic that sheds light on issues of feelings, emotions, and thoughts that are present when a woman is diagnosed with breast cancer and provides a communication medium to explain the steps in the process. Meanwhile, it implies that hope will be able to overcome the challenges that will be faced. Within the Web-based decision aid for patients with breast cancer, the animated comic acts as an information resource and is aimed at patients’ understanding of impacts of emotions arising when suffering from breast cancer. It is potentially applicable as a therapeutic tool that facilitates self-reflection and self-healing among newly diagnosed patients with breast cancer.

(J Med Internet Res 2019;21(2):e10716) doi:10.2196/10716
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action research; breast cancer; comic; narrative

Introduction

Over the past few years, the number of breast cancer cases has been consistently increasing worldwide [1]. Over the same period, breast cancer has been ranked as the primary cause of cancer-related death among women in Taiwan [2]. Most patients with early-stage breast cancer are presented with lumpectomy or mastectomy as the recommended treatment [3]. Generally, after being diagnosed with breast cancer, patients must make a decision regarding the type of surgery they would prefer to undergo. However, even without having decided on the type of surgery, most hospitals in Taiwan offer their patients a surgery date, which normally ranges from 1-2 weeks in the future. With such a constrained time window owing to the treatment process, patients are usually asked to make a quick decision regarding the type of surgery they prefer. In Taiwan, most breast surgeons and oncologists still focus mainly on the biomedical aspects of treatment, paying much less attention (perhaps, unwillingly) to the emotional impact of this condition on patients and their relatives [4].

Psychologists have shown that emotions do, indeed, play an important role in the patient decision-making process regarding the type of treatment they want to undergo when treating their cancer [5]. From the moment they are diagnosed with the condition, patients begin to experience different levels of emotional disturbance [5] such as shock, anxiety, uncertainty, ambiguity, sadness, anger, guilt, fear of death, fear of suffering, and depression [5-8]. For most women, breast cancer becomes an overwhelming emotional experience [7]. The breast “cancer diagnosis” can provoke reactions of the negative emotions mentioned above and inflate a range of emotional experiences [5-8]. This wide range of emotions and psychological episodes may end up submerging a patient and her relatives in a state of intense uncertainty [8]. Briefly, a woman who gets diagnosed with breast cancer might be daunted by the uncertainties associated with the prognosis and treatment [8,9] and by considerations of herself, her relationships, and her life [10]. Research has shown that breast cancer is often very stressful for women from the very moment of diagnosis and all the way through surgery, including the period when they are waiting for diagnostic results [7,11,12]. In addition, the way these women are diagnosed can directly cause an increase in their stress level, which strengthens negative emotions [13]. Moreover, time constraints in the clinical setting in addition to certain aspects of the Chinese social culture may contribute to aggravating the situation. For instance, the fact those patients are not too willing to openly discuss cancer-related feelings [14]. Therefore, this makes them feel alone and not understood [15]. In this context, the specific needs of given individual’s psychological issues might not be properly identified and addressed [15,16]. Studies have found that being diagnosed with cancer may affect a patient’s cognitive capability by temporarily reducing comprehension and the ability to process information [17,18]. The studies cited above provide evidence of the impact that negative emotions can have during the diagnosis period. This indicates that assisting women during this stage should be able to contribute to more informed and conscious decision making about the type of surgery and type of treatment better suited for them.

There are several alternatives ways to provide emotional support to patients with breast cancer in a clinical setting; these include support groups, individual counseling, and others. These kinds of arrangements often seek to manifest narratives naturally. Personal narratives are often used in the realms of health and medicine to make up for lack of experience, to help the patients’ interpretation of their health status, and to embody such status [19]. Through narratives, a person undergoing a physical illness may be able to make sense of or revise his or her experiences during the illness [19]. This is because, when narratives are used as a medium, it helps the environment surrounding a person to be understood, which, in turn, informs a person about his or her concept of himself or herself [20]. This allows patients to make better sense of events and attempt to act in accordance with the meanings they have gathered [21]. Once it is understood that narratives construct a story, research has been able to show that cancer survivors’ stories not only have a positive influence on both the listeners’ and storytellers’ health [22-24] but it is also clear that they have a positive effect by reducing a reader’s or a listener’s feelings of fear and isolation during his or her illness [25]. This shows that patient stories seem to be more authentic,
Comics are a type of narrative that integrates sequential visual imagery and text [27]. Comics can convey affective and aesthetic sensibilities that have an impact on the affective processes and responses of readers [28,29]. They can also make use of a set of visual narrative interpretation structures that allow them to tell complex and emotionally rich stories, while conveying, at the same time, information without an individual having to read any complex text [30]. Comics are uniquely suited to represent vivid and valid embodied illness experiences [30]. Several prominent cancer-related comic narratives from the patients’ and family perspectives have been published such as Marisa Acocella’s “Marchetto’s autobiographical Cancer Vixen” (breast cancer) [31], Brain Fies’s “Mom’s Cancer” (lung cancer) [32], and Stan Mack’s “Janet and Me” (breast cancer) [33]. These comics represent individual experiences that are relevant to a specific illness or type of cancer and include the medical and diagnostic approaches to the disease in question [34]. In addition, they include the dialogical use of images by purposely adjusting hue, tone, saturation, and colors conjointly in parallel with the written language. These processes are used to deploy a given narrative and, as a result, the comics can catch and juxtapose multiple different layers of cancer-embodied experiences, especially those that are unable to be adequately and fully captured by narrative alone [31-33,35]; this can be done in the comics from various perspectives, namely the patient, the patient’s family members, and the patient’s caregivers [31-33,35].

Emotions can influence humans’ decision making [36,37]. A few stories of the breast cancer journey have focused on women with breast cancer before undergoing surgery and decision making. Where they exist, these stories do not necessarily include comprehensive descriptions or analysis of the psychological impacts of a breast cancer diagnosis. Furthermore, and obviously, illustrated comics with this discourse are even rarer. We believe that alleviating the potentially pessimist mindset of women with breast cancer is an important task during the decision-making process. Hence, the purpose of our creation of a comic story is to serve as a psychosocial support tool, which is aimed at helping newly diagnosed patients with breast cancer so that the possibility of emotional distress is reduced during the decision-making period for treatment.

**Methods**

**Design**

An action research (AR) design was utilized to generate the comic through engagement with women who have had real experiences with breast cancer. AR implies “research with people” instead of “research on people” [38]; it works in a mutually cooperative way linking researchers and participants to develop a project [38,39]. AR has various forms, different emphases, and several key principles, all of which have been presented in the literature [40,41]. AR is a diversified, reflexive, and cyclical research methodology that typically uses several different methods to collect and analyze data that are regardless of the data’s various forms [38,40,41]. AR is characterized by a cyclical and continuous interleaving of planning, action, evaluation, and reflection [39]. AR does not seem to have been applied to the design of Web-based decision-making aids for patients with breast cancer before. With thorough analysis and team discussions, we concluded that applying AR, in combination with several different data collection methods, was the most suitable and flexible way of conducting this study. It allows more brainstorming and creative (innovative) thinking and performance emergence. This mixed-method gives us deeper understanding, which, in turn, allows us to build a fuller picture; this then could be translated into the creation of our proposed Web-based animated comic.

The cyclical process of our AR included the sequential development of our outline, drafting of a script, and related graphics (this needs to be easily understandable by any audience with a middle school level of education), recording of the script, and developing of animated graphics to produce an initial prototype of the Web-based comic (see Figure 1). Progress and the accuracy of the project were assessed using biweekly or weekly team meetings, during which adjustments were made where needed after reaching a consensus among all the team members. Our research team included a Principal Investigator (SIJS), nursing students of different levels, information technology engineers, and computer graphics designers. This research was approved by the hospital’s Institutional Review Board, and informed consent was obtained from all research participants.

**Planning Phase**

During the Planning Stage, the team defined and planned a Web-based multimedia module. This was designed by searching and analyzing Web-based personal stories of patients with breast cancer. We moved forward with the designing of a Web narrative-comic structure by applying visual aesthetics and the healing concept. Working on the premise that an animated comic as a breast cancer decision-making aid needed most importantly to provide accurate, empathetic, and easy-to-understand emotional information for patients with newly diagnosed breast cancer, we emphasized both the visual and psychological effects of the comic.

**Action Phase**

During this stage, we proceeded with the design of the animated comic, which was constructed on the basis of the results obtained from the detailed analysis of the interviews with patients with breast cancer. Particular attention was paid to the media aspects and content aspects of the comic, with the leading investigator and the rest of the team focusing on these from the outset of the project. To allow the interviews with patients guide the development of the final comic, this phase followed the following 3 steps.
Step 1: Collecting and Extracting Women’s Experiences

We used purposive sampling to recruit 11 patients with breast cancer from a hospital in Taipei, Taiwan, between September 2010 and July 2011 (average age, 49.5 years; range 41-60 years). Among these patients, 5 had undergone mastectomy, 5 had undergone lumpectomy, and 1 had undergone a mastectomy followed by immediate breast reconstruction. We conducted semistructured individual interviews, using prompt, reflective, and open-ended questions in a conversational style to facilitate the participants’ conversations about a range of topics associated with their experiences with breast cancer. All interviews were transcribed verbatim. The data collection was based on the principles of saturation. We used the Objective and Systematic Approach of Miles and Huberman for the content analysis of the transcripts [42]. The text of each interview was cataloged and analyzed. Furthermore, the frequency, order, and intensity of the occurrence of words, phrases, or sentences related to themes that represented specific concepts were enumerated for each participant [42].

Findings of our analysis of the interviews indicated that women with breast cancer were dealing with conflicting emotions and thoughts that resulted from being diagnosed with breast cancer. A simple thematic analysis of the interviews’ data revealed 8 themes. These thematic perspectives were closely associated and appeared to affect the ways in which these women described their experiences of being diagnosed with breast cancer. In addition, these themes were related to the physical, emotional, and social perspectives of patients, especially since the diagnostic period through presurgery. The 8 emerging themes included (1) the appearance of a lump; (2) confirmation by medical diagnosis; (3) the uncertainty of waiting; (4) fear of a life-threatening disease; (5) choosing life over despair; (6) being brave and deciding to undergo treatment; (7) choosing the type of surgery; and (8) being reborn.

Step 2: Writing and Drawing the Comic

Writing the Comic

The collection of individual interviews provided us with actual dialogue and character descriptions that were then incorporated into one storyline of the comic to ensure that it would be relevant to our targeted audience and relevant situations. Upon comparing it with the narratives of all participants, 1 participant’s story resonated especially with us, and it became the main plotline for our comic. This woman had undertaken many roles, tasks, and responsibilities during her life, including maintaining her marriage, raising a child, and so on; her story and life experiences conveyed a wide array of feelings worth incorporating into our comic. Based on the purpose of our research and our targeted audience, we thought one storyline was enough in this study because aspects of multiculture and different races are not significantly present in the Taiwanese population. We employed the 8 themes resulting from the interview data as individual chapters of the comic’s plot. The narrative of each chapter is the content extracted from these interviews after they were correctly modified to reflect typical scenarios that result from the experience of being diagnosed with breast cancer.
Drawing the Comic

After a thorough discussion and consultations among team members, we agreed on the inclusion of 32 slides in the form of webpages, 4 slides per theme to make up our proposed animated comic strip. While the team discussed the context of these interviews and the comic plot, 1 comic illustrator was asked to sit in during meetings to listen to the discussion or even take part where appropriate. The illustrator could draw during meetings or produce the images after reflection at a later time. The pictures of the comic are simple hand drawings influenced by manga and stresses on the facial expressions of the character within which the emotions are expressed and perceived. From descriptions of the team members, the illustrator captured some facial expressions and actions of the character in this comic from patients whom the team members had met and cared for previously or further researched patient blogs and self-help sites, as well as academic papers. The team then held a series of iterative discussions to determine the final list of comic images, which best exemplified the comic scenario and were sketched and redrawn several times before they were agreed on. Representative quotes are shown in the comics to point out participants’ cancer-related emotions and thoughts and, thus, provide a more holistic context.

To enhance a better user’s experiences and more comprehensive involvement in short viewing time, audio explanations and soft music tracks were embedded within the comic. Overall, all pictures have been drawn so that they purposefully follow a simple color-matching structure, which, combined with the oral and textual narrative, embodies the healing and calming purpose of the comic (see Figure 2).

Step 3: Creating a Dialogue Between the Comic and its Readers

We added 6 questions from the Chinese version of the Mishel Uncertainty in Illness Scale [43] and 8 questions from the Mini-Mental Adjustment to Cancer Scale—Chinese Version [44] to the slide at the end of each theme to provide the readers with an opportunity to confront and understand their cancer-related feelings and thoughts. Following these questions, an additional blank column was provided on the same slide to allow readers writing their own feelings and thoughts.

Evaluation Phase

The evaluation of developing comic was conducted by interviews with a breast cancer surgeon, focus groups meetings with former patients with breast cancer, and an internal assessment by regular team meetings.

The Surgeon’s Comment

Once the animated comic was developed, we convened a meeting with a renowned breast surgeon in Taipei (LMT) to have him assess our work and provide some feedback. The surgeon gave our work an overall positive review; however, he expressed some concerns regarding the drawings, specifically regarding the appearance of the character in the comic. He suggested that she appeared to be too sad and transmit sorrow to the comic’s audience, especially to patients with newly diagnosed breast cancer. He pointed out that, based on his experience dealing with these kinds of patients, they might have a far more pessimist mindset than health providers can see and expect in such a situation. Moreover, he indicated that such women might not be able to afford any extra negative emotional suffering; therefore, he deemed it unnecessary to expose this group to a sad and depressive visual stimulation through the comic-related images.

Response to the Surgeon’s Comments

Considering the surgeon’s comments, we invited and tasked another different graphics designer to review and redraw of our first comic. As this graphics designer reflected on the explanations of the comic storyline from the initial design, the pictures of the initial comic, and his drawing experience, he was simultaneously acting as a viewer and (re)positioning himself as an illustrator. Furthermore, he was deeply considering viewers in the shoes of newly diagnosed breast cancer women. Upon agreement of the team, he used the same comic storyline but expertly laid down a different drawing style from the first comic through using images, color, symbolism, and spatial
arrangement of objects. Still, facial expressions and actions of the character in this new-version comic kept the rigorous drawing process of the first version comic. Therefore, the second-version comic was made more visually friendly, thus conveying a more optimistic feeling.

Feedback From the Focus Groups

Upon completion of the second-version comic, we formed a focus group with the aim of helping us to evaluate the experience and impact of our work on real users once it had been launched to the general public [42]. We believed that a focus group was the best way to conduct such an evaluation, especially because it offered participants an opportunity to openly and freely express their personal thoughts and emotions [42]. This, in turn, would allow us to generate and collect a rich dataset [42]. The goals of the focus groups were to obtain a broad spectrum of feedback regarding the framework of the comic strips, as well as to gather ideas for promoting the comic, and receive suggestions on ways to improving it. We conducted 6 focus group meetings, which comprised 7 breast cancer survivors (average age, 60.4 years; range 51-72 years), from January 2015 to March 2015. Overall, 6 of these participants had been diagnosed with stage I cancer, while 1 had been diagnosed with stage II. They all had undergone surgery between 1993 and 2014. Regarding this new comic, we did not receive any suggestions of a modified form from these focus group members but got some positive appraisal of this comic from them.

The focus group members were enthusiastic after viewing the 2 versions of the comic during focus group meetings. Their opinions of both versions of the comic were generally positive. Although they preferred the images of the initial comic, they were satisfied with the second version as well and understood why we had adopted the second-version comic based on the recommendation of the breast surgeon. In addition, they positively valued the plot and emotion descriptions within the comic, which they found easy to follow and understand. Furthermore, they indicated that they felt very touched and empathetic after watching the animated comic because the images from the comic were able to truly represent their own feelings and experiences when suffering from breast cancer.

...This was a road I have walked through... The emotional information was complete... It was like a very detailed description of my journey. [C2, 164]

I thought this comic was very vivid and realistic to me describing how I felt. And, it was my spiritual journey... [E2, 186]

It felt real, it was very empathetic. As if I had just breast cancer at that time. Really, I did not know exactly what to do, and then it seemed like me, when I was afraid that others knew about my disease and

I almost did not dare to ask what was going on with my breast. So, I could only discuss about my breast with my husband. In really, it would have been better to watch this kind of comic story on Internet. If I could have seen it, then I naturally would have felt calmer, right, and I also felt I was ok. [G6, 6]

Moreover, they agreed that they would not have felt as alone during the course of their breast cancer after viewing this comic; this was because this comic would have made them feel less anxious, less depressed, and more cared about by others.

...she (the patient) had to face various ups and downs in her mind before making a decision about surgery. The effect of reading the comic would have made her feel that this is a general phenomenon and it is normal to experience emotional changes after receiving a breast cancer diagnosis. It can be said that the comic seems to provide empathy and mental support for her, and she could counsel herself with this because she was not alone. [A2, 193]

It is actually quite healing due to the caring effect of this comic story. [A2, 198]

Furthermore, the breast cancer survivors thought that character modeling was more real because it addressed their embodiment of the breast cancer journey. Finally, they suggested that the initial version of the comic ought to become a comic book and acts as another information resource for newly diagnosed patients with breast cancer in hospitals.

Results

Based on the results obtained from analyzing patients’ interviews and, with the focus on “patient’s mindset while receiving breast cancer diagnosis,” the final product of our work was drawn by hand, digitally modified, and colored in Photoshop CC to be hosted on the website (Multimedia Appendix 1), where it was run for a relatively short time (8 minutes). The comic is accompanied by a female narration and soft background music. It consists of uncertainty, fear, and anxiety that are of intense emotional significance and which are conveyed through the flash- animated images. Named “Women’s Voice,” the story attempts to convey echoes of the personal words of patients with breast cancer. The comic combines narrative with strong visuals to present and communicate emotional information through the protagonist named Shu-Jun (a common Chinese women’s name). She autobiographically articulates her own life experiences with breast cancer, while simultaneously acknowledging the sufferings she had to endure along the way. Each theme’s full context is summarized in a screenshot (Figure 3).
Figure 3. Examples of screenshots from the comic.

The appearance of a lump:
Shu-Jun wonders who she should consult about the abnormal mass that has appeared on her breast.

Confirmation by medical diagnosis:
Shu-Jun automatically thinks that she has breast cancer. She considers whether she should see a doctor and get a second medical opinion.

The uncertainty of waiting:
Shu-Jun is feeling depressed and worried while she waits for the results of her biopsy. She is wondering if the abnormal mass is malignant or not.

Fear of life-threatening disease:
Shu-Jun has been diagnosed with breast cancer. She jumps to the conclusion that she is about to die. She is upset because there are many things she still wants to do in her life!

Choosing life over despair:
Shu-Jun struggles with her diagnosis; she wants to live, even though she often thinks of dying.

Being brave and deciding to undergo treatment:
Shu-Jun has told herself that she must adopt a positive attitude in order to make the most of her life, for both her and her family.

Choosing the type of surgery:
Shu-Jun wonders how others will react to and how she will feel about her physical appearance after the surgery to remove the breast cancer.

Being reborn:
Cancer treatment was difficult for Shu-Jun because her physical appearance changed and she felt discomfort. Nevertheless, she finally completed the treatment and overcame the disease. Her life now seems to be like new leaves growing on a tree.
Discussion

Principal Findings
“Cancer” can elicit negative images and stigmatizing responses from individuals associated with patients [45]. Furthermore, cancer-related emotional distress can affect both their thinking and information-processing capability of dealing with breast cancer [46] and their coping skills [47]. Even though there are many forms of mental support for women with breast cancer, mental support and emotional support seem to be difficult to define attending to the particular characteristics and culture of an individual. Comic serves as a medium for making trauma visible, and it does this by not only illustrating the fragmentation of such experienced memory [48] but also adds articulation to, otherwise incomplete, narratives, which often may be left unrepresented because they are hard to express or are too personal [48,49]. Compared with the form of plain text and printed material, which is helpful to certain extent, recent advances in digital content and information technologies inspired and allowed us to bravely create the available information in the form of Web-based animated comic story, which would be expected to be more accessible to wider groups of patients, caregivers, and relatives; this medium would also be appealing to the recipients [50]. Hence, the focus group members in this study highly recommended and appreciated viewing our Web-based animated comic to be as a consoling tool in future while they volunteer newly diagnosed patients with breast cancer in a hospital.

It is essential that care providers for patients with breast cancer let them feel that they are “not alone” and that they are “being supported” [51]. Compassion can make people become less self-absorbed and helps them to reach a better perspective regarding a problem [52]. Although one focus group member complained not to get used to the comic instead of a friend, the team hopes our comic, applying the drawing style, detailed expressions, and color aesthetics, would have relatable implications and allow reader-text intimacy; furthermore, it would give viewers suffering from breast cancer a sense of “we were in the same boat, we have also gone through the experience of having breast cancer, and we are not alone in this journey,” to induce feelings of compassion when a person faces breast cancer. From viewing the appraisal of focus group members, these women generally felt that the storyline was very realistic and recalled that they experienced very touching feelings and deep empathy immediately after viewing our animated comic because our comic represents a character in a plot that is quite similar to their journey after receiving their cancer diagnosis.

Overall, focus group members appreciated the pictures and colors used in the comic and agreed that the use of bright colors added a description. We hope that our animated comic will become a healing story that exerts a positive influence on the wounds inflicted by breast cancer and that patients would be able to connect to other individuals through their experiences and thoughts after they have viewed this comic. However, this study is at the initial stage of developing the comic, therefore we cannot be sure whether this approach of reading the comic, the content of the comic, or both of them might be more meaningful for the field of mental support for Taiwanese women with newly diagnosed breast cancer. Furthermore, one single type or style of the comic content of this study is enough for the target of this study—the Taiwanese women population. Given that there are no multicultural and multiracial aspects to consider in Taiwan in the implementation of more than one type or style as would be the case in other multicultural or multiracial societies, we consider unnecessary to embark ourselves with the creation of more complex versions of this comic. Future evaluation studies of this comic approach will be used to assess the impact of comics as part of the wider health information and mental experience of women with breast cancer, as well as to evaluate this individual comic, including the narrative element and its visual component. Ideally, the results would benefit by repeating the project using empirical studies.

Interestingly, a preference difference existed between the breast cancer surgeon and focus group members with breast cancer regarding 2 different drawing styles of the same comic storyline. For the initial comic images, the surgeon suggested that the sad and depressed drawing style might contribute to making patients with breast cancer more miserable, more anxious, and more hopeless after reading this comic. However, focus group members thought these images were closer to their deeper insights of suffering breast cancer. They suggested that because facial expressions in this comic looked more like photographs and were more realistic than those in the second version and that they better represented the emotional conflicts and thoughts that they could not find the right words to express. Some researchers have pointed out that age, gender, cultural beliefs, and values have various influences on responses to the diagnosis and treatment of breast cancer [45,50] and, thus, might affect what is perceived when watching a comic of this nature [29]. This may explain the different senses of the 2 versions of the comic by the surgeon and patients. This kind issue of having different perceptions about organizing the Web-based comic construction also made the team to think more and overcome some challenges, such as aspects of different professional terminology, communication, information engineering, and art design, as well as how to comfort patients dealing with the effects of being diagnosed with breast cancer. Compared with conventional research designs, the AR cycles provided an opportunity to multiprofessionals working collaboratively to modify and confirm through each process repeatedly. This study may be regarded as a reference for describing how to develop a psychological and decision support tool for women newly diagnosed with breast cancer by considering their own corresponding culture and the region where they live.

Conclusion
In this study, AR was used as the most appropriate methodological approach to understand the emotion-related suffering of newly diagnosed breast cancer women, leading to the development of our Web-based animated comic. We attempted to generalize the content of this animated comic about breast cancer stories thematically and simply to facilitate the readers’ comprehension of the emotional information. We believe this animated comic has the potential to serve as a positive influence on those women who need further orientation...
about the decision process regarding their choice of cancer-related treatment; this is because it seems better suited to their situation and provides these women with a channel that should help alleviate possible negative cancer-related emotions. This research is valuable because it presents and shares a different process of creation for a relevant media tool and because it uses a new creative way to bring a sense of hope to patients newly diagnosed with breast cancer.
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Abstract

Background: Smartphones have been integrated into our society and are expected to serve as tools to improve health outcomes. In the summer of 2016, Pokémon GO, a location-based augmented reality game for smartphones was released; it attracted attention from the perspective of health, especially with its potential to increase physical activity (PA). A few studies have compared objectively measured step counts before and after the release of the game; however, they were conducted over a short study period and evaluated only young people.

Objective: The objective of this study was to confirm whether there was a difference in step counts between middle-aged and elderly players and nonplayers before and after the release of Pokémon GO.

Methods: A total of 46 players and 184 nonplayers aged ≥40 years were matched for sex, age group, and PA level; they were respondents to a questionnaire randomly sent to citizens who were given free pedometers by Yokohama city. Their play status was identified through the questionnaire. To investigate the change in step counts before and after the release of Pokémon GO according to play status, a 2-way repeated-measures analysis of variance was performed. Step counts 1 month before the release of the game were compared with those 8 months after the release. In addition, subgroup analyses according to sex, age group, PA level, and subjective health status were performed.

Results: The mean ages of players and nonplayers were 56.5 (SD 9.9) years and 57.3 (SD 9.6) years, respectively, and the mean baseline step counts of players and nonplayers were 7641.8 (SD 2754.5) and 7903.3 (SD 2674.7), respectively. There was no significant difference in the age and baseline step counts according to a t test (2-tailed). In the analysis of all samples, the interaction between play status and time effect was significant for 3 of 8 months after release. In the subgroup analyses, the interaction was significant for 3 months in men, 7 months in the 55-64-year-old group, 2 months in workers, 4 months in the active group in PA level, and 2 months in participants with subjectively good health. The interaction was significant for only 1 month, at most, in other subgroups.

Conclusions: The present study confirmed a difference in step counts between players and nonplayers before and after the release of Pokémon GO. According to our analysis, step counts were higher until 7 months after the release. The player group maintained their step counts in winter, despite the decrease in step counts of nonplayers. In subgroup analyses, players were more likely to be men, aged <55 years, workers, active, and subjectively in good health.

(J Med Internet Res 2019;21(2):e10724) doi:10.2196/10724
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Introduction

Background

Smartphones have become integrated into our society and can serve as tools to improve health outcomes [1], especially in increasing physical activity (PA), which, in turn, is associated with physical and mental health [2]. However, until a few years ago, most apps incorporated few behavioral change techniques, such as feedback on behavior [3,4], and only a few studies have assessed the effects of PA interventions using smartphone technology [5-7].

Pokémon GO is a location-based augmented reality game for smartphones released in the summer of 2016. According to the Guinness World Records, it was the “most downloaded mobile game in its first month” [8] and was the number 1 free app in 36 countries [9]. Although the combination of location-based service and augmented reality is not novel, Pokémon GO attracted attention because of the perfect incorporation of technology into the story within the game [10]. Players are encouraged to walk outside to catch Pokémon characters, hatch their eggs, and acquire game items by visiting Pokéstops and Gyms.

The game has attracted attention from the perspective of health [11-16] as a “game changer” for the physical inactivity crisis [17]. Pokémon GO players collectively walked 4.6 billion kilometers in only 8 weeks, surpassing 500 million downloads worldwide [18]. Twitter postings demonstrated that Pokémon GO players walked >30 minutes a day [19], and the game even changed peoples’ hot-spots [20] and the general mobility patterns [21] in cities.

Previous Studies

For Pokémon GO players, health or PA is an important and unique motivation to play, which is not usually the case in other Web-based gaming [22-24]. In addition, positive outcomes have been observed in not only PA seekers but also players with other motivations for playing [25].

From the viewpoint of psychological health, Pokémon GO moderated psychological distress [26] and social anxiety [27], as well as increased place attachment [28]. These psychological factors relate to behavioral consequences; enjoyment of Pokémon GO remarkably resulted in perceived increases in outdoor PA [29].

Some studies used the International Physical Activity Questionnaire to report an increase in PA in players after playing Pokémon GO [22,30,31]. Several other studies used different questionnaires and reported an increase in PA frequency and duration [32], increase in PA and decrease in sedentary behaviors [33], and increase in time spent walking dogs [34]. However, self-serving bias cannot be avoided when using self-reported measurements [35-37].

Some studies have compared objectively measured step counts using a pedometer or an accelerometer, which can explain most of the variation in PA [38] before and after playing Pokémon GO. One study compared the number of daily steps taken by players and nonplayers for 4 weeks before and 6 weeks after installation of Pokémon GO. That study concluded that step counts moderately increased after installation of the game, but this result was no longer observed 6 weeks after installation [39]. Another study compared players’ step counts 3 weeks before and 3 weeks after the Pokémon GO release date and observed the largest increases in participants who spent more time playing, who were overweight or obese, or who had a low baseline PA level [40]. However, both of the abovementioned studies measured the number of step counts using the iPhone Health app, which has considerable difference from the accelerometer under free-living conditions [41]. Another study used Microsoft Band, which includes a 3-axis accelerometer and gyrometer, and observed that players identified through Microsoft’s search engine queries had notably increased PA over an observation period of approximately 4 weeks [42].

Study Aim

This study aimed to confirm whether there was a difference in step counts between middle-aged and elderly players and nonplayers before and after the release of Pokémon GO in Japan. The long-term impact of the game on PA should be examined; however, previous studies have evaluated its impact for only several weeks [42,43]. The uniqueness of this study lies in its long survey period (10 months), use of a pedometer, and focus on middle-aged to elderly people, while most previous studies focused on younger people [30,31,33,44]. As PA patterns change by age [45], the impact of the game for middle-aged people, who tend to be more occupied with social responsibilities, and for elderly people after retirement is expected to be different than the impact on younger people. Pokémon GO was released in Japan on July 22, 2016.

Methods

Yokohama Walking Point Program

Yokohama city is the second largest city in Japan, with a population of approximately 3.7 million and a humid subtropical climate with 4 distinct seasons. The city launched the Yokohama Walking Point Program (YWPP) in November 2014 to encourage citizens to improve their health and enjoy a healthy life expectancy, as the population ages and the disease structure changes in Japan.

A free pedometer (Omron HJ-326F, Japan) was given to citizens aged ≥18 years who volunteered to participate in the program. Participants were awarded points by scanning their pedometers via special readers installed at approximately 1000 stores and other facilities in the city. Accumulation of a certain number of points made participants eligible to win prizes. The scanned data were sent to a data server through the internet, and participants could monitor step counts and rank among all participants using a computer or a smartphone [46].

Pedometer Data

Pedometer data, which were collected from 231,606 YWPP participants who registered before March 31, 2017, were used in this study. The daily mean step count for each month was calculated for each participant using the monthly step count and the number of days recorded for that month. Data on sex and...
date of birth were obtained from registered information, and age as of May 31, 2016, was considered.

Questionnaire
In May 2017, Yokohama city conducted a questionnaire survey among 2580 participants, who were randomly selected among 99,462 individuals who sent their recorded data of ≥80% days after registration; among the selected participants, 2055 replied to the survey (response rate 2055/2580, 79.65%). The questionnaire data and the pedometer data were combined in the analysis.

The questionnaire mainly asked about the change in participants’ walking habit and health attitude as well as their use of “smartphone game apps in which players catch characters and occupy bases using location services.” Participants who selected the first of 4 options ranging from “frequently” to “not at all” in a question on the frequency of use of such smartphone game apps were regarded as “players” and others as “nonplayers” in this study. Regarding occupation, participants were classified into workers (including part-time employees) and nonworkers. While health status was graded according to 4 points ranging from good to poor, it was also classified into “good” and “others” because the latter two scales (rather poor or poor) were not often selected.

Study Participants
Among the 2055 participants who replied to the questionnaire, those who had records of limited days or had abnormal records were excluded. First, 1079 participants with pedometer data for <10 days per month in any month from June 2016 to March 2017, except July 2016 (which was when Pokémon GO was released in Japan), were excluded. In addition, 62 participants whose step counts in any of those months were out of the range of the mean (SD 2) in all samples were excluded as outliers.

Among the remaining 914 participants, 46 (5.0%) were game players. Among nonplayers, 184 participants, which was equivalent to 4 times the number of players, were randomly selected so that the ratio of players to nonplayers was 1:4 after stratification by sex, age group (<55, 55-64, and ≥65 years), and PA level. We considered the age of 65 years as the threshold for elderly persons in Japan, with the employment rate decreasing the most at this age. Participants aged <65 years were divided into 2 groups so that the numbers of participants in the 2 groups were similar. The participants’ PA level was based on whether their baseline step counts were higher than the target in the Japanese national health promotion plan (men aged <65 years, 9000; women aged <65 years, 8500; men aged ≥65 years, 7000; women aged ≥65 years, 6000) [47]. Finally, a total of 230 participants were included in the analysis.

Statistical Analysis
To investigate the change in step counts before and after the release of Pokémon GO according to play statuses, a 2-way repeated-measures analysis of variance was performed. Step counts in June 2016 (baseline) were compared with those for each month from August 2016 to March 2017. After analysis of all samples, subgroup analyses according to sex, age group, PA level, and subjective health status were performed. The effect of Pokémon GO could be determined based on the interaction between the play status and the time effect. The significance level was set at P<.05. Shapiro-Wilk test was used to assess the normality of the distribution of samples’ step counts in each group in each month. Levene test was used to assess the homogeneity of variances between groups in each month. All statistical analyses were conducted using IBM SPSS Statistics 23 (IBM Corp).

Results
Sample Statistics
Participants’ characteristics are presented in Table 1. The youngest participant was 40 years old because YWPP recruited citizens aged 18-39 years since June 2016. The mean ages of players and nonplayers were 56.5 (SD 9.9) years and 57.3 (SD 9.6) years, respectively. The mean baseline step counts of players and nonplayers were 7641.8 (SD 2754.5) and 7903.3 (SD 2674.7), respectively. No significant difference was observed between players and nonplayers regarding age and baseline step counts using a t test (2-tailed; P=.56 and .61, respectively). Although the percentage of players among nonworkers was lower than that among workers, the difference was not significant according to chi-square test (P=.22). Regarding subjective health status, the proportion of participants in good health was almost the same in players and nonplayers.

Analysis of All Samples
The results of the analyses of all samples are presented in Table 2. Although nonplayers walked more than players by 261 steps per day in June 2016 (baseline), the difference in step counts between the 2 groups got smaller between August and October, and players walked more than nonplayers later on. Time effect was significant in August, September, January, and March, when the step counts of participants decreased compared with that at baseline. The interaction between the play status and time effect was significant in November, December, and February. Although a decrease in step counts was observed in the nonplayer group in winter, the player group maintained their step counts (Figure 1). The largest difference in step counts between players and nonplayers was 583 steps per day in December.

https://www.jmir.org/2019/2/e10724/
Table 1. Characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Pokémon GO Players, n (%)</th>
<th>Nonplayers, n (%)</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>23 (20.0)</td>
<td>92 (80.0)</td>
<td>115</td>
</tr>
<tr>
<td>Female</td>
<td>23 (20.0)</td>
<td>92 (80.0)</td>
<td>115</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;55</td>
<td>20 (20.0)</td>
<td>80 (80.0)</td>
<td>100</td>
</tr>
<tr>
<td>55-64</td>
<td>16 (20.0)</td>
<td>64 (80.0)</td>
<td>80</td>
</tr>
<tr>
<td>≥65</td>
<td>10 (20.0)</td>
<td>40 (80.0)</td>
<td>50</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worker(^a)</td>
<td>33 (22.4)</td>
<td>114 (77.6)</td>
<td>147</td>
</tr>
<tr>
<td>Nonworker</td>
<td>13 (15.7)</td>
<td>70 (84.3)</td>
<td>83</td>
</tr>
<tr>
<td><strong>Physical activity level(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>17 (20.0)</td>
<td>68 (80.0)</td>
<td>85</td>
</tr>
<tr>
<td>Nonactive</td>
<td>29 (20.0)</td>
<td>116 (80.0)</td>
<td>145</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>17 (20.7)</td>
<td>65 (79.3)</td>
<td>82</td>
</tr>
<tr>
<td>Others(^c)</td>
<td>29 (19.6)</td>
<td>119 (80.4)</td>
<td>148</td>
</tr>
<tr>
<td>Total</td>
<td>46 (20.0)</td>
<td>184 (80.0)</td>
<td>230</td>
</tr>
</tbody>
</table>

\(^a\)Worker included part-time employees.

\(^b\)Participants’ physical activity level was based on whether their baseline step count was higher than the target in the Japanese national health promotion plan (men aged <65 years, 9000; women aged <65 years, 8500; men aged ≥65 years, 7000; women aged ≥65 years, 6000).

\(^c\)Others health status included rather good, rather poor, and poor.

Table 2. Results of a 2-way repeated-measures analysis of variance investigating changes in step counts before and after the release of Pokémon GO according to play statuses (N=230).

<table>
<thead>
<tr>
<th>Time point(^a)</th>
<th>Players (n=46), mean (SD)</th>
<th>Nonplayers (n=184), mean (SD)</th>
<th>Time effect</th>
<th>Interaction term (time×player)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>F test (df1, df2)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>June ’16</td>
<td>7642 (2754)</td>
<td>7903 (2675)</td>
<td>N/A(^b)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Follow-up</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>August ’16</td>
<td>7207 (2888)</td>
<td>7063(^c) (2565)</td>
<td>23.20 (1, 228)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>September ’16</td>
<td>7331 (2546)</td>
<td>7383 (2479)</td>
<td>15.81 (1, 228)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>October ’16</td>
<td>7789 (2754)</td>
<td>7712 (2493)</td>
<td>0.04 (1, 228)</td>
<td>.84</td>
</tr>
<tr>
<td>November ’16</td>
<td>7924 (3012)</td>
<td>7654 (2500)</td>
<td>0.02 (1, 228)</td>
<td>.90</td>
</tr>
<tr>
<td>December ’16</td>
<td>8010 (2946)</td>
<td>7427 (2434)</td>
<td>0.19 (1, 228)</td>
<td>.67</td>
</tr>
<tr>
<td>January ’17</td>
<td>7613 (3000)</td>
<td>7343 (2512)</td>
<td>4.16 (1, 228)</td>
<td>.04(^d)</td>
</tr>
<tr>
<td>February ’17</td>
<td>7870 (3086)</td>
<td>7450 (2497)</td>
<td>0.71 (1, 228)</td>
<td>.40</td>
</tr>
<tr>
<td>March ’17</td>
<td>7547 (2857)</td>
<td>7398 (2493)</td>
<td>5.39 (1, 228)</td>
<td>.02(^d)</td>
</tr>
</tbody>
</table>

\(^a\)No violation of homogeneity of variance assumption between groups in any month occurred.

\(^b\)Not applicable.

\(^c\)Significantly deviated from normality (Shapiro-Wilk test: P<.05).

\(^d\)P<.05.
Figure 1. Mean daily step counts at baseline (June 2016) and follow-up (August 2016 to March 2017).

Subgroup Analysis

The results of the subgroup analyses are summarized in Table 3 (the complete results are presented in Multimedia Appendix 1). The interaction was significant for 3 months in men, but only 1 month in women. Regarding age, the interaction was significant for 7 of 8 months in the 55-64-year-old group but no month in the other two groups. In the 55-64-year-old group, the difference between players and nonplayers amounted to 1891 steps per day in December, whereas the difference was 320 steps per day at baseline. Regarding occupation, the interaction was significant for 2 months in workers and 1 month in nonworkers. Regarding PA level, the interaction was significant for 4 months in the active group, but only 1 month in the nonactive group. Finally, regarding subjective health status, the interaction was significant for 2 months in participants with good health and 1 month in others.

Table 3. P value of interaction by subgroup analyses according to sex, age group, physical activity level, and subjective health status.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Sex</th>
<th>Age group (years)</th>
<th>Occupation</th>
<th>Physical activity level</th>
<th>Health status</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male (n=115)</td>
<td>Female (n=115)</td>
<td>&lt;55 (n=100)</td>
<td>55-64 (n=80)</td>
<td>65 (n=50)</td>
</tr>
<tr>
<td>August '16</td>
<td>.28</td>
<td>.29</td>
<td>.35</td>
<td>.03a</td>
<td>.24</td>
</tr>
<tr>
<td>September '16</td>
<td>.58</td>
<td>.37</td>
<td>.43</td>
<td>.31</td>
<td>.71</td>
</tr>
<tr>
<td>October '16</td>
<td>.36</td>
<td>.18</td>
<td>.60</td>
<td>.007a</td>
<td>.73</td>
</tr>
<tr>
<td>November '16</td>
<td>.03a</td>
<td>.64</td>
<td>.77</td>
<td>.005a</td>
<td>.77</td>
</tr>
<tr>
<td>December '16</td>
<td>.02a</td>
<td>.01a</td>
<td>.31</td>
<td>.001a</td>
<td>.23</td>
</tr>
<tr>
<td>January '17</td>
<td>.06</td>
<td>.67</td>
<td>.61</td>
<td>.02a</td>
<td>.94</td>
</tr>
<tr>
<td>February '17</td>
<td>.006a</td>
<td>.48</td>
<td>.71</td>
<td>.008a</td>
<td>.24</td>
</tr>
<tr>
<td>March '17</td>
<td>.09</td>
<td>.70</td>
<td>.93</td>
<td>.02a</td>
<td>.99</td>
</tr>
</tbody>
</table>

*aP<.05.
Discussion

Principal Findings

This study confirmed the difference in step counts between players and nonplayers before and after the release of Pokémon GO. On analyzing all samples, we observed that step counts were significantly high even in February 2017, 7 months after the release of the game, which was not observed in previous short-term studies. Players did not decrease their step counts even in cold months, unlike nonplayers and other YWPP participants [46].

In subgroup analyses, step counts of the 55-64-year-old group were significantly high until the last surveyed month. This finding, along with the result that significantly higher step counts were noted in men and workers than in women and nonworkers, indicates that older, middle-aged male workers may take long, indirect routes to visit Pokéstops and Gyms for catching rare Pokémon on their way to the work place, visiting other places, and while going home. This result is in accordance with a previous finding, according to which people did not change their daily routines but slightly modified them to play the game [21]. Although the higher step counts of players aged ≥65 years was not significant in any month in this study, some senior citizen’s clubs in Japan have promoted Pokémon GO to increase outdoor activities, as older people continue to play the game despite its diminishing popularity among younger players [48]. Such trials are recommended along with the development of additional location-based augmented reality games following Pokémon GO [49] for young people who lose interest quickly.

Comparison With Previous Studies

Previous studies have observed short-term effects on the PA of young people [30,31,33,44]. For example, a US study conducted in survey participants aged 18-35 years reported that the difference in daily step counts between players and nonplayers was approximately 1000 in the first week after installation of Pokémon GO [39]. The difference in this study was smaller (583 steps in December, at most), which may be because the players were older and did not play the game as intensely as younger players or because the analysis was conducted for each month and a short-term difference may have been overlooked. We observed significantly higher step counts in more months in the active group than in the nonactive group, unlike a previous study in which it was reported that players with a lower baseline PA level had increased PA [40,42]. In addition, it may be due to the difference in sample characteristics and length of the study period.

Limitations

Our study had some limitations. First, all characteristics of the study sample could not be simultaneously considered because of the limited number of participants who played the game. If there were more participants, we could have specified in more detail those who increased their step counts and continued to play the game. Their motivations for taking part in the YWPP, such as family structure and living area, should be considered as well. Second, the distribution of step counts in some subgroups did not meet the assumptions of normality and homogeneity of variance. The results of these analyses might not be as valid as those of others, although the F test is considered to be robust for nonnormal data [50]. Third, it is unclear whether the results of this study depend on the characteristics of the country, city, or participants. Further studies under different conditions are required to further examine the results. Fourth, there was a lack of variables regarding when, where, and why the participants played Pokémon GO, besides their intensity for the game, such as playing time or experience points in the game [40]. Finally, the effect on physical and psychological health, other than step counts, was not confirmed. Its negative impact, especially accidents [51-53] and injury [54,55], should be considered as well. However, our study demonstrated the potential of location-based augmented reality apps in promoting PA for a longer period than expected in the literature, at least for particular groups.

Conclusions

This study confirmed the difference in step counts between players and nonplayers before and after the release of Pokémon GO. According to our analysis, step counts were higher until 7 months after the release. The player group maintained their step counts in winter, despite the decrease in step counts of nonplayers. In subgroup analyses, players were more likely to be men, aged <55 years, workers, active, and subjectively in good health.

Acknowledgments

This study was funded by the Japan Society for the Promotion of Science KAKENHI, grant numbers 25242063, 26249073, and 18H01602.

Authors’ Contributions

All authors contributed to the study design and data interpretation. KH contributed to data collection and data analysis. KH wrote the first draft, and YA and JSL critically reviewed the manuscript. All authors approved the final version of the manuscript.

Conflicts of Interest

None declared.
Multimedia Appendix 1
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Abstract

Background: Influenza is a leading cause of death worldwide and contributes to heavy economic losses to individuals and communities. Therefore, the early prediction of and interventions against influenza epidemics are crucial to reduce mortality and morbidity because of this disease. Similar to other countries, the Taiwan Centers for Disease Control and Prevention (TWCDC) has implemented influenza surveillance and reporting systems, which primarily rely on influenza-like illness (ILI) data reported by health care providers, for the early prediction of influenza epidemics. However, these surveillance and reporting systems show at least a 2-week delay in prediction, indicating the need for improvement.

Objective: We aimed to integrate the TWCDC ILI data with electronic medical records (EMRs) of multiple hospitals in Taiwan. Our ultimate goal was to develop a national influenza trend prediction and reporting tool more accurate and efficient than the current influenza surveillance and reporting systems.

Methods: First, the influenza expertise team at Taipei Medical University Health Care System (TMUHcS) identified surveillance variables relevant to the prediction of influenza epidemics. Second, we developed a framework for integrating the EMRs of multiple hospitals with the ILI data from the TWCDC website to proactively provide results of influenza epidemic monitoring to hospital infection control practitioners. Third, using the TWCDC ILI data as the gold standard for influenza reporting, we calculated Pearson correlation coefficients to measure the strength of the linear relationship between TMUHcS EMRs and regional and national TWCDC ILI data for 2 weekly time series datasets. Finally, we used the Moving Epidemic Method analyses to evaluate each surveillance variable for its predictive power for influenza epidemics.

Results: Using this framework, we collected the EMRs and TWCDC ILI data of the past 3 influenza seasons (October 2014 to September 2017). On the basis of the EMRs of multiple hospitals, 3 surveillance variables, TMUHcS-ILI, TMUHcS-rapid influenza laboratory tests with positive results (RITP), and TMUHcS-influenza medication use (IMU), which reflected patients with ILI, those with positive results from rapid influenza diagnostic tests, and those treated with antiviral drugs, respectively,
showed strong correlations with the TWCDC regional and national ILI data ($r=0.86-0.98$). The 2 surveillance variables—TMUHcS-RITP and TMUHcS-IMU—showed predictive power for influenza epidemics 3 to 4 weeks before the increase noted in the TWCDC ILI reports.

**Conclusions:** Our framework periodically integrated and compared surveillance data from multiple hospitals and the TWCDC website to maintain a certain prediction quality and proactively provide monitored results. Our results can be extended to other infectious diseases, mitigating the time and effort required for data collection and analysis. Furthermore, this approach may be developed as a cost-effective electronic surveillance tool for the early and accurate prediction of epidemics of influenza and other infectious diseases in densely populated regions and nations.
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**Introduction**

Influenza is a contagious respiratory illness caused by influenza viruses, which are easily transmitted from person to person during seasonal epidemics. Infection can result in severe illness, hospitalization, and even death, particularly among the elderly, very young individuals, and individuals with preexisting medical conditions [1,2]. According to the World Health Organization (WHO), an estimated 3 to 5 million cases of seasonal influenza epidemics develop severe illness, resulting in 250,000 to 500,000 annual deaths worldwide [3]. Moreover, influenza contributes to heavy economic losses to individuals and communities [4,5]. Therefore, early detection and treatment are the top priorities of health care professionals to reduce mortality and morbidity because of influenza.

Several surveillance methods for the real-time detection and routine monitoring of influenza activity have been proposed. Traditional influenza surveillance systems primarily rely on influenza-like illness (ILI) and virology data reported by health care providers, including hospitals, clinics, and contract laboratories [6,7]. The most notable are the official Centers for Disease Control and Prevention (CDC) reports on influenza activity in the United States and other countries, which despite their high detection accuracy, typically have a time lag of 1 to 2 weeks from incidence to report completion [8-10]. Therefore, simple, accurate, and timely surveillance approaches may be beneficial for the society.

Nontraditional influenza surveillance systems have attempted to provide more timely estimates of influenza activity using alternative or novel data sources. Compared with traditional approaches, nontraditional surveillance systems are more often aimed at the real-time detection of influenza epidemics. Some use sentinel-based surveillance systems with alternative data sources, such as flu prescription drug sales and school absenteeism data, to estimate the total number of patients with influenza [11-13]. These sentinel-based surveillance systems often have limitations, such as participating rates in the official sentinel surveillance, lack of influenza-specific data, and potential overestimation of the number of patients with influenza [13-15]. Some systems attempt to use novel data sources from the internet, such as Google user search logs and social media stream data, to capture influenza trends in near real time [16-19]; however, such strategies capture user behaviors, thoughts, and subjective judgments, as reflected through keywords, without physician confirmation. Unfortunately, these surveillance systems remain plagued by limitations in the accuracy, difficulties in recognizing influenza outbreaks at local and regional scales, and lack of support by clinical evidence and are often viewed as an extension of traditional surveillance systems [20-25]. Other approaches might use hospital-based data—electronic health records, emergency department (ED) patients’ diagnosis codes or chief complaints, or rapid influenza diagnostic tests (RIDTs) results—to conduct near-real-time influenza surveillance and detect local and regional outbreaks. The results of such approaches are considered to be complementary to the regular reports of the national CDC [26-29]. Therefore, real-time and accurate monitoring, early prediction, and control of influenza epidemics remain major global public health challenges [16,30,31].

In Taiwan, seasonal influenza epidemics occur in winter, from late November to March, although smaller epidemics may occur during summer. The influenza surveillance and reporting system of Taiwan CDC (TWCDC) is centrally organized and aided by the regional departments of health, contracted laboratories, and all health care institutes. The Taiwan National Infectious Disease Statistics System [32] reports information regarding influenza activity, such as (1) viral surveillance data, including the percentage of positive specimens, viral types, trends, antigenicity, and antiviral resistance; (2) ILI surveillance data, including proportions of outpatient department (OPD) and emergency department visits attributable to ILI; and (3) reports of severe complicated influenza and mortality surveillance data. The TW CDC ILI reports, including national and regional ILI data, are freely available on the website but show a similar delay of at least one week for studies of OPD and ED visits for ILI and 2 weeks for studies of virology [32]. This information represents the gold standard for clinical and epidemiological studies of influenza epidemics in Taiwan. Over the past 3 years (October 2014 to September 2017), TW CDC has reported 2 influenza epidemics in Taiwan, 1 from the winter of 2015 until (October 2014 to September 2017), TW CDC has reported 2 influenza epidemics in Taiwan, 1 from the winter of 2015 until the spring of 2016 and another during the summer of 2017.

In 1995, Taiwan introduced a government-administered, insurance-based National Health Insurance (NHI) system. This single-payer NHI system of Taiwan comprehensively covers the population and has good accessibility, short waiting times, and relatively low costs. However, the weaknesses of this type...
of health care system include the variable quality of care, weak gatekeeper role, and increasing financial pressures [33,34]. Therefore, patients are free to seek clinical services without referral when they feel uncomfortable. Consequently, the first-line physicians in OPDs or EDs may be in the best position to detect influenza activity early. Most patients with positive RIDT results are treated with antiviral drugs. RIDTs take only 15 to 20 min to obtain results, but they vary in sensitivity and specificity when compared with the other methods, such as viral culture or reverse transcription polymerase chain reaction (RT-PCR). In particular, RIDTs have high specificities (90%-95%), but their sensitivities are approximately 50% to 70% [35]. However, because of the long examination time (ie, several hours to days to obtain test results), specific testing equipment requirements, and higher costs of viral cultures or RT-PCR, most health care facilities tend to consider these as second-line diagnostic tools while mainly relying on RIDTs for influenza. Furthermore, because of low sensitivities of RIDTs, administration of antiviral drugs is suggested for individuals with ILI as well as for those presenting with other risk factors, such as underlying diseases, immunosuppression, or family environments with the potential for cluster infections in the absence of positive RIDT results.

When a patient is suspected or confirmed to have a diagnosis of influenza, most of the data on clinical history, laboratory results, received medications, and diagnostic codes are electronically documented in the hospital’s electronic medical records (EMRs). Therefore, using EMR systems, patients with ILI, patients with positive RIDTs, and patients prescribed antiviral drugs can be easily identified, thereby allowing timely monitoring of influenza trends. Furthermore, by scaling up EMRs of a single hospital to a regional health care system, influenza epidemics may be predicted more accurately. Therefore, the use of selected surveillance data from hospital-based EMRs may be considered to aid the early prediction of regional and national influenza epidemics [36].

In this study, we aimed to develop a framework for integrating EMRs of multiple hospitals and the TWCDC ILI data, with the goal of reducing the time and effort involved in data collection and analysis for influenza surveillance. To improve regional and national influenza surveillance and control, we identified surveillance variables on the basis of physician behaviors for the early prediction of influenza epidemics and evaluated the predictive ability of each variable over the study period.

**Methods**

**Settings**

This study was conducted in the Taipei Medical University Health Care System (TMUHcS), which operates 3 hospitals: Taipei Medical University Hospital, Wan Fang Hospital, and Shuang Ho Hospital. All 3 hospitals are located in the Taipei metropolitan area (Taipei City and New Taipei City), within an 11-km driving distance from each other, and are Joint Commission International-certified academic research centers providing tertiary care. The EMRs of the 3 hospitals are hosted on a secure and private network for easy accessibility and interoperability. The total capacity of the 3 hospitals is 2800 beds, and they receive over 300,000 OPD visits each month. On an average, clinical reimbursement of TMUHcS accounts for 3.2% of the total NHI budget.

**Integrated Influenza Surveillance Framework**

We developed an Integrated Influenza Surveillance Framework that included 5 components (*Figure 1*): ILI Open Data Adapter, EMR Adapter, Integrated Surveillance Database, Surveillance Variables Comparison Module, and Surveillance Messenger Push Engine.

**Influenza-Like Illness Open Data Adapter**

The ILI Open Data Adapter included a Web crawler that can periodically initiate access requests to the TWCDC ILI open data website [32]. The TWCDC ILI data included the year, week number, ILI case counts, and the corresponding areas. Once the ILI Open Data Adapter retrieved the ILI data, these were classified into national (Taiwan)- and regional (Taipei City and New Taipei City)-level data and then deposited into the Integrated Surveillance Database.

*Figure 1.* Integrated Influenza Surveillance Framework for influenza epidemic surveillance. ILI: influenza-like illness; EMR: electronic medical record; TWCDC: Taiwan Centers for Disease Control and Prevention; TMUH: Taipei Medical University Hospital; WFH: Wan Fang Hospital; SHH: Shuang Ho Hospital.
**Electronic Medical Records Adapter**
The EMR Adapter created a connection with TMUHcS hospital EMRs and extracted EMRs according to the definition of each surveillance variable. Once the specific surveillance variables were retrieved from the EMRs, these data were stored in the Integrated Surveillance Database.

**Integrated Surveillance Database**
The Integrated Surveillance Database stored national- and regional-level ILI data from TWCDC and specific surveillance variables data from TMUHcS hospital EMRs. These data were then input into the Surveillance Variables Comparison Module for further processing.

**Surveillance Variables Comparison Module**
This module included an automated procedure developed using the Java programming language. It could access surveillance variable data from the Integrated Surveillance Database and conduct Pearson correlation analyses as well as Moving Epidemic Method (MEM) analyses. In this module, the Java programming language invoked the SAS Integrated Object Model [37] to conduct Pearson correlation analyses and rJava [38] to access the R server to perform MEM analysis.

In the initial stage of Surveillance Variables Comparison Module development, Pearson correlation analysis was performed to assess the association between each TMUHcS surveillance variable from the EMRs and the national and regional TWCDP ILI data. After the initial stage, Pearson correlation analysis was not performed at the time of data collection but rather after accumulating the annual data to ascertain that TMUHcS EMRs and TWCDP ILI data reached a significant correlation. For example, once a surveillance variable from TMUHcS EMR data was identified to have a strong correlation (correlation coefficient ≥ .7 and P ≤ .05) with TWCDP regional and national ILI data, MEM was used to assess whether the daily number of accumulated cases of the surveillance variable surpassed its influenza epidemic threshold. If the value was over the threshold, the Surveillance Variable Comparison Module was made to activate the Surveillance Messenger Push Engine to conduct subsequent tasks.

**Surveillance Messenger Push Engine**
To provide immediate monitoring results to hospital infection control practitioners, the publish-subscribe pattern was adopted in the Surveillance Messenger Push Engine. The publish-subscribe pattern was developed using Amazon Simple Notification Service [39,40] to manage the subscribes and push messages, such as influenza epidemic alert information. Subscribers (eg, hospital infection control practitioners) could subscribe to this messaging service using the hospital's mobile app or the computerized physician order entry (CPOE) system.

When the Surveillance Messenger Push Engine was activated by the Surveillance Variables Comparison Module, it sent the alert messages to each subscriber; therefore, the subscribers could receive and check the alert messages via their mobile devices or the CPOE system.

**Variables for Influenza Surveillance**
A team of infection control specialists, clinicians, and information technology professionals worked together to identify relevant surveillance variables from EMRs. Unstructured data (ie, data in free-text format) were excluded, and only the structured data including diagnosis codes, medications prescribed, and laboratory tests and results were retained. All of the selected surveillance variables can be automatically extracted from TMUHcS EMRs. In this study, we identified 3 relevant surveillance variables: (1) TMUHcS-ILI, which referred to patients whose diagnosis codes were related to ILI symptoms on the basis of the TWCDC ILI case definition [32], (2) TMUHcS-RITP, which referred to patients whose RIDTs were positive on the basis of ILI diagnosis codes, and (3) TMUHcS-IMU, which referred to patients who were prescribed antiviral drugs for influenza on the basis of ILI diagnosis codes.

Each surveillance variable was independently evaluated for the EMR of each outpatient. For example, if an outpatient’s EMR contained ILI diagnosis codes and a positive RIDT result, both TMUHcS-ILI and TMUHcS-RITP were considered positive. Descriptions of the surveillance variables and their corresponding definitions are summarized in Table 1.

**Moving Epidemic Method**
The MEM can be used to define baseline influenza activity from historical data and establish an absolute threshold, above which the weekly infection rates are considered to represent an epidemic period [41-43]. The absolute threshold can be used to define the start and end of the epidemic period. We used MEM to evaluate the predictive power of each surveillance variable for influenza epidemics. In addition, MEM was used to determine the absolute threshold for each surveillance variable and to determine the surveillance variables that reached the epidemic peak the soonest. Moreover, we estimated and compared the absolute threshold and epidemic period for each surveillance variable to determine the most useful variables for early prediction of influenza epidemics.

**Data Collection**
We retrospectively collected data from TMUHcS EMRs and TWCDP ILI data (both regional and national) over a 3-year period from October 2014 to September 2017. For TMUHcS EMRs, all outpatients who visited TMUHcS hospitals between October 1, 2014 and September 30, 2017 were included in this study. However, TMUHcS ED patients were excluded in this study because the case definition of the TWCDP ED ILI was different and had a wider range than that of the TWCDP OPD ILI [44]. Moreover, official TWCDP ILI reports to the public were mainly on the basis of the OPD ILI data. Therefore, in this study, we only used TMUHcS OPD EMRs for comparison with TWCDP ILI data. TWCDP ILI data are freely distributed and available from the TWCDP website [32]. Generally, TWCDP announces the latest ILI reports to the public with a time lag of approximately 1 week.
Table 1. Influenza surveillance variables and the corresponding data definitions.

<table>
<thead>
<tr>
<th>Surveillance variable (abbreviation)</th>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILI&lt;sup&gt;a&lt;/sup&gt; diagnosis codes [32] (TMUHcS-ILI)</td>
<td>Patients who were diagnosed with ILI-related symptoms</td>
<td>ILI diagnosis codes: (1) ICD-9-CM codes: 480.xx–487.xx; (2) ICD-10-CM codes&lt;sup&gt;d&lt;/sup&gt;: J09--J18-, A22-, A37-, B25-, and B44-</td>
</tr>
<tr>
<td>Rapid influenza laboratory tests with positive results (TMUHcS-RITP&lt;sup&gt;e&lt;/sup&gt;)</td>
<td>Patients who had positive results on rapid influenza tests based on ILI diagnosis codes</td>
<td>Rapid Influenza laboratory tests: positive, + And ILI diagnosis codes: (1) ICD-9-CM codes: 480.xx–487.xx (2) ICD-10-CM codes&lt;sup&gt;d&lt;/sup&gt;: J09--J18-, A22-, A37-, B25-, and B44-</td>
</tr>
<tr>
<td>Influenza medication use (TMUHcS-IMU&lt;sup&gt;f&lt;/sup&gt;)</td>
<td>Patients who were prescribed with antiviral drugs against influenza based on ILI diagnosis codes</td>
<td>Medications: Tamiflu, Relenza, Rapiacta, and Avigan And ILI diagnosis codes: (1) ICD-9-CM codes: 480.xx–487.xx (2) ICD-10-CM codes&lt;sup&gt;d&lt;/sup&gt;: J09- to J18-, A22-, A37-, B25-, and B44-</td>
</tr>
</tbody>
</table>

<sup>a</sup>ILI: influenza-like illness.
<sup>b</sup>TMUHcS: Taipei Medical University Health Care System.
<sup>c</sup>ICD-9-CM: International Classification of Disease, Ninth Revision, Clinical Modification.
<sup>d</sup>Implemented in Taiwan in January 2016.
<sup>e</sup>RITP: rapid influenza laboratory tests with positive results.
<sup>f</sup>IMU: influenza medication use.

Data Analysis

Data analysis was performed weekly over a 12-month period to determine the week with the highest influenza incidence, according to different surveillance variables. The entire study duration was categorized into 3 periods: Period 1 (October 2014 to September 2015), Period 2 (October 2015 to September 2016), and Period 3 (October 2016 to September 2017).

According to the definitions of each surveillance variable, the number of influenza cases was analyzed to determine the proportion of the corresponding population affected on a weekly basis. To investigate in more detail the comparability of the weekly patterns, we used the locally estimated scatterplot smoothing for weekly data of each surveillance variable [45]. Using the statistical software SAS 9.4 (SAS Institute), Pearson correlation coefficients were calculated to assess the association of each surveillance variable from the EMRs with that from the national and regional TWCDC ILI data. A strong correlation was defined as correlation coefficient of > 0.7 and statistical significance at a P ≤ 0.05. We used MEM to estimate the early predictive power of each surveillance variable. Data analysis was performed in R 3.4.2 (CRAN) [46] using the MEM library version 2.11 [47]. The Joint Institutional Review Board of Taipei Medical University and TMUHcS approved this study.

Results

Study Population

From October 1, 2014 to September 30, 2017 we collected a total of 156 weeks of the TWCDC ILI (both regional- and national-level) and TMUHcS EMRs data through the Integrated Influenza Surveillance Framework. Over this 3-year period, the total number of outpatient visits for the national (Taiwan), regional (Taipei Metropolitan), and TMUHcS hospitals were 759,306,494, 214,161,277, and 12,679,529, respectively. Overall, 8,772,125 (1.16%), 1,950,577 (0.91%), 128,378 (1.01%), 3888 (3.03%), and 8463 (6.59%) OPD cases presented with ILI in the national ILI, regional ILI, TMUHcS-ILI, TMUHcS-RITP, and TMUHcS-IMU datasets, respectively. Moreover, of all the TMUHcS-ILI OPD cases, 8094 (6.30%) were advised to undergo RIDTs; of these RIDTs cases, 3888 (48.04%) had positive results. The descriptive statistics for the study population are presented in Multimedia Appendix 1.

Time Series Trends for Influenza Surveillance Variables

The numbers and proportions of cases occurring over a week varied according to each surveillance variable (ie, national ILI, regional ILI, TMUHcS-ILI, TMUHcS-RITP, and TMUHcS-IMU; Figure 2). The highest peak for all surveillance variables occurred during the sixth week of 2016, during which the proportions of influenza-related OPD visits were 3.02%, 2.54%, 3.82%, 13.01%, and 23.37% of the national ILI, regional ILI, TMUHcS-ILI, TMUHcS-RITP, and TMUHcS-IMU data, respectively. In 2017, the peak number of cases for all surveillance variables was lower than that in 2016. However, all variables reached the peak between the twenty-fifth and twenty-sixth week of 2017, during which the proportions of influenza-related OPD visits were 2.15%, 2.01%, 1.69%, 7.69%, and 18.92% of the national ILI, regional ILI, TMUHcS-ILI, TMUHcS-RITP, and TMUHcS-IMU data, respectively. However, the epidemic peaks identified using each surveillance variable in 2015 involved fewer cases and differed from those reported in the subsequent 2 years. In 2015, the peaks identified using the national ILI, regional ILI, and TMUHcS-ILI data occurred during the seventh week, with influenza-related case proportions of 1.56%, 1.22%, and 1.42%, respectively. In contrast, the epidemic peaks identified using TMUHcS-RITP and TMUHcS-IMU data occurred during the eleventh week, with influenza-related case proportions of 5.46% and 8.68%, respectively.
Figure 2. Timeline of influenza-related case proportions based on national influenza-like illness (ILI) data, regional ILI data, and surveillance variables from the electronic medical records of Taipei Medical University Health Care System (TMUHcS; October 2014 to September 2017). IMU: influenza medication use; RITP: rapid influenza laboratory tests with positive results.
Correlation Analysis for Surveillance Variables

Tables 2 and 3 show the Pearson correlation coefficients assessing the relationships between each surveillance variable of TMUHcS EMRs data and those of TWCDC regional and national ILI data. Over the entire study period, the correlation coefficient between the national and regional ILI data was .99 ($P<.05$) and remained constant over the 3-year study period.

Overall, Pearson correlation coefficients between the regional ILI data and each TMUHcS variable ranged from 0.86 to 0.90 (Table 2). All of the surveillance variables showed statistically significant correlation coefficients ($P<.05$) with regional ILI, with TMUHcS-IMU showing the strongest overall correlation ($r=.90$, $P<.05$). The strongest correlation coefficient of .97 ($P<.05$) was observed between TMUHcS-ILI and regional ILI during period 1 and between TMUHcS-IMU and regional ILI during period 2. Moreover, TMUHcS-RITP was strongly correlated with regional ILI during period 2 ($r=.92$, $P<.05$).

Similarly, over the entire study period, Pearson correlation coefficients between national ILI and each of the TMUHcS surveillance variables ranged from 0.88 to 0.93 ($P<.05$; Table 3). All variables showed statistically significant correlation coefficients ($P<.05$), whereas TMUHcS-IMU showed the strongest correlation with national ILI ($r=.93$, $P<.05$). The strongest correlation coefficient of .98 ($P<.05$) was observed between TMUHcS-ILI and national ILI during period 1. TMUHcS-RITP during period 2 ($r=.95$, $P<.05$) and TMUHcS-IMU during period 2 ($r=.97$, $P<.05$) were strongly correlated with national ILI.

Early Prediction of Influenza Epidemics

In Figure 3, the absolute thresholds for the 3-year study period were 1.56% to 1.52% for national ILI, 1.25% to 1.26% for regional ILI, 1.4% to 1.4% for TMUHcS-ILI, 4.6% to 3.25% for TMUHcS-RITP, and 8.69% to 6.39% for TMUHcS-IMU. The influenza epidemic threshold was not reached by any of the surveillance variables during period 1. During period 2, all of the surveillance variables surpassed the influenza epidemic threshold. TMUHcS-IMU (E2) and TMUHcS-RITP (D2) reached peak epidemic activity during the second week of 2016, followed by TMUHcS-ILI (C2) during the third week of 2016, then by national ILI (A2) and regional ILI (B2) during the fifth week of 2016 (1-week lag). Therefore, the peak epidemic activity according to the TMUHcS-RITP and TMUHcS-IMU was reached 3 weeks before that according to the national ILI and regional ILI during period 2.

During period 3, the influenza epidemic threshold was surpassed by each surveillance variable. TMUHcS-IMU (E3) and TMUHcS-RITP (D3) reached the peak epidemic activity during the twenty-first week of 2017, followed by regional ILI (B3) during the twenty-fourth week of 2017 (1-week lag) and subsequently by TMUHcS-ILI (C3) during the twenty-fifth week of 2017 and national ILI (A3; 1-week lag). Again, the peak influenza activity according to TMUHcS-RITP and TMUHcS-IMU was observed 3 to 4 weeks before that according to the national ILI and regional ILI during period 3.

The TWCDI ILI reports were in complete agreement with our study results (Figure 2). Moreover, the peak influenza epidemic activity predicted by MEM using TMUHcS-IMU and TMUHcS-RITP occurred 3 to 4 weeks earlier than that using national ILI and regional ILI, both in 2016 and 2017 (Figure 3).

### Table 2

<table>
<thead>
<tr>
<th>Time period</th>
<th>National ILI</th>
<th>TMUHcS-ILI</th>
<th>TMUHcS-RITP</th>
<th>TMUHcS-IMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regional ILI of the entire period (October 2014 to September 2017)</td>
<td>.99</td>
<td>.87</td>
<td>.86</td>
<td>.90</td>
</tr>
<tr>
<td>Regional ILI of period 1 (October 2014 to September 2015)</td>
<td>.99</td>
<td>.97</td>
<td>.88</td>
<td>.96</td>
</tr>
<tr>
<td>Regional ILI of period 2 (October 2015 to September 2016)</td>
<td>.99</td>
<td>.93</td>
<td>.92</td>
<td>.97</td>
</tr>
<tr>
<td>Regional ILI of period 3 (October 2016 to September 2017)</td>
<td>.99</td>
<td>.96</td>
<td>.82</td>
<td>.91</td>
</tr>
</tbody>
</table>

*aILI: influenza-like illness.

bTMUHcS: Taipei Medical University Health Care System.

cRITP: rapid influenza laboratory tests with positive results.

dIMU: influenza medication use.*
Table 3. Pearson correlation coefficients between the Taiwan Center for Disease Control National influenza-like illness data and each surveillance variable from the electronic medical records of Taipei Medical University Health Care System (October 2014 to September 2017).

<table>
<thead>
<tr>
<th>Time period</th>
<th>Regional ILI&lt;sup&gt;a&lt;/sup&gt;</th>
<th>TMUHcS&lt;sup&gt;b&lt;/sup&gt;-ILI</th>
<th>TMUHcS-RITP&lt;sup&gt;c&lt;/sup&gt;</th>
<th>TMUHcS-IMU&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>National ILI of the entire period (October 2014 to September 2017)</td>
<td>.99</td>
<td>.88</td>
<td>.90</td>
<td>.93</td>
</tr>
<tr>
<td>National ILI of period 1 (October 2014 to September 2015)</td>
<td>.99</td>
<td>.98</td>
<td>.87</td>
<td>.96</td>
</tr>
<tr>
<td>National ILI of period 2 (October 2015 to September 2016)</td>
<td>.99</td>
<td>.94</td>
<td>.95</td>
<td>.97</td>
</tr>
<tr>
<td>National ILI of period 3 (October 2016 to September 2017)</td>
<td>.99</td>
<td>.97</td>
<td>.88</td>
<td>.96</td>
</tr>
</tbody>
</table>

<sup>a</sup>ILI: influenza-like illness.  
<sup>b</sup>TMUHcS: Taipei Medical University Health Care System.  
<sup>c</sup>RITP: rapid influenza laboratory tests with positive results.  
<sup>d</sup>IMU: influenza medication use.
Figure 3. Epidemic thresholds for each surveillance variable (October 2014 to September 2017; locally estimated scatterplot smoothing adjusted). TMUHcS: Taipei Medical University Health Care System; ILI: influenza-like illness; IMU: influenza medication use; RITP: rapid influenza laboratory tests with positive results.
Discussion

Principal Findings

The Integrated Influenza Surveillance Framework described in this study had the scalable ability to periodically integrate the TWCDC ILI open data with EMRs of multiple hospitals. The Surveillance Comparison Module could perform daily comparisons with the value of surveillance variables in this study. When the value of each surveillance variable reached or exceeded the epidemic thresholds, the Surveillance Messenger Push Engine proactively sent the emerging infectious disease surveillance alert to the subscribers (eg, health care facilities or epidemic prevention personnel). As our Surveillance Messenger Push Engine adopted the publish-subscribe pattern, the subscribers could receive the emerging infectious disease surveillance alert immediately through the mobile apps or CPOE systems; this novel approach can provide more efficient and instant infection warning compared with the Web application programming interface call or website of health care facilities or passive checking by the epidemic prevention personnel.

In this study, we identified 3 surveillance variables (TMUHcS-ILI, TMUHcS-RITP, and TMUHcS-IMU) from TMUHcS EMRs that showed a predictive value for influenza epidemics in Taiwan. Each TMUHcS surveillance variable was strongly correlated with regional and national ILI data. Compared with the TWDCD national and regional ILI populations, the TMUHcS population showed ILI case proportions of only 1.46% and 6.58%; however, the ILI case proportions for the national ILI, regional ILI, and TMUHcS-ILI were similar at 1.16%, 0.91%, and 1.01%, respectively. On the basis of the strong correlations and similar ILI case proportions between the 2 study datasets, the 10- to 70-fold smaller sample size of TMUHcS EMR data appeared to provide the same power as did the regional and national ILI data in supporting near-real-time influenza surveillance. These findings represent significant savings in the time and effort required for data collection and analysis.

There is a growing interest in exploring more timely and cost-effective surveillance approaches to enhance the early prediction of infectious disease epidemics [19,23,24,28,48,49]. Unlike previous studies that used only a single surveillance variable or a combination of algorithms to predict seasonal influenza epidemics, our approach was simple, easy to implement, and logically based on physician behaviors. Most importantly, the predictive power of the selected surveillance variables was evaluated using MEM. Of the 3 selected surveillance variables, TMUHcS-RITP and TMUHcS-IMU showed the best predictive power for influenza epidemics and predicted seasonal influenza epidemics 3 to 4 weeks ahead of the TWDCD ILI reports. Furthermore, the types of influenza vaccines recommended by WHO in 2018 might imperfectly match the circulating strains; they were approximately 30% effective against H3N2 viruses [50] but failed to prevent some epidemics. Therefore, the importance of early and accurate predictive ability of our approach is further highlighted for early epidemic control because it provided insights into the mismatches of the influenza virus types for national flu vaccination programs.

Taiwan is located in the subtropical regions of Southeast Asia and has several densely populated urban areas with well-established public transportation networks. There are frequent travelers from Taiwan to regions in which influenza pandemics have originated in the past, such as Hong Kong and mainland China [51]. Therefore, emerging infectious diseases can easily be transmitted from person to person in Taiwan, resulting in the rapid spread of an epidemic. Efficient and real-time monitoring tools for such diseases have become increasingly important. Our approach can be used for predicting influenza epidemics and can be easily extended to other infectious diseases by simply selecting different surveillance variables from EMRs. Accordingly, our approach can play a key role in public health and hospital preparedness, which is the top priority now more than ever.

The peaks of influenza epidemics appear to recur annually, as shown in our study. The influenza season in Taiwan commonly begins around October, peaks after the end of December, and ends in February. We closely examined the different time periods of our study datasets and noticed the following trends. During the 3-year study period, no influenza epidemic was observed during the first year; however, high-intensity influenza activity and an epidemic were observed during the second year, but no obvious influenza activity was noted during the third year (ie, October 2016 to February 2017). However, during the summer of 2017 (June-July), unprecedented levels of influenza activity were observed. Our medical team hypothesized that this delay in the occurrence of influenza epidemic resulted from the unusually warm winter from December 2016 to January 2017. The winter of 2016 to 2017 was the hottest on record, with an average monthly temperature that was 2°C higher than the historical average. This might indicate an association between warm winters and delayed occurrence of influenza epidemics.

Accumulating evidence has shown that EMR systems can facilitate better documentation, communication, and integration of health care data [52]. Accordingly, our results demonstrated that an integrated approach generated a simple, accurate, and timely electronic surveillance tool for predicting influenza epidemics, particularly in densely populated areas and smaller countries. With increased adoption of EMR systems, more meaningful surveillance variables and their corresponding EMRs can be collected and used to support various forms of emerging infectious disease surveillance in the future.

Conclusions

In this study, we developed an Integrated Influenza Surveillance Framework that had a scalable ability to periodically integrate TWDCD ILI open data with EMRs of multiple hospitals. The system allowed for the automatic monitoring of influenza activity, supporting the early surveillance of influenza epidemics. Using EMRs of multiple hospitals, we identified 3 selected surveillance variables for the early prediction of influenza epidemics. Each surveillance variable was strongly correlated with TWDCD regional and national ILI data. Most importantly, we observed that the predictive power of the 2
selected surveillance variables was 3 to 4 weeks advanced compared with that of the TWCDC ILI reports. Future research should involve further development of this accurate, timely, and cost-effective electronic influenza surveillance tool for the prediction of influenza epidemics as well as the extension of this approach to other infectious diseases in ways that can be particularly relevant to densely populated regions and nations.
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Abstract

Background: Adverse drug reactions (ADRs) are common and are the underlying cause of over a million serious injuries and deaths each year. The most familiar method to detect ADRs is relying on spontaneous reports. Unfortunately, the low reporting rate of spontaneous reports is a serious limitation of pharmacovigilance.

Objective: The objective of this study was to identify a method to detect potential ADRs of drugs automatically using a deep neural network (DNN).

Methods: We designed a DNN model that utilizes the chemical, biological, and biomedical information of drugs to detect ADRs. This model aimed to fulfill two main purposes: identifying the potential ADRs of drugs and predicting the possible ADRs of a new drug. For improving the detection performance, we distributed representations of the target drugs in a vector space to capture the drug relationships using the word-embedding approach to process substantial biomedical literature. Moreover, we built a mapping function to address new drugs that do not appear in the dataset.

Results: Using the drug information and the ADRs reported up to 2009, we predicted the ADRs of drugs recorded up to 2012. There were 746 drugs and 232 new drugs, which were only recorded in 2012 with 1325 ADRs. The experimental results showed that the overall performance of our model with mean average precision at top-10 achieved is 0.523 and the area under the receiver operating characteristic curve (AUC) score achieved is 0.844 for ADR prediction on the dataset.

Conclusions: Our model is effective in identifying the potential ADRs of a drug and the possible ADRs of a new drug. Most importantly, it can detect potential ADRs irrespective of whether they have been reported in the past.

(J Med Internet Res 2019;21(2):e11016) doi:10.2196/11016
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Introduction

An adverse drug reaction (ADR) [1,2] is a serious problem that refers to side effects that occur despite the administration of a regular dose of a drug. It is estimated that over 2 million serious ADRs occur among hospitalized patients, which causes >100,000 deaths each year [3,4]. Unfortunately, it is difficult to identify or predict potential ADRs owing to insufficient data. Spontaneous reporting in pre- and postmarket stages are the most familiar methods to identify ADRs early on. Specifically, safety reports from clinical trials are used to list common ADRs
in the premarket stage [5], while data collected and analyzed from various databases and marketing surveys, such as pharmacovigilance and risk management, are used in the postmarket stage. Although most new ADRs are identified from spontaneous reports, >90% go unreported [6,7]; this is recognized to be a major limitation. Pharmaceutical companies are trying to avoid side effects in the development stage of drugs. However, although they can identify and address common side effects, it is generally not feasible to identify or predict rare and serious side effects. To overcome these limitations, several studies have utilized a substantial amount of data and various information sources to predict ADRs using statistical methods [8] and machine learning approaches [9].

The fundamental method for identifying ADRs pertains to identifying the relationship between drugs and their side effects from diverse sources of information [10-12] such as clinical trials, electronic medical records (EMRs), social media, and biomedical literature. For instance, PubMed contains valuable information that could aid ADR detection. Karimi et al [13] reviewed data mining and techniques related to computer science, which have been studied in the area of drug safety to identify reports of ADR from different sources. Tatonetti et al [14] proposed a novel algorithm for building a predictive model that can detect hidden interactions in adverse event reports to infer unreported adverse events. Wang et al [15] developed a model for identifying ADRs using data mining to extract information from millions of EMRs. It used clinical notes with information on specific drugs and known adverse drug events (ADEs) that have been preprocessed using statistical methods to compute the probability that a given drug-disorder pair represents a valid ADE association. This method automatically determines whether a specific adverse event is caused by a specific drug based on the content of PubMed citations [16]. Finkelstein et al [17] developed a tool to automatically detect and summarize information on ADRs from journal papers. It then ranked the ADRs of a drug on a user-friendly interface for physicians.

Several studies have utilized either chemical or molecular pathways of drugs to predict ADRs [18]. Cami et al [19] developed a novel approach to predict ADEs by using information on specific drugs and the adverse event to predict likely unknown ADEs. Lorberbaum et al [20] hypothesized that systems biology and chemical genomics data can improve drug safety surveillance by highlighting drugs with a mechanistic connection to the target phenotype and by filtering those which do not. They presented an algorithm, the modular assembly of drug safety subnetworks, to combine systems pharmacology and pharmacovigilance data. The algorithm markedly improved drug safety monitoring for 4 clinically relevant ADRs. Huang et al [21] proposed a framework for predicting ADR profiles by integrating protein-protein interaction networks with drug structures. Some researchers utilized the chemical, biological, and phenotypic characteristics of drugs to predict the ADRs. Liu et al [22] proposed a machine learning approach for predicting the ADRs by integrating the phenotypic characteristics, which included chemical structure, biological properties, and protein target and pathway information.

However, most of those approaches rely on heavily handcrafted features and treat ADR identification as a classification problem, which does not take the order of the ADRs discovered into consideration. Therefore, the process tends to be more expensive and leads to the loss of significant information on drug-ADR relationships in the model training phase. Furthermore, these approaches are unable to predict the ADR of new drugs, thus rendering the detection of ADR more difficult [19].

To address these limitations, we used a deep neural network (DNN) model for the detection of ADRs of drugs. The model has 2 purposes: the identification of ADRs, which entailed the discovery of potential ADRs of a drug from known ADR records, and the prediction of ADRs, which pertained to predicting the possible ADRs for a new drug. We used the word-embedding approach and mapping function to process new drugs that did not appear in the dataset. Furthermore, we examined the overall performance of the model with various feature combinations and the number of hidden layers in the DNN architecture.

Methods

Data Description

To develop and evaluate a DNN model, we used data from Side Effect Resource (SIDER) [23], a database of drugs with side effects, which contains information on medicines in the market since 2009 and their recorded ADRs [24]. We collected the ADR information from 2009 and 2012 from SIDER to represent the simulated prospective approach. In total, 746 drugs and 1325 side effect terms related to these drugs were recorded in both years. Additional 232 drugs appeared only in the 2012 dataset as new drugs. It is important to monitor the ADRs of drugs throughout their life cycle, from the preclinical research phase to postmarket surveillance. The fundamental properties of drugs rely on preclinical in vitro safety profiling that involves the testing of compounds with chemical and biological properties. Therefore, we extracted these properties as a part of the features in the model. We extracted the 17 molecular descriptors of drugs from PubChem [25] (Textbox 1). We utilized the biological features from DrugBank [26] to represent the biomolecular interactions and pathways. These features contain the targets, enzymes, transporters, and carriers of each drug and their actions.

For enriching the scientific evidence and enhancing the detection of ADRs, we collected millions of papers from the Medical Literature Analysis and Retrieval System Online (MEDLINE) [27] to be used as auxiliary data to enrich the information about each drug. We used the name of each drug as the query term and selected all the papers related to the drug, published before 2009, such as case reports, clinical trials, and observational studies. The reason for collecting the papers published before 2009 is that we wanted to simulate the progress of drug surveillance from 2009 to 2012.
Textbox 1. The 17 molecular descriptors for the chemical features identified in this study.

1. Molecular Weight
2. XLogP3
3. Hydrogen Bond Donor Count
4. Hydrogen Bond Acceptor Count
5. Rotatable Bond Count
6. Exact Mass
7. Monoisotopic Mass
8. Topological Polar Surface Area
9. Heavy Atom Count
10. Formal Charge
11. Complexity
12. Isotope Atom Count
13. Defined Atom Stereocenter Count
14. Undefined Atom Stereocenter Count
15. Defined Bond Stereocenter Count
16. Undefined Bond Stereocenter Count
17. Covalently-Bonded Unit Count

Features of Drug Description

We treated ADR identification as an information retrieval problem, such that our model could discover the potential relationships between each drug and the 1325 side effects recorded. We represented the prediction target of 1325 dimensions with a binary profile of elements corresponding to the presence or absence of side effects with $Y \in \{0, 1\}$, with $n$ being the number of drugs. Each drug was associated with 3 types of features: the chemical properties, biological properties, and information from the literature. In addition, the known ADR records of drugs were included. After preprocessing, we filtered out 2 empty properties: the Isotope Atom Count and the Undefined Bond Stereocenter Count. Subsequently, the feature of chemical properties was represented using a 15-dimensional vector, with $X_{Chem} \in \mathbb{R}^{15}$ for each element. The biological properties, extracted from DrugBank, contained 4 phases of information including the carriers, enzymes (for drug metabolism), protein targets, and transporters (for drug transportation). After preprocessing, we utilized the biological information to represent each drug with the 1048-dimensional vector, which included 788 protein targets, 162 enzymes, 85 transporters, and 13 carriers, with $X_{Bio} \in \mathbb{R}^{1048}$ for different action types in each element. The known ADR records of a drug played an important role in identifying potential ADRs. Thus, we leveraged this information to predict potential ADRs that appeared in 2012.

The biomedical literature played an important role in this study because it contains a large amount of information related to drugs and ADRs such as clinical notes and case reports. However, one of the issues in extracting the drug information from biomedical literature is the uncertainty regarding which words or documents represent the drug. Therefore, we trained the model to understand the semantic features of drugs from 2.3 million biomedical papers on 764 drugs introduced before 2009 by utilizing one of the most popular embedding methods Word2Vec [28-30] to model it using the skip-gram model. Subsequently, we used the vector of the drug name as the drug vector (drug2vec, D2V), $X_{D2V} \in \mathbb{R}^{400}$, with $n$ being the number of drugs. We observed that the features represented by D2V were more comprehensive than the intrinsic features in the experiments. However, as we used drug names as the query term, we could not identify papers related to 232 new drugs. To address drugs that were not observed during the embedding training step, we expanded the D2V by introducing a drug description mapping function. Using $V_{D2V}$ to denote the word-embedding space of the drug vector existing in the training and $V_{DDV}$ to denote the new drug description vector the summation of each word vector related to the new drug in the papers, the mapping function $f(v)$: $V_{DDV} \rightarrow V_{D2V}$ was developed and parameterized by a $W$, such that $v' = Wv$ for $v \in V_{DDV}$ and $v' \in V_{D2V}$ [31] using the least absolute shrinkage and selection operator regression for training the $W$ [32]. This expansion method enabled the model to process new drugs, making it more flexible.
Figure 1. The architecture of the deep neural network model for predicting and identifying the possible adverse drug reactions (ADRs) of a drug. After predicting, we generated a list of possible ADRs of a drug by ranking the probability of ADRs from the output in the model.
Adverse Drug Reaction Detection Deep Neural Network Model Description

We designed a DNN model that can identify and predict the ADRs of a drug with different requirements. This model (Figure 1) was based on one of the common DNN architectures, multilayer perceptron [33], which has been successfully applied in several prior studies. We added the dropout layer between each dense layer to avoid model overfitting in the training step [34,35]. The process of the nonlinear transformation in each layer ensured that the model could learn more information from the input data. The model aimed at identifying and predicting potential ADRs of a drug. The identification function is fulfilled by seeking the potential ADRs of drugs by using known records of ADRs and various features of drugs. The prediction function pertains to the detection of potential ADRs of new drugs. We designed 2 kinds of feature representations (Figure 2) to distinguish the tasks of identification and prediction. In prediction, we assumed that the ADR record for a new drug was empty. Therefore, the feature of known ADR records with zero indicated that the possible ADRs of new drugs relied only on the semantic feature (drug2vec), chemical properties, and biological properties.

We treated the identification task as an information retrieval problem because drugs may have more than one ADR. Therefore, we designed the last layer with 1325 hidden nodes, which was equal to the number of ADRs in the dataset. Evaluating the probability of ADR $y$ of a given drug $x$, we defined the $p(y \mid x) = \sigma(Wy + b)$, $\sigma$ as the sigmoid function, to transfer the hidden vector $h$ to the value between 0 and 1. We learned the $p(y \mid x)$ by minimizing the cross-entropy with $D$. When $\theta$ denoted all parameters of the model, the objective function $(D, \theta)$ was formulated as follows:

$$
(D, \theta) = -\text{Summation} \left( y_i \log \left[ p(y_i \mid x) \right] + (1-y_i) \log \left[ 1-p(y_i \mid x) \right] \right) / N
$$

Results

In this study, we present a detailed analysis of the performance of our DNN model. Let $Q$ denote the number of drugs in the dataset. We evaluated the model using the area under the receiver operating characteristic curve, shown in Table 1, and the mean average precision (MAP) $\text{AvePrecision}(q)/Q$, which has been widely used in multilabel problem and information retrieval evaluation. First, we assessed the abilities of different feature combinations to detect the ADRs of drugs. We examined the performance of our model with reference to the features presented in Figure 3 (image on the left). The drug features included the biological, chemical, and D2V features. The chemical feature was found to perform poorly because of the duplicate and indistinguishable chemical properties extracted. Moreover, we removed the D2V and kept the other features to train the model. The results showed that the D2V was most informative, possibly because the D2V learned the valuable information from millions of papers. We then focused on method comparison with several common methods. We compared the abilities of 3 machine learning methods, namely, probability matrix factorization (PMF), Linear Support Vector Classifier, and Gaussian Naïve Bayes [36,37], to predict and identify the ADRs of drugs. Figure 3 (image on the right) shows the performance of different models based on 5-fold cross-validation using all biological, chemical, and D2V properties as features, except PMF. The PMF exhibited the worst performance because it considered the relationship between drugs and ADRs only based on latent information. One of the reasons why our model outperforms others is that the features of a drug enrich the information via the nonlinear transformation in deep learning.

Subsequently, we investigated whether our model could process the specific tasks of prediction and identification. The performance on the prediction task (Figure 4, image on the left) exceeded that on the identification task. The identification task is more difficult than prediction because the former entails the detection of potentially rare ADRs. Although the identification function of this model could be improved, its overall performance revealed its capacity to address both tasks simultaneously.

In addition, we plotted the performance of the model with a different number of hidden layers (Figure 4, image on the right). The performance of the model did not improve with an increase in the number of hidden layers. The model with 2 hidden layers was better than the others. Specifically, with the limited data size for 3 hidden layers, the model was unable to learn the good
parameters from the data. Evidently, the number of hidden layers relies on data properties and the amount of data in the DNN.

To evaluate our mapping function, we examined the drug expansion through the transfer of drug description to the D2V. The results, shown in Table 2, indicated that our mapping function could fit the performance of the D2V. The performance of the drug description through the mapping function was slightly better than that of D2V, possibly because some drugs did not exist in the space of D2V. This finding indicates that this model cannot predict the ADRs of such drugs without the mapping function. Accordingly, the mapping function was found to render the model more flexible to address new drugs.

Table 1. The result showing the performance of model evaluated by area under the receiver operating characteristic curve (AUC).

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability matrix factorization</td>
<td>0.500</td>
</tr>
<tr>
<td>Linear Support Vector Classifier</td>
<td>0.523</td>
</tr>
<tr>
<td>Gaussian Naive Bayes</td>
<td>0.597</td>
</tr>
<tr>
<td>Deep neural network adverse drug reaction (DNN ADR) without hidden layer</td>
<td>0.641</td>
</tr>
<tr>
<td>DNN ADR with 1 hidden layer</td>
<td>0.823</td>
</tr>
<tr>
<td>DNN ADR with 2 hidden layers</td>
<td>0.844</td>
</tr>
<tr>
<td>DNN ADR with 3 hidden layers</td>
<td>0.814</td>
</tr>
<tr>
<td>DNN ADR without Bio features</td>
<td>0.823</td>
</tr>
<tr>
<td>DNN ADR without Chem features</td>
<td>0.837</td>
</tr>
<tr>
<td>DNN ADR without drug2vec features</td>
<td>0.803</td>
</tr>
<tr>
<td>DNN ADR</td>
<td>0.844</td>
</tr>
</tbody>
</table>

The italicized values indicate the best results in this comparison.

Figure 3. Left: Effects of different feature combinations to detect the adverse drug reactions (ADRs) of drugs; right: A comparison of our deep neural network (DNN) model with various machine learning approaches. PMF: probability matrix factorization; LinearSVC: Linear Support Vector Classifier; GaussianNB: Gaussian Naive Bayes.

Figure 4. Left: Performance of the deep neural network (DNN) model on the adverse drug reaction (ADR) identification and prediction tasks and the overall performance; right: In this experiment, we showed the performance of the model with several different layers. GaussianNB: Gaussian Naive Bayes; LinearSVC: Linear Support Vector Classifier.
Table 2. The results showing the ability of the mapping function to transfer the drug description to drug2vec with Mean Average Precision at Top N (MAP@N).

<table>
<thead>
<tr>
<th>MAP@N</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mapping function</td>
<td>0.068&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.179</td>
<td>0.272</td>
<td>0.462</td>
<td>0.462</td>
<td>0.462</td>
</tr>
<tr>
<td>drug2vec</td>
<td>0.065</td>
<td>0.174</td>
<td>0.267</td>
<td>0.453</td>
<td>0.453</td>
<td>0.453</td>
</tr>
</tbody>
</table>

<sup>a</sup>The italicized values indicate the best results in this comparison.

**Discussion**

**Principal Findings**

In this study, we aimed to increase the diversity of information on drugs to improve our ability to detect ADRs. Accordingly, we extracted information from the chemical and biological properties of drugs and from the existing biomedical literature. The MEDLINE was selected as the source for biomedical literature to identify important auxiliary data because it contains several types of biomedical papers, such as clinical trials, case reports, and observational studies, related to drugs. However, it was difficult to use keywords to identify specific drugs from millions of papers and words. Therefore, we utilized 2.3 million biomedical papers to identify the semantic features of drug using the skip-gram model in Word2Vec. In particular, for a central word \( w_t \) under consideration, the probability \( p(w_{t+i} \mid w_t) \) of predicting the surrounding word \( w_{t+i} \) depended on the \( w_t \). The subscript \( t \) indicates a target word, such as the drug name “Dantrolene,” and the \( i \) represented the windows size of the target word. This feature helped us extract the latent information of each word, including the words comprising the drug’s name. After this word-embedding training, we investigated whether the semantic feature (D2V) could represent the properties of drugs, such as biomedical and chemical properties. We visualized the relationships between the learned drug-embedding vectors based on their similarity (Figure 5). This graph included 746 drugs and presented the relationship of these drugs with those of the latent information learned from the semantic feature. Each node presents a drug and the edge represents the similarity between other drugs. The more similar the drugs in each pair were, the closer they were in the graph. The larger nodes represented the drugs that were more similar to other drugs. We found that the model seems to cluster the drugs used in specific treatments.
Figure 5. Relationship between drugs using the semantic feature (drug2vec) of the deep neural network model. There were 746 nodes in this graph, each representing a drug. The clusters indicated the drugs with a specific treatment. Top: The cluster comprised antidepressants; middle: The cluster contained antibiotics; bottom: The cluster included ophthalmic medications. For instance, the drugs in the cluster with the blue circle shown in Figure 5 (image on the top) comprised antidepressants such as trazodone, citalopram, clomipramine, and paroxetine. The cluster to the right contained antibiotics such as ampicillin, ceftazidime, cefpodoxime, and cefotaxime shown is Figure 5 (image in the middle). Moreover, the cluster at the bottom included ophthalmic medications such as fluorometholone, levocabastine, brinzolamide, and dipiverfrin (Figure 5, image at the bottom). There were other small clusters with their own specific treatment. Thus, we learned the relationships among drugs and the latent information from the papers included in the embedding function at the text-level. Accordingly, the semantic feature had a great effect on the performance of our model. Subsequently, we examined the ability of this model to perform its identification and prediction functions with reference to serious ADRs defined by the Micromedex. Using the identification function of the model, we ranked the potential ADRs in a list by the probability of their occurrence (Table 3). One of the reasons why the probability of ADR presented in Table 3 was not highly prominent was that the positive samples of these ADRs were rarely reported in this dataset. However, our model could identify that hydroxychloroquine led to muscle cramps, which is a serious ADR that occurs in severe
neuromuscular disease. In addition, we extracted 5 drugs that were recorded only in 2012 to examine the prediction function of this model.

Table 3. The adverse drug reaction (ADR) prediction and identification results of the model.

<table>
<thead>
<tr>
<th>Identification results of drugs with known ADR records</th>
<th>Serious ADR</th>
<th>Rank</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dantrolene</td>
<td>Anemia</td>
<td>12</td>
<td>0.012</td>
</tr>
<tr>
<td>Dantrolene</td>
<td>Congestive heart failure</td>
<td>15</td>
<td>0.009</td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>Muscle Cramp</td>
<td>1</td>
<td>0.997</td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>Photophobia</td>
<td>16</td>
<td>0.017</td>
</tr>
<tr>
<td>19-nortestosterone</td>
<td>Serum cholesterol raised</td>
<td>4</td>
<td>0.150</td>
</tr>
<tr>
<td>Carbachol</td>
<td>Retinal detachment</td>
<td>3</td>
<td>0.690</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prediction results of drugs without ADR records</th>
<th>Serious ADR</th>
<th>Rank</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atazanavir</td>
<td>Anemia</td>
<td>17</td>
<td>0.920</td>
</tr>
<tr>
<td>Carbinoxamine maleate</td>
<td>Agranulocytosis</td>
<td>14</td>
<td>0.453</td>
</tr>
<tr>
<td>Carbinoxamine maleate</td>
<td>Anemia, Hemolytic</td>
<td>16</td>
<td>0.340</td>
</tr>
<tr>
<td>Darunavir</td>
<td>Hyperglycemia</td>
<td>20</td>
<td>0.750</td>
</tr>
<tr>
<td>Temsirolimus</td>
<td>Infection</td>
<td>20</td>
<td>0.974</td>
</tr>
<tr>
<td>Zoladex</td>
<td>Myocardial infarction</td>
<td>7</td>
<td>0.961</td>
</tr>
<tr>
<td>Zoladex</td>
<td>Hypersensitivity</td>
<td>12</td>
<td>0.920</td>
</tr>
</tbody>
</table>

Findings revealed that our model has the capacity to predict the serious ADRs of new drugs. For instance, the model predicted that Zoladex could lead to a serious ADR, myocardial infarction, which is one of the commonest causes of death in developing countries.

Limitations
This study has several limitations that need to be addressed in future studies. First, data diversity plays an important role in the model. We only used the data published in SIDER. Our model will be more persuasive and reliable if we can include more data from different datasets. Because the chemical and biological properties of drugs contribute most to their effects on human, the more the databases of drug properties included, the better the performance of our model. On the other hand, if we have access to more open-source data, including clinical trials, spontaneous reporting systems, and EMRs with support from government and pharmaceutical industry, our model will have better prediction. Furthermore, our model focused on the ADR prediction and identification. To identify the probability of occurrence of each ADR, we set 1325 hidden nodes and the total number of ADRs in the dataset in the output layer. In other words, although we had a mapping function to address new drugs, this model could only predict existing ADRs. Therefore, in the future work, we plan to utilize more detailed features such as drug-ADR interaction [13], drug-drug interaction, and ADR-ADR interaction networks for the prediction of ADRs. Furthermore, we also plan to investigate other embedding approaches to represent the ADRs to help predict the relationships between drugs and new ADRs.

Conclusions
We developed a novel ADR detection model based on the biological and chemical properties of drugs and the D2V (the semantic feature). After discussing the drug similarities with domain experts from the National Cheng Kung University Hospital and the Institute of Clinical Pharmacy and Pharmaceutical Sciences, we found out that the D2V can represent a characteristic of the drug. Our model could not only discover the potential ADRs of drugs but also predict the possible ADRs of new drugs. To discover potential ADRs based on the previous records, our model could identify the hidden relationship between ADR-ADR interactions. Furthermore, to predict the possible ADRs of a new drug without any previous ADR records, using the D2V feature, our mapping function exhibited good profiling for transferring the drug description into the D2V. The model exhibited good performance on both tasks and generated the most suitable results. It will help pharmacists and health care providers to understand the potential risk of side effect of drugs and address the issue of underreporting of spontaneous reports. Above all, our model will aid pharmacovigilance by identifying and predicting potential ADRs.
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Abstract

Background: Prevention and management of chronic diseases are the main goals of national health maintenance programs. Previously widely used screening tools, such as Health Risk Appraisal, are restricted in their achievement this goal due to their limitations, such as static characteristics, accessibility, and generalizability. Hypertension is one of the most important chronic diseases requiring management via the nationwide health maintenance program, and health care providers should inform patients about their risks of a complication caused by hypertension.

Objective: Our goal was to develop and compare machine learning models predicting high-risk vascular diseases for hypertensive patients so that they can manage their blood pressure based on their risk level.

Methods: We used a 12-year longitudinal dataset of the nationwide sample cohort, which contains the data of 514,866 patients and allows tracking of patients’ medical history across all health care providers in Korea (N=51,920). To ensure the generalizability of our models, we conducted an external validation using another national sample cohort dataset, comprising one million different patients, published by the National Health Insurance Service. From each dataset, we obtained the data of 74,535 and 59,738 patients with essential hypertension and developed machine learning models for predicting cardiovascular and cerebrovascular events. Six machine learning models were developed and compared for evaluating performances based on validation metrics.

Results: Machine learning algorithms enabled us to detect high-risk patients based on their medical history. The long short-term memory-based algorithm outperformed in the within test (F1-score=.772, external test F1-score=.613), and the random forest-based algorithm of risk prediction showed better performance over other machine learning algorithms concerning generalization (within test F1-score=.757, external test F1-score=.705). Concerning the number of features, in the within test, the long short-term memory-based algorithms outperformed regardless of the number of features it encountered. However, in the external test, the random forest-based algorithm was the best, irrespective of the number of features it encountered.

Conclusions: We developed and compared machine learning models predicting high-risk vascular diseases in hypertensive patients so that they may manage their blood pressure based on their risk level. By relying on the prediction model, a government can predict high-risk patients at the nationwide level and establish health care policies in advance.

(J Med Internet Res 2019;21(2):e11757) doi:10.2196/11757
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Introduction

Nationwide health maintenance programs are aimed at the prevention of chronic diseases. South Korea has a single-payer national health insurance system in which all health care providers must participate to claim for their medical expenses [1]. In this efficient health care system, the Korean government provides a nationwide health maintenance program to all national health insurance members aged 40 years and above on a biennial basis [2].

Hypertension is one of the most important chronic diseases requiring management via the nationwide health maintenance program because the burden of this condition is enormous. Approximately 10% of the total medical expenditure is associated with hypertension and its attendant complications, resulting in high economic costs [3]. In particular, East Asia and the Pacific region have the highest absolute burden of 439 million hypertensive patients [4]. Moreover, increased blood pressure leads to 9.4 million deaths associated with ischemic heart disease, stroke, and heart failure. However, among the general population of hypertensive patients, just 46.5% were found aware of their existing condition, 36.9% received treatment, and only 13.8% actively controlled their blood pressure [5]. Hypertension and its complications are attributed to modifiable risk factors, such as high salt diets, physical inactivity, and obesity. Therefore, health care providers should inform patients about their risks of complications caused by hypertension, so that they can improve the modifiable risk factors [6,7].

Health risk appraisal (HRA) is one of the most widely used screening tools for increasing both, the awareness and treatment levels of hypertension [8,9]. From 2009, it has been provided for all patients included in the national health maintenance program in South Korea to outline the importance of controlling high blood pressure. However, there are some limitations in using the HRA for predictive purposes. First, the predictability of cardio-cerebrovascular events is not very reliable. Second, it is based on a static statistical model that is not dynamically improvable on a regular basis. Finally, HRA is usable only when a patient is included in the health maintenance program. Due to these limitations, patients with hypertension tend to overlook their risks of developing cardio-cerebrovascular complications, in turn lowering the treatment rate of hypertension. In this study, we aimed to develop and compare machine learning models predicting high-risk vascular diseases for hypertensive patients, so that they can manage their blood pressure based on their risk level.

To develop these models, we used the longitudinal dataset of the nationwide sample cohort, which allowed tracking patients’ medical history across all health care providers in Korea (N=51,920) spanning 12 years. Furthermore, to ensure the generalizability of our models [10-12], we conducted an external validation using another national sample cohort dataset, comprised of different patients, published by National Health Insurance Service (NHIS).

Methods

Data Description

Based on the mandatory social insurance system, the Korean National Health Insurance Service (NHIS) has achieved universal coverage of the population since the mid-1970s [1]. The NHIS is a single-insurer system, and the system has paid health care providers based on fee-for-service. Therefore, almost all health care data are centralized in the large-scale database of NHIS [13]. In this study, we used two distinct datasets published independently by NHIS. The first dataset was used to develop and test machine learning models, and the second was used to conduct external validation of developed models.

To develop and test machine learning models, we used a sample cohort of national health check-up programs [2,14]. The NHIS provides a biennial health check-up program to all national health insurance members over 40 years of age free of charge. The dataset contains health records of a total of 514,866 patients, randomly selected from the health insurance members who have been served the health check-up program. For external validation, we used a national sample cohort dataset, which includes the data of one million patients who are randomly selected comprising 2.2% of the total Korean population in 2002. The dataset includes health records of patients from infants to elderly people over 85 years old. Both datasets contain patients’ social and economic qualification variables, the status of medical resource utilization, statement, details of treatment, type of disease, and details of prescription, and the status of the clinic [13,14]. The detailed information of the variables in both datasets is described in Multimedia Appendix 1. With the benefits of a 12-year longitudinal dataset reflecting a nationwide sample cohort, we were able to track each patient’s medical history from all types of health care providers (N=51,920), including a tertiary hospital (number of beds ≥300), general hospitals (number of beds ≥30), and clinics. To protect patient privacy, the personal information and clinical institution information were deidentified. The statistics of the NHIS datasets used for building models are presented in Table 1.

The study was approved by the Seoul National University Bundang Hospital Institutional Review Board (B-1512/326-102).
Study Population Definition

We focused on patients with essential hypertension and developed models to predict cardio-cerebrovascular events. Therefore, we identified patients with confirmed essential hypertension and cardio-cerebrovascular events based on the results of previous research [15,16]. Patients with hypertension were defined as the subjects newly diagnosed with essential hypertension (International Classification of Diseases, Tenth Revision ICD-10: I10, I100, or I109) and newly treated with at least one Anatomical Therapeutic Chemical (ATC) code that is related to hypertension between June 2004 and December 2008 (the ATC codes used in this study are presented in Multimedia Appendix 2). Patients with cardio-cerebrovascular were defined as the subjects newly diagnosed with ischemic heart disease (ICD-10: I20-I25), cerebrovascular diseases (ICD-10: G45, I60-I64, I65-I69), or chronic heart failure (ICD-10: I14, I150), or newly treated with at least one ATC code that is related to cardio-cerebrovascular medication (the ATC codes are presented in Multimedia Appendix 2).

We excluded patients with any previous record of antihypertensive medication, essential hypertension, ischemic heart disease (ICD-10: I20-I25), cerebrovascular diseases (ICD-10: G45, I60-I64, I65-I69), or chronic heart failure (ICD-10: I14, I150) during the washout period between May 2003 and May 2004.

Input Features and Algorithms

The index date of each patient was defined as the time point of the first hypertension diagnosis or the time point of the first medication records related to hypertension. The event date of each patient was defined as the time point of the first cardio-cerebrovascular diagnosis within five years (see Figure 1). The prediction model application scenario was that when a patient visits a hospital, the models predict current or near-term risks which we defined as the duration from current/today to the next hospital visit (one month on average) high-risk vascular disease events in a patient to enable patients to manage blood pressure immediately. We limited the prediction periods to five years from the first hypertension diagnosis. Therefore, the algorithms predict current high-risk vascular disease events with medical records from a maximum of five years ago.

Of all medical records, we selected the following main features. First, the basic information of the patient, including age, gender, and hospital visit type (inpatient, outpatient, emergency) at the index date (n=3). Second, all diagnosis records from the index date to the event date (n=1252). All diagnosis records (ie, ICD-10 codes) were grouped by the first 3 digits, which comprise the main disease category. Each dimension represents the total number of occurrences of a specific code between the index date and the event date (of note, we excluded ICD-10 A, B, C, L, P, V, W, X, Y, and Z disease categories because of their low relevance for cardiovascular and cerebrovascular events). Third, all medication records from the index date to the event date (n=130). The first 3 digits of the ATC codes for medication records were used for feature construction. Regarding the medication records, we used both the total number of occurrences of a medication (n=65) and the number of days of a medication (n=65). As we used features based on the total number of occurrences in the medical records (ie, ICD-10 codes for diagnosis and ATC codes for medication), null values in a feature mean no occurrence of the disease or medicine for each patient. Therefore, we replaced null values with zeros (eg, the third patient in Figure 1).

After processing the features, we finally obtained 1385 of them for each patient. All the aggregated input vectors were linearly normalized to the range [0,1]. To investigate the advantage of time series characteristics in a longitudinal dataset for predicting diseases, we also developed algorithms based on a Recursive Neural Network (RNN) which is able to capture temporal patterns present in temporal sequenced data. For prediction models based on RNN, each time steps t comprised of all medical codes c₁, c₂, ..., cₙ was converted to a binary vector xₜ={0,1}ⁿ, and recent 50, 100, or 150 time steps of the binary vector (ie, hospital visits) were used for prediction.
Before attempting machine learning algorithms, a univariate feature selection was performed to remove irrelevant features to the outcome variable. Based on the chi-square statistics scores, 555 significant features ($P<.05$) out of 1385 features were obtained. To avoid model overfitting, the top 55 and 278 features were selected, which represented 10% and 50% of the number of significant features, respectively. Subsequently, we compared the model performances according to the number of features (ie, 55, 278, and 555, respectively). The detailed information for the top 55 selected features and a list with all the features is in Multimedia Appendix 3.

We developed the models based on 6 common machine learning algorithms and compared the performance of the algorithms for predicting the cardio-cerebrovascular outcome of hypertensive patients: logistic regression (LR), support vector machine (SVM) [17], decision tree (DT) [18], random forest (RF) [19], multilayer perceptron (MLP) [20], and long short-term memory (LSTM) for time series prediction. The hyper-parameters used for training models are in Multimedia Appendix 4.

**Model Evaluation Strategy**

The following 3 experiments were used as outcomes: (1) predicting a cardiovascular event, (2) predicting a cerebrovascular event, and (3) predicting a cardio-cerebrovascular event (ie, vascular disease). Furthermore, we compared the performances of each algorithm using F1-score according to the number of features. We used 4 evaluation metrics commonly used in classification tasks to evaluate the performance of our models as follows:

- **Accuracy**: the proportion of patients who were predicted as their actual status
- **Precision**: the proportion of patients that actually had the diseases out of patients that were predicted as having diseases
- **Recall**: the proportion of patients that were predicted as having diseases out of all patients who actually had the diseases
- **F1-score**: the harmonic mean of precision and recall

To compare the evaluation metrics of each machine learning algorithm, the study population extracted from the Health check-up cohort was randomly split into 80% training and 20% test sets. Based on the 80% training set, key features were selected and the prediction models were trained (see Figure 2). We then tested our prediction models using the 20% test sets (termed within test). After that, to confirm the external validity of the prediction models, the entire study population of the National Sample Cohort was used for external evaluation (termed external test). The training set was once more randomly split into 10-fold to conduct stratified 10-fold cross-validation. The 10-evaluation metrics from the folds were averaged to produce a single estimation.
Results

Study Population

On the basis of the subject definition, we obtained the data of 74,535 patients from the first dataset, for whom a total of 136,843,003 medical records over 12 years were retrieved. As shown in Figure 3, of all hypertensive patients 59% (44,203/74,535) were diagnosed with hypertension only. Among the patients with hypertension, 29% (21,617/74,535) and 24% (18,042/74,535) were diagnosed with cardiovascular and cerebrovascular diseases, respectively.

For the external test, we extracted the data of 67,696 patients with hypertension from the second dataset. To match the age distribution, we only considered patients aged over 40 years. Finally, we obtained the data of 59,738 patients with hypertension. Of all hypertensive patients from the external test set, 60% (36,248/59,738) were diagnosed with hypertension only. Among the patients with hypertension, 28% (16,605/59,738) and 23% (13,828/59,738) were diagnosed with cardiovascular and cerebrovascular diseases, respectively. The disease outcomes were similarly distributed between the within test and external test set. Further characteristics of patients with hypertension only and cardiovascular and cerebrovascular events that were used in training models are presented in Table 2. The variables in the table present patient data at the time point of the first hypertension diagnosis and the patients were grouped by outcome events. The most characteristics were similarly distributed among the groups.
Performance of Cardio-Cerebrovascular Prediction Models

Table 3 presents the performance of the algorithms with 555 significant features predicting our target outcomes. The results showed that the LSTM algorithm outperforms the other algorithms, except for the recall score in within test, resulting in an accuracy score of .831. While the MLP, LR, and SVM algorithms outperformed the RF algorithm in within test with F1 scores of .771, .762, and .760 respectively, the MLP, LR, and SVM algorithms performance in external test dropped dramatically to .065, .013, and .019 respectively, decreasing the recall score to ≤.034. However, DT, RF, and LSTM algorithms showed relatively small performance degradation in the external test. Therefore, in terms of a generalization of the model, the RF algorithm performed best by achieving an F1-score of .705 in the external test for all disease outcomes. The results confirmed that the RF algorithm is the most robust algorithm against overfitting [19,21]. In addition, the results showed the importance of the external validity of disease prediction models. Even though the performance of a model was reliable in within test, we confirmed that it can be vulnerable to new patients from the external test dataset. Therefore, as Damen et al [11] argued, the future research directions of disease prediction should focus on external validation.

The results of each outcome presented in Table 3 show that predicting a single outcome (ie, cardiovascular or cerebrovascular event) showed poor performance compared to predicting the cardio-cerebrovascular events of 5 algorithms. Specifically, predicting cerebrovascular events showed higher performance degradation than predicting cardiovascular events. This fact implies that it could be a good strategy to develop machine learning models predicting similar disease groups as a single outcome, such as cardio-cerebrovascular events in this study. This method will help balance the labels that are mostly imbalanced disease outcomes, and will finally improve the performance of the models as shown by the results of this study.
Table 2. General characteristics of the study population.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hypertension only (n=44,203)</th>
<th>Cardio-cerebrovascular (n=30,332)</th>
<th>Cardiovascular (n=21,617)</th>
<th>Cerebrovascular (n=18,042)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.1 (9.1)</td>
<td>60.5 (9.6)</td>
<td>60.3 (9.5)</td>
<td>61.8 (9.4)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>19,036 (43.1)</td>
<td>14,253 (47.0)</td>
<td>9911 (45.7)</td>
<td>8933 (49.5)</td>
</tr>
<tr>
<td>Male</td>
<td>25,167 (56.9)</td>
<td>16,079 (53.0)</td>
<td>11,706 (54.3)</td>
<td>9109 (50.5)</td>
</tr>
<tr>
<td>Body mass index, mean (SD)</td>
<td>24.5 (2.9)</td>
<td>24.5 (3.0)</td>
<td>24.6 (3.0)</td>
<td>24.4 (3.0)</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>29,144 (65.9)</td>
<td>20,645 (68.1)</td>
<td>14,583 (67.5)</td>
<td>12,558 (69.6)</td>
</tr>
<tr>
<td>Past</td>
<td>4035 (9.1)</td>
<td>2453 (8.1)</td>
<td>1799 (8.3)</td>
<td>1326 (7.3)</td>
</tr>
<tr>
<td>Current</td>
<td>8647 (19.6)</td>
<td>5716 (18.8)</td>
<td>4174 (19.3)</td>
<td>3249 (18.0)</td>
</tr>
<tr>
<td>Drinking, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nondrinker</td>
<td>23,645 (53.5)</td>
<td>17,825 (58.8)</td>
<td>12,611 (58.3)</td>
<td>10,979 (60.9)</td>
</tr>
<tr>
<td>Drinker</td>
<td>19,647 (44.4)</td>
<td>11,869 (39.1)</td>
<td>8568 (39.6)</td>
<td>6652 (36.9)</td>
</tr>
<tr>
<td>Systolic blood pressure, mean (SD)</td>
<td>137.5 (18.6)</td>
<td>137.2 (18.6)</td>
<td>137.2 (18.7)</td>
<td>137.5 (18.6)</td>
</tr>
<tr>
<td>Diastolic blood pressure, mean (SD)</td>
<td>85.3 (12.0)</td>
<td>84.6 (11.9)</td>
<td>84.6 (12.0)</td>
<td>84.4 (11.8)</td>
</tr>
<tr>
<td>Total cholesterol, mean (SD)</td>
<td>202.2 (38.4)</td>
<td>203.8 (39.5)</td>
<td>204.2 (39.7)</td>
<td>203.7 (39.0)</td>
</tr>
<tr>
<td>Fasting blood sugar level, mean (SD)</td>
<td>102.3 (35.1)</td>
<td>104.5 (39.4)</td>
<td>105 (40.8)</td>
<td>105.0 (39.6)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2616 (5.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3784 (8.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>aThe percent of this variable may not add up to 100% due to the missing value.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 shows the F1-scores of each model in both test sets according to the number of features. In the within test, LSTM algorithm outperformed other algorithms, indicating the importance of considering the order of medical records and time information. In the external test, RF algorithm was the best regardless of the number of features. This result clearly indicates that an increasing number of features leads to the model overfitting. For example, while the machine learning algorithms with 55 features showed relatively consistent performance in both within test and external test to predict cardio-cerebrovascular events, the F1-scores of LR, SVM, and MLP algorithms with 278 and 555 features dropped down dramatically even under the same conditions (ie, number of samples, training dataset) except for the number of features. Specifically, the sensitivity of the models was extremely poor (see Table 4). This fact implies that the trained probability threshold does not work properly on new patients’ medical history. Interestingly, RF, DT, and LSTM algorithms showed relatively consistent performance even with changes in the number of features. Therefore, our results indicated that RF is the most robust machine learning algorithm to predict diseases in both external validity and the changes in the number of features.
Table 3. Performance of prediction of each outcome across the models with all significant features (N=555).

<table>
<thead>
<tr>
<th>Prediction outcome algorithms</th>
<th>Within test</th>
<th>External test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Recall</td>
</tr>
<tr>
<td>Cardio-cerebrovascular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>.797</td>
<td>.807</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>.796</td>
<td>.803</td>
</tr>
<tr>
<td>Decision tree</td>
<td>.780</td>
<td>.818</td>
</tr>
<tr>
<td>Random forest</td>
<td>.793</td>
<td>.799</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>.806</td>
<td>.803</td>
</tr>
<tr>
<td>Long short-term memory</td>
<td>.831</td>
<td>.772</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>.748</td>
<td>.784</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>.743</td>
<td>.797</td>
</tr>
<tr>
<td>Decision tree</td>
<td>.707</td>
<td>.814</td>
</tr>
<tr>
<td>Random forest</td>
<td>.723</td>
<td>.798</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>.757</td>
<td>.782</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td>.741</td>
<td>.757</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>.733</td>
<td>.776</td>
</tr>
<tr>
<td>Decision tree</td>
<td>.672</td>
<td>.828</td>
</tr>
<tr>
<td>Random forest</td>
<td>.698</td>
<td>.812</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>.749</td>
<td>.787</td>
</tr>
</tbody>
</table>

*The highest scores are presented in italics.

Figure 4. Model evaluation (F1-score) results based on the number of features across 6 models. (LR: logistic regression, SVM: support vector machine, DT: decision tree, RF: random forest, MLP: multilayer perceptron, LSTM: long short-term memory).
Table 4. Prediction for cardio-cerebrovascular according to the number of features across 6 models.

<table>
<thead>
<tr>
<th>Number of features per algorithms</th>
<th>Within test</th>
<th></th>
<th></th>
<th></th>
<th>External test</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>Recall</td>
<td>Precision</td>
<td>F1-score</td>
<td>Accuracy</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>55 features</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td></td>
<td>.742</td>
<td>.762</td>
<td>.658</td>
<td>.706</td>
<td>.707</td>
<td>.801</td>
<td>.595</td>
</tr>
<tr>
<td>Decision tree</td>
<td></td>
<td>.752</td>
<td>.822</td>
<td>.656</td>
<td>.730</td>
<td>.712</td>
<td>.858</td>
<td>.593</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td>.771</td>
<td>.813</td>
<td>.684</td>
<td>.743</td>
<td>.726</td>
<td>.858</td>
<td>.607</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td></td>
<td>.766</td>
<td>.778</td>
<td>.691</td>
<td>.732</td>
<td>.722</td>
<td>.815</td>
<td>.610</td>
</tr>
<tr>
<td>Long short-term memory</td>
<td></td>
<td>.837</td>
<td>.752</td>
<td>.810</td>
<td>.771</td>
<td>.618</td>
<td>.874</td>
<td>.491</td>
</tr>
<tr>
<td>278 features</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td></td>
<td>.788</td>
<td>.793</td>
<td>.717</td>
<td>.753</td>
<td>.609</td>
<td>.006</td>
<td>.819</td>
</tr>
<tr>
<td>Support vector machine</td>
<td></td>
<td>.790</td>
<td>.789</td>
<td>.721</td>
<td>.753</td>
<td>.609</td>
<td>.009</td>
<td>.814</td>
</tr>
<tr>
<td>Decision tree</td>
<td></td>
<td>.774</td>
<td>.828</td>
<td>.684</td>
<td>.749</td>
<td>.735</td>
<td>.758</td>
<td>.637</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td>.786</td>
<td>.813</td>
<td>.706</td>
<td>.756</td>
<td>.746</td>
<td>.798</td>
<td>.643</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td></td>
<td>.802</td>
<td>.785</td>
<td>.742</td>
<td>.763</td>
<td>.609</td>
<td>.012</td>
<td>.690</td>
</tr>
<tr>
<td>Long short-term memory</td>
<td></td>
<td>.834</td>
<td>.796</td>
<td>.778</td>
<td>.779</td>
<td>.653</td>
<td>.770</td>
<td>.521</td>
</tr>
<tr>
<td>555 features</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic regression</td>
<td></td>
<td>.797</td>
<td>.807</td>
<td>.721</td>
<td>.762</td>
<td>.609</td>
<td>.007</td>
<td>.869</td>
</tr>
<tr>
<td>Support vector machine</td>
<td></td>
<td>.796</td>
<td>.803</td>
<td>.722</td>
<td>.760</td>
<td>.610</td>
<td>.009</td>
<td>.877</td>
</tr>
<tr>
<td>Decision tree</td>
<td></td>
<td>.780</td>
<td>.818</td>
<td>.691</td>
<td>.749</td>
<td>.740</td>
<td>.737</td>
<td>.650</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td>.793</td>
<td>.799</td>
<td>.718</td>
<td>.757</td>
<td>.744</td>
<td>.779</td>
<td>.644</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td></td>
<td>.806</td>
<td>.803</td>
<td>.742</td>
<td>.771</td>
<td>.616</td>
<td>.034</td>
<td>.754</td>
</tr>
<tr>
<td>Long short-term memory</td>
<td></td>
<td>.831</td>
<td>.772</td>
<td>.790</td>
<td>.772</td>
<td>.681</td>
<td>.716</td>
<td>.553</td>
</tr>
</tbody>
</table>

*The highest scores are presented in italics.

Discussion

Management of hypertension should be conducted according to the patient’s risk level. In the present study, we developed and compared machine learning models predicting high-risk vascular diseases for hypertensive patients, so that they can manage their blood pressure based on their risk level. The results of this study suggest that machine learning algorithms predict which patients have high risks based on their medical history. To confirm the usefulness of the models that were developed in this study, we conducted the external validation [11,22] using another nationwide claim dataset. The LSTM algorithm outperformed in the within test, and the RF-based algorithm of risk prediction showed better performance over other machine learning algorithms in terms of generalization [21]. The results also confirmed that the models with fewer variables are more generalizable [22].

In recent years, many studies on using machine learning to predict these diseases have been actively conducted with the emergence of large-volume data, such as electronic medical records (EMRs) [23-27]. Previous disease prediction models have used variables from a range of sources, including patient diagnosis and medication, and the models demonstrated better disease predicting performance than more established methods, such as those included in the American Heart Association/American College of Cardiology guidelines [25]. In addition, lab test data and wearable sensor data were also used. Because both these types of data directly reflect the health status of patients, they are very useful for predicting future health complications. However, this fact causes a practical difficulty with using the models, because these data sources involve time-consuming and expensive processes, and not all patients have access to them. Moreover, even with such patient datasets acquired, most developed prediction models are not used in real practice due to the lack of external validity [10-12]. The models were developed by using the datasets of a single institution or of multiple centers and therefore are restricted to predicting the diseases of patients visiting that local site only [22]. We mainly focused on patients’ diagnoses and medication records, so that our models could predict the complications of hypertension with easily obtainable features, and conducted external validation to ensure the generalizability of our models. The prediction model in this study is based on medical history after the hypertension was diagnosed, not a snapshot of the patient’s health status; therefore, patients may obtain their risk levels more appropriately and in a more cost-effective way.

The univariate feature selection method allowed for the improved prediction of outcomes, without overfitting problem.
Interestingly, among the top 55 (or 10%) of significant features, a total of 80% of features were related to medication. The result of this feature selection suggests that medication information plays a major role in predicting cardio-cerebrovascular events in hypertensive patients. These results may be related to the fact that the initial treatment may vary according to the patient’s status and clinical decisions [28,29], and medication switching is more frequent than diagnosis switching. Therefore, medication information contains more various and complex information about hypertensive patients compared to diagnostic information [30]. Furthermore, we found a difference between patient groups according to outcome events. Patients without cardio-cerebrovascular outcome events had more prescriptions and medication days. As this study was focused on patient-level prediction through the development and comparison of machine learning algorithms and not on population-level estimations, we did not investigate these treatment patterns in detail. However, this may be an interesting future target for research. We have, therefore, reported the average and median values of top 55 features for the groups in Multimedia Appendix 3.

Moreover, we manually investigated the selected top 55 feature list and found that a considerable number of features seemed irrelevant. Even though the variables seemed not directly related to cardio-cerebrovascular events, we have not removed the features from the model because (1) the variables were selected based on the 12-year treatment characteristics of half million Korean patients and could be associated with omitted variables and (2) the developed model will be applied to Korean patients with the same medical care behavior characteristics. This result provides future research insight investigating the relationship between the target outcome and those uncovered important diagnoses or medications so far based on population-level research using various analysis methods, such as statistical analysis and network analysis [31,32].

We used nationwide claims data including each patient’s treatment and medication history for 12 years to train the machine learning algorithms. There are some limitations in using claims data for predicting diseases. First, there is an issue of the accuracy of disease code due to the purpose of billing [33]. Second, it is difficult to identify the uncovered services and the use of generic medicines that are not prescribed by health care providers. Finally, as we defined clinical events using diagnostic codes, the rates of the event could be underestimated [34].

Despite these limitations, the nationwide claims dataset provides good opportunities to apply the models. First, the dataset contains medical records from almost all medical services (ie, national level), not from a single institution or multiple centers. Furthermore, for scalability of the models, only the diagnosis and medication records of patients were used for training the models. Therefore, the pretrained machine learning algorithm could be used for developing prediction models of extending diseases and improving other prediction models by transferring knowledge, as suggested by Choi et al [35]. Second, the developed model could be applied to manage national-level disease risk. This study is, to the best of our knowledge, the first disease prediction model for patients based on nationwide claims data. Therefore, by relying on the prediction model, a government can predict high-risk patients at a nationwide level and establish health care policies in advance.

There are several future research directions. First, we can refine the models using up-to-date nationwide health insurance data and obtain feedback from physicians about the feasibility and predictability of the models at every single clinic. Second, clinical trials on the effect of controlling hypertension can be conducted by applying dynamic prediction models to patients in every single visit.
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Abstract

Background: Electronic medical records (EMRs) contain a considerable amount of information about patients. The rapid adoption of EMRs and the integration of nursing data into clinical repositories have made large quantities of clinical data available for both clinical practice and research.

Objective: In this study, we aimed to investigate whether readily available longitudinal EMR data including nursing records could be utilized to compute the risk of inpatient falls and to assess their accuracy compared with existing fall risk assessment tools.

Methods: We used 2 study cohorts from 2 tertiary hospitals, located near Seoul, South Korea, with different EMR systems. The modeling cohort included 14,307 admissions (122,179 hospital days), and the validation cohort comprised 21,172 admissions (175,592 hospital days) from each of 6 nursing units. A probabilistic Bayesian network model was used, and patient data were divided into windows with a length of 24 hours. In addition, data on existing fall risk assessment tools, nursing processes, Korean Patient Classification System groups, and medications and administration data were used as model parameters. Model evaluation metrics were averaged using 10-fold cross-validation.

Results: The initial model showed an error rate of 11.7% and a spherical payoff of 0.91 with a c-statistic of 0.96, which represent far superior performance compared with that for the existing fall risk assessment tool (c-statistic=0.69). The cross-site validation revealed an error rate of 4.87% and a spherical payoff of 0.96 with a c-statistic of 0.99 compared with a c-statistic of 0.65 for the existing fall risk assessment tool. The calibration curves for the model displayed more reliable results than those for the fall risk assessment tools alone. In addition, nursing intervention data showed potential contributions to reducing the variance in the fall rate as did the risk factors of individual patients.

Conclusions: A risk prediction model that considers longitudinal EMR data including nursing interventions can improve the ability to identify individual patients likely to fall.

(J Med Internet Res 2019;21(2):e11505) doi:10.2196/11505
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Introduction

A considerable body of literature exists on fall prevention and reduction, yet despite many attempts by hospitals to reduce fall rates, significant and sustained reductions have proved elusive [1]. Risk assessment tools have been developed for several decades, and many risk factor identification studies have been published. St. Thomas’ Risk Assessment Tool in Falling Elderly Inpatients (STRATIFY) and the Hendrich II are 2 examples consisting of 5-7 subscales [2-4]. However, most predate the broad use of electronic medical records (EMRs), and the tools were largely developed using limited data collected by researchers. The Cochrane reviews of Cameron et al [5] and Gillespie et al [6] imply that there is a significant lack of evidence on the efficacy of tools used to assess the risk of falling.

EMRs contain a considerable amount of information about patient histories and patient information conveyed both for discrete events and in narratives such as nursing notes. The increasing adoption of EMRs makes such clinical documentation a potentially rich and underutilized source of information for supporting nursing decisions [7]. Two types of data in the EMRs, in particular, present an opportunity for automated risk prediction: (1) structured longitudinal data and (2) semistructured or narrative data of nursing statements conveyed in clinical notes. Nursing assessment data are often recorded in a structured form or using a predefined template. Nursing notes contain rich nursing-process information about identified nursing problems, provided interventions, and patients’ response. Several studies have investigated inpatient prediction models using EMR data. One study [8] used physician orders, nursing assessments and care plans, progress notes, and the intensity of nursing care needs to predict inpatient falls. Another study [9] conducted in 13 nursing homes used a minimum dataset (MDS) and structured data from EMRs, such as medications and nursing problems, at 1 week after admission and 1 week after a room change to predict resident falls. In addition, Tescher et al [10] and Giles et al [11] used EMR data to identify risk factors for the development of pressure ulcers and inpatient falls, respectively. Nevertheless, these studies are limited by their use of summary metrics rather than time-varying variables and did not consider the nursing interventions provided in an attempt to prevent falls.

The rapid adoption of EMRs and the integration of nursing data into clinical repositories have made large quantities of clinical data available for both clinical practice and research [7]. The aims of this study were to incorporate longitudinal EMR nursing-process data as a novel feature in calculating the risk for falls and to validate the findings at an external site. Intended nursing activities contribute to decreasing the risk and, thus, controlling for these will facilitate the ability to predict fall risk at a specific time-point. In addition, external validation is important for generalizability and discrimination when a model is applied at other sites or when using other EMR systems [12]. This research team noted several points that Goldstein et al [12] addressed in their systematic review of EMR-based prediction models: (1) it is easier to predict the short-term risk of events, as the data are observed more frequently; (2) patient populations included in EMRs may be more reflective of the real world than the data collected for research purposes; and (3) prediction models based on EMR data can often be implemented more easily than traditional algorithms that need to be translated before being applied in a clinical setting.

This study investigated the following research questions: (1) How can longitudinal data from nursing records be incorporated into fall risk modeling, which predicts daily risk at the patient-level? (2) How can electronic EMR data be incorporated into a fall risk modeling paradigm, focusing on 2 types of data elements of the EMR (structured data and semistructured data)? and (3) Does the fall risk model developed at a particular site or using a particular EMR system environment work at another site with a different EMR system and a different fall risk assessment tool?

This research team cast the problem of risk modeling as a probabilistic Bayesian network, which has several advantages for capturing and reasoning with uncertainty [13]. These methods are capable of producing 2 valuable outcomes as follows: (1) an interpretable set of concept variables associated with the risk of falling at the population level and (2) an actionable model to estimate the risk of falling for individual patients.

Methods

Study Sites and Cohorts

The 2 study cohorts were derived from the clinical data repositories of 2 institutions. One tertiary hospital was the “development site,” while the other tertiary hospital was the “validation site”; both are located near Seoul, South Korea. Both hospitals have approximately 1000 beds and have used EMR systems for >10 years. The development site had 24,000 coded nursing statements mapped to the International Classification for Nursing Practice (ICNP) terminology. These statements are used for documenting nursing notes with free-text entries. The validation site has coded nursing statements represented by 3N (North American Nursing Diagnosis Association, Nursing Intervention Classification, and Nursing Outcome Classification). The 2 study sites have different EMR systems with 2 different terminology standards and 2 different fall risk assessment tools.

The development cohort consisted of hospitalized inpatients who were admitted to 6 nursing units with high fall rates from September 1, 2014, to August 31, 2015. Patients were mainly registered in cardiovascular, hematology-oncology, and neurology medical departments. Inclusion criteria included adults aged ≥18 years and admitted for at least 24 hours. Exclusion criteria included admission to a psychiatric, obstetric, emergency, or pediatric medical department. Patients who died or had received resuscitation treatment were excluded. We identified 14,307 admissions (122,179 hospital days) that conformed with the inclusion criteria. We identified 220 events by analyzing the hospital’s event-reporting system, and an additional 18 cases were found through chart reviews conducted after prefiltering the free-text entries.
The validation cohort included 21,172 (172,592 hospital days) admissions from 6 medical-surgical nursing units. The units were selected on the basis of consistent nurse staffing and a case-mix with high fall rates in the hospital. The eligibility criteria applied to the development cohort were also applied to the validation cohort. As the fall rate on nursing units was estimated to be lower in the validation site, we extended data collection to a 2-year period from June 1, 2014, to May 31, 2016. A total of 292 falls were identified after analyzing the reporting system and chart reviews. We adopted the NDNQI operational definition of falls and level of injury [14].

Each cohort was divided randomly into model training and testing sets. For both training and testing, the patient stays were divided into windows with a length of 24 hours because nurses’ fall risk assessments can be conducted on a daily basis. For example, a patient hospitalized for 4 days can have a maximum of 4 fall risk assessments performed and documented in the EMR. A sliding-window approach was used to generate multiple windows covering patients’ data during their hospital stay by shifting the window to consecutive fall events. For fallers, only data that applied to within 24 hours before a fall were considered; data obtained prior to this were eliminated because it remains unclear whether they should receive a positive or negative label. For nonfallers, all of their data were included and labeled as negative. Samples were split into the training and testing sets while including samples from a given patient only in one of these sets. This approach was used to mirror the end-use situation more closely, where the system is evaluated on patients who are different from those on whom the model was trained. The imbalance between positive and negative labels was removed by oversampling the positives based on the ratio of positive-to-negative examples. According to a study [15] on machine learning using imbalanced data, the oversampling method is better than intelligent sampling techniques such as SMOTE (synthetic minority oversampling technique) and borderline SMOTE. For assuring the model validation, we applied the 10-fold validation method, which reuses the training dataset, randomly generating 90 (training) to 10 (testing) splits 10 times.

This retrospective study was reviewed and approved by the institutional review boards at the 2 hospitals, and the need for patients’ informed consent was waived because the study involved the collection of deidentified data.

Identifying Model Concepts and Mapping Into Local Data Elements

Variables were selected on the basis of a literature review focusing on clinical guidelines published within the past 5 years (2012-2017). We adopted the following 8 fall prevention guidelines recommended by the Joint Commission [1], including the guideline of the Korean Hospital Nurses Association [16]: Agency for Healthcare Research and Quality [17]; ECRI Institute [18]; Institute for Clinical Systems Improvement [19]; Institute for Healthcare Improvement [20]; Joint Commission Center for Transforming Healthcare [21]; Veterans Affairs [22]; and Veterans Affairs National Center for Patient Safety [23].

Table 1 lists the concepts identified according to category and care components. We used the concepts to build a predictive Bayesian network structure for falls. We standardized the concepts by mapping to standard nursing terminologies in the current releases of the Logical Observation Identifiers Names and Codes and the ICNP. Then, the standard concepts were semantically mapped to local data elements of each EMR environment. To find available coded and structured or semistructured data, we explored the 2 hospitals’ EMR systems. We found that only nursing data available from nursing records and nursing notes met these criteria. The mapping process was conducted by a project team consisting of 6 experts in the following relevant domains: nursing informatics, terminology, quality management, and patient safety. We have previously described the mapping process [24,25].

Figure 1 shows the 4 steps used in this study to develop and validate the fall risk prediction model: (1) review of guidelines and literature; (2) represent the concepts in a standardized terminology; (3) train and evaluate the model; and (4) cross-validate the model.
### Table 1. Concepts derived from the literature review and local data elements mapped to concept variables in the prediction model.

<table>
<thead>
<tr>
<th>Category and care component</th>
<th>Model concept</th>
<th>EMR data element in development site</th>
<th>EMR data element in validation site</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients’ characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td>Age</td>
<td>Age</td>
<td>Age</td>
</tr>
<tr>
<td>Diagnosis or procedure</td>
<td>Primary and secondary dx, surgical operation</td>
<td>Medical dx. (ICD code), dates of surgical operation</td>
<td>Medical dx. (ICD code), dates of surgical operation</td>
</tr>
<tr>
<td>Administrative</td>
<td>Discharge unit, medical department, hospital days</td>
<td>Discharge unit, medical department, length of stay</td>
<td>Discharge unit, medical department, length of stay</td>
</tr>
<tr>
<td><strong>Contributing factors: patient</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physiological or disease-related factors</td>
<td>Visual and hearing impairment, elimination impairment, gait, mobility impairment, use of walking aids or devices, presence of dizziness, general weakness, orthostatic hypotension, and pain</td>
<td>Nursing assessment and dx.; physiologic evaluation and problem (eg, impaired mobility, incontinence, etc), KPCS</td>
<td>Nursing assessment and dx.; physiologic evaluation and problem (eg, impaired mobility, incontinence, etc), KPCS</td>
</tr>
<tr>
<td>Cognitive factors</td>
<td>Dementia, delirium, disorientation, level of consciousness, fear, irritability, noncompliance</td>
<td>Nursing assessment or dx.; cognitive function (eg, acute confusion, disorientation, noncompliance, etc)</td>
<td>Nursing assessment or dx.; cognitive function (eg, acute confusion, disorientation, noncompliance, etc)</td>
</tr>
<tr>
<td>Behavioral factors</td>
<td>Fall history, sleep impairment</td>
<td>Presence of past falls, nursing dx. related to sleep</td>
<td>Presence of past falls, nursing dx. related to sleep</td>
</tr>
<tr>
<td>Therapeutics</td>
<td>Medications, adverse reaction to medications, catheter (IV-line, tube, Foley), use of restraints</td>
<td>Medication list by class (sedatives, antidepressants, antiemetics, antipsychotics, antianxiety drugs, diuretics, antiepileptics, antihypertensives, analgesics, antiarrhythmics and NSAIDs), Physician order of fluid injection, tube, Foley and restraints.</td>
<td>Medication list by class (sedatives, antidepressants, antiemetics, antipsychotics, antianxiety drugs, diuretics, antiepileptics, antihypertensives, analgesics, antiarrhythmics and NSAIDs), Physician order of fluid injection, tube, Foley and restraints.</td>
</tr>
<tr>
<td><strong>Mitigating factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Universal fall precautions</td>
<td>Fall precautions on admission, regular rounds</td>
<td>Nursing interventions; safety education on admission, rounds per 2 hours</td>
<td>Nursing interventions; safety education on admission, rounds per 2 hours</td>
</tr>
<tr>
<td>Education and communication</td>
<td>Patient and caregiver education, presence of bedsitter, use of visual indicators, communicating fall risk status to care team</td>
<td>Nursing interventions; fall prevention education, presence of bedsitter, use of visual indicators, and activities communicating fall risk status to care team</td>
<td>Nursing interventions; fall prevention education, presence of bedsitter, use of visual indicators, and activities communicating fall risk status to care team</td>
</tr>
<tr>
<td>Observation and surveillance</td>
<td>Fall risk assessment tool</td>
<td>Hendrich II score and subscores [2]</td>
<td>STRATIFY score and subscores [1],</td>
</tr>
<tr>
<td>Risk-target intervention</td>
<td>Cognitive and mental function</td>
<td>Nursing interventions; repeatedly provision of orientation, hourly rounding, assigning room close to nursing station, keep caregivers or family members on bed-side, etc.</td>
<td>Nursing interventions; repeatedly provision of orientation, hourly rounding, assigning room close to nursing station, keep caregivers or family members on bed-side, etc.</td>
</tr>
<tr>
<td>Toileting problem</td>
<td>Nursing interventions; provision toilet scheduling, assist toileting, provision commode or bed-pan, etc.</td>
<td>Nursing interventions; provision toilet scheduling, assist toileting, provision commode or bed-pan, etc.</td>
<td>Nursing interventions; provision toilet scheduling, assist toileting, provision commode or bed-pan, etc.</td>
</tr>
<tr>
<td>Impaired mobility</td>
<td>Nursing interventions; provision of mobility devices, walking aids, and assistance, etc.</td>
<td>Nursing interventions; provision of mobility devices, walking aids, and assistance, etc.</td>
<td>Nursing interventions; provision of mobility devices, walking aids, and assistance, etc.</td>
</tr>
<tr>
<td>Medication review</td>
<td>Nursing interventions; rearranging medication time, provision side-effect precaution, etc.</td>
<td>Nursing interventions; rearranging medication time, provision side-effect precaution, etc.</td>
<td>Nursing interventions; rearranging medication time, provision side-effect precaution, etc.</td>
</tr>
<tr>
<td>Sleep disturbance</td>
<td>Nursing interventions; attention to night movement and noise, inducing sleep pattern changes, etc.</td>
<td>Nursing interventions; attention to night movement and noise, inducing sleep pattern changes, etc.</td>
<td>Nursing interventions; attention to night movement and noise, inducing sleep pattern changes, etc.</td>
</tr>
<tr>
<td>Environmental intervention</td>
<td>Keeping paths clear, inspect furniture, equipment, lighting, floor, room arrangement</td>
<td>Nursing interventions; environmental targeted</td>
<td>Nursing interventions; environmental targeted</td>
</tr>
</tbody>
</table>
EMR: electronic medical record.

dx: diagnoses.

ICD: International Classification of Diseases.

KPCS: Korean Patient Classification System.

IV: intravenous.

NSAIDs: nonsteroidal anti-inflammatory agents.

STRATIFY: St. Thomas’ Risk Assessment Tool in Falling Elderly Inpatients.

Figure 1. The 4 steps of building a predictive Bayesian network model. LONC: Logical Observation Identifiers Names and Codes; ICNP: International Classification for Nursing Practice; EMR: electronic medical record.

Modeling Strategy

Our research team used the following principles to enable the prediction model translation into practice: (1) based on the existing nursing knowledge or clinical guidelines; (2) interpretable to users; and (3) parameterized to be adjusted and refined based on the target population’s characteristics changing over time and sites. At the development site, we first constructed a concept model and, then, mapped the concept variables to local data elements, which followed by training with local cohort data. The same concept model was then applied to the validation site, and the model parameters were trained and tested by the local cohort.

The Bayesian network model was specified as follows. A Bayesian network or probability network $B=(\Pr, G)$ is a model of a multivariate probability distribution over a set of selected concept variables and consists of a graphical structure $G$ and an associated distribution $\Pr$ [26]. The graphical structure takes the form of a directed acyclic graph $G=(V(G), A(G))$ with nodes $V(G)=[v_1, v_2, \ldots, v_n]$ and arcs $A(G) \subseteq V(G) \times V(G)$, where $G$ represents a random variable that takes one of a finite set of values. The arcs in the graph present the probabilistic influences between the variables.

To build the Bayesian network model structure, we identified relationships between the concepts derived from the 8 fall prevention guidelines. The relationships, expressed with arcs in the network graph, were determined based on physiological, chronological, and logical processes. For example, the items of visual impairment, frequent toileting, transfer, and mobility from the STRATIFY 5 subscales closely relate to the data from nursing assessments. Furthermore, the Hendrich II 7 subscales have close relationships with medications, gender, medical diagnosis, as well as nursing assessments. These relationships were expressed in the network structure. The local conditional
probability distributions $\Pr(V_i \mid \pi(V_i))$ (we call it parameters) for each variable $V_i$ were obtained from each local (training) dataset. For the identified networks, the conditional probability distributions were computed on the basis of the weighted averages of probability estimates from the local dataset and a prior Dirichlet distribution, that is, multinomial distributions whose parameters can be interpreted as counts on the dataset:

$$
\text{where } \Theta \text{ is the probability distribution estimated from a given dataset } D, \ n \text{ is the size of the dataset } D, \text{ and } n_0 \text{ is the number of past cases on which the contribution of } \Theta \text{ is based.}
$$

**Model Evaluation and Cross-Site Validation**

The model prediction performance was assessed using sensitivity, specificity, receiver operating characteristics (ROC) curves, 10-fold cross-validation, and performance indices such as the spherical payoff [27]. In addition, the model was compared with the performance of 2 fall risk assessment tools (Hendrich II and STRATIFY) using calibration curves and ROC curves. A calibration curve does not quantitatively measure the reliability of probability predictions, but instead gives a graphical representation to capture the intuitive meaning of the calibration of a given system [28].

We performed a sensitivity analysis to establish the quality and clinical utility of the fully specified Bayesian network. We observed the output of the network to detect possible inaccuracies in the underlying probability distribution. We determined the degree to which variations in the posterior probability distributions were explained by other variables. The model sensitivity was calculated as the variance reduction with continuous variables and the entropy reduction with ordinal-scale or categorical variables. We used Netica modeling software (version 3.2, Norsys Software Corporation, Vancouver, Canada) to complete the analysis.

**Statistical Analysis**

Descriptive statistics on population profiles are presented as mean and SD or frequency and percentage values. Each cohort was compared using chi-square test or $t$ test to quantify differences in the population characteristics. Statistical analyses were performed using R software (version 3.3, R Foundation for Statistical Computing, Vienna, Austria).

**Results**

**Cohort Description**

The 2 cohort populations had some differences in their characteristics (Table 2). The development-site patients were distributed almost equally across the age groups, but they had a longer length of stay than those in the validation site. The majority of the development-site patients (10309/14307, 72.05%) had a neoplasm or circulatory disease, and most of them also had secondary diagnoses. The validation-site patients were older and had more admissions for respiratory and gastrointestinal diseases and surgical procedures. However, no significant difference was noted in the frequency of falling; the total falls per 1000 hospital days were 1.95 and 1.69 at the development and validation sites, respectively ($\chi^2 = 2.6; P = .11$); the corresponding rates for injurious falls per 1000 hospital days were 0.44 and 0.40, respectively ($\chi^2 = 0.3; P = .58$). As the rates of injurious falls were calculated only on the basis of data from the event-reporting system, they could have been underestimated due to missing reports [25]. Among the injurious falls at the development and validation sites, 91% (49/54) and 75% (52/69) were minor, respectively ($\chi^2 = 4.9; P = .03$). No major injuries were reported.
Table 2. Characteristics of the two cohorts.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Development site (n=14,307)</th>
<th>Validation site (n=21,172)</th>
<th>χ² or t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Females, n (%)</strong></td>
<td>6157 (43.03)</td>
<td>11,199 (52.90)</td>
<td>332.20&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age in years, n (%)</strong></td>
<td></td>
<td></td>
<td>629.0 &lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;50</td>
<td>3165 (22.12)</td>
<td>5593 (26.42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-60</td>
<td>3251 (22.72)</td>
<td>3844 (18.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-70</td>
<td>3356 (23.46)</td>
<td>3517 (16.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70-80</td>
<td>3281 (22.93)</td>
<td>5039 (23.80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;80</td>
<td>1254 (8.76)</td>
<td>3179 (15.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Length of stay in days, mean (SD)</strong></td>
<td></td>
<td></td>
<td>3.14&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Medical diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td>11,701.0 &lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neoplasm</td>
<td>4639 (32.4)</td>
<td>4869 (23.00)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Benign</td>
<td>385 (2.7)</td>
<td>1066 (5.03)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Circulatory disorder</td>
<td>5670 (39.6)</td>
<td>769 (3.63)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Respiratory and gastrointestinal disorders</td>
<td>655 (4.6)</td>
<td>5630 (26.60)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Surgical procedure</td>
<td>517 (3.6)</td>
<td>2163 (10.22)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Neurological disorder</td>
<td>998 (7.0)</td>
<td>263 (1.24)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Infectious disorder</td>
<td>115 (0.8)</td>
<td>813 (3.84)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>1328 (9.3)</td>
<td>5599 (26.45)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Presence of secondary diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td>6497.45&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Korean Patient Classification System&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td>52.8 &lt;sup&gt;b&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Group 1</td>
<td>227 (1.59)</td>
<td>377 (1.78)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Group 2</td>
<td>8197 (57.29)</td>
<td>11,349 (53.60)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Group 3</td>
<td>3898 (27.25)</td>
<td>5630 (26.59)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Group 4</td>
<td>1627 (11.37)</td>
<td>1332 (6.29)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Groups 5 and 6</td>
<td>262 (1.83)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of medications daily, mean (SD)</strong></td>
<td>2.5 (6.8)</td>
<td>18.6 (9.9)</td>
<td>−1835.04&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total number of medications, mean (SD)</td>
<td>24.4 (75.7)</td>
<td>172.3 (317.7)</td>
<td>−63.07&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Fall events</strong></td>
<td></td>
<td></td>
<td>4.7 &lt;sup&gt;b&lt;/sup&gt;</td>
<td>.09</td>
</tr>
<tr>
<td>One</td>
<td>231 (1.61)</td>
<td>284 (1.34)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Multiple</td>
<td>7 (0.05)</td>
<td>8 (0.04)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>χ².  
<sup>b</sup>t (df).  
<sup>c</sup>N/A: not applicable.  
<sup>d</sup>Group 1 has the lowest nursing needs, while group 6 has the highest nursing needs.

**Prediction Modeling at the Development Site**

The fall prediction model identified at the development site consisted of 56 nodes and 82 links. The error rate of the prediction model was 11.7%, and the spherical payoff was 0.91. The calibration curves showing the relationship between observed and predicted outcome event rates divided into deciles revealed that the prediction reliability differed between the prediction model and the Hendrich II tool (Figure 2). The prediction model was imprecise at the 2 extreme probability ranges, with high probabilities underestimated and low probabilities overestimated; the Hendrich II tool (for a high-risk score of ≥5) showed a similar pattern.

Figure 3 (left side) shows the ROC curves created to determine the ability of the model to discriminate between at-risk and no-risk patients. The area under the ROC curve was 0.96 for the prediction, demonstrating almost perfect discrimination, while it was only 0.69 for the Hendrich II tool.
In the model development site, the sensitivity test showed that Hendrich II data reduced the variance the most (Figure 4, dark blue bars), followed in order by nursing assessments and diagnoses, nursing interventions, Korean Patient Classification System (KPCS) [29], and medications. The demographics and administrative data made virtually zero contributions. However, for the validation site, medication and KPCS contributed better to the variance reduction than nursing-process data.

Cross-Site Validation

The validation model consisted of 48 nodes and 80 links. The error rate was 4.87%. The logarithmic loss and spherical payoff were 0.13 and 0.96, respectively. These scores indicate the classification abilities of the model [30]. The logarithmic loss is a cross-entropy estimate that measures the additional penalty for using an approximation instead of the true model. Closer to 0 indicates a lower penalty [31]. The spherical payoff indexes performance of classification models, with 1 representing best classifier performance. The calibration curves in Figure 5 show that the lowest projected risk decile accounted for only 3.16% (448/14176) of the observed falls. The proportion of observed falls increased steadily with the projected risk, to reach 84.8% (480/566) in the highest-risk decile, while the curve for the STRATIFY tool did not exhibit a consistent increase. The prediction model showed a good calibration curve with better precision at extreme probability ranges; the STRATIFY has blunt calibration with a cutoff score of 2.

The area under the ROC curve was 0.99 and slightly higher than that for the development site model, which implies that the model performance was >30% higher than that of the STRATIFY tool (Figure 3, right graph). The results of the sensitivity analysis (Figure 4, light gray bars) showed that the medication and KPCS data had a greater influence on the occurrence of falls at the validation site.

Figure 2. Calibration curves for the prediction and Hendrich II models at the development site. The data are mean and 95% CIs.

Figure 3. The receiver operating characteristics curves showing the discrimination ability in the fall prediction. AUC: area under the curve. STRATIFY: St. Thomas’ Risk Assessment Tool in Falling Elderly Inpatients.
Figure 4. Results of the sensitivity analysis for subgroup summations of the prediction models. Dark-gray and light-gray bars correspond to the development and validation sites, respectively.

Figure 5. Calibration curves for the prediction model and St. Thomas’ Risk Assessment Tool in Falling Elderly Inpatients (STRATIFY) tool at the validation site. The data are mean and 95% CIs.

Discussion

Principal Findings

We found that longitudinal EMR data could be incorporated successfully into a prediction model, which performed better at discriminating at-risk and no-risk patients than did the existing fall risk assessment tools alone. The EMR data included in the model were medication, patient classification (KPCS), the fall risk assessment tool, and the nursing-process (assessment, diagnoses, and intervention), demographics, and administrative data. The model exhibited acceptable performance at the 2 sites with different EMR systems, patient populations, fall risk assessment tools, and nursing terminology standards. In particular, semistructured EMR data (mostly nursing-process data) were semantically incorporated into a prediction model. These results imply that evidence-based prediction models that incorporated all relevant and time-variant data elements from an EMR system can be used as a more reliable guide for the fall risk assessment tools alone.

The 2 sites involved in this study have different patient profiles in terms of age, primary diagnosis, and medication distributions. However, the rates of falling and injurious falls at the 2 sites were similar. This finding is consistent with a study from the National Institutes of Health in 2013 [32] that involved 1263 hospitals across the United States. The authors [32] found no trend in the rates of falling or injurious falls according to the hospital size and staffing level. Except for unit type, the differences in fall rates within each organization characteristic ranged from 0.17 to 0.33 falls per 1000 hospital days.

We used all the data available in the EMR systems that are known to be relevant to inpatient falls based on clinical guidelines. One of the challenges in EMR-based studies is the presence of missing data [12,33]. For example, at the validation site we observed about 64.65% (124254/192183) missing data for the risk assessment tool score and 8.87% (17051/192183) for the KPCS score and subscores. The missing risk assessment tool score data were attributed to the hospital’s local policy that specified reassessment period at 2 or 3 times a week for at-risk
patients and once a week for no-risk patients, as well as changes in the status. These local policies varied by each hospital’s structural factors such as staffing level and patient-nurse ratio. In practice, a previous risk score is assumed to be valid until the day before the next reassessment. However, implicit assumptions have limitations from a data integrity perspective. The Bayesian inference is greatly advantageous for handling missing data and can produce accurate predictions even when complete data are not available [13]. The expectation-maximization algorithm that we used in the learning network performed automatic inference based on a-priori probabilities [13].

A key challenge when building predictive models from EMR data is handling nursing interventions. These interventions are confounders in that they can reduce the likelihood of a fall and, thereby, make it difficult to distinguish between patients who are at risk for falls based on their fall risk assessment score and those who are at risk, but their fall risk is mitigated by preventive interventions. Paxton et al [34] highlighted that not taking this masking into account may lead to models that are useless in practice. We, therefore, adopted a prognostic Bayesian network and noticed that the occurrence of falling for a specific patient is generally influenced by the sequence of preventive actions performed by nurses, which, in turn, may depend on the information that is available about the patient before any interventions aimed at preventing falls are implemented. Often, falls are also influenced by the underlying condition of a patient. We, therefore, formally defined a prediction as a probability distribution, \( Pr(\text{falls} | E, T) \), where \( E \) are the available patient data and \( T \) denotes nursing interventions provided by nurses.

The model developed in this study could be used to evaluate the performance and uncertainty of the Bayesian network. The c-statistic values of 0.96 and 0.99 found in this study were much higher than those found in studies of prediction models for mortality and clinical outcomes based on the EMR data (c-statistic=0.84 and 0.83, respectively) [12]. Our c-statistic values were assured through the testing set and 10-fold cross-validation, which supports the reliability of the performance of the models. In addition, the present c-statistic values were much higher than that in the study of Yokota and Ohe [8] (c-statistic=0.72), which developed a model for predicting the risk of falling based on EMR data. Yokota and Ohe’s study [8] included physician-order items such as treatment directions, laboratory test and imaging findings, therapies, medications, and nursing assessment and plans. However, only items related to the intensity of nursing care needs with age and sex remained in their final regression model.

Another comparable study is that of Marier et al, who investigated fall prediction using the MDS and EMR data of 13 nursing home residents [9]. They compared 4 regression models and found that the rate of observed falls increased from 28.6% to 32.3% among residents in the highest-risk decile when EMR data were added to an MDS-only model. However, the report of that study did not include any model performance metrics such as c-statistic values.

The approach adopted in this study has several advantages over previously proposed methods for estimating the risk of falling. The first advantage relates to external validation, which is uncommon given that almost all studies have validated performance within the same EMR environment [12]. We conducted an external validation of the developed model at a second site with a different EMR system, patient population, fall risk assessment tool, and nursing terminology standard. For fall risk assessment, a substantial number of tools are readily available and widely used in hospitals. These tools assess many of the same areas of risk [35]. These findings suggest that our model is highly portable and comprehensive.

Second, this study incorporated >50 concepts mapped to 70 time-varying data elements, which represents a relatively large number of variable sets. We found only a small number of studies that used longitudinal EMR data, and they did not fully utilize the depth of information on patients available in the nursing records to identify predictor variables [8,10,11]. Instead, those studies used summary metrics or opted for smaller predefined lists. Considering the advantage that the size of EMR data is not limited to the number of patients or the number of potential predictor variables, integrating repeated observations over time is a key strength of this study’s use of EMR data.

A third advantage of our approach relates to the incorporation of nursing-process data, including the fall prevention interventions provided to patients. It is difficult to find an EMR-based study that has integrated the nursing activities of assessments, diagnoses, and interventions—this was possible in this study because the 2 EMR systems included complete electronic nursing notes consisting of coded and standardized statements using locally developed data dictionaries [36]. In addition, we identified how the nursing activities captured by the EMR system affect the reduction in the variance of fall events. This finding showed that to accurately predict falls, the nursing data in EMR systems are as important as the individual risk factors of patients, implying that using readily available data for risk prediction may simplify computation. Early identification and more precise prediction of at-risk patients has the potential to improve outcomes by facilitating the timely initiation of appropriate and targeted attention, interventions, and monitoring.

Finally, using our model, we calculated for each patient, the daily estimate of their risk of falling. As the estimated probability ranges from 0% to 100%, users could set a cutoff of risk depending on an appropriate level of sensitivity and specificity.

The next steps involve implementing this approach more broadly and performing a prospective evaluation of the net benefits obtained by providing fall prevention nursing decision support in practice, as well as validating the model at other sites. For example, interventions tailored to patients’ individual fall risk factors could be recommended in real time to them. We plan to incorporate a tailored intervention guide according to the individual risk factors of at-risk patients. This will be a great opportunity to explore how the algorithms impact the clinical decision making of nurses.
Conclusion
We found that a risk prediction model that utilizes longitudinal EMR data on nursing assessments, diagnoses, and interventions can improve the ability to identify individual patients who are at a high risk of falling. The prediction model has demonstrated portability and reliability and can, therefore, be applied across hospitals with different EMR environments. Current EMR systems—even suboptimal ones—can be leveraged for the secondary use of clinical data to prevent patients from falling.

Acknowledgments
We would like to thank Keoung-Hee Choi, Jungmee Han, and Won-Hee Park of medical information department of the 2 hospitals for helping us retrieve the raw data efficiently. In addition, we appreciate the clinical staff of Nursing Departments and graduate students involved in the concept mapping process of local data elements with standard vocabularies. This study was supported by a grant from the Korea Healthcare Technology R&D Project, Ministry for Health and Welfare, Republic of Korea (No. HI15C1089 and HI17C0809).

Conflicts of Interest
None declared.

Authors' Contributions
IC conceived and designed the study, supervised and contributed to the data analysis, interpreted the results, and drafted and revised the paper. EHB and EJC contributed to the study design, data acquisition, results interpretation, and paper revision. DB and PD substantially contributed to data interpretation and made critical revisions regarding the intellectual content.

References
14. NDNQI Staff. National Database of Nursing Quality Indicators. 2010 May. Guidelines for Data Collection on the American Nurses Association’s National Quality Forum Endorsed Measures: Nursing Care Hours per Patient Day Skill Mix Falls
34. Paxton C, Niculescu-Mizil A, Saria S. Developing predictive models using electronic medical records: challenges and

Abbreviations

EMR: electronic medical record
ICNP: International Classification for Nursing Practice

Falls with Injury URL: http://www.k-hen.com/Portals/16/T...[accessed 2018-07-06] [WebCite Cache ID 70hRn7JeG]
KPCS: Korean Patient Classification System
MDS: minimum dataset
ROC: receiver operating characteristics
SMOTE: synthetic minority oversampling technique
STRATIFY: St. Thomas’ Risk Assessment Tool in Falling Elderly Inpatients

Edited by G Eysenbach; submitted 06.07.18; peer-reviewed by M Immonen, M Stein, L Montesinos; comments to author 06.09.18; revised version received 06.10.18; accepted 26.10.18; published 19.02.19.

Please cite as:
Cho I, Boo EH, Chung E, Bates DW, Dykes P
Novel Approach to Inpatient Fall Risk Prediction and Its Cross-Site Validation Using Time-Variant Data
J Med Internet Res 2019;21(2):e11505
URL: https://www.jmir.org/2019/2/e11505/
doi:10.2196/11505
PMID:30777849

©Insook Cho, Eun-Hee Boo, Eunja Chung, David W. Bates, Patricia Dykes. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 19.02.2019. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Evaluating the Quality of Health Information in a Changing Digital Ecosystem

Alla Keselman1, PhD; Catherine Arnott Smith2, PhD; Anita C Murcko3, MD, FACP; David R Kaufman3, PhD, FACMI

1Division of Specialized Information Services, National Library of Medicine, National Institutes of Health, Bethesda, MD, United States
2University of Wisconsin-Madison, Madison, WI, United States
3Arizona State University, Scottsdale, AZ, United States

Abstract

Background: Critical evaluation of online health information has always been central to consumer health informatics. However, with the emergence of new Web media platforms and the ubiquity of social media, the issue has taken on a new dimension and urgency. At the same time, many established existing information quality evaluation guidelines address information characteristics other than the content (eg, authority and currency), target information creators rather than users as their main audience, or do not address information presented via novel Web technologies.

Objective: The aim of this formative study was to (1) develop a methodological approach for analyzing health-related Web pages and (2) apply it to a set of relevant Web pages.

Methods: This qualitative study analyzed 25 type 2 diabetes pages, which were derived from the results of a Google search with the keywords “diabetes,” “reversal,” and “natural.” The coding scheme, developed via a combination of theory- and data-driven approaches, includes 5 categories from existing guidelines (resource type, information authority, validity of background information sources, objectivity, and currency) and 7 novel categories (treatment or reversal method, promises and certainty, criticisms of establishment, emotional appeal, vocabulary, rhetoric and presentation, and use of science in argumentation). The coding involves both categorical judgment and in-depth narrative characterization. On establishing satisfactory level of agreement on the narrative coding, the team coded the complete dataset of 25 pages.

Results: The results set included “traditional” static pages, videos, and digitized versions of printed newspapers or magazine articles. Treatments proposed by the pages included a mixture of conventional evidence-based treatments (eg, healthy balanced diet exercise) and unconventional treatments (eg, dietary supplements, optimizing gut flora). Most pages either promised or strongly implied high likelihood of complete recovery. Pages varied greatly with respect to the authors’ stated background and credentials as well as the information sources they referenced or mentioned. The majority included criticisms of the traditional health care establishment. Many sold commercial products ranging from dietary supplements to books. The pages frequently used colloquial language. A significant number included emotional personal anecdotes, made positive mentions of the word cure, and included references to nature as a positive healing force. Most pages presented some biological explanations of their proposed treatments. Some of the explanations involved the level of complexity well beyond the level of an educated layperson.

Conclusions: Both traditional and data-driven categories of codes used in this work yielded insights about the resources and highlighted challenges faced by their users. This exploratory study underscores the challenges of consumer health information seeking and the importance of developing support tools that would help users seek, evaluate, and analyze information in the changing digital ecosystem.
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Introduction

Background
Evaluating the quality of online consumer health information has been a central issue in consumer health informatics for many years. However, with the emergence of new Web media platforms and the ubiquity of social media, the need for critical evaluation has taken on a new dimension and urgency. Individuals living with life-threatening and chronic diseases search the internet for treatment alternatives. Many such searches lead to sites containing nonevidence-based advice with targeted marketing and clickbait headlines.

Type 2 diabetes is a chronic disease that, according to the American Diabetes Association (ADA), affects 25 million Americans. Another 7 million may be undiagnosed, whereas approximately 80 million have impaired glucose tolerance, also known as prediabetes. These individuals have access to a plethora of online resources of highly variable quality. The objectives of this qualitative formative study are to develop a methodological approach for analyzing health-related Web pages likely to be viewed by individuals with type 2 diabetes and apply it to a set of relevant pages [1].

Quality of Online Health Information
For health information seekers, the World Wide Web can be a source for both valuable information and misinformation. In the early 1990s, Gordon Guyatt was credited with coining the term evidence-based medicine or EBM, reflecting the hierarchy of scientific evidence employed in the development of clinical advice [2]. In 1997, MEDLINE indexed the first study evaluating consumer health Web pages [3]. Published in British Medical Journal, the study reviewed 41 pages with advice on managing children’s fever at home, concluding with an alarm that “only a few web sites provided complete and accurate information for this common and widely discussed condition.”

Today, the problem persists, and the rapidly growing popularity of social media is making the problem of identifying quality information more pressing. For example, although Facebook has recently made an effort to reduce unsolicited commercial content that appears as news headlines, these are not typically vetted, checked for accuracy, or monitored in any way [4,5]. Many sites prey on vulnerable populations who may be receptive to promises of a quick and easy cure or an alternative to medical establishment recommendations.

Health-related misinformation may be considered on a continuum that ranges from deliberately deceitful with the intent to promote spurious products to sites that may more benignly endorse a product or claims that lack scientific credibility. The epidemic of fake or controversial health news presents formidable challenges for consumers and health educators. It also provides interesting research opportunities for the consumer health informatics community.

Type 2 Diabetes Reversal as a Theme of Consumer-Targeting Websites
Type 2 diabetes is a serious disease that, over time, can damage small blood vessels and nerves, causing serious problems in the eyes, heart, brain, kidneys, skin, and feet, ranking in the top ten “killer” diseases in the United States [1]. This complex chronic disease starts with silent metabolic changes that precede symptoms and frank hyperglycemia (elevated blood glucose) by 7 to 10 years. With its ubiquitous and growing prevalence, type 2 diabetes is the focus of many consumer-targeting health information websites. A common theme is reversal of type 2 diabetes.

From the perspective of evidence-based medical authority (eg, as exemplified by the clinical practice recommendations of the ADA [6]), type 2 diabetes can be prevented, postponed, and placed into remission by lifestyle measures (diet, exercise, stress reduction) and therapy. However, except in rare and extreme circumstances, it cannot be cured or reversed. Medical literature references to diabetes reversal are sparse and limited to those on very low carbohydrate diets, postbariatric surgery, or in experimental animal models. Therefore, frank reversal of the complex metabolic derangements of type 2 diabetes is uncommon and quite difficult to accomplish. The lay use of the term diabetes reversal observed in the websites of interest, therefore, does not signal true medical reversals; instead, these are descriptions of diseases in remission characterized by reduction or discontinuation of medication. However, the ambiguity can lead readers to assume that reversal and cure are synonymous.

Barriers to Effectively Negotiating the World of Digital eHealth
The danger of inaccurate health information is heightened by the public’s potential vulnerability to it. Factors that increase an individual’s vulnerability vary from a desperate desire for cure to dissatisfaction with traditional health care and limited health literacy. Health literacy can be defined as “the degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions” [7]. The magnitude of the problem, affecting more than 90 million Americans, and its impact on health care and public health have been well established. Health literacy-related knowledge and skills are particularly deficient among vulnerable populations such as the elderly [8], disadvantaged youth [9], or people with lower levels of education. When individuals with lower health literacy conduct Web searches, they rely on criteria that do not correspond to the commonly cited quality guidelines when evaluating online health information [10]. For example, Mackert et al [11] showed that individuals low in health literacy used “position in search results, quality of pictures, celebrity endorsement, and website authorship as criteria to evaluate online health information.”
Newer concepts of health literacy frame it in terms of complex multidimensional models with broad applications in medicine and public health. For example, Osborne et al [12] used a validity-driven approach to develop a 9-factor Health Literacy Questionnaire (HLQ) model of health literacy. Examples of the model’s scales include abilities to establish relationships with health care providers, take responsibility for one’s own health, and obtain social support. Sørensen et al [13] developed an integrative conceptual model of health literacy drawing on a systematic literature review of 17 definitions and 12 conceptual models. This Health Literacy Survey (HLS) model integrates medical and public health as well as individual and population views of health literacy [14]. The new models underscore the complex array of individual and sociocultural factors underlying health information functioning.

Whereas health literacy enablers and barriers operate across a range of situations, electronic health (eHealth) literacy has emerged as both a distinct construct and an area of research into competencies needed for successful functioning in the world of digital health information [15]. Norman and Skinner introduced an influential eHealth literacy model, which comprised the following 6 types of literacy:

1. **Computer literacy**: the skills to use computers productively.
2. **Information literacy**: the skills to articulate information needs; to locate, evaluate, and use information; and to apply information to create and communicate knowledge.
3. **Media literacy**: the ability to select, interpret, evaluate, contextualize, and create meaning from resources presented in a variety of visual or audio forms [16].
4. **Conventional literacy and numeracy**: reading comprehension and quantitative skills for interpreting information artifacts such as graphs, scales, and forms.
5. **Scientific literacy**: familiarity with basic biological concepts and the scientific method as well as the ability to understand, evaluate, and interpret health research findings using appropriate scientific reasoning.
6. **Health Literacy**: the acquisition, evaluation, and appropriate application of relevant health information as described previously.

Chan and Kaufman extended and applied this model to analyze how individuals use Web resources to answer questions across different health topics [17-19]. They noted that the most frequently encountered barriers related to information literacy. These resulted in failures to identify relevant links and cues on websites, locate relevant information, and evaluate the trustworthiness and credibility of health information [9,20,21]. On the other hand, the skills associated with media literacy, especially in the context of new media or social media are not well understood [22-24]. Similarly, health information studies typically do not address scientific literacy.

Scientific literacy, as it pertains to matters of health, has been an area of inquiry in educational research for some time [25]. The concept extends beyond knowledge of specific scientific concepts, also involving knowledge about science and attitudes toward science. Knowledge about science is essential for guiding individuals in recognizing questions that are suitable for scientific investigation (eg, what treatment works best for a given condition) as well as important features of investigations (eg, randomization, control, sample size). Understanding what science is about, referred to as the nature of science, and positive attitude toward science also lead laypeople to differentiate between theory and evidence, favor systematic evidence as a source of knowledge, understand possible causes of scientific controversy, and appreciate the importance of logical consistency in explanations [26]. Although scientific literacy competencies used in this broad definition are relevant to health information seeking and evaluation, the concept has not been given much attention in consumer health research.

While health literacy is often discussed in research as a characteristic of individuals, HLQ and HLS perspectives suggest that it can also be conceived as characterizing the relationship between an individual and a set of resources. For example, different ways of presenting numerical data or scientific explanations may impact a reader’s ability to evaluate information, intentionally or unintentionally, for better or worse.

### Information Quality Evaluation Guidelines

Concern over health information quality online has been present from the dawn of the World Wide Web era. The Health on the Net Foundation’s code of conduct, launched in 1996, offered a set of best practice guidelines for website maintainers to follow [27]. To evaluate content itself, the DISCERN instrument was developed in 1996 and 1997 as a joint collaboration between the National Health Service and the British Library. DISCERN was a product of stakeholders chosen from across health care: generalist and specialist physicians, but also librarians and health communications specialists, self-help patient group representatives, medical publishers and journalists, and health services researchers [28].

DISCERN’s creators designed it to support websites’ evaluation by health information providers, serve as a checklist for content creators and a training tool for health care professionals, and most important, as a decision support for consumers who want to know more about a treatment they are using [29,30]. Although DISCERN was originally designed to target paper-based patient-facing leaflets, it can be used to evaluate any text-based information pertaining to treatment. This freely available instrument measures 16 items pertaining to markers of information quality (eg, reliability, relevance, balance, description of a treatment’s risks and benefits). Today this Web 1.0 tool remains in use, with results reported in over 150 published studies suggesting that DISCERN rankings are similar regardless of whether they are given by patients or consumers, or health care professionals.

### Study Objectives

This study aims to characterize health information sources in our ever-expanding digital ecosystem, including nonevidence-based pages presenting information about type 2 diabetes reversal. Specific objectives involve (1) reviewing top results pages in response to query about natural reversal of type 2 diabetes, (2) developing a methodological approach for capturing their essential content and informational characteristics, and (3) evaluating the utility of the approach with the above set of pages.
Methods

Page Selection
We started with reviewing a collection of non-EBM type 2 diabetes health advice Web pages that we have accumulated over the years of exploratory interest in the topic, noting frequent references to reversal and natural remedies. We then performed a search on Google using Firefox 61.0.2 browser on the first author’s machine using the keywords diabetes, reversal, and natural and collected the first 3 pages of results (31 pages). After reviewing these links, we excluded those that did not pertain to type 2 diabetes, focused on animals, or required creating a password-protected log-in. This resulted in 24 pages. The 25th page, hyperlinked from one of the search results, came from our initial review cluster.

Coding Scheme Development and the Final Scheme
The coding scheme was developed using a combination of theory-driven and data-driven approaches [31]. First, the authors reviewed existing core information evaluation principles and criteria underlying various information science instruments, including the DISCERN instrument described above. The authors also attempted to code the pages using DISCERN, but found that it could not be justly applied across diverse information formats that included newspaper articles and patient testimonials. Afterwards, the authors conducted several rounds of review of 3 pages from the study set, noting and discussing perceived relevant characteristics. This resulted in the final coding scheme that included both pre-established categories (ie, represented in existing guidelines) and novel categories, as described in Table 1.

Our aim was to conduct detailed descriptive analysis that frames the user’s information-seeking experience. Although most questions are phrased to require binary (yes or no) responses, coding also involved writing short narrative responses (eg, “although citations are not provided, studies are described with partial information that would enables studies to be found eventually”). Three team members coded the data. To establish qualitative intercoder agreement [32,33], 13 pages were reviewed by 2 coders (in different permutations), which was followed by iterative in-depth team review and discussion of the coding. While the narrative data were not amenable to inferential statistical analysis, the team found the degree of narrative agreement [33] satisfactory; disagreements were resolved via discussion and the narratives were merged. The remaining pages were each reviewed by 1 coder (AK). With the exception of the information authority and objectivity coding that involved reviewing the parent site’s “About” page, all the coding was done based on the information within the page only. The pages were coded during July to November 2017, as they appeared at the time.
### Table 1. Final coding scheme.

<table>
<thead>
<tr>
<th>Source and category</th>
<th>Subcategories</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Existing guidelines</strong></td>
<td></td>
</tr>
</tbody>
</table>
| **Resource type** | • Digitized content (simultaneously published in traditional mass media)  
• Static Web pages  
• Web 2.0 content (Wikipedia, blogs, support groups, online communities, listservs, social networking sites, RSS feeds, and YouTube videos) |
| **Information authority** | • Is it clear who is responsible for the contents of the page?  
• What are the author’s academic or professional credentials?  
• Is there a way of verifying the legitimacy of the organization, group, company, or individual authoring the content?  
• Is there any indication of the author’s qualifications for writing on a particular topic?  
• Is there a sponsoring or hosting organization that is separate from the author? |
| **Validity of background information sources** | • Is there content that needs to be cited, but is not?  
• Are the sources for factual information clearly listed or cited so they can be verified in another source? (subsumes: are authors of testimonials and stated support verifiable?)  
• Is the information from sources known to be reliable?  
• Do citations or references actually support the information presented on the page?  
• Are there endorsements by celebrity nonexperts?  
• Who is referred to as “Dr” or “physician”?  
• Is there mention of “secret recipe” (“virtually unknown method”) known only to the page’s owners or promoters?  
• Is there a disclaimer on the page (what does it state)? |
| **Objectivity** | • Does the content appear to contain any evidence of bias?  
  1. Is the page selling a product?  
  2. Does the page encourage a certain action?  
  3. Does the page-supporting organization engage in lobbying or advocacy or encourage lobbying or advocacy?  
• Is there a link to a page describing the goals or purpose of the sponsoring organization or company?  
• If there is any advertising on the page, is it clearly differentiated from the informational content? |
| **Currency** | • Are there dates on the page to indicate when the page was written, when the page was first placed on the Web, or when the page was last revised? |
| **Emotional appeal** | • Does the page contain emotional testimonies or personal anecdotes?  
• Does the page contain disturbing photos or images of health care professionals and procedures? |
| **Data-driven** | |  
| **Treatment or reversal method** | • What is the proposed diabetes treatment or reversal method? |
| **Promises and certainty** | • Does the page make a claim of having a solution (approach or product) producing results that are:  
  1. Quick  
  2. Painless or noninvasive or implemented via a simple procedure or with simple ingredients  
  3. Relatively inexpensive  
• Is there a promise of complete recovery for a condition that is known to be chronic or incurable? |
| **Criticals of establishment** | • Is there implication or statement of conspiracy or purposeful misleading on the part of:  
  1. Pharmaceutical companies?  
  2. Doctors or conventional health care providers?  
  3. Government agencies?  
• Are there suggestions of media bias in covering relevant health issues?  
• Are there implications or statements that the reader’s or viewer’s doctor is incompetent?  
• Are there criticisms of biomedical research supporting the establishments’ guidelines? (eg, methodology and research focus because of funding). |
| **Vocabulary** | • Does the page refer to cure or other words that are unlikely to be used in evidence-based medical literature (eg, proven)? |
Results

Types of Web-Based Information Resources

Of the 25 pages, 13 were “traditional” static pages, 8 were Web 2.0 sources or static pages with video components. Four pages were digitized versions of printed newspaper or magazine articles. Three were patient testimonials.

Diabetes Treatment or Reversal Methods

The number of remedies proposed by each page ranged from 1 to 7, with the mean of 2.24 (Table 2). The most commonly mentioned remedy involved taking dietary supplements. Recommended supplements included a range of herbs, vitamins, and minerals, with several mentions of cinnamon, turmeric, and chromium picolinate. These recommendations conflict with the ADA statement that “research has not been able to prove that dietary or herbal supplements (including omega-3 supplements, cinnamon, and other herbs) help to manage diabetes” [34]. The second most common recommendation was adhering to some general nutritional guidelines or healthy eating. General nutritional guidelines typically mentioned avoiding refined sugars and grains and eating more fiber and healthy fats. One page stated that a vegan diet was essential, describing an uncited study linking diabetes risk with consuming animal products.

Several pages promoted “superfoods.” Unlike general healthy eating guidelines, superfoods recommendations focused on specific “healing properties” of a particular food (eg, grapefruit).

A special nutritional protocol advertised by one of the pages promised “to kill the microbes and parasites (eg, pancreatic flukes) identified by the consultation.” The undescribed protocol, apparently available from clinics promoted by the page, had to be followed by electromedicine said to “use gentle electrical waves to do the things necessary to rebuild the immune system.”

Promises and Certainty

The specific promises made by the pages varied greatly. Fourteen of 25 pages either promised complete recovery or strongly implied that it was highly possible. In doing so, they often referred to reversing diabetes (eg, “type 2 diabetes is almost always reversible and this is almost ridiculously easy to prove”). Some expressed very high level of certainty: “If you follow our recommendations to the letter we guarantee that you will eventually be able to throw your medication away and never need it again!” Only 1 article, authored by a registered dietitian, discussed what it meant by diabetes reversal, explaining how remission is a more accurate term than cure.

Pages often promoted their approaches to “reversing” diabetes as quick, easy, and low cost. For example, 11 pages claimed to have a solution guaranteed to work within a specified period, from 11 days to 3 months. While some articles described difficult, extremely low-calorie regimens, 10 touted the ease of reversing diabetes (eg, “ridiculously simple”). Finally, 9 stressed that the treatments they proposed were inexpensive (“so inexpensive it might as well be free”).

Table 2. Numbers of pages (N=25) proposing specific remedies.

<table>
<thead>
<tr>
<th>Remedy</th>
<th>Pages mentioning the remedy, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supplements</td>
<td>14 (56)</td>
</tr>
<tr>
<td>General nutrition guidelines or healthy eating</td>
<td>13 (52)</td>
</tr>
<tr>
<td>Exercise</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Special nutritional protocol: specific superfoods</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Caloric reduction or intermittent fasting</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Stress reduction</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Improved sleep</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Electromedicine</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Optimizing gut flora</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Weight loss</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>
Information Authority

Key information authority characteristics are summarized in Table 3. While 7 pages were authored or verified by physicians, other authors self-reported a range of qualifications for addressing the topic. Two authors were naturopaths. Several pages were written by journalists or patients giving testimonials. Of the remaining authors, 1 was a registered dietician, 1 a self-described “clinical nutritionist” (certification not stated), and 1 an “ex-pharmaceutical chemist.” In addition, 4 authors were identified as health coaches or health experts without listed medical credentials. For example, 1, a former professional athlete, self-described as “one of the most trusted health and fitness experts.” Another self-identified as a health coach and a popular health and lifestyle reporter. However, another was described as “a catalyst voice” for alternative treatments and a founder of an independent health research foundation. Finally, 2 of the stated authors emphasized their lay relationship to the content, referring to themselves as average folk or concerned parents.

Validity of Background Information Sources

The 25 sources varied in how they cited and validated the information they presented. As standards of providing citations differ greatly across various information types, it is not surprising that 20 pages contained uncited mentions of studies and data that could not be easily found based on those mentions. For example, phrases such as “studies show” were made without references or hyperlinked pointers to the studies. A representative example is the unrefereenced statement that “a number of clinical studies have been carried out in recent years that show potential links between herbal therapies and improved blood glucose control.” Sources also made unreferenced statements that are not currently endorsed by leading relevant authority such as the ADA. For example, 1 page stated that “the solution to curing type 2 diabetes lies with killing the microbes and parasites inside the organs,” and that diabetes can be caused by “hepatitis c virus.” Another claimed that “cinnamon can curb” the current epidemic of type 2 diabetes,” without references to any existing studies.

Sixteen out of 25 pages explained some of their information sources, either in the form of citations and references or by providing enough descriptive details so that the sources could be located with relative ease. Of these, 12 included sources that were deemed to be authoritative or reliable (eg, ADA, National Institute of Diabetes and Digestive and Kidney Diseases, and publications in journals listed in MEDLINE). When authoritative or reliable sources were included, they were used to support the specific statements to which they were linked in all but 1 case. Three of the pages not explaining their background sources claimed to have some sort of secret or “virtually unknown” recipe for treating diabetes.

Objectivity

All pages were in the dot-com domain. Nineteen included a link to a page describing the site’s or the sponsoring organization’s goal. These goals varied in specificity, but typically had to do with information provision. Only 1 page called for legislative advocacy and encouraged readers to take actions such as petitioning the Department of Veteran’s Affairs to “employ licensed naturopathic physicians.”

Ten sites sold products ranging from alternative treatments and supplements to books and films. One had a paid access section. Some others did not sell products directly but contained links to the author’s books for sale or fee-for-service practice. Fourteen pages contained advertisements, which, in 4 cases, were not clearly differentiated from the page’s content.

Currency

In 21 out of 25 cases, the page included a date indicating when the page was written, the information was first placed on it, or the page was copyrighted.

Criticisms of the Establishment

Of the 25 sources, 14 made critical remarks about the pharmaceutical and health care establishment. Of these, 13 suggested malevolent intent or conspiracy on the part of various establishment agents (Table 4). Pharmaceutical companies received the greatest amount of criticism. For example, 1 page stated that “the pharmaceutical industry is a gigantic machine which has to sustain itself” and asked, “why would these companies be at all interested in truly reversing diabetes? How would that benefit them financially?” Another wrote, “Most big pharma companies don’t know squat about how to reverse your diabetes.”

Table 3. The pages’ information authority characteristics (N=25).

<table>
<thead>
<tr>
<th>Information authority characteristic</th>
<th>Pages, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content has identifiable author(s)</td>
<td>22 (88)</td>
</tr>
<tr>
<td>Existence and legitimacy (accuracy of self-identification) of the author verified</td>
<td>17 (68)</td>
</tr>
<tr>
<td>Sponsoring or hosting organization separate from the author</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Content authored or verified by someone described as a credentialed physician</td>
<td>7 (28)</td>
</tr>
</tbody>
</table>

aAs evidenced by a detailed on-site biography and/or external Web presence (eg, profiles in LinkedIn and online directories and business listings).

bFor example, a newspaper or magazine, an association, and a public television channel.

cStated MD (Medical Doctor) or DO (Doctor of Osteopathy) degree.
Table 4. Alleged malevolent intent or conspiracy agents (N=25).

<table>
<thead>
<tr>
<th>Malevolent intent or conspiracy agents</th>
<th>Pages, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmaceutical companies</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Doctors</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Biomedical research</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Media</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Other or unspecified</td>
<td>6 (24)</td>
</tr>
</tbody>
</table>

Two pages, 1 with a disclaimer, made explicit claims that diabetes medications recommended by health professionals are extremely dangerous and should be avoided (eg, “Avoid these 3 doctor recommended treatments: oral medication, insulin therapy, and other injectables”). One page suggested that the ADA dietary guidelines “seem to serve the medical practitioners more than the patients.” Another criticism warned readers that they had been “lied to for years.” In additions to claims of malevolence, 5 pages suggested medical doctors’ incompetence in diabetes management because of their lack of familiarity with nutrition and herbal medicine (eg, “doctors get little if any formal nutrition training in medical school”).

Emotional Appeal, Vocabulary, Rhetoric, and Presentation

Fourteen pages included language that was judged by the coders as very colloquial, appearing to aim for establishing commonalities and rapport with the reader or viewer. For example, 1 page stated, “First I want you to know that here at [Company Name] we’re really a lot like you. Average people who just so happened to be committed to helping people.” Several pages included emotional personal anecdotes such as stories of family members suffering from diabetes complications. As natural was part of the query used to identify pages for the study, it is not surprising that positive mentions of natural remedies and natural treatment were common. Fourteen pages included these terms: 10 made positive references to cure. Pages referred to nature and “Mother Nature” as a wise positive “healing” force, regaling the reader with “natural remedies,” “natural healing,” “natural processes,” and “natural cures.” Three pages (videos) included the infomercial approach of a long speech culminating in a direct request for an immediate purchase.

Use of Science in Argument—Explanatory Mechanisms Behind Treatments

Of the 25 pages, 22 presented some biological explanations of their proposed treatment mechanism(s), with most pages including more than one. Often, pages combined mechanisms and methods widely accepted in standard care (eg, described by the ADA) with more uncertain and controversial ones. Depth of explanations ranged widely, from simple statements that a specific method (eg, a supplement) “improves sugar metabolism” to detailed explanations of intracellular molecular mechanisms, in our view, well beyond the level of comprehension of an educated layperson (eg, “Acetic acid protects the liver by increasing tolerance of lipogenesis and fatty acid synthesis responsible for improving cholesterol levels”). The following explanatory mechanisms were particularly prominent:

- **“Unclogging” liver and pancreas for normal insulin production:** A number of pages recommending low-calorie diets or intermittent fasting explained that this method “unclogs” fat from liver and pancreas, thus restoring them to normal functioning essential for insulin production and glycemic control.
- **Reducing blood glucose and improving glucose metabolism (without mentioning insulin):** Many pages explained their treatment methods (eg, specific foods and supplements) by stating that these methods “reduce[d] blood glucose,” “improve[d] glucose tolerance factor,” or “help[ed] metabolize glucose,” without mentioning insulin. Three pages that promoted exercise mentioned that it builds muscle that burns more glucose. In addition, a number of pages included a biological explanation of how foods high in sugar or refined carbohydrates created spikes in blood glucose (sugar) levels and needed to be avoided. These pages also often explained that foods high in fiber were beneficial because they slowed down glucose absorption.
- **Improving insulin secretion and insulin sensitivity:** A number of pages stated that foods or supplements implicated in their treatment methods influenced production or secretion of insulin, improving insulin resistance or sensitivity, and, in some cases, “mimicked insulin.”
- **Reducing inflammation:** Several pages related diabetes to inflammation, stating that food or supplements described by them fought it or increased “good bacteria” in the intestinal lining.
- **Strengthening cells and organs:** Several pages related diabetes to weakened immune system, “weakened organs” (in particular, liver and pancreas), and “weakened cells.” They proposed that their methods “strengthened” cells and organs. Mechanisms ranged from supplements that “help strengthen the cellular signal” to “electrical waves” that “kill parasites and microbes that weaken organs.”

Discussion

Web pages about natural treatment of diabetes analyzed in this study proposed a number of reversal methods and differed greatly in terms of their alignment with accepted standard of care recommendations, promises, levels of certainty, authors’ background, transparency of sources, rhetoric, style, and attitude toward pharmaceutical and medical establishment. This exploratory study only looked at a small sample of pages pertaining to a single topic collected from 1 search on 1 machine. However, it underscores the challenges of consumer
health information seeking and the importance of developing support tools that would help users seek, evaluate, and analyze information in the changing digital ecosystem. Future work within this research program will focus on extending the approach to a number of domains, developing more robust evaluation criteria, and exploring computational approaches to pages’ analysis.

Is the Consumer Health Web Universe a Dangerous Place?

Consequences of following recommendations promoted by the sources analyzed in this study are likely to vary. The core lifestyle modifications recommended by many pages, namely, exercise, weight loss, stress reduction, and a healthy balanced diet are evidence-based components of conventional type 2 diabetes regimes. Very low–calorie diets and intermittent fasting may be beneficial, but because of the known risks (including death), they require medical supervision, especially for those with diabetes requiring medication. Supplements (including cinnamon), superfoods, and optimization of gut flora, promoted by many pages, have a low health risk but little-to-no proven benefit and can be financially draining. However, as illustrated in Table 2, most pages repackage the core lifestyle recommendations and add-on essential product purchases, muddying the water. The stakes for harm are even higher when pages promising to reverse diabetes undermine the use of medications, including recommending unsupervised medication discontinuation, and promote an antiscience attitude.

Fit With Existing and Added Health Information Evaluation Criteria

One of the objectives of this work was to develop a methodological approach for analyzing the digital health information sources in the era of online videos and social media. The study suggests that both traditional and data-driven categories of codes (see Table 1) yielded insights about the resources and highlighted challenges faced by their users.

Existing Evaluation Criteria Categories

Information Authority

Assessing authority of information authors and sponsors was straightforward, except for the case of determining the ownership of a YouTube channel. In the majority of cases, pages analyzed in this study had clear authorship indicators, with the authors having sufficient Web presence to lend credibility to their stated identity and credentials. While a sizable minority of pages (7 of 25) was authored or verified by credentialed physicians, the majority were created by noncredentialed individuals.

Validity of Background Information Sources

Pages in this sample frequently described or mentioned scientific studies without providing references that would allow their unambiguous identification. They also typically did not reference their biological explanations or statements about treatments that were not aligned with ADA guidelines, developed upon an extensive review of the scientific evidence from peer-reviewed sources [35]. However, the same pages typically included citations of some external sources with background information about type 2 diabetes. These were often high-quality authoritative sources.

While assessing validity of cited information sources was straightforward, the expression of this criterion varied for different publication formats because of their differing conventions. For example, bibliography style references are difficult to present in videos and uncommon in newspaper articles where a detailed description of a background study is a more likely quality indicator. Still, the criterion of validity remains highly relevant and the lack of credible citations or pointers, or a mismatch between citations and their purported claims, raises concerns about information quality.

Information Currency

Currency turned out to be a challenging criterion because of the range of events that could be time-stamped on the pages. Although most of the pages had a time stamp, these were more likely to be the dates of the page’s copyright than of information authorship.

Novel Evaluation Criteria Categories

Treatment or Reversal Method and Use of Science in Argumentation

These categories are discussed together because scientific argumentation usually explained the treatment methods. For this sample, the use of science in argumentation code proved valuable for elucidating the challenges facing health information seekers. The pages typically provided some biological information, claiming effects of substances or procedures on insulin production, glucose metabolism, and cells/organisms/microorganisms. Often, these explanations blended widely accepted biological mechanisms with controversial ones. While many pages limited their biology to simple causal statements such as “cinnamon improves insulin sensitivity,” others employed complexity well beyond the level of comprehension of an educated layperson. Many of the non-ADA-aligned treatment methods and biological mechanisms mentioned on the pages had corresponding coverage in peer-reviewed science literature, albeit scientific literature described them as more controversial, less certain, and limited to a narrow range of application (eg, demonstrated effects limited to animal studies or lacking adequate controls). Applying the use of science in argumentation code underscores the formidable challenge of supporting lay assessment of plausibility of online health information. It also suggests that the science literacy component of eHealth literacy deserves greater attention.

Promises

A promise of recovery from a chronic disease, with a high level of certainty and implied treatment simplicity, was a useful indicator of concern about a page’s quality. Promises were...
especially troubling when presented as guaranteed within a specific time frame.

Criticisms of Establishment

As a criterion, this one is easy to apply, revealing, and provides disconcerting information. The importance of the code is illustrated by the disturbing number of pages making critical comments in our sample (14 of 25). Criticisms of health care–related establishment are disconcerting because they attempt to discredit primary sources of evidence-based care, positioning nonevidence-based methods as primary, rather than complementary. In making critical claims, pages often had to tread the line between denouncing some official sources and yet conveying respect for science and evidence and support from some studies. The public’s response to the representation of science, doctors, and pharmaceutical organizations in the digital ecosystem merits further examination.

Emotional Appeal, Vocabulary, Rhetoric, and Presentation

General level of colloquialism and informality and the use of personal or emotional anecdotes seemed to be most related to document type, with more informal language used in videos and newspaper articles. Specific high certainty words such as cure and guaranteed, on the other hand, are potential quality signifiers that merit further research.

Scientific Literacy as a Dimension of eHealth Literacy Revisited

As mentioned earlier, this study underscores the importance of scientific literacy as a component of eHealth literacy. The role of science knowledge in daily life has long been debated in the fields of public health and science education. This study illustrates that scientific literacy, although important, should not be equated with content knowledge. It is often unrealistic to expect laypeople to have biomedical knowledge necessary to analyze the argument behind controversial treatment methods. Although some claims may be refuted by high school biology (eg, diabetes is a disease of “weak organs”), many remain difficult to evaluate even after a thorough analysis of a PubMed search. In such cases, the relevant aspects of science literacy are not specific content knowledge, but understanding the nature of science and scientific evidence, uncertainty, and the process of biomedical discovery. Such knowledge is likely to trigger skepticism about overgeneralizations, oversimplifications, and exaggerations inherent in many consumer-targeting pages that promise quick and easy fixes for complex health problems. Complexity of science literacy also underscores the importance of promoting traditional information evaluation criteria such as source authority and objectivity.

Implications for Research and Practice: Ways to Support Researchers and Consumers

The methodological approach, described in this study, is a coding scheme designed expressly for research purposes, rather than as a tool for evaluating Web pages. Much more work, aimed at expanding, fine-tuning, simplifying, and validating the criteria, is needed before this approach can produce a numerical score that could be used to assess a Web page. Such a tool could be very valuable to both researchers and every day information seekers. It would be particularly beneficial if developed and validated for a wide range of online information sources, including blogs, message boards, videos, and other social media platforms.

In addition to providing an evaluation guide, medical and informatics organizations may investigate developing resources that address common controversial claims. The establishment often ignores nonevidence-based treatment recommendations, despite their visibility in the public domain. For example, the consumer portion of the ADA site dedicates very little space to a discussion about cinnamon. A thorough respectful explanation of why the use of cinnamon should be treated with caution may be a more effective way to help consumers. New models of health literacy, such as HLQ and HLS [12-14], that consider complex sociocultural determinants of information behaviors (eg, root causes of different attitudes toward medical establishment) could surface explanations as to why certain groups find specific messages to be compelling. It could also inform the presentation and content of explanations that counter potentially deleterious messages. Computation-based informatics tools may also play a role in helping users evaluate Web pages. This study suggests that certain terms and phrases, particularly those indicating high confidence and rejection of traditional medicine, may be alert markers. Research and development into automated language-based categorization may be useful in flagging suspect pages. Finally, this study suggests the importance of science education for the development of science literacy and the potential synergy between classroom science and health informatics.
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Abstract

Background: Successfully implementing eMental health (eMH) interventions in routine mental health care constitutes a major challenge. Reliable instruments to assess implementation progress are essential. The Normalization MeAsure Development (NoMAD) study developed a brief self-report questionnaire that could be helpful in measuring implementation progress. Based on the Normalization Process Theory, this instrument focuses on 4 generative mechanisms involved in implementation processes: coherence, cognitive participation, collective action, and reflexive monitoring.

Objective: The aim of this study was to translate the NoMAD questionnaire to Dutch and to confirm the factor structure in Dutch mental health care settings.

Methods: Dutch mental health care professionals involved in eMH implementation were invited to complete the translated NoMAD questionnaire. Confirmatory factor analysis (CFA) was conducted to verify interpretability of scale scores for 3 models: (1) the theoretical 4-factor structure, (2) a unidimensional model, and (3) a hierarchical model. Potential improvements were explored, and correlated scale scores with 3 control questions were used to assess convergent validity.

Results: A total of 262 professionals from mental health care settings in the Netherlands completed the questionnaire (female: 81.7%; mean age: 45 [SD=11]). The internal consistency of the 20-item questionnaire was acceptable (.62≤α≤.85). The theorized 4-factor model fitted the data slightly better in the CFA than the hierarchical model (Comparative Fit Index=0.90, Tucker Lewis Index=0.88, Root Mean Square Error of Approximation=0.10, Standardized Root Mean Square Residual=0.12,
Introduction

Background

More than 2 decades of research has shown that psychotherapy delivered through the internet, also referred to as eMental Health (eMH) interventions, can be an effective way to treat patients with common mental disorders such as depression and anxiety disorder [1]. Several examples of clinics routinely offering innovative and new eMH services exist, such as the Australian MindSpot clinic [2], GGZ InGeest Mindway [3] and Interapy in the Netherlands [4], Internetpsykiatr in Sweden [5], and Internetpsykatrien in Denmark [6,7]. Despite these examples, and although the technical infrastructure seems to be in place, large-scale use of eMH interventions in routine care is still lower than expected [8]. Knowledge on factors hindering or facilitating implementation is maturing [9,10]. However, measuring implementation outcomes reliably remains a challenge [11,12]. We conducted a psychometric validation study of a recently developed theory-informed implementation measurement instrument: the Normalization Measurement Development (NoMAD) questionnaire.

Theoretical Underpinning

Various frameworks and theories for understanding implementation processes and evaluating outcomes exist [13,14]. For example, models such as the Knowledge-to-Action model [15] have been specifically designed to describe and guide implementation processes. Determinant frameworks such as the Consolidated Framework for Implementation Research (CFIR) [16] provide taxonomies of barriers and hindering factors to aid the evaluation of implementation outcomes. Similarly, the Reach-Effectiveness-Adoption Implementation Maintenance framework [17] summarizes key indicators for implementation success to inform policy and decision making. Classic psychological behavior change theories such as the Theory of Planned Behavior [18] have been used to study the role of attitudes and intentions in the behavior of individuals involved in and affected by implementation processes. Although such theories can be useful in describing behavior change mechanisms and explaining how change in individuals involved in implementation processes occurs, they do not necessarily consider what people actually do when implementing innovations in health care practice but rather focus on beliefs and attitudes. The Normalization Process Theory (NPT) [19,20] aims to fill this void by specifically looking at the process of implementation.

NPT (Figure 1 [19]) states that a normalization process is a process of embedding and integrating health care innovations in routine care as a product of action of individuals and groups. It focuses on the things that people individually and collectively do to normalize an innovation, that is, for it to become part of routine health care practice. NPT is a heuristic tool to understand the work of implementation, embedding, and integration of new practice and the contribution and roles of individuals and groups to this work. According to the theory, 4 mechanistic constructs play a central role in generating the work of implementation:

- Coherence (CO) of the innovation with the goals of daily routine. Individuals and groups go through a process of sense-making to establish the meaningfulness of the innovation for normal service delivery goals and practices.
- Cognitive participation (CP) as a process of enrollment and engagement of individual participants and groups involved in the implementation processes, through which they become committed to the normalization of the innovation.
- Collective action (CA) by individuals and groups to apply the innovation in daily routine. Here, applying an innovation has certain implications as to what and how normalization should be achieved, which requires investments of effort by the participants.
- Reflexive monitoring (RM) through which participants in the implementation process evaluate and appraise the use of the innovation in practice.

These 4 constructs are influenced by group processes and social conventions as well as the organizational factors and social structures people operate in. In turn, this social and organizational context defines factors that promote or inhibit the work of individuals and collectives in implementing innovations in daily routines.

Earlier work showed that NPT has good face validity in designing and evaluating implementation processes of innovations [21]. A recent literature review of 108 studies indicated that NPT successfully aids in the conceptual understanding of implementation processes and outcomes across a wide variety of health care settings [22].

http://www.jmir.org/2019/2/e12376/
In alignment with the general approach of NPT, the NoMAD study developed a brief self-report questionnaire for the purpose of determining factors likely to affect normalization processes [23-25]. Ultimately, the questionnaire aims to enable (1) assessment of progress toward normalization over time in an implementation project and (2) comparison of normalization (progress or outcomes) between sites in multicenter studies. The NoMAD is intended to be used by people involved in the implementation of innovations in a health care setting and aims to be neutral to the implementation object. The target populations of the instrument are the deliverers and facilitators of the innovation being implemented, such as medical specialists, general practitioners, therapists, nurses, administrators, and managers.

A pool of 46 construct items was generated, appraised, and validated in 5 UK and 1 Australian samples of health care staff (n_pooled=413) involved in 6 different implementation projects [23-25]. A psychometric evaluation of the initial item pool resulted in a 20-item questionnaire of which the theoretical model approximated the data acceptably and appeared to have good internal consistency (total Normalization Process Scale (NPS): alpha=.89, CO: alpha=.71, CA: alpha=.78, CP: alpha=.81, RM: alpha=.65) [25].

Objective

We translated the questionnaire into Dutch and aimed to confirm the theoretical factor structure in mental health professionals working to implement eMH in Dutch mental health care settings. We tested 3 factor structures: (1) A 4-factor model to confirm the theorized model, summarizing item scores per construct; (2) A unidimensional model to test whether the items in the questionnaire can be summarized by 1 single factor score; and (3) A hierarchical model to test whether the 4 first-order factors can be expressed in 1 second-order factor. Where the first model aims to capture a more detailed view on implementation processes, the second model might lend support for practical comparison of those processes. The third model might provide a more detailed understanding of normalization processes on the construct level combined with the practical value of the overall total normalization score in 1 measurement model. Conforming to the English validation study [23-25], we explored potential improvements and the questionnaire’s convergent validity with 3 control questions.

Methods

Sample and Recruitment

Using a cross-sectional design, mental health professionals with various occupational backgrounds involved in implementing eMH in Dutch routine mental health care practices were invited to complete the NoMAD questionnaire. We defined involvement in implementation as the situation in which respondents were in the early stages of using eMH in their occupational tasks. By this, novelty to the respondent in applying such interventions in routine care was assumed. Following the English NoMAD study, an open sampling strategy was applied to obtain a sample of 300 respondents. Considering the commonly applied rule of thumb of 7 to 10 complete cases per item with a minimum of 100 complete cases, we expected this target sample size to provide satisfactory statistical power and precision for estimating the model’s parameters [26,27]. Recruitment targeted mental health professionals involved in using novel eMH interventions in (1) primary care for patients with mild symptomatology (general practitioners or general practice–based mental health nurse specialists), (2) basic care for patients with moderate symptomatology, and (3) specialized care provided by specialists to patients with severe mental health complaints. A total of 3 groups of Dutch mental health professionals were identified as suitable for recruitment:

- **Group 1:** mental health care professionals in 4 large regional mental health care organizations for common mental disorders and post-traumatic stress disorders.
- **Group 2:** general practice–based mental health nurse specialists, in the context of the national electronic health (eHealth) Monitor survey conducted in 2016 for which panels and profession associations were sampled [28].
- **Group 3:** attendees at the annual cognitive behavioral therapy (CBT) congress held in the Netherlands in 2016, which attracted a nationwide audience of mental health professionals.

A total of 3 different recruitment strategies were applied. Sample 1 was obtained through convenience sampling by which
participants were recruited through key contact persons in various mental health organizations. Sample 2 was obtained through existing respondent panels and professional associations in the context of the national eHealth survey. Participants for samples 1 and 2 were invited by email providing general information about the study, a link to more in-depth information, and an anonymous link to the Web-based survey. Sample 3 was recruited through an information kiosk and leaflets at the annual CBT conference.

Translation

The classical Brislin approach to questionnaire translation [29] was used to translate the English NoMAD questionnaire into Dutch. A small (N=3) sample of experts in implementing and using eMH interventions were asked to verbalize their thoughts while interpreting the translated items in a cognitive group interview [30]. The interview focused on the interpretation of the questions, the response scales, and the identification of terms that needed to be adjusted and/or rephrased. Problematic items were rephrased to form the final version of the Dutch NoMAD instrument. Back translation by a blinded professional translator confirmed equivalence of semantic meaning of the corresponding individual items by the principal investigator (TF) of the English NoMAD. The final Dutch translation of the questionnaire is included in Multimedia Appendix 1.

Data Collection

The questionnaire was administered via a commercial Web-based survey system (NETQ Internet Surveys 6.5 [31]). The research team tested the survey for sequencing of the items, technical reliability, and data export procedures. Participants were asked to provide consent for using their (anonymized) data in this study. They provided this digitally through the survey platform before they were allowed access to the survey.

Normalization MeAsure Development Questionnaire

The NoMAD questionnaire in this study consisted of 3 parts: Part A tapping basic demographic information, Part B collecting general normalization ratings about the current use and likelihood of using the intervention in the future, and Part C comprising 20 items measuring the 4 NPT constructs. Users of the questionnaire are required to tailor the implementation object (ie, intervention) to the context of its application. In this study, the terms (the intervention) were replaced with “eMental health.”

Part A: Demographic variables. In line with the English NoMAD, basic demographic variables were included in the first part of the questionnaire, including gender, age, years of working experience, professional job category, and relevant care sector.

Part B: General normalization items. Part B contained 3 questions addressing perceptions of respondents regarding past, current, and future normality of the intervention. The 3 questions were scored on a 1 to 10 Visual Analogue Scale [32]. To increase comparability to the UK study, these 3 items were added to the questionnaire as control questions to assess its convergent validity, that is, the 3 questions are not to be regarded as an integral part of the core of the NoMAD questionnaire [23-25]. Part C: NPT constructs. Part C consisted of the 20 items representing the NPT constructs in 4 subscales with the following allocation: CO: 4 items; CP: 4 items; CA: 7 items; and RM: 5 items. The 20 original items are listed in Textbox 1.

The items were rated on a 5-point Likert scale (1=completely agree to 5=completely disagree), with an additional response option to indicate if a statement was applicable (0=not applicable). Item 2 (CA.2) in the CA scale is negatively formulated; all other items were formulated in a positive sense. Respondents were required to rate all statements.

The Dutch translations are in Multimedia Appendix 1.

Scoring

Scale scores were calculated by taking the mean of answered items of a scale. A minimum of 2 items within a scale had to be rated to calculate a scale score. Items rated as “not applicable” were excluded from the calculation. The total NPS score was calculated by taking the mean of all answered items for which complete cases were considered to have less than 15% missing data.

Data Analyses

Descriptive statistics were calculated to summarize the item and scale scores. Internal consistency of the total score and the 4 theoretical constructs were analyzed by calculating the Cronbach alpha [27] for the pooled dataset. The quality of the construct structure was further assessed by applying a confirmatory factor analysis (CFA) using Structural Equation Modelling (SEM). A total of 3 models were evaluated: (1) the theorized 4-factor model, (2) a unidimensional model, and (3) a hierarchical model. All 3 models included the 20 items from Part C of the questionnaire. The items were scored on a 5-point Likert scale resulting in an ordinal ordering of the data. The sum scale score of the items approximates a continuous scale by which we expected the latent constructs to be normally distributed. The CFA was run with the robust Weighted Least Square Means and Variances (WLSMV) estimator using polychoric correlation matrices [26]. Model fit was assessed by estimating the misfit between the observed and implied covariance matrices using the chi-squared test ($\chi^2$). This was supplemented with 4 other fit estimators to strengthen the basis for our conclusions: the Standardized Root Mean Square Residual (SRMR$\leq$0.08) as an absolute index of the average discrepancy between the correlations in the implied model and the observed data; the Root Mean Square Error of Approximation (RMSEA$\leq$0.95) providing a population-based goodness-of-fit indication corrected for model complexity; the Comparative Fit Index (CFI$\geq$0.95) providing an index of goodness-of-fit relative to a null model (ie, no covariances between items); and the Tucker Lewis Index (TLI$\geq$0.95) as an index of goodness-of-fit relative to a null model corrected for model complexity [26,33,34]. The 3 models under evaluation are expected to be nested. We applied the scaled chi-square difference test ($\chi^2$) test, analysis of variance) to compare the fit of the 3 models [26].
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Textbox 1. Normalization MeAsure Development (NoMAD) questionnaire part C items.

<table>
<thead>
<tr>
<th>Coherence (CO):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. CO.1. I can distinguish [the intervention] from usual ways of working.</td>
</tr>
<tr>
<td>2. CO.2. Staff in this organization have a shared understanding of the purpose of [the intervention].</td>
</tr>
<tr>
<td>3. CO.3. I understand how [the intervention] affects the nature of my own work.</td>
</tr>
<tr>
<td>4. CO.4. I can see the potential value of [the intervention] for my work.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cognitive participation (CP):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. CP.1. There are key people who drive [the intervention] forward and get others involved.</td>
</tr>
<tr>
<td>2. CP.2. I believe that participating in [the intervention] is a legitimate part of my role.</td>
</tr>
<tr>
<td>3. CP.3. I’m open to working with colleagues in new ways to use [the intervention].</td>
</tr>
<tr>
<td>4. CP.4. I will continue to support [the intervention].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Collective action (CA):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. CA.1. I can easily integrate [the intervention] into my existing work.</td>
</tr>
<tr>
<td>2. CA.2. [the intervention] disrupts working relationships.</td>
</tr>
<tr>
<td>3. CA.3. I have confidence in other people’s ability to use [the intervention].</td>
</tr>
<tr>
<td>4. CA.4. Work is assigned to those with skills appropriate to [the intervention].</td>
</tr>
<tr>
<td>5. CA.5. Sufficient training is provided to enable staff to implement [the intervention].</td>
</tr>
<tr>
<td>6. CA.6. Sufficient resources are available to support [the intervention].</td>
</tr>
<tr>
<td>7. CA.7. Management adequately support [the intervention].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reflexive monitoring (RM):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. RM.1. I am aware of reports about the effects of [the intervention].</td>
</tr>
<tr>
<td>2. RM.2. The staff agree that [the intervention] is worthwhile.</td>
</tr>
<tr>
<td>3. RM.3. I value the effects [the intervention] has had on my work.</td>
</tr>
<tr>
<td>4. RM.4. Feedback about [the intervention] can be used to improve it in the future.</td>
</tr>
<tr>
<td>5. RM.5. I can modify how I work with [the intervention].</td>
</tr>
</tbody>
</table>

Potential improvements to the factor structure were explored by identifying low item-factor loadings ($\lambda<0.3$) to ensure that items are meaningfully related to the respective factors [26]. Modification indices (modification index [MI], $\chi^2_{\text{diff}}\geq3.84$) were assessed to identify item-item error covariances that might improve the model fit.

In the absence of a gold standard for the assessment of normalization, we exploratively used the 3 general normalization items (part B) to assess the convergent validity of the theorized model. We assessed the Pearson correlation coefficients for all 4 constructs and general normalization items and applied the following strength indicators for the correlations: $0\leq r<.3$ is weak, $.3\leq r<.5$ is moderate, and $r\geq.5$ is strong [35]. These quality indicators were applied in all correlation assessments.

Data cleaning and analyses were performed in RStudio [36,35] using the following packages: psych [37], ggplot2 [38], sjPlot [39], lavaan [40], semPlot [41], and semTools [42].

Ethical Approval and Consent to Participate

Ethical and scientific approval was granted by the Scientific and Ethical Review Board of the Faculty of Behavioural and Movement Sciences at the VU Amsterdam (file number: VCWE-2016-006).

Results

Sample

Over a period of 10 months (May 2016 to February 2017), 262 respondents completed the questionnaire. Table 1 provides an overview of the samples and participant characteristics. On a pooled level, participants were middle-aged ($M=45$, $SD=11$), female (81.7%), and had over 11 years working experience in their respective fields (52.9%). The response rate for group 2 was 22.8% (125 out of 547) [28]. For sample groups 1 and 3, response rates are not available because of the convenience and open sampling approach. The time required to complete the questionnaire was 7.56 min on average ($SD=6.48$, $n=134$, based on questionnaire log files).

Scale scores

Figure 2 shows the distributional characteristics of the scale scores for the combined samples. The 4 subconstructs (CO, CP, CA, and RM) and the NPS follow similar response patterns.
Considering the length of the boxplot for the scales, respondents vary less in responses to items for the CO construct and more for CP and CA. The distributions of 3 subscales appear to have a slight tendency toward agreement with item statements where CA received mostly neutral responses. Most outliers are in the disagreement end of the scales.

Table 2 shows the mean scale scores, indicating that respondents on average agreed with the item statements. Respondents disagreed considerably with item CA.2, indicating that they did not find the intervention disruptive to working relations (Figure 3).

Table 1. Sample composition and demographics of respondents of the Dutch Normalization MeAsure Development questionnaire.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pooled</th>
<th>Group 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Group 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Group 3&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases, n (%)</td>
<td>262 (100.0)</td>
<td>115 (43.9)</td>
<td>125 (47.7)</td>
<td>22 (8.4)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.4 (11)</td>
<td>41.5 (10.7)</td>
<td>48.6 (10.1)</td>
<td>43.1 (11)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>214 (81.7)</td>
<td>91 (79.1)</td>
<td>108 (86.4)</td>
<td>15 (68.2)</td>
</tr>
<tr>
<td>Work experience (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>4 (1.7)</td>
<td>3 (1.2)</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1-2</td>
<td>16 (6.6)</td>
<td>3 (1.2)</td>
<td>13 (5.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>3-5</td>
<td>46 (19.0)</td>
<td>19 (7.9)</td>
<td>27 (11.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>6-10</td>
<td>48 (19.8)</td>
<td>21 (8.7)</td>
<td>19 (7.9)</td>
<td>8 (3.3)</td>
</tr>
<tr>
<td>11-15</td>
<td>32 (13.2)</td>
<td>17 (7.0)</td>
<td>13 (5.4)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>96 (39.7)</td>
<td>36 (14.9)</td>
<td>52 (21.5)</td>
<td>8 (3.3)</td>
</tr>
<tr>
<td>Sector&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PC-MH&lt;sup&gt;e&lt;/sup&gt;</td>
<td>135 (51.5)</td>
<td>12 (4.6)</td>
<td>122 (46.6)</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>BC-MH&lt;sup&gt;f&lt;/sup&gt;</td>
<td>35 (13.4)</td>
<td>20 (7.6)</td>
<td>8 (3.1)</td>
<td>7 (2.7)</td>
</tr>
<tr>
<td>SC-MH&lt;sup&gt;g&lt;/sup&gt;</td>
<td>114 (43.5)</td>
<td>97 (37.0)</td>
<td>0 (0.0)</td>
<td>17 (6.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Group 1: mental health care professionals in large regional mental health organizations.
<sup>b</sup>Group 2: general practice–based mental health nurse specialists.
<sup>c</sup>Group 3: mental health professionals attending the annual national cognitive behavioral therapy (CBT) congress.
<sup>d</sup>Sector: respondents could choose multiple answers: primary care-mental health services, basic care-mental health, and specialist care-mental health.
<sup>e</sup>PC-MH: primary care-mental health services.
<sup>f</sup>BC-MH: basic care-mental health.
<sup>g</sup>SC-MH: specialist care-mental health.

Figure 2. Boxplot of the scale scores for the combined mental health samples. CA: collective action; CO: coherence; CP: cognitive participation; NPS: normalization process scale; RM: reflexive monitoring.
Table 2. Mean scale scores.

<table>
<thead>
<tr>
<th>Scale*</th>
<th>n*b</th>
<th>Mean (SD)</th>
<th>Lowc</th>
<th>Highc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalization process scale (NPS)c</td>
<td>221</td>
<td>3.54 (0.51)</td>
<td>2.11</td>
<td>4.85</td>
</tr>
<tr>
<td>Coherence (CO)</td>
<td>259</td>
<td>3.70 (0.67)</td>
<td>1.00</td>
<td>5.00</td>
</tr>
<tr>
<td>Cognitive participation (CP)</td>
<td>256</td>
<td>3.69 (0.73)</td>
<td>1.33</td>
<td>5.00</td>
</tr>
<tr>
<td>Collective action (CA)</td>
<td>227</td>
<td>3.30 (0.69)</td>
<td>1.29</td>
<td>5.00</td>
</tr>
<tr>
<td>Reflexive monitoring (RM)</td>
<td>181</td>
<td>3.55 (0.62)</td>
<td>1.50</td>
<td>5.00</td>
</tr>
</tbody>
</table>

*aFor the total NPS scale, a maximum of 15% missingness was allowed. For the sub-scales, a minimum of 2 rated items were needed to calculate a mean.

*bNumber of respondents varies because of item nonresponse.

*cLow and High represent the lowest (1) and highest (5) score, respectively, rated by the respondents.

Figure 3. Frequency distribution of item responses. The upper part of the figure shows the percentage of respondents reporting strongly disagree, disagree, agree, or strongly agree. The gray bar coupled to the y-axis indicates the percentage of participants rating an item as “neutral.” The lower part of the figure shows the percentage of respondents who chose to not to rate a specific item (ie, not relevant). CO: coherence, CP: cognitive participation. CA: collective action. RM: reflexive monitoring.

Internal Consistency
Considering the number of items, the internal consistency of the translated NoMAD questionnaire is good for the total score (αNPS=.85) and ranges from questionable to acceptable for the subscales (.62≤α≤.75; Table 3). Internal consistency improved to good when items were dropped.

Factor Structure
Table 4 summarizes the CFA results and the fit indices for the 3 models: (1) the first order 4-factor model in which normalization is defined by 4 correlated constructs, (2) the first order unidimensional model, and (3) the hierarchical model in which a second-level factor accounts for the correlations among the 4 first-order factors. Considering the number of items, all 3 models fitted the data reasonably well. Both the 4-factor model and the hierarchical model represented the observed data significantly better than the unidimensional model (respectively: χ²6=220.7, P≤.05, and χ²6=198.1, P≤.05). The 4-factor model performed better than the hierarchical model (χ²2=22.5, P≤.05) with less discrepancy between the obtained and implied data (χ²16=559.7, SRMR=0.12), better fit per variable (RMSEA=0.10), and better fit relative to a baseline model (CFI=0.90, TLI=0.88). Notwithstanding the significance, the difference for the chi-square test statistic and the fit indices is small and potentially not outweighing the practical relevance of a total summary score and subscale scores combined in one measurement model. Therefore, the factor structure of the hierarchical model is displayed in Figure 4.
Table 3. Internal consistency calculated by using Cronbach alpha.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Cronbach alpha UK(^{a})</th>
<th>Cronbach alpha NL(^{b}) (95% CI)</th>
<th>Cronbach alpha, if item dropped</th>
<th>Item-rest correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalization process scale</td>
<td>.89</td>
<td>.85 (0.82-0.89)</td>
<td>.86 (CA.2(^{c}))</td>
<td>.03 (CA.2)</td>
</tr>
<tr>
<td>Coherence</td>
<td>.71</td>
<td>.71 (0.61-0.81)</td>
<td>.80 (CO.2(^{d}))</td>
<td>.25 (CO.2)</td>
</tr>
<tr>
<td>Cognitive participation</td>
<td>.81</td>
<td>.62 (0.51-0.73)</td>
<td>.75 (CP.1(^{e}))</td>
<td>.10 (CP.1)</td>
</tr>
<tr>
<td>Collective action</td>
<td>.78</td>
<td>.75 (0.69-0.82)</td>
<td>.81 (CA.2)</td>
<td>.00 (CA.2)</td>
</tr>
<tr>
<td>Reflexive monitoring</td>
<td>.65</td>
<td>.64 (0.54-0.74)</td>
<td>—(^{f})</td>
<td>.36 (RM.1(^{g}))</td>
</tr>
</tbody>
</table>

\(^{a}\)UK: English validation study results [25].
\(^{b}\)NL: current Dutch study sample.
\(^{c}\)CA.2: collective action item 2.
\(^{d}\)CO.2: coherence item 2.
\(^{e}\)CP.1: cognitive participation item 1.
\(^{f}\)No improvement of alpha found.
\(^{g}\)RM.1: reflexive monitoring item 1.

Table 4. Results of the confirmatory factor analysis (CFA). A fourth model is included in the CFA to explore potential improvements only.

<table>
<thead>
<tr>
<th>Model</th>
<th>(n_{\text{par}})^(^{a})</th>
<th>(\chi^2)^(^{b})</th>
<th>df</th>
<th>CFI(^{c})</th>
<th>TLI(^{d})</th>
<th>RMSEA(^{e})</th>
<th>SRMR(^{f})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Four-factor</td>
<td>106</td>
<td>559.7</td>
<td>164</td>
<td>0.90</td>
<td>0.88</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Unidimensional</td>
<td>100</td>
<td>837.3</td>
<td>170</td>
<td>0.82</td>
<td>0.80</td>
<td>0.12</td>
<td>0.15</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>104</td>
<td>580.9</td>
<td>166</td>
<td>0.89</td>
<td>0.87</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Hierarchical modified</td>
<td>101</td>
<td>426.1</td>
<td>146</td>
<td>0.93</td>
<td>0.91</td>
<td>0.09</td>
<td>0.11</td>
</tr>
</tbody>
</table>

\(^{a}\)\(n_{\text{par}}\): number of parameters estimated in the CFA.
\(^{b}\)\(\chi^2\): scaled chi-squared test.
\(^{c}\)CFI: Comparative Fit Index.
\(^{d}\)TLI: Tucker Lewis Index.
\(^{e}\)RMSEA: Root Mean Square Error of Approximation.
\(^{f}\)SRMR: Standardized Root Mean Square Residual.
Potential Model Improvements

We explored possibilities to improve the measurement accuracy and reliability of the proposed hierarchical model. From evaluating the item-factor loadings, it can be concluded that item CA.2 has a weak relationship with CA ($\lambda = 0.10$), indicating that less than 1% of the variance in this item is explained by this factor. This is confirmed by the “Cronbach alpha-if-item-dropped” statistic indicating an improvement in the measured internal consistency of the theorized model when this item is removed (Table 3). MIs were consulted for the 4-factor model and 2 error term covariances—CA.3 to CA.4 (MI=76.9, $\delta = 0.56$) and CP.3 to CP.4 (MI=51.1, $\delta = 0.59$)—were identified as potential improvements to the model. For indicative purposes, the CFA was performed for an adapted hierarchical model in which the weakest item (CA.2) was removed and the 2 error terms were added. The modified model performed slightly better than the unmodified models (Table 4).

Convergent Validity

Following the UK study, we also explored the convergent validity of the original 20-item 4-factor model by correlating the observed mean factor scores with the mean scores for the 3 general normalization questions. Table 5 summarizes the findings. Weak correlations with the general normalization items were found for CO, CA, and RM ($-.02 \leq r \leq .27$, $0.09 \leq P \leq .81$). The CP subscale had a moderate-to-strong correlation with the normalization items ($.42 \leq r \leq .59$, $P \leq .05$).
However, this is speculative, and we feel it is too early to discard the item. We suggest further deliberation on the theorized meaning of the latent and observed variables to determine the influence of sample characteristics, implementation objects, and linguistic differences in the item formulation before conclusive decisions about possible improvements to the theorized model can be made [26,33]. In addition, we observed an increase of responses rating items in the RM scale as not applicable. Given the novelty of eMH to the care setting, it might be that the respondents have had limited exposure to the intervention to reflect on its implementation. This corresponds with a sequential interpretation of the NPT constructs but is not the only approach to the ordering of NPT mechanisms [22], and we did not measure the stage or type of implementation trajectory that respondents were currently engaged with, making it too early to draw any conclusions on the item response patterns at this stage.

Limitations

In view of the heterogeneity in implementation objects and health care settings included in current and previous NoMAD validation studies, the relevance of items should be taken in to account when administering the questionnaire to specific groups of respondents [24,25,45]. Although an open recruitment strategy was used for this study, it may be that the respondents had a natural inclination to partake in research or had a pioneering standpoint toward implementing eMH. This could have led to certain trends in the data that are not necessarily representative of the wider mental health care community involved in implementing eMH interventions. In this respect, it must be noted that sample groups 1 and 3 (mental health practice–based mental health nurse specialists [28]) were convenience sampled. Sample 2 (48% of the pooled sample used in the CFA) was obtained through surveying members of a national professional association of general practice–based mental health nurse specialists [28]. We aimed to reduce selection bias by including these 3 sampling sources but results need to be interpreted with care because of the open design.

For the questionnaire, a 5-point Likert scale has been used for scoring the items. It goes beyond the scope of this study to

### Discussion

**Principal Findings**

Accurate and reliable instruments for measuring implementation factors and progress are currently few but required to improve the uptake of eMH interventions in routine care [11,43,44]. For this study, we translated NoMAD from English to Dutch and sought to confirm its theorized 4-factor structure in mental health care settings.

Our suggests that the NoMAD can be used reliably in assessing normalization processes in Dutch mental health care settings. Using structural equation modelling, the CFA showed that the 4-factor model fitted the observed data best. This finding points in the same direction as the English psychometric study (CFI=0.95, TLI=0.93, RMSEA=0.08, SRMR=0.03, estimator: maximum likelihood) [25]. The hierarchical model might prove useful in increasing the practical utility of the NoMAD questionnaire. It offers implementation practitioners and researchers with an overall normalization score enabling comparisons across implementation projects. In addition, the subscales scores can provide a more fine-grained understanding of normalization processes and aid in identifying specific areas for improvement.

Considering the factor loadings of both the 4-factor and hierarchical models and the measured internal consistency, improvement of the theorized model seems desirable. Most notably, the explained variance in item CA.2: [the intervention] disrupts working relationships, was below validation standards (see Figure 3). Even though the extent to which people are using eMH interventions in practice might influence their perceived disruptive nature, a possible explanation might be found in the limited variance in ratings for this item as 70% of the respondents strongly disagreed with this item. This might stem from differences in linguistic interpretation by the respondents. For example, it could be that the translation of the term disrupt in CA.2 has a more negative connotation among the Dutch respondents than it has among English native speakers, leading to a tendency toward negative responses in the Dutch sample. However, this is speculative, and we feel it is too early to discard the item. We suggest further deliberation on the theorized meaning of the latent and observed variables to determine the influence of sample characteristics, implementation objects, and linguistic differences in the item formulation before conclusive decisions about possible improvements to the theorized model can be made [26,33]. In addition, we observed an increase of responses rating items in the RM scale as not applicable. Given the novelty of eMH to the care setting, it might be that the respondents have had limited exposure to the intervention to reflect on its implementation. This corresponds with a sequential interpretation of the NPT constructs but is not the only approach to the ordering of NPT mechanisms [22], and we did not measure the stage or type of implementation trajectory that respondents were currently engaged with, making it too early to draw any conclusions on the item response patterns at this stage.

**Limitations**

In view of the heterogeneity in implementation objects and health care settings included in current and previous NoMAD validation studies, the relevance of items should be taken in to account when administering the questionnaire to specific groups of respondents [24,25,45]. Although an open recruitment strategy was used for this study, it may be that the respondents had a natural inclination to partake in research or had a pioneering standpoint toward implementing eMH. This could have led to certain trends in the data that are not necessarily representative of the wider mental health care community involved in implementing eMH interventions. In this respect, it must be noted that sample groups 1 and 3 (mental health specialists and attendees of a national annual CBT congress, respectively) were convenience sampled. Sample 2 (48% of the pooled sample used in the CFA) was obtained through surveying members of a national professional association of general practice–based mental health nurse specialists [28]. We aimed to reduce selection bias by including these 3 sampling sources but results need to be interpreted with care because of the open design.

For the questionnaire, a 5-point Likert scale has been used for scoring the items. It goes beyond the scope of this study to

### Table 5. Convergent validity: correlations of the total score and 4 factors with the general normalization items (Part B of the questionnaire).

<table>
<thead>
<tr>
<th>General item</th>
<th>NPS&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>CO&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>CP&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>CA&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>RM&lt;sup&gt;e&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1 Feels familiar</td>
<td>.26 (0.14 to 0.38)</td>
<td>.04&lt;sup&gt;f&lt;/sup&gt; (−0.09 to 0.17)</td>
<td>.50 (0.40 to 0.59)</td>
<td>.14 (0.01 to 0.26)</td>
<td>−.02&lt;sup&gt;g&lt;/sup&gt; (0.15 to 0.11)</td>
</tr>
<tr>
<td>No. 2 Is normal</td>
<td>.35 (0.23 to 0.46)</td>
<td>.13 (0.01 to −0.26)</td>
<td>.42 (0.31 to 0.52)</td>
<td>.27 (0.15 to 0.39)</td>
<td>.18 (0.05 to 0.30)</td>
</tr>
<tr>
<td>No. 3 Becomes normal</td>
<td>.32 (0.21 to 0.42)</td>
<td>.10&lt;sup&gt;h&lt;/sup&gt; (−0.03 to 0.22)</td>
<td>.59 (0.51 to 0.66)</td>
<td>.10&lt;sup&gt;i&lt;/sup&gt; (−0.02 to 0.22)</td>
<td>.03&lt;sup&gt;j&lt;/sup&gt; (−0.09 to 0.15)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NPS: normalization process scale.

<sup>b</sup>CO: coherence.

<sup>c</sup>CP: cognitive participation.

<sup>d</sup>CA: collective action.

<sup>e</sup>RM: reflexive monitoring.

<sup>f</sup>P<sub>.52</sub>.

<sup>g</sup>P<sub>.81</sub>.

<sup>h</sup>P<sub>.12</sub>.

<sup>i</sup>P<sub>.09</sub>.

<sup>j</sup>P<sub>.63</sub>; all other correlations are significant.
discuss the consequences of this choice in depth, but it is important to note that we approached the individual responses as ordinal data because the numbers in Likert scales represent verbal statements and not numeric entities. The mean is commonly applied to summarize data allowing for calculating SDs and CIs. However, these indicators can be biased by outliers in non-normal distributions, possibly resulting in a distorted indication of the centrality of the data [46]. In addition, the approach to item nonresponse (or missingness) should be considered. Item nonresponse means that even though the respondent has participated in the study, data for certain items are unavailable for analysis [47]. In this study, respondents needed to either rate their agreement with the NoMAD items or indicate the item as not applicable.

For calculating a scale score, 2-rated items per scale were required. This approach might be limited in informing normalization processes as 50% (more for scales of more than 4 items) of the items in the same scale could be rated as not applicable. One possibility to reduce this nonignorable form of nonresponse is to apply a forced-choice approach by removing the option for respondents to rate an item as “not applicable” from the questionnaire. However, there is a risk that forcing a rating might lead to an artificial response when a respondent feels they do not have a choice. Another possibility is to apply theoretically defined and empirically confirmed cutoff for allowable missingness in calculating the scale scores.

A further methodological limitation of this study relates to the fit indices used to evaluate the models in the CFA. As the fit indices we used were developed for maximum likelihood–based parameter estimators, they should be interpreted with caution for ordinal data using robust Weighted Least Square estimators such as the WLSMV that we applied. It is argued that the distribution of the data and sample size have a consistent influence that might lead to overestimation of fit indices with ordinal data [48].

**Future Research**

With this study, we have successfully contributed to the ambition of NoMAD in delivering a generic implementation measurement instrument for measuring normalization processes across different health care settings, including mental health [11,12,23-25,49,50]. Future research should assess relative predictive value and add to the practical interpretability and utility of the questionnaire. The hierarchical model provides the added value of a singular score for situations that require comparative evaluations of different implementation processes, while retaining the possibility to assess context-specific implementation processes at the construct level for understanding where implementation challenges exist in the development of effective and efficient implementation activities.

However, and although interpretability of the sub-scale scores and the total NPS score does make sense from a mathematical perspective, the meaning and normativity of the scores in practice need to be established before these scores can serve implementation research and practice meaningfully. Future research should establish normative data and assess the implied factor structure of the hierarchical model in different datasets.

To increase comparability with the UK psychometric study, the 3 general normalization items were added to the questionnaire solely for assessing convergent validity [23-25]. Although this gives some indications of correlation of the NoMAD items with similar scales, the status of these 3 items is unclear. However, they do not constitute to the core of the questionnaire, and users are advised to disregard them. Instead, different measures of comparable constructs should be examined to establish a stronger assessment of convergent validity. Preferably, a multitrait-multimethod matrix should be used to strengthen conclusions about construct validity by using different methods such as organizational data on normalization success [34,51,52].

Test-retest reliability should be assessed to examine responsiveness of the questionnaire over time, to establish the ability of the questionnaire to measure changes when they occur. Responsiveness can be considered a measure of longitudinal validity and can be assessed by testing the predefined hypothesis about expected differences in changes between known samples at different time points [27]. As the duration to achieve implementation success can vary across context implementation object and implementation activities, careful consideration is needed regarding an appropriate time frame for repeat testing to assess responsiveness of the NoMAD questionnaire [53]. Applying a large-scale, stepped-wedge randomized controlled trial, NoMAD is used to measure change in normalization processes over time in the ImpleMentAll project (study protocol forthcoming) to test the effectiveness of tailored implementation compared with usual implementation activities for eMH interventions.

**Conclusions**

Accurate and reliable assessment of implementation processes are needed to advance the implementation of eMH interventions in routine care. The translated NoMAD questionnaire proves to be a promising instrument in measuring implementation processes of innovative interventions in Dutch mental health care settings. The theorized 4-factor model approached the observed data acceptably, but there is room for improvement. The hierarchical model might prove useful in increasing the practical utility of the NoMAD questionnaire. Future research should add to the practical utility of the questionnaire by establishing normative data and assess the relative predictive value and responsiveness of the questionnaire over time.
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Abstract

Background: A plethora of health literacy instruments was developed over the decades. They usually start with experts curating passages of text or word lists, followed by psychometric validation and revision based on test results obtained from a sample population. This process is costly and it is difficult to customize for new usage scenarios.

Objective: This study aimed to develop and evaluate a framework for dynamically creating test instruments that can provide a focused assessment of patients’ health literacy.

Methods: A health literacy framework and scoring method were extended from the vocabulary knowledge test to accommodate a wide range of item difficulties and various degrees of uncertainty in the participant’s answer. Web-based tests from Amazon Mechanical Turk users were used to assess reliability and validity.

Results: Parallel forms of our tests showed high reliability (correlation=.78; 95% CI 0.69-0.85). Validity measured as correlation with an electronic health record comprehension instrument was higher (.47-.61 among 3 groups) than 2 existing tools (Short Assessment of Health Literacy-English, .38-.43; Short Test of Functional Health Literacy in Adults, .34-.46). Our framework is able to distinguish higher literacy levels that are often not measured by other instruments. It is also flexible, allowing customizations to the test the designer’s focus on a particular interest in a subject matter or domain. The framework is among the fastest health literacy instrument to administer.

Conclusions: We proposed a valid and highly reliable framework to dynamically create health literacy instruments, alleviating the need to repeat a time-consuming process when a new use scenario arises. This framework can be customized to a specific need on demand and can measure skills beyond the basic level.

(J Med Internet Res 2019;21(2):e12525) doi:10.2196/12525
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Introduction

Background

The past few decades have seen a proliferation of health literacy instruments. Recent reviews have identified dozens of tools [1-5], ranging from general measurements to disease-, content-, or population-specific ones. These instruments aim to measure a variety of skills necessary to function in the health care system.

For example, 1 study [5] categorized 51 instruments based on 11 dimensions, including the ability to perform basic reading tasks, to communicate on health matters, and to derive meaning from sources of information. The ability to understand information is 1 of the 4 skills of health literacy identified in a systematic review [6]. It is also one of the most measured skills in the instruments. Those that measure this skill are widely used in research.
Designing an instrument measuring reading ability, or print literacy, is a time- and effort-intensive process. It usually starts with experts curating passages of text or word lists, followed by psychometric validation and revision based on test results obtained from a sample population. Once validated, the instruments stay static.

There are a few potential drawbacks of reusing instruments designed long in the past. First, language use patterns evolve over time. Health literacy, reading ability in particular, needs to adapt to these changes. Instruments that were designed from early text sources may be out of date when employed decades later. Although we are not aware of reports of this nature in the health literacy literature, researchers working on general vocabulary estimation tools have seen the need to update old tests [7].

Moreover, the public’s reading abilities may also change because of increased exposure to print material. Statistics of educational attainment show that the population is receiving more education. Degrees conferred at various postsecondary levels all rose more than 30% over the decade between 2004-05 and 2014-15 according to a recent US national report [8]. More exposure to advanced text material at or above college level may improve one’s reading ability. Older instruments that tend to use low-grade-level text may struggle to distinguish readers proficient above the very basic level that is required to function in the health care system. This ceiling effect, many test takers obtaining perfect scores [9], can be more pronounced when such tests are administered to groups in the general population, reflecting that many were developed with convenience samples of patients in a health care setting. Therefore, they function well as screening tools to detect low health literacy but may fail to properly separate advanced readers.

In this work, we aimed to develop a test framework that can be customized to a specific need on demand and can measure skills beyond the basic level.

Prior Work

We highlight a few instruments in this section that measure the individual skills and abilities of understanding written text. For a more complete review of instruments that measure both reading and other skills, we refer the reader to a recent review [5].

Numerous instruments have been developed to test health literacy since the 1990s. There are 2 such frequently used instruments: the Rapid Estimate of Adult Literacy in Medicine (REALM) [10] and the Test of Functional Health Literacy in Adults (TOFHLA) [11], with its shortened form Short Test of Functional Health Literacy in Adults (S-TOFHLA) [12].

REALM is a tool based on word pronunciation. A list of 66 common medical terms is organized into 3 columns according to the number of syllables and pronunciation difficulty. The administrator records the number of terms correctly pronounced by the test taker, and the raw count can be converted to 1 of the 4 grade levels: 0 to 3, 4 to 6, 7 to 8, and 9 and above. Criterion validity of REALM is established with Wide Range Achievement Test-Revised (WRAT-R) and other tests in the general domain. Estimate of administration time is under 3 min, making it easy to fit in a busy clinical workflow.

TOFHLA is designed to measure patients’ ability to read and understand what they commonly encounter in the health care setting. It consists of 17 numeracy items and 3 prose passages. The passages are drawn from actual materials a patient may need to read, including instructions for preparation for an upper gastrointestinal series, the patient Rights and Responsibilities section of a Medicaid application, and a standard informed consent form. They are converted to a Cloze test with 50 items. Total scores are divided into 3 levels: inadequate, marginal, and adequate. TOFHLA’s correlations with WRAT-R, REALM were tested to establish validity. TOFHLA takes up to 22 min to administer.

Aiming to reduce the administration time, TOFHLA was abridged to an abbreviated version, S-TOFHLA, which takes a maximum of 12 min [12]. A total of 2 passages with 36 items were selected from the full version. S-TOFHLA’s validity is compared with the long version of the TOFHLA and the REALM.

Since the publication of REALM and TOFHLA, many new instruments were derived from them, for different use cases. They were often used as the reference to test for criterion validity. The development process remains largely the same, requiring expert curation and time-consuming validation. For instance, Literacy Assessment for Diabetes [13], Rapid Estimate of Adult Literacy in Vascular Surgery [14], and Arthritis-Adapted REALM [15] were examples in the REALM family. Oral Health Literacy Instrument [16] and Nutritional Literacy Scale [17] followed the design of TOFHLA.

New instruments are constantly developed for particular use scenarios. Examples of specific disease or condition included tests on asthma [18], hypertension [19], diabetes [20], colon cancer [21], and heart failure [22]. Tools for a specific population such as adolescents [23,24] were also developed. In different health domains, Rapid Estimate of Adult Literacy in Dentistry (REALD)-30 [25], REALD-99 [26], Test of Functional Health Literacy in Dentistry [27], Health Literacy in Dentistry (HeLD) [28], and short - form HeLD-14 [29] targeted dentistry, and Rapid Estimate of Adult Literacy in Genetics [30] measured literacy in genetics.

Another line of research used self-reported comprehension assistance seeking—behavior, as opposed to testing an underlying reading ability, to identify patients with inadequate health literacy. One such study presented 3 questions that can each screen for low literacy [31]. An instrument with a single item was evaluated in a primary care setting to rule out patients with limited health literacy [32].

Among the menagerie of instruments, Medical Term Recognition Test (METER) [33] bears the most similarity to our framework. It included 40 actual medical words and 40 nonwords and required the participant to mark the actual words. This format is generally known as a Yes-No test in the language testing research community. It was proposed in the 1980s as a simple alternative to the traditional multiple-choice method of testing vocabulary knowledge [34]. Scoring of the METER test
suffers from a problem that is common to this type of tests: ambiguity in unmarked items. It is not clear whether the participant was uncertain about the item or genuinely did not know it. Our work addressed this problem by explicitly giving various degrees of familiarity with an item as answer options. A second drawback of this tool is that it reused many of the REALM words, rendering the test somewhat redundant.

Methods

Study Approval
This study was approved by the Institutional Review Board at the University of Massachusetts Medical School.

Instrument Framework
We modeled our test framework after the Yes-No vocabulary test. Vocabulary is critical to text comprehension [35]. A meta-analysis showed that vocabulary knowledge most likely played a causal role in comprehension [36]. Another work showed that self-reported comprehension scores improved after lay definitions were provided for medical jargon [37].

In psycholinguistic research, the Yes-No test for vocabulary knowledge usually comprises words at different frequency levels and pseudowords to calibrate for random guessing. Pseudowords are strings of letters that follow the phonotactic and morphological rules of a language but are generally not actual words. The participants are asked to indicate whether they know each of the items.

Although this test format seems simple, creating them is not. Our framework generalized this format by relaxing the need to curate a new set of word and pseudoword items each time a new test is required. Moreover, it can account for uncertainty in the participant’s familiarity with a word. Our framework can also be customized to a particular domain of interest such as dentistry or hypertension. There are 2 parts to generating a test set under our framework. We start from a vocabulary with their associated occurrence frequencies in a large corpus. The vocabulary is first divided into 10 equally sized tiers based on their frequency. A total of 5 words are then randomly selected from each tier. Next, 2 pseudowords are generated from 2 random words in each tier.

The 50 words and 20 pseudowords constitute a complete instantiation of the framework. The options a test taker has for each item are a 4-level Likert scale:

1. I have never seen this word and do not know its meaning.
2. I have seen this word but do not know its meaning.
3. I think I know the word’s meaning, but I am not sure.
4. I am sure I know the word’s meaning.

Score Method
To calculate a score, we measure the agreement between a user and a master. A master perfectly answers all the true words with the most confident value and all pseudowords with the lowest value on the Likert scale. We generalized Cohen kappa (κ) as a measure of agreement, which calculates the observed and chance disagreement:

\[ \kappa = 1 – q_o/q_e \] (1)

where \( q_o \) is the observed disagreement proportion and \( q_e \) is the expected disagreement by chance. In an ordinal scale like ours, the proportion can be weighted to account for varying degrees of disagreement [38].

When all the items are considered equal, as in weighted κ, the ratings from the 2 raters can be summarized in a \( K \times K \) contingency table, where \( K \) is the number of categories into which a test item can be assigned. The disagreement proportions can be found from this table by multiplying the different degrees of disagreement \( v_{ij} \), where \( v_{ij} \) is the weight indicating the disagreement when 1 rater assigned \( i \) whereas the other assigned \( j \) to an item.

We generalized this agreement by allowing the test items to carry different weights, thus accounting for their prevalence in a corpus and a person’s likelihood of knowing them. We calculate the observed disagreement proportion by summing the individual item’s disagreement, weighted by an item weight. Let \( u=[u_1, u_2, ..., u_{k}] \) denote the item weights for \( N \) test items. Note that the weights are normalized such that 0 ≤\( u_k \) ≤1 and \( \sum_{k=1}^{K} u_k = 1 \). Let \( k=[k_1, k_2, ..., k_{K}] \) and \( l=[l_1, l_2, ..., l_{K}] \) denote the category assignments given to the test items by the 2 raters, respectively. Finally, let \( v(i, j) \) denote a function that returns the disagreement weight between categories \( i \) and \( j \). The observed disagreement can be found in equation 2 (Figure 1).

![Figure 1. Observed and chance disagreement calculation.](http://www.jmir.org/2019/2/e12525/)
The chance disagreement follows from weighted $\kappa$, with the distribution of category assignments for each rater weighted by $u$ as shown in equations 3-5 in Figure 1.

Our generalized $\kappa$ can be found by substituting the 2 disagreement proportions in equation 1 with equations 2 and 3. The score still has a value range between 0 and 1. An example of the detailed calculations is provided in Multimedia Appendix 1.

Assessment of Reliability

Test Format

In total, 2 parallel instantiations of our framework were created using the same corpus, and scores were calculated using the same disagreement weight and scheme. The 2 tests were shown back to back to participants without demarcations. The test takers were not informed that they were taking 2 equivalent tests.

Test Administration

We administered the 2 parallel instantiations of our framework to 100 Amazon Mechanical Turk (AMT) users. They were screened to be from the United States and had an approval rate of at least 90%. We then eliminated answers from users that were not native speakers of English.

Several quality control items were randomly embedded in the test. They were simple and unambiguous questions with only 1 clear and correct answer. They served to identify users that attempted to game our test.

Assessment of Validity

Test Format

We designed a 4-part online questionnaire to validate our health literacy framework. The test consisted of S-TOFHLA, Short Assessment of Health Literacy-English (SAHL-E) [39], our QuikLitE framework, the short form ComprehENotes test [40], and 5 self-reported document difficulty questions.

To generate a set of test items from our framework, we used the Google Books Ngram Corpus [41] as our starting vocabulary. This corpus is a large multilingual collection of digitized books, which were automatically annotated with syntactic information. The English corpus contains approximately 4.5 million volumes and close to half a trillion words. As the earliest volumes date from the 1800s, we selected 4.5 million volumes and close to half a trillion words. For each document, the users were asked to rate its difficulty from 1 (easiest to understand) to 10 (most difficult to understand).

Similar to the parallel form reliability test, quality control items that were designed to resemble real test questions were also randomly inserted to filter out cheating test takers.

Test Administration

We recruited AMT users to take 3 versions of our online test. The tests differed in the instantiation of our framework and the document difficulty self-assessment. We generated 2 sets of word items from our framework. A total of 2 sets of Wikipedia article excerpts were selected for the document difficulty questions. The 3 versions of the test included different combinations of the vocabulary test and document difficulty test.

A power analysis projected a sample size of 158 to achieve a power of 0.8 with a medium effect size. Published instruments such as S-TOFHLA and SAHL-E, with which we compared in this study, used data from approximately 200 users for validation. We, therefore, recruited 200 users for each of our test version. They were screened in the same fashion as in the reliability assessment.

When scoring our literacy test, we adopted a linear disagreement weight, that is, $v(i,j)=|i−j|$. Item weights for true words were based on their transformed frequency in the Google Books Ngram Corpus. Specifically, the word frequencies were converted to a logarithmic scale and standardized. These transformed frequencies were then passed through a logistic function to obtain the item weights. This item weight scheme emphasizes words with high frequencies and applies minimum weight on the rare words. We expect high-frequency words to be known by most native speakers, and unfamiliarity indicates lower language ability and literacy. At the other end of the frequency spectrum, rare words may pose a challenge for most people, holding little power to distinguish the test takers’ vocabulary knowledge. Pseudowords were each assigned a weight equal to the average weight of the true words.

http://www.jmir.org/2019/2/e12525/
Results

Score Distribution
We first present a distribution of health literacy scores as assessed by our framework in Figure 2. Mean scores among users in the 3 groups were 0.514 (SD 0.114), 0.498 (SD 0.154), and 0.528 (SD 0.101).

Reliability
Of the 100 users that participated in the parallel form test, 90 responses were legitimate. Demographic information of the users is shown in Table 1. The correlation between scores of the 2 equivalent forms was .78 (95% CI 0.69-0.85; P<.001), suggesting a high level of reliability.

Validity
Demographic information of the AMT users is shown in Table 2.

Correlation measured between user score and ComprehENotes on the 3 groups of users were moderate to decent, shown in Table 3. The correlation coefficients were .61 (95% CI 0.51-0.69), .49 (95% CI 0.38-0.59), and .47 (95% CI 0.35-0.57).

We also measured polyserial correlation between our score and the self-reported document difficulty. The document difficulty scores were reverse coded in the analysis and treated as an ordinal variable. The correlations of the 3 groups were .30 (95% CI 0.17-0.43), .21 (95% CI 0.07-0.34), and .29 (95% CI 0.15-0.41). The weak correlations may be partially explained by the fact that despite given a range of 1 to 10, the AMT users on average rated the document difficulty at 3.8, with an SD of 2.0. As the document excerpts were taken from well-written articles for a wide readership, and over 70% of the users had at least an associate degree, the actual document difficulty ratings concentrated in a narrow range.

Our framework achieved higher correlation with both ComprehENotes and self-reported document difficulty than the 2 existing instruments.

Subpopulation Differences
We compared the score differences between the subpopulations in our validation data. We divided the data based on gender, race, and age to test differences in the subpopulations. Analysis of variance (ANOVA) showed that there was no significant difference between males and females (F1,79=2.895; P=.09). Older users (>45 years) tended to score higher (F1,579=21.182; P<.001). White users achieved better scores than non-white users (F1,579=15.462; P<.001).

Ceiling Effect
Existing health literacy instruments may exhibit a ceiling effect, as shown in our data. A total of 52.8% of the users received the full score in SAHL-E and 55.1% in S-TOFHLA, whereas 32.4% scored perfectly in both tests. Furthermore, an overwhelming majority (94.3%) of the users made at most 1 error in either 1 of the tests. This phenomenon was also reported in other studies [44,45]. In contrast, our framework can accommodate a large variation of user health literacy levels. Among different educational attainment levels (high school or less, college, graduate), ANOVA analysis showed that scores under our framework were significantly different (F2,578=5.605; P<.01).

Administration Time
The median time the AMT users finished our test is reported in Table 4. The majority (90.36%) of users completed the test in less than 5 min. On average, they finished the test 1.5 min faster than S-TOFHLA. Compared with SAHL-E, users took an additional 1.5 min. Among the 30 health literacy instruments with a reported administration time from a catalog [5], our test time is smaller than or equal to 23 measures.
Table 1. Demographic information of Amazon Mechanical Turk users in reliability assessment (N=91).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Users, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>50 (55)</td>
</tr>
<tr>
<td>Male</td>
<td>41 (45)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>74 (81)</td>
</tr>
<tr>
<td>Black</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (3)</td>
</tr>
<tr>
<td>American Indian/Alaska Native/Native Hawaiian/Other Pacific Islander</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>6 (7)</td>
</tr>
<tr>
<td>25-34</td>
<td>44 (48)</td>
</tr>
<tr>
<td>35-44</td>
<td>24 (26)</td>
</tr>
<tr>
<td>45-54</td>
<td>9 (10)</td>
</tr>
<tr>
<td>55-64</td>
<td>8 (9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>27 (30)</td>
</tr>
<tr>
<td>Associate</td>
<td>27 (30)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>30 (33)</td>
</tr>
<tr>
<td>Master or higher</td>
<td>7 (8)</td>
</tr>
</tbody>
</table>
Table 2. Demographic information of Amazon Mechanical Turk users in validity assessment.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Group 1 (N=192), n (%)</th>
<th>Group 2 (N=196), n (%)</th>
<th>Group 3 (N=193), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>89 (46.4)</td>
<td>104 (53.1)</td>
<td>109 (56.5)</td>
</tr>
<tr>
<td>Male</td>
<td>103 (53.7)</td>
<td>92 (46.9)</td>
<td>84 (43.5)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>136 (70.8)</td>
<td>154 (78.6)</td>
<td>141 (73.1)</td>
</tr>
<tr>
<td>Black</td>
<td>21 (10.9)</td>
<td>19 (9.7)</td>
<td>20 (10.4)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>12 (6.3)</td>
<td>7 (3.6)</td>
<td>16 (8.3)</td>
</tr>
<tr>
<td>Asian</td>
<td>15 (7.8)</td>
<td>13 (6.6)</td>
<td>14 (7.3)</td>
</tr>
<tr>
<td>American Indian/Alaska Native/Native Hawaiian/Other Pacific Islander</td>
<td>4 (2.1)</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (2.1)</td>
<td>2 (1)</td>
<td>2 (1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>27 (14.1)</td>
<td>22 (11.2)</td>
<td>24 (12.4)</td>
</tr>
<tr>
<td>25-34</td>
<td>83 (43.2)</td>
<td>72 (36.7)</td>
<td>75 (38.9)</td>
</tr>
<tr>
<td>35-44</td>
<td>45 (23.4)</td>
<td>58 (29.6)</td>
<td>58 (30.1)</td>
</tr>
<tr>
<td>45-54</td>
<td>16 (8.3)</td>
<td>26 (13.3)</td>
<td>22 (11.4)</td>
</tr>
<tr>
<td>&gt;65</td>
<td>9 (4.7)</td>
<td>12 (6.1)</td>
<td>9 (4.7)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>0 (0)</td>
<td>4 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>53 (27.6)</td>
<td>62 (31.6)</td>
<td>50 (25.9)</td>
</tr>
<tr>
<td>Associate</td>
<td>48 (25)</td>
<td>30 (15.3)</td>
<td>36 (18.7)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>75 (39.1)</td>
<td>74 (37.8)</td>
<td>80 (41.5)</td>
</tr>
<tr>
<td>Master or higher</td>
<td>16 (8.3)</td>
<td>26 (13.3)</td>
<td>27 (14)</td>
</tr>
</tbody>
</table>

Table 3. Validity measured by correlation with ComprehENotes and self-reported document difficulty.

<table>
<thead>
<tr>
<th>Test instrument</th>
<th>ComprehENotes Group 1</th>
<th>ComprehENotes Group 2</th>
<th>ComprehENotes Group 3</th>
<th>Document difficulty Group 1</th>
<th>Document difficulty Group 2</th>
<th>Document difficulty Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>QuikLitE</td>
<td>.61</td>
<td>.49</td>
<td>.47</td>
<td>.30</td>
<td>.21</td>
<td>.29</td>
</tr>
<tr>
<td>SAHL-E&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.42</td>
<td>.38</td>
<td>.43</td>
<td>.23</td>
<td>.10</td>
<td>.11</td>
</tr>
<tr>
<td>S-TOFHLA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.34</td>
<td>.46</td>
<td>.40</td>
<td>.23</td>
<td>.14</td>
<td>.11</td>
</tr>
</tbody>
</table>

<sup>a</sup>SAHL-E: Short Assessment of Health Literacy-English  
<sup>b</sup>S-TOFHLA: Short Test of Functional Health Literacy in Adults.

Table 4. Median administration time in seconds.

<table>
<thead>
<tr>
<th>Test instrument</th>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>QuikLitE</td>
<td>173.5</td>
<td>180.5</td>
<td>189</td>
</tr>
<tr>
<td>SAHL-E&lt;sup&gt;a&lt;/sup&gt;</td>
<td>64</td>
<td>63</td>
<td>64</td>
</tr>
<tr>
<td>S-TOFHLA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>194.5</td>
<td>199.5</td>
<td>192</td>
</tr>
<tr>
<td>ComprehENotes</td>
<td>376</td>
<td>432.5</td>
<td>376</td>
</tr>
</tbody>
</table>

<sup>a</sup>SAHL-E: Short Assessment of Health Literacy-English  
<sup>b</sup>S-TOFHLA: Short Test of Functional Health Literacy in Adults.
Discussion

Principal Findings
The responses from AMT users showed high reliability using a parallel form test of our framework. Validity as assessed by correlation with ComprehENotes, an EHR comprehension instrument, was higher than 2 existing health literacy instruments. Our framework also displayed a higher correlation with AMT users’ self-reported document difficulty than S-TOFHLA and SAHL-E. Furthermore, QuikLitE is among the easiest to administer and does not exhibit a ceiling effect.

Administration
Unlike REALM and its derivatives that rely on word pronunciation checks, our framework can be used in a waiting room without the presence of an administrator or even at home, where the test taker may experience less anxiety. In a clinic, a test can be administered by a nurse with minimal interference to the clinical workflow as it takes less than 5 min. For patients uncomfortable with an electronic device, a paper format can be used, either in a clinic or at home.

Our test can be useful for patients who have seen the material in other instruments. For patients with more exposure to written material, our test can still measure their literacy level. Moreover, if an instrument does not exist for a particular domain of interest, a test can be prepared using our framework.

Flexibilities
Many aspects of our framework can be easily adjusted to a test designer’s focus. This has several advantages over existing instruments that are static. First, our framework allows for easy instantiation to suit the test designer’s emphasis on a particular subject matter or health care domain. The test may be customized to a particular health care domain or personalized for a specific patient’s need. For example, the education material given to a diabetes patient is different from that given to a cancer patient. Separate vocabularies can be compiled from source texts of various subjects, and subject-specific tests can be created to target patients’ particular needs.

Furthermore, administering the same test over time to monitor a patient’s health literacy can be problematic because repeated testing may result in memorization of the test items, making the measurement unreliable. Creating a unique test on demand with our framework can reduce item repetition, while maintaining similar coverage of word knowledge in vocabulary. In addition, there is no inherent limit to the number of items that can be included in a test under our framework. The only limit is a test taker and the administrator’s available time. Therefore, to get a broader coverage test of health literacy, a health practitioner can use more words and pseudowords. The same scoring method can be applied without modification.

Finally, our framework can be adapted to other languages. This is especially helpful in languages that REALM style pronunciation tests are difficult to develop because of the phonemic orthographic rules such as in Spanish.

Limitations
As large corpora are readily available, it is straightforward to create a test set with our framework electronically. However, scoring our test is challenging manually. This may limit its utility when a test is administered in a paper format and a score is needed immediately.

As a test can be generated dynamically, there may be discrepancies with each administration if a new set is created, making comparison difficult. Nevertheless, in our reliability assessment, the median score difference between the 2 equivalent forms is only 0.06. This difference may have little impact on the overall health literacy assessment of a test taker.

In our dataset, the samples were biased toward educated white users. More tests may be needed to assess reliability and validity on underrepresented population in future studies.

Finally, our framework focuses on print literacy. Numeracy and other skills are also recognized as important for managing one’s health. Reading and understanding health-related text is, however, still a critical component to successful engagement with the health care system.

Conclusions
Over the decades, a plethora of health literacy instruments were published. Designing such instruments are often time-consuming. When a new need arises, such as a new health context or a specific disease or condition, the laborious development process has to be repeated. We, therefore, proposed QuikLitE, a novel framework that can dynamically generate and score a word recognition–based health literacy instrument. Test results with online AMT users showed high parallel form reliability, and it correlated well with ComprehENotes, an EHR comprehension assessment instrument.
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Abstract

Background: Telemedicine consultations using real-time videoconferencing has the potential to improve access and quality of care, avoid patient travels, and reduce health care costs.

Objective: The aim of this study was to examine the cost-effectiveness of an orthopedic videoconferencing service between the University Hospital of North Norway and a regional medical center in a remote community located 148 km away.

Methods: An economic evaluation based on a randomized controlled trial of 389 patients (559 consultations) referred to the hospital for an orthopedic outpatient consultation was conducted. The intervention group (199 patients) was randomized to receive video-assisted remote orthopedic consultations (302 consultations), while the control group (190 patients) received standard care in outpatient consultation at the hospital (257 consultations). A societal perspective was adopted for calculating costs. Health outcomes were measured as quality-adjusted life years (QALYs) gained. Resource use and health outcomes were collected alongside the trial at baseline and at 12 months follow-up using questionnaires, patient charts, and consultation records. These were valued using externally collected data on unit costs and QALY weights. An extended sensitivity analysis was conducted to address the robustness of the results.

Results: This study showed that using videoconferencing for orthopedic consultations in the remote clinic costs less than standard outpatient consultations at the specialist hospital, as long as the total number of patient consultations exceeds 151 per year. For a total workload of 300 consultations per year, the annual cost savings amounted to €18,616. If costs were calculated from a health sector perspective, rather than a societal perspective, the number of consultations needed to break even was 183.

Conclusions: This study showed that providing video-assisted orthopedic consultations to a remote clinic in Northern Norway, rather than having patients travel to the specialist hospital for consultations, is cost-effective from both a societal and health sector perspective. This conclusion holds as long as the activity exceeds 151 and 183 patient consultations per year, respectively.

Trial Registration: ClinicalTrials.gov NCT00616837; https://clinicaltrials.gov/ct2/show/NCT00616837 (Archived by WebCite at http://www.webcitation.org/762dZPoKX)

doi:10.2196/11330

KEYWORDS

telemedicine; orthopedics; videoconferencing; remote consultation; outpatients; randomized controlled trial; economic evaluation; cost-effectiveness analysis; QALY
Introduction

Similar to many other countries’ publicly funded national health services, a key principle in Norway is that people should have equal access for equal need irrespective of their income or region of residence [1,2]. Thus, patients’ travel expenditures on public transportation are reimbursed, except a small user fee. In 2015, total reimbursement of patients’ travel expenditures accounted for 2.4% of the total budget for the specialist health services [3]. In particular, patients in the northern and western part of Norway have to travel long and often burdensome journeys to receive specialist care.

Musculoskeletal injuries are the most common causes of disability and chronic pain. Surgery for orthopedic conditions is witnessing some of the greatest growth rates in developed nations across the world [4]. Decentralizing orthopedic outpatient consultations is of special interest when a large number of patients live in remote areas, many of whom are not able to use public transport, or they need assistance by accompanying persons.

Decentralized services using outreach clinics or modern information and communication technologies have the potential to improve access, avoid patient travels, and reduce health sector costs. One such technology is telemedicine consultations using real-time videoconferencing. Today, the use of telemedicine to facilitate treatment and care over a distance has been investigated in almost all clinical specialties [5-7]. Several studies have demonstrated the feasibility of using telemedicine to provide orthopedic consultations to patients living in remote areas [8-11]. Teleorthopedics involve the delivery of specialist services across a distance, usually between an orthopedic surgeon and a patient [12]. It has been reported that teleorthopedics in an outpatient setting is safe and without serious adverse events [13], and that it has increased patient satisfaction [14,15], reduced travels and saved time for the patients [16,17], and reduced costs [18]. Teleorthopedics can also improve the effectiveness of rehabilitation after orthopedic surgery [4]. A study of pediatric orthopedic patients found that even greater benefit can be obtained from telemedicine consultation for patients with a disability where the cost and inconvenience of patient transport are considerably increased [19]. Videoconferencing has also successfully been used for distance training and educational purposes in the field of orthopedics [20,21]. Despite positive reporting of telemedicine studies, the uptake in clinical practice remains low [5,12,22,23].

There exist few randomized controlled trials (RCTs) evaluating telemedicine used in orthopedic outpatient clinics [24], and even fewer that have analyzed if teleorthopedic services are cost-effective compared with traditional outpatient consultations. The main arguments for introducing telemedicine services have been to reduce costs, improve efficiency, and increase quality of and access to health care services [5,25]. Hence, there is a need to determine the extent to which teleorthopedics proves to be cost-effective. Economic evaluation provides information about the costs and benefits of the alternatives under consideration [26]. Health care costs represent the value of resources used, such as staff, equipment, and consumables. Resources outside the health system can also be included such as the patients’ travel time and costs. Benefits refer to the value of changes in health outcomes. These changes can be negative and worsen health or positive and improve health [25].

In this study, we report the results from an economic evaluation. The primary objective of this study was to examine the cost-effectiveness of the telemedicine service, compared with standard in-person consultations at the hospital from a societal perspective. The secondary objective was to assess the robustness of the results by conducting sensitivity analysis. The costs included were health care costs, patient costs, and time costs measured as production loss. Health outcomes were measured as quality-adjusted life years (QALYs) gained.

Methods

Study Design and Recruitment

The economic study was based on a prospective RCT. This trial was conducted to assess if remote consultations using videoconferencing in orthopedic consultation was as safe and effective as in usual in-person care. Patients were recruited from the 4 northernmost municipalities in Troms County (Figure 1). All participants had been referred to or had scheduled a visit at the orthopedic outpatient clinic at the University Hospital of North Norway (UNN) and found to be suitable for a video-consultation. Patients were excluded if they were in need of any of the following: an advanced physical examination, a computed tomography scan, an ultrasound, an interpreter, seeing a specific surgeon, or if unable to give informed consent. Of the 402 patients who were randomized into 2 groups, 13 withdrew from the study or did not meet for the consultations. This left 389 patients in the study. Patients randomized to the intervention group received remote orthopedic video-consultations at the Regional Medical Center (RMC) (n=199). Patients randomized to the control group received standard outpatient consultations at the hospital (n=190). Informed consent was obtained from all the participants. The study was approved by the Regional Committee for Medical and Health Research Ethics.

Equipment and Training

The remote consultations were performed through real-time videoconferencing. Both the remote center and the hospital used the Cisco TelePresence System and the Norwegian Health Network for secure data transmission (Screen: ViewSonic, Modell nr VS10946-1e; at the remote center: Tandberg 990MXP; at the hospital: Tandberg 1500MXP). The orthopedic surgeons had some initial training and technical assistance in the beginning of the trial. Registered nurses were operating the service at the remote center. Before the trial, 2 nurses from the remote clinic received intensive training both to operate the technical equipment and to assist in treating the patients locally. They attended casting courses and were trained in clinical examination techniques.
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The Remote Consultation
The patients were scheduled for an appointment at the local center by the surgeon at the hospital. The orthopedic surgeons (3 consultants and 2 experienced registrars) were randomly selected to conduct the video-consultations if they were available at the specific time. The surgeon made the videoconference call to the remote center.

The patients showed up and were welcomed by one of the trained nurses who set up the videoconferencing at the remote site. The nurses assisted during the consultation and performed physical tasks, for example, changed a cast or removed stitches. No physician was present during the video consultations at the remote site. An existing digital X-ray lab served by a local radiographer was available at the remote clinic. Digital X-rays were, if needed, available and shown to the patients at the time of the consultation.

Usual Care
In the control group, patients received standard consultations at the hospital outpatient clinic. In 32% of the standard consultations, the orthopedic surgeons needed assistance from a nurse [13].

In both the standard and the video consultation alternatives, the usual mandatory registration and documentation in patients’ medical records were carried out by the orthopedic surgeon. This involves the conclusion of the consultation, agreement between surgeon and patient regarding any follow-up appointments, prescriptions, referrals for operation, further investigations, physiotherapy, and an application for orthopedic aid if needed. The average number of consultations per patient was 1.5 (range 1-6). For more details of the trial method, see Buvik et al [13].

Economic Evaluation
The economic evaluation consisted of trial-based analyses following the guidelines for health economic evaluation [27,28]. The cost and effectiveness data used in the economic study were based on actual investments, personnel costs, patient travels, and health outcomes collected during the trial described above. A societal perspective was adopted for calculating costs including health care costs, private costs, and production loss. Effectiveness was measured in terms of QALYs gained.

Data on costs and QALYs gained were collected alongside the trial at baseline and at 12 months follow-up using questionnaires, patient charts, and consultation records. These were valued using externally collected data on unit costs and utilities. To increase generalizability and make the cost-effectiveness result useful for decision making, the resources used in the trial were valued using equipment prices, unit costs, travel fares, and salaries from 2017/2018. An extended sensitivity analysis was conducted to address the robustness of the results.

Costs
Three types of costs were included: (1) costs associated with implementing and running the telemedicine service in clinical practice, (2) travel costs, and (3) production losses.

Costs Associated With Implementing and Running the Service
The implementation costs included the costs related to the investment in videoconferencing equipment (codec, screen, and camera) at the remote center and the hospital, and an extra computer and printer at the remote center. The remote center already had a broadband connection for other purposes. The computer at the remote center provided the nurse access to the patients’ hospital records, and the printer was used to give patients a paper copy of the records on request. In addition,
costs related to running the service at the remote center were estimated. This included a registered nurse in a 20% position. Other costs associated with setting up the service included initial training sessions and travel costs related to these activities, line rent, and rent associated with the extra space needed at the local center. No extra technical support was needed as they used existing resources at the hospital. The costs estimated were only those that differed between telemedicine and hospital consultations, that is, the incremental costs. The time costs for the orthopedic surgeons were the same for both consultation forms [13]. The consumables, X-ray, and administrative costs were assumed to be similar for both groups. The cost of the nursing assistance during the standard consultations was also included. Equipment prices and line rent for both the remote clinic and the hospital were collected from the purchasing department at the hospital. A one-time equipment cost can be spread over the expected lifetime of the equipment by annuitizing the cost using a discount factor. The investment costs including equipment, installation, and training were annuitized into an equivalent annual cost assuming a 3% discount rate and a 5-year lifespan for the equipment. The costs of the extra space and other facilities at the local center were collected from financial and administrative records at the hospital. Official salary for nurses was used to estimate the costs of the extra nurse position. The costs are presented as total annual costs and costs per patient consultation (unit costs).

Travel Costs
Travel costs were collected directly from the patients during the trial. Data on traveling time, distance, and mode of transport to the consultation were collected using a questionnaire that was handed to the patient directly after each consultation. Main occupation, if they were on sick leave, and the need of overnight stay were also included. Additionally, Google map was used to estimate the travel distance from the patients’ home to the consultation site either at the remote center or at the hospital (shortest and fastest). The orthopedic surgeon decided if the patient needed a companion or extra transportation on health-related grounds, reported the patients’ main occupation, and if they needed sick leave. The travel costs were calculated using regulations and official travel fare rates by the Norwegian Patient Travel Agency in 2018 [29].

Production Losses
Production losses were estimated for patients in full- or part-time employment who had to take time off from work to attend the orthopedic consultations. Part-time employment was set to 50%. Time costs for the patients who were unemployed or on sick leave benefits were not included. If the information about working status was missing from the self-reported questionnaires, the orthopedic surgeons’ registration forms were used. Official Norwegian average wages were used to value absence from work to estimate the production losses. Only 3 of the 199 patients who were offered a video consultation at the remote center had a new consultation at the hospital, because of their need for a face-to-face consultation to carry out examination that is not possible over the video link. The cost of these second consultations was also included in the analysis. Based on the resources available at the hospital and the experiences from the trial, we assumed that for 300 patient consultations annually, 5 would need a second consultation.

Quality-Adjusted Life Years Gained
Health outcomes were measured in QALYs gained, a composite measure incorporating both quantity and quality-of-life impacts of treatment [26]. As a patient-reported outcome measure, we applied the EQ-5D which is the most widely used generic preference-based instrument for valuing QALYs [30]. EQ-5D questionnaires were collected at baseline and at 12 months follow-up. The questionnaires were handed to the patients immediately after the first consultation and sent by mail 12 months after the last consultation during the trial. The scoring algorithm estimated for a sample of the general population in United Kingdom was used to calculate utility values from the utility scored in the EQ-5D instrument (the EuroQol health states) [31]. Utility values were calculated only if all 5 of the EQ-5D dimensions were answered. Finally, QALYs were then calculated by multiplying the change in utility value with the duration of the health state (1 year) [26].

Statistical Analysis
Results are presented as means (SDs) or numbers (percentages). Differences between the groups were analyzed using 2 sample t tests, chi-square tests, or generalized estimating equations (GEEs). GEEs were used with an exchangeable covariance structure to control for dependence between 2 or more repeated consultations for some participants. All statistical analyses were performed using STATA version 14.0 (StataCorp LP Texas, USA).

Sensitivity Analysis
One-way sensitivity analyses were conducted to assess the robustness of the results. Parameters have been varied one at a time to assess the effect on the cost-effectiveness and to determine breakeven values. We recalculated the cost analysis in 3 separate scenarios: one included a less costly Skype for Business solution, the second assumed a shorter distance to the main hospital, and a third scenario includes the expenditure to the hospital excluding patients’ own travel expenditures and production losses. The number of consultations needed to break even was calculated for all scenarios.

Results
Table 1 provides characteristics of the participants at baseline.
Table 1. Descriptive baseline characteristics from first consultation according to location.

<table>
<thead>
<tr>
<th>Baseline characteristics of the participants (n)</th>
<th>UNN&lt;sup&gt;a&lt;/sup&gt; standard consultation (n=190)</th>
<th>RMC&lt;sup&gt;b&lt;/sup&gt; telemedicine consultation (n=199)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Males, n (%)</td>
<td>75 (39.5)</td>
<td>82 (41.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.7 (24.9)</td>
<td>48.8 (24.0)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-15</td>
<td>42 (22.1)</td>
<td>29 (14.6)</td>
</tr>
<tr>
<td>16-66</td>
<td>94 (49.5)</td>
<td>117 (58.8)</td>
</tr>
<tr>
<td>67-90</td>
<td>54 (28.4)</td>
<td>53 (26.6)</td>
</tr>
<tr>
<td>Patient residential municipality, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kvanangen</td>
<td>25 (13.2)</td>
<td>26 (13.0)</td>
</tr>
<tr>
<td>Nordreisa</td>
<td>82 (43.2)</td>
<td>90 (45.2)</td>
</tr>
<tr>
<td>Skjervøy</td>
<td>47 (24.7)</td>
<td>45 (22.6)</td>
</tr>
<tr>
<td>Kåfjord</td>
<td>36 (18.9)</td>
<td>38 (19.1)</td>
</tr>
<tr>
<td>Cause of consultation, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New referral</td>
<td>69 (36.3)</td>
<td>81 (40.7)</td>
</tr>
<tr>
<td>Control after elective surgery</td>
<td>25 (13.2)</td>
<td>22 (11.1)</td>
</tr>
<tr>
<td>Control after trauma, surgery</td>
<td>33 (17.4)</td>
<td>35 (17.6)</td>
</tr>
<tr>
<td>Control after trauma, no surgery</td>
<td>55 (28.9)</td>
<td>50 (25.1)</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>8 (4.2)</td>
<td>11 (5.5)</td>
</tr>
<tr>
<td>Employment status (n=177+190)&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time worker</td>
<td>45 (25.4)</td>
<td>56 (29.5)</td>
</tr>
<tr>
<td>Part-time worker</td>
<td>23 (13.0)</td>
<td>20 (10.5)</td>
</tr>
<tr>
<td>Homemaker</td>
<td>12 (6.8)</td>
<td>19 (10.0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (1.1)</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Retired or disability benefit</td>
<td>55 (31.1)</td>
<td>61 (32.1)</td>
</tr>
<tr>
<td>Student or pupil</td>
<td>40 (22.6)</td>
<td>32 (16.8)</td>
</tr>
<tr>
<td>EQ-5D-3L index (n=165+178)&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>0.70 (0.25)</td>
<td>0.68 (0.26)</td>
</tr>
<tr>
<td>EQ VAS 1-100 (n=140+150)&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>75 (18)</td>
<td>73 (19)</td>
</tr>
</tbody>
</table>

<sup>a</sup>UNN: University Hospital of North Norway  
<sup>b</sup>RMC: Regional Medical Center.  
<sup>c</sup>Number of item responses in UNN and RMC, respectively.

Costs

**Costs Associated With Implementing and Running the Service**

The costs of setting up the teleorthopedic service are presented in Table 2. Total costs of investing in standard videoconferencing units at both sites were €16,511 (1 Euro=9.60 Norwegian krone, April 10, 2018). The total annual costs including annuitized investment costs (equipment and initial training), line rent, extra personnel costs, and rent for extra office space at the regional center were €20,684. The largest cost component is the extra nursing costs at the local health center. Nearly, two-thirds of the total annual cost of the teleorthopedic service are extra personnel costs. If a less costly Skype for Business alternative had been used, the annual costs would have been reduced to €17,535 (see Table 2 for more details).
Table 2. The costs of setting up a video-assisted outpatient clinic (in Euro).

<table>
<thead>
<tr>
<th>Cost elements</th>
<th>UNN\textsuperscript{a} standard consultation</th>
<th>RMC\textsuperscript{b} telemedicine consultation</th>
<th>Total (Euro)\textsuperscript{c}</th>
<th>Annual cost</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alternative A\textsuperscript{d}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Videoconferencing equipment</td>
<td>5104</td>
<td>6250</td>
<td>11,354</td>
<td>—</td>
</tr>
<tr>
<td>Personal computer (PC)</td>
<td>—</td>
<td>463</td>
<td>463</td>
<td>—</td>
</tr>
<tr>
<td>Screen</td>
<td>—</td>
<td>156</td>
<td>156</td>
<td>—</td>
</tr>
<tr>
<td>Printer</td>
<td>—</td>
<td>114</td>
<td>114</td>
<td>—</td>
</tr>
<tr>
<td>Initial training of nurse and physician</td>
<td>—</td>
<td>—</td>
<td>4424</td>
<td>—</td>
</tr>
<tr>
<td>Total investment A</td>
<td></td>
<td></td>
<td>16,511</td>
<td>3605\textsuperscript{e}</td>
</tr>
<tr>
<td><strong>Additional costs alternative A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line rental, Norwegian Health Net</td>
<td>—</td>
<td>104\textsuperscript{f}</td>
<td>—</td>
<td>1250</td>
</tr>
<tr>
<td>Sum alternative A</td>
<td></td>
<td></td>
<td></td>
<td>4855</td>
</tr>
<tr>
<td><strong>Alternative B\textsuperscript{g}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera</td>
<td>96</td>
<td>937</td>
<td>1033</td>
<td>—</td>
</tr>
<tr>
<td>Screen</td>
<td>—</td>
<td>833×2</td>
<td>1666</td>
<td>—</td>
</tr>
<tr>
<td>Microphone</td>
<td>111</td>
<td>—</td>
<td>111</td>
<td>—</td>
</tr>
<tr>
<td>PC</td>
<td>—</td>
<td>463</td>
<td>463</td>
<td>—</td>
</tr>
<tr>
<td>Printer</td>
<td>—</td>
<td>114</td>
<td>114</td>
<td>—</td>
</tr>
<tr>
<td>Initial training of nurse and physician</td>
<td>—</td>
<td>—</td>
<td>4424</td>
<td>—</td>
</tr>
<tr>
<td>Total investment B</td>
<td></td>
<td></td>
<td>7811</td>
<td>1706\textsuperscript{f}</td>
</tr>
<tr>
<td><strong>Additional costs alternative A and B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical support\textsuperscript{h}</td>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Rent for local RMC</td>
<td></td>
<td></td>
<td>—</td>
<td>3542</td>
</tr>
<tr>
<td>Nurse at RMC\textsuperscript{i}</td>
<td></td>
<td></td>
<td>—</td>
<td>12,083</td>
</tr>
<tr>
<td>In need of a second consultation at the hospital\textsuperscript{j}</td>
<td></td>
<td></td>
<td>—</td>
<td>204</td>
</tr>
<tr>
<td>Total additional costs</td>
<td></td>
<td></td>
<td></td>
<td>15,829</td>
</tr>
<tr>
<td>Total annual cost alternative A</td>
<td></td>
<td></td>
<td></td>
<td>20,684</td>
</tr>
<tr>
<td>Total annual cost alternative B</td>
<td></td>
<td></td>
<td></td>
<td>17,535</td>
</tr>
</tbody>
</table>

\textsuperscript{a}RMC: Regional Medical Center, remote location.

\textsuperscript{b}UNN: University Hospital of North Norway, standard consultation.

\textsuperscript{c}1 Euro=9.60 Norwegian krone, exchange rate from the Norwegian Bank on April 10, 2018.

\textsuperscript{d}Alternative A: Videoconferencing units: UNN—Cisco TelePresence System EX90; RMC—Cisco TelePresence MX200 G2 (prices obtained from the purchasing department at the hospital).

\textsuperscript{e}Annual cost has been calculated using a 3% discount factor and a 5-year lifetime of the equipment.

\textsuperscript{f}Per month.

\textsuperscript{g}Alternative B: Skype for Business: UNN—Camera Logitech: Webcam C930e—net camera; Tablemicrofon: Jabra SPEAK 510+MS (already installed 1 PC and 2 screens for standard consultations); RMC—2 screens Philips Signage Solutions Q-Line BDL5535QL+camera/microphone Logitech GROUP+PC (prices obtained from the purchasing department at the hospital).

\textsuperscript{h}Technical support—no extra costs included as this support has been covered by existing support at the hospital.

\textsuperscript{i}20% part time, including social costs.

\textsuperscript{j}Three patients needed a second consultation at UNN because of an unsatisfactory consultation at the RMC during the trial (out of 199 patients) \cite{13}. Since we have assumed 300 patients a year in the teleconsultation alternative, costs of a second consultation have been included for 5 patients per year.
Travel Costs

Table 3 shows details on patients’ modes of transport. Most patients in the remote group traveled by private car. The chosen mode of transportation reflects the lack of available public transportation in the area. In the group of patients traveling to the hospital, 26% needed extra transportation facilities because of their health condition. This number was 30% for the patients in the telemedicine group ($P=.31$). In addition, the need for travel companions was the same in both groups (30% in the hospital consultation group and 27% in the telemedicine group; $P=.45$). The time spent on traveling was 6 times higher for patients traveling to the hospital. Patients in the telemedicine group saved an average 7 hours and 40 minutes on traveling (see Table 4 for more details). The average travel cost per patient is €148.65 for the standard consultations at the hospital, as compared with €40.73 for the video consultations, including user fees for the patients (€31.04; see Multimedia Appendix 1).

### Table 3. Patient transport mode to each consultation per allocation. Of the 389 patients participating in this study, some attended more than 1 consultation; consequently, the total number of consultations in this study was 559 (257 at UNN and 302 at RMC).

<table>
<thead>
<tr>
<th>Transport mode</th>
<th>UNN$^a$, n (%)</th>
<th>RMC$^b$, n (%)</th>
<th>$P$ value$^c$</th>
<th>$P$ value, GEE$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxi$^e$</td>
<td>55 (21.4)</td>
<td>60 (19.9)</td>
<td>.57</td>
<td>.77</td>
</tr>
<tr>
<td>Taxi, as main transport</td>
<td>47 (18.3)</td>
<td>60 (19.9)</td>
<td>.71</td>
<td>.56</td>
</tr>
<tr>
<td>Airplane</td>
<td>3 (1.1)</td>
<td>0</td>
<td>N/A$^f$</td>
<td>N/A</td>
</tr>
<tr>
<td>Bus$^g$</td>
<td>72 (28.0)</td>
<td>6 (2.0)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bus, as main transport</td>
<td>66 (25.7)</td>
<td>6 (2.0)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Private car$^h$</td>
<td>106 (41.2)</td>
<td>211 (69.2)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Private car, as main transport</td>
<td>98 (38.1)</td>
<td>209 (69.2)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Express boat</td>
<td>28 (10.9)</td>
<td>0</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Ferry$^i$</td>
<td>19 (7.4)</td>
<td>7 (2.3)</td>
<td>.004</td>
<td>.01</td>
</tr>
<tr>
<td>Other$^j$</td>
<td>0</td>
<td>15 (5.0)</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td>Not reported or Missing</td>
<td>16 (6.2)</td>
<td>13 (4.3)</td>
<td>.31</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$UNN: University Hospital, standard consultation.

$^b$RMC: Regional Medical Center, remote location.

$^c$Test for equality between UNN and RMC using chi-square test.

$^d$Test for equality between UNN and RMC using generalized estimating equations (GEEs) with a logit link function and a binary response, transport (yes or no).

$^e$Including taxi as shuttle to other transport (bus, express boat, or airplane).

$^f$N/A: not applicable, few or no observations.

$^g$Including bus as shuttle to other transport (airplane or express boat).

$^h$Including private car as shuttle to other transport (bus, express boat, airplane, or taxi).

$^i$Always in combination with other transport (bus, private car, express boat, or taxi).

$^j$Walking, bicycle, or working car.
Table 4. Patients’ travel details and working status.

<table>
<thead>
<tr>
<th>Patients’ travel and working status</th>
<th>UNN(^a) standard consultation</th>
<th>RMC(^b) telemedicine consultation</th>
<th>(P) value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel distance in kilometers, shortest distance(^d) ((n=257+302))^e, mean (SD)</td>
<td>148 (31)</td>
<td>46 (17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Travel distance one way in kilometers(^f) ((n=224+284))^f, mean (SD)</td>
<td>248 (59)</td>
<td>47 (28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Travel time one way in minutes(^f) ((n=243+293))^f, mean (SD)</td>
<td>277 (94)</td>
<td>47 (43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Need of companion, ((n=245+294))^f, n (%)</td>
<td>73 (29.8)</td>
<td>79 (26.9)</td>
<td>.45</td>
</tr>
<tr>
<td>Need of extra transport(^g), ((n=249+297))^f, n (%)</td>
<td>64 (25.7)</td>
<td>88 (29.7)</td>
<td>.31</td>
</tr>
<tr>
<td>Working full time(^h), ((n=136+179))^i, n (%)</td>
<td>59 (43.4)</td>
<td>75 (41.9)</td>
<td>.68</td>
</tr>
<tr>
<td>Working part time(^h), ((n=136+179))^i, n (%)</td>
<td>29 (21.3)</td>
<td>28 (15.6)</td>
<td>.68</td>
</tr>
<tr>
<td>Sick leave—all(^j), ((n=138+180))^i, n (%)</td>
<td>60 (43.5)</td>
<td>71 (39.4)</td>
<td>.47</td>
</tr>
<tr>
<td>Actual working(^k)—full time, ((n=76+109))^i, n (%)</td>
<td>20 (26.3)</td>
<td>36 (33.0)</td>
<td>.09</td>
</tr>
<tr>
<td>Actual working(^k)—part time, ((n=76+109))^i, n (%)</td>
<td>15 (19.7)</td>
<td>13 (11.9)</td>
<td>.09</td>
</tr>
</tbody>
</table>

\(^a\)UNN: University Hospital North Norway, standard consultation.
\(^b\)RMC: Regional Medical Center, remote location.
\(^c\)Test for equality between UNN and RMC using \(t\) test or chi-square test as appropriate.
\(^d\)Calculated road between allocation and municipality center using Google Map, one way. The travel distance for the patient in the municipality, where the RMC is located, is replaced with the mean value of the municipalities’ patients reported travel distance.
\(^e\)Number of item responses in UNN and RMC, respectively.
\(^f\)Patients reported distance or time used to travel to the consultation.
\(^g\)Need extra transport, as patient was not able to use public transport.
\(^h\)Patient reported (age between 15 and 67 years), missing value adjusted by doctors reported value.
\(^i\)Number of item responses in UNN and RMC, respectively, age between 15 and 67 years.
\(^j\)Including unemployed and homemakers.
\(^k\)Working—patient not with sick leave.

**Production Losses**

Production losses for patients who had to be away from work to attend the consultations, the total average costs of the patient transfer amounted to €182.50 per patient for the standard consultations and €51.77 for the teleconsultations. The calculation of travel and time costs for the patients is presented in detail in Multimedia Appendix 1.

**Quality-Adjusted Life Years Gained**

The average QALYs gained per patient in the telemedicine group was .09 which was not significantly different to the .05 gain in the standard consultation group, \(P=.29\).

**Cost and Effectiveness**

Table 5 presents the costs and effects in each of the 2 alternatives. Among patients in the intervention group, 3 needed a second face-to-face consultation that was not possible to carry out over the video link. The cost of these second consultations was also included in the analysis (Table 5). In total, the telemedicine service costs €65 less per patient than standard consultations at the hospital. Thus, the remote teleorthopedic service is less costly and produced no difference in health outcome, that is, the teleorthopedic service as described in this study is cost-effective. The number of patient consultations needed for telemedicine and standard consultation to be equally costly (breakeven) is 151 patients per year (see Figure 2).
Table 5. Costs and effectiveness for standard and remote consultations (1 Euro=9.60 Norwegian krone, exchange rate from the Norwegian Bank on April 10, 2018).

<table>
<thead>
<tr>
<th>Costs and effectiveness</th>
<th>UNN(^a) standard consultation</th>
<th>RMC(^b) telemedicine consultation</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Consultation costs(^c) (Euro)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment cost videoconferencing(^d)</td>
<td>0</td>
<td>3605</td>
<td>3605</td>
</tr>
<tr>
<td>Line rent</td>
<td>0</td>
<td>1250</td>
<td>1250</td>
</tr>
<tr>
<td>Room rent</td>
<td>0</td>
<td>3542</td>
<td>3542</td>
</tr>
<tr>
<td>Personnel costs (nurse)(^e)</td>
<td>906</td>
<td>12,083</td>
<td>11,177</td>
</tr>
<tr>
<td>In need of a second consultation at the hospital(^f)</td>
<td>0</td>
<td>204</td>
<td>204</td>
</tr>
<tr>
<td>Total annual costs</td>
<td>906</td>
<td>20,684</td>
<td>19,778</td>
</tr>
<tr>
<td>Cost per consultation(^g)</td>
<td>3</td>
<td>69</td>
<td>66</td>
</tr>
<tr>
<td><strong>Time and travel costs (Euro)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Travel costs</td>
<td>149</td>
<td>41</td>
<td>108</td>
</tr>
<tr>
<td>Time costs(^h)</td>
<td>34</td>
<td>11</td>
<td>27</td>
</tr>
<tr>
<td>Total time and travel costs per consultation</td>
<td>183</td>
<td>52</td>
<td>131</td>
</tr>
<tr>
<td>Total costs per patient consultation</td>
<td>186</td>
<td>121</td>
<td>65</td>
</tr>
<tr>
<td>Effectiveness (QALYs(^i) gained)</td>
<td>.05</td>
<td>.09</td>
<td>.04(^j)</td>
</tr>
</tbody>
</table>

\(^a\)UNN: University Hospital of North Norway.
\(^b\)RMC: Regional Medical Center.
\(^c\)Consultations cost which are different between the 2 groups.
\(^d\)Total investment costs have been annuitized using 3% discount factor and a 5-year lifetime.
\(^e\)The extra personnel costs at the remote location included a nurse in 20% position. At the standard consultation, a nurse was present in 32% of the consultations, corresponding to 25 hours by 300 consultations a year.
\(^f\)Three patients needed a second consultation at UNN because of an unsatisfactory consultation at the RMC during the trial (out of 199 patients) [13]. Since we have assumed 300 patients a year in the teleconsultation alternative, costs of a 2\(^{nd}\) consultation have been included for 5 patients per year.
\(^g\)The annual load for this service is estimated to be 300 telemedicine consultations per year.
\(^h\)Production loss because of absence from work to receive orthopedic consultation.
\(^i\)QALYs: quality-adjusted life years.
\(^j\)The difference in QALYs gained was not significant (\(P=.29\) t test.)
Sensitivity Analysis

The different scenarios in the sensitivity analyses are illustrated in Figures 2 and 3. The main case alternative described above is represented by the solid black curve (videoconferencing) and the gray dotted line (standard consultation at the hospital). The first scenario included a less costly Skype for Business alternative. The total annual cost of this alternative was €17,535, and the number of patient consultations needed to break even was 127 per year (dotted black line). The second scenario, assuming a shorter distance (90 km) between the remote clinic and the hospital, needed 314 patient consultations to break even using videoconferencing units (not shown). The third scenario included only expenditures to the hospital excluding production losses and patients’ own travel expenditures. This made telemedicine cost-effective for an activity of at least 183 patient consultations a year (not shown).

Figure 2. Total annual costs of the teleorthopedic service including the Skype for Business alternative.

Figure 3. Cost per patient for base case and the Skype for Business alternative.
Discussion

Principal Findings

The results of this study showed that using videoconferencing to offer orthopedic consultations to patients at the remote clinic costs less than standard outpatient consultations at the specialist hospital, as long as the activity exceeds a minimum of 151 patient consultations per year. For a total workload of 300 patients per year, the annual cost savings amounted to €19,500. With a health care sector cost perspective, the number of patient consultations needed to break even was 183, and the total annual savings amounted to €12,600. Thus, teleorthopedics is cost-effective from both a societal and health care provider perspective. A shorter distance to the hospital was the only scenario that altered the conclusion. Reducing the travel distance by 50 km made the standard consultation more cost effective for up to 314 patients per year.

Assuming a less expensive Skype for Business alternative reduced the cost of telemedicine with €3149 annually, this alternative became cost-effective when including more than 127 patient consultations per year. The reduction in costs by investing in a cheaper videoconferencing solution was relatively modest. One of the reasons is that the equipment cost was less compared with the other cost components such as the extra personnel needed at the remote site. The quality of the videoconferencing might also be reduced using Skype for Business, and more patients would need a second consultation at the hospital making the cost advantage even less. We have not evaluated if a Skype for Business alternative will reduce the quality in picture and/or sound transmission. Other options to reduce the equipment costs are to increase utilization and share the videoconferencing units with other specialties/other use (eg, teaching or meetings) [32]. These possibilities should be considered before setting up video consultations in a specific field.

In most of the published literature, a physician (eg, a general practitioner [GP], a general surgeon, or a resident) has been present at the remote site together with the patient [8,10,11,33,34]. Some studies reported that a nurse at the remote site and a specialist at the hospital could provide satisfactory remote consultations in emergency medicine [35-37]. Wallace et al recommend to include a nurse to host the teleconsultations in place of the GP to reduce the cost of telemedicine [38]. In this study, a nurse was hosting the teleconsultations at the remote site. To our knowledge, no other studies have reported a similar setting when studying the use of teleorthopedics for newly referred patients or follow-up consultations. However, the extra personnel costs still consist of nearly two-thirds of the total annual cost of the teleorthopedic service even if a nurse is hosting the teleconsultations.

Whether to include production losses measured as time off work is controversial [39]. The patients may already be off work, because they are retired or because of their health condition. Health visits of a shorter duration might not represent production losses at all. Some types of work can be postponed until the person is back or one’s colleagues can take over. The time costs are important in telemedicine and eHealth, and one should find a way to include these costs [25]. In this study, production loss has only been included for those who reported that they took time off work to attend the consultation. From a societal perspective, these costs are relevant, but not from a health care provider perspective. Excluding the production loss does not change the cost-effectiveness as shown in the sensitivity analysis. Another way is to report the time (hours or days) lost or gained separately without putting a value on it [26]. Our results show that patients receiving standard consultations spent almost 8 hours more per consultation traveling than the patients in the telemedicine group.

Other studies have reported a reduction in the number of referrals to the specialist because of a learning effect and included this as part of the cost savings [32,40]. In this study, the nurse at the remote center reported an increase in the number of patients treated locally mostly because of their newly acquired casting skills. This was seen for patients with a stable fracture (not displaced). If this effect had been included in our analysis, the service would have reduced the need for specialist referrals and incurred additional cost savings.

A third option to prevent the patient from traveling long distances is to have the specialist travel from the hospital to the remote location. However, because of a lack of orthopedic specialists at the central hospital in this region, the opportunity costs of their travel time would be too high. However, in other institutional contexts, this might be another alternative to consider.

In this study, we demonstrated that significantly less public transport such as a bus or boat was used in the remote consultation group (Table 3). This can be explained by the lack of available public transport in the rural area, something that explains the frequent use of taxi and private cars. Expensive and long travels imply that fewer patients are needed to make remote consultations cost-effective.

Strengths and Limitations

The main strength of this study is that the costs and effects have been collected alongside an RCT. The estimated travel costs included in the analysis are based on the actual journeys undertaken by the participants in the trial. The time and travel cost calculation was based on actual travel distances, modes of transportation, how many in need of a companion, time spent on traveling, and the working status of each patient. Official travel fares reimbursed from the Norwegian Patient Travel Agency were used as unit costs. Some of the patients’ journeys were organized by the Norwegian Patient Travel Agency (most of the taxi trips and flights). The patients had to apply for reimbursement for additional expenses.

Official travel fares reimbursed by the Norwegian Patient Travel Agency were used to calculate the travel costs. If the patients chose to travel by a more expensive alternative than the travel agency’s reimbursement (eg, by plane), the patients had to pay for the difference themselves. This makes the true travel costs for the patients potentially higher than estimated in this study. It is also possible that the actual travel costs for the health care sector are lower than calculated. Some patients did not apply for travel refund, either because they forgot or simply because...
they found it too troublesome to fill out the forms. One study from Norway demonstrated that 26% of the patients and 70% of the accompaniers did not apply for a travel refund [41].

Another limitation of this study is that production loss for the persons accompanying the patients on travels was not included. The main reason for this was the lack of information about their working status, and it was considered important to avoid overestimating the benefits of the service. About 28% of the patients needed a travel companion. If these time costs were included, it would have made the teleorthopedic service even more cost-effective.

Training costs have been included as a one-time cost at the startup of the teleorthopedic service. However, training should be included as an ongoing part of the service to promote and sustain use. Training is necessary because of staff turnover, particularly at the hospital. Casting courses and training in clinical examination techniques must also be arranged if there is a change in the nursing staff locally. Telemedicine services are often sensitive to changes in key personnel [42]. Successfully sustaining telemedicine services is about integration and effective change management [43].

Generalizability
One challenge for economic evaluations of telemedicine services is generalizability. High diversity in terms of objectives, technology, application, and context might limit the generalizability of specific evaluations to other settings [44]. The local context will decide the cost parameters such as the need for investment in technology and infrastructure, prices, the costs of extra personnel, and travel and time costs. The results of an economic evaluation are of most value for decision makers in the local area where the evaluation was conducted. It is important to assess if the assumptions, cost parameters, and context can be compared between settings.

To make this study relevant outside of the current institutional setting, we have emphasized a transparent calculation of all cost and effectiveness items, based on 2 costing perspectives. The same methodology can then be generalized, however, based on local prices.

Conclusions
This study showed that providing video-assisted orthopedic consultations at a remote clinic, rather than having patients travel to a centrally located hospital for consultations is cost saving. This conclusion holds from both a societal and a health sector perspective and as long as the activity exceeds 151 and 183 patient consultations per year, respectively.
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Abstract

Background: Early assessment and treatment of eating disorder patients is important for patient outcomes. However, up to a third of people referred for treatment do not access services and 16.4% do not attend their first scheduled assessment appointment. MotivATE is a fully automated, novel, Web-based program intended to increase motivation to change eating disorder behaviors, designed for delivery at the point of invitation to an eating disorder service, with the aim of increasing service attendance.

Objective: This paper assesses the impact of MotivATE on attendance at assessment when compared with treatment-as-usual.

Methods: A Zelen randomized controlled design was used. All individuals referred to a specialist eating disorder service, Kimmeridge Court in Dorset, UK, over the course of a year (October 24, 2016-October 23, 2017) were randomized to treatment-as-usual only or treatment-as-usual plus an additional letter offering access to MotivATE. Attendance at the initial scheduled assessment appointment was documented. Logistic regression analysis assessed the impact of MotivATE on attendance at assessment. Additional analyses based on levels of engagement with MotivATE were also undertaken.

Results: A total of 313 participants took part: 156 (49.8%) were randomized to treatment-as-usual and 157 (50.2%) were randomized to receive the additional offer to access MotivATE. Intention-to-treat analysis between conditions showed no impact of MotivATE on attendance at assessment (odds ratio [OR] 1.35, 95% CI 0.69-2.66, \( P = .38 \)). Examination of the usage data indicated that only 53 of 157 participants (33.8%) in the MotivATE condition registered with the Web-based intervention. An analysis comparing those that registered with the intervention with those that did not found greater attendance at assessment in those that had registered (OR 9.46, 95% CI 1.22-73.38, \( P = .03 \)).

Conclusions: Our primary analyses suggest no impact of MotivATE on attendance at the first scheduled assessment appointment, but secondary analyses revealed limited engagement with the program and improved attendance in those who did engage. It is unclear, however, if engagement with the program increased motivation and, in turn, attendance or if more motivated individuals were more likely to access the intervention. Further research is required to facilitate engagement with Web-based interventions and to understand the full value of MotivATE for users.

Trial Registration: ClinicalTrials.gov NCT02777944; https://clinicaltrials.gov/ct2/show/NCT02777944 (Archived by WebCite at http://www.webcitation.org/75VDEFZZ4)

(J Med Internet Res 2019;21(2):e11874) doi:10.2196/11874
KEYWORDS
feeding disorders; eating disorders; anorexia nervosa; bulimia nervosa; binge-eating disorder; motivation; early medical intervention; Internet

Introduction
Eating disorders, including anorexia nervosa, bulimia nervosa, binge eating disorder, and other nonspecified feeding or eating disorders, are estimated to affect 725,000 people in the United Kingdom [1]. Eating disorders have the highest mortality rate of all mental health conditions [2] and can have devastating consequences for the affected individual and their family members [3], as well as for the wider community, with estimated costs to the National Health Service (NHS) of between £3.9 billion and £4.6 billion a year [1].

When treating eating disorders, early intervention can be vital, as this reduces the risks of chronicity, which in turn lowers the risks to the individual, the burden of care for families, and the costs to the health care system [4,5]. However, research highlights that up to a third of people referred for specialist psychological treatment do not access services [6].

Nonattendance is frequently due to a complex collection of factors, with individuals with eating disorders often being highly ambivalent about change [7-9]. The role of an individual's eating disorder can be highly valued and perceived as functional, for example, by providing a sense of emotional or social avoidance; in the early stages of an eating disorder, a person may be in denial about the problematic aspects of their behavior [10]. People can also become stuck in their behaviors, leading to low confidence and fears about change, as well as a perception of reduced control over their life and choices, resulting in a passive approach to treatment and recovery [11]. It has also been noted that people with eating disorders can hold negative preconceived expectations of what treatment will entail [11]. These internal factors are also compounded by external and practical issues, such as negative experiences with health care services and professionals, as well as the impact of social stigma. Qualitative research conducted with individuals recovering from eating disorders suggests that these factors among people with eating disorders are potentially modifiable barriers to engagement with services [9].

A service provision survey found that nonattendance at an eating disorders service, as a result of not opting into the service or not turning up to appointments, ranged from 10%-32% of referrals suitable for assessment [11]. As such, a novel Web-based intervention, MotivATE, was developed, which aimed to address some of these barriers and promote treatment engagement [11]. The intervention is intended for use between referral to an eating disorder service and assessment appointment; the intervention focuses on managing expectations of assessment, addressing ambivalence, and increasing users' motivation and confidence to attend their initial appointment. This is achieved through the use of information, motivational tools, interactive activities, and stories from other individuals with eating disorders spread across four brief modules. MotivATE was developed via an iterative process of user evaluation through involvement of people that had experience with the assessment process. This was done within the framework of the intervention mapping process outlined by Bartholomew, Parcel, and Kok [12], which recognizes three phases of intervention development: needs assessment, program development, and evaluation. Full details of the intervention and development process are given elsewhere [11].

Following development, this single-center pilot study was conducted to establish an initial evidence base for the value of MotivATE in a naturalistic clinical setting. The aim of this research was therefore to test the impact of MotivATE on attendance at the first scheduled assessment appointment. The principal research question is as follows: Does adding MotivATE to treatment-as-usual impact on attendance at adult eating disorders outpatient services?

Methods
Design
The research was conducted using a two-arm, single-consent Zelen randomized controlled trial. A Zelen randomized consent design [13], which involves randomizing participants prior to consent and then only collecting consent from those in the active condition, was proposed as the most ethical and appropriate approach for answering the research question for several reasons. Firstly, people with eating disorders are often highly ambivalent about recovery [9]. As such, adding trial consent, particularly with the knowledge that they may not receive the active condition, at a time that might be challenging for this group could be deemed unethical. The addition of full consent prior to randomization ran the risk of resentful demoralization within the control group, potentially increasing the rate of nonattendance at assessment appointments. Hawthorne effects, which result in participants changing their behavior as a result of knowing they are being observed, may also occur [14]. Resentful demoralization and Hawthorne effects would not only have implications for the validity of the study, but may also pose significant risks to the health and well-being of the patient and their loved ones. As such, the use of a Zelen design reduces biases and potential negative outcomes. It also allows for a trial that more closely replicates anticipated procedures in usual clinical practice.

Recruitment
No active recruitment took place for the study. All adult referrals to the Kimmeridge Court Eating Disorders service in Dorset, UK, over the period of one year (October 24, 2016-October 23, 2017) were identified for potential inclusion in the study. This time period was chosen to ensure that results were not affected by seasonal variations. No power calculations were done due to both the limited previous literature directly related to this research and the large degree of variation identified in figures for previous attendance rates across eating disorder services [11]. However, a post hoc power analysis was conducted and is presented in the discussion section. This analysis is intended
to inform future similar studies. Participants were referred to the eating disorder service by a health professional as part of the usual referral process. Upon referral to the service, patient information was checked by the eating disorders service staff against the inclusion and exclusion criteria listed in Textbox 1.

All eligible referrals were then randomized into the study using the randomization procedure outlined below.

**Control Condition: Treatment-as-Usual**

Participants randomized to the control condition received usual care. This consisted of a phone call from service center staff, with details of participants’ assessment appointments; a letter; and a compliments, comments, concerns, and complaints leaflet sent to their home address.

**Intervention Condition: MotivATE**

Participants randomized to the intervention condition received usual care, plus the opportunity to access MotivATE [11]. MotivATE is a fully automated Web-based intervention delivered via four 15-20-minute Web-based modules designed to be used prior to an assessment appointment. Participants were able to access MotivATE from their home computer or via tablet or mobile phone. The content and aims of these modules are briefly outlined in Table 1. Screenshots of different sections of MotivATE can be found in Multimedia Appendix 1.

Access to MotivATE was offered in addition to treatment-as-usual via an invitation letter to access MotivATE. The MotivATE invitation letter included a brief outline of MotivATE, the participant’s ID number to be used at registration, and the URL to access the intervention online.

Should a participant not access any modules within seven days of registering, they would receive an automated reminder email, with a second reminder being sent 14 days after registration. Similarly, after completing a module, should a participant not move on to another module, they would receive email reminders after seven and 14 days. Upon completion of all modules, participants received a final email congratulating them on completing MotivATE. The intervention was not altered in any way throughout the course of the trial.

**Outcomes**

Our primary outcome was attendance at the initial assessment appointment. This was assessed using NHS audit data from the eating disorders service, which provided the number of individuals who did not attend from the MotivATE group versus the control group.

Secondary outcomes were as follows:

1. Engagement with the intervention. Engagement was examined using data on the number of sessions completed by each participant and time spent accessing them; this was generated by the intervention.
2. Participants’ perceptions of MotivATE and the perceived impact of MotivATE on their motivation to attend assessment. This was assessed using qualitative data collected from participants from the MotivATE group in semistructured interviews. Participants in this group were given the opportunity to opt in to take part in a semistructured qualitative interview upon registering with the intervention. This triggered an automated email following the participants’ assessment appointment that outlined the details of the interview and invited participants to take part. At the midpoint of the study, a second follow-up email, sent out two weeks after the initial invitation, was also added in an attempt to improve uptake.

Due to the nature of the study design, no baseline measures or demographic data were collected.

**Initial Assessment Appointment**

The initial assessment for both conditions was the same, constituting usual care, with attendance at this appointment being assessed using routine audit data; data regarding assessment attendance was added to the secure participant database by service staff. All treatment following the initial assessment was usual care and beyond the scope of this study.

**Randomization, Allocation Concealment, and Blinding**

Study-relevant information (ie, control or intervention) was placed in opaque envelopes labeled with participant ID numbers. Participants were prerandomized using block randomization into the intervention or control arms by a member of the research team not directly involved in conducting the study (KMA). This was achieved by generating a random number string from Random.org [15], which was then broken down into consecutive blocks of eight digits and manually balanced to ensure even allocation in each block.

As participants were referred to the service, they were assigned a participant ID incrementally by the service center staff. The opaque envelopes labeled with participant numbers were then included with the invitation-to-assessment letter by service staff. All service center staff and researchers were thus blind to each referral’s group allocation, while participants were blind to other possible conditions.

### Textbox 1. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Referrals to the eating disorders service during the study period.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Inpatients or cases that are deemed to be an emergency (ie, must be seen within one day) or urgent (ie, must be seen within seven days).</td>
</tr>
<tr>
<td>2. Patients who have already been randomized into the study.</td>
</tr>
<tr>
<td>3. Non-English speakers.</td>
</tr>
</tbody>
</table>
Service staff maintained a single, secure record linking the participant’s name to their unique participant ID. Once all participants had passed through the study, outcome data was added to the secure record by service staff and any personal identifiers removed prior to this document being delivered to the research team.

**Analysis**

As outcome data were collected for all participants, due to the nature of the study design, a complete analysis was conducted on an intention-to-treat basis with all data categorized according to the original allocation, using a two-sided 5% significance level. To examine the research question, a logistic regression was conducted. The independent variable for this analysis was the allocated condition (MotivATE or treatment-as-usual); the dependent variable was attendance at assessment (attended or did not attend).

Usage data from the MotivATE condition was analyzed using descriptive statistics in order to explore the number of sessions registered by MotivATE, which includes any visit to the intervention, participants who registered with the intervention, as well as how many of the intervention modules were completed by users. Additionally, a follow-up of our primary analysis was conducted to determine the attendance of participants within the MotivATE condition who registered, or did not register, with MotivATE.

Qualitative data were originally to be analyzed using thematic analysis [16]. However, as a result of poor recruitment to this aspect of the study, it was not possible to complete a full analysis of the data. Data were analyzed as case studies instead.

**Ethical Approval**

The research gained Health Research Authority approval (Reference: 16/SC/0431) from the Hampshire A Ethics Committee and was registered at ClinicalTrials.gov (NCT02777944) prior to commencement. In order to ensure participant safety, all researchers completed Good Clinical Practice (GCP) training and adhered to standard NHS practice guidelines.

**Results**

**Primary Outcome: Attendance at Initial Assessment Appointment**

Figure 1 shows the flowchart of the trial. In total, 315 participants were identified for recruitment; however, as a result of a replication in the randomization process, 2 participants were not randomized. This resulted in 313 participants randomized into the trial, of which 157 (50.2%) were randomized to the MotivATE condition and 156 (49.8%) were assigned to the control condition. In total, 274 out of 313 (87.5%) participants attended their assessment appointment, as shown in Table 2.

Binary logistic regression indicated no differences between groups in attendance at the assessment appointment ($\chi^2 = 0.8, P = .38$). The odds ratio (OR) for the effect of being offered access to MotivATE on attendance was 1.35 (95% CI 1.09-2.66).
Table 2. Distribution of attendance at assessment appointment across study groups.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Attended assessment, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>MotivATE (N=157)</td>
<td>140 (89.2)</td>
<td>17 (10.8)</td>
</tr>
<tr>
<td>Control (N=156)</td>
<td>134 (85.9)</td>
<td>22 (14.1)</td>
</tr>
</tbody>
</table>
Table 3. Number of participants that completed each module.

<table>
<thead>
<tr>
<th>Module</th>
<th>Number of users that completed the module (N=53), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45 (85)</td>
</tr>
<tr>
<td>2</td>
<td>36 (68)</td>
</tr>
<tr>
<td>3</td>
<td>27 (51)</td>
</tr>
<tr>
<td>4</td>
<td>24 (45)</td>
</tr>
</tbody>
</table>

Table 4. Distribution of attendance at assessment for those that did and did not access MotivATE.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Attended assessment, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Accessed MotivATE (N=53)</td>
<td>52</td>
</tr>
<tr>
<td>Did not access MotivATE (N=104)</td>
<td>88</td>
</tr>
</tbody>
</table>

Secondary Outcome: Engagement With the Intervention

Usage analysis shows that, of the 157 participants assigned to the MotivATE condition, only 53 (33.8%) registered with the intervention. During the trial period, MotivATE registered 1280 separate sessions; however, of these, only 87 (6.80%) were sessions generated by the 53 registered participants. As it was not possible to collect data for nonregistered users, the exact nature of the additional 1193 sessions is difficult to ascertain. However, while some of these are likely to have been participants that visited the intervention but did not register, the high number in relation to recruitment would suggest that this also includes visits by web crawlers, programs, or automated scripts that browse the Internet in a methodical, automated manner. Indeed, 1177 of these sessions consisted of visits to the homepage of one second or less. Of the 53 participants that registered with MotivATE, 8 (15%) completed registration but did not engage with any of the content. The remaining 45 participants (85%) went on to complete, on average, at least half of the available content, with the average participant completing two and a half of the MotivATE modules; 24 of the 53 registered participants (45%) completed all of the four modules. Table 3 shows a breakdown of the number of participants that completed each module. Of the 53 participants that accessed MotivATE, 17 (32%) used the intervention more than once, with the average across all participants being 1.64 visits per person.

Table 4 gives the distribution of attendance at assessment for those that did and did not access MotivATE.

Binary logistic regression indicated that registration with MotivATE did act as a significant predictor of attendance at assessment, where individuals who registered with MotivATE were 9.5 times more likely to attend than those who did not (OR 9.46, 95% CI 1.22-73.38, \(P=0.03\)). In this instance, the model was found to significantly predict attendance at assessment (\(\chi^2=8.5, P=0.004\)).

Secondary Outcome: Perceptions of the Intervention

Only 2 individuals of the 53 (4%) users who registered with MotivATE volunteered for and undertook an interview regarding their perceptions of MotivATE. These interviews have been written up as case studies and are provided in Multimedia Appendix 2.

In brief, the two case studies presented conflicting views of the usefulness of MotivATE to the participants. In one case, MotivATE did appear to have fulfilled its intended purpose; it helped to alleviate anxieties, addressed concerns, and provided practical help to assist in attending the assessment appointment. However, the other case related a much more negative experience, suggesting that the intervention felt patronizing in its approach and reinforced negative preconceptions. Two aspects, however, were common across both participants. First, both interviewees raised concerns that MotivATE represented a “tick-box” exercise rather than a genuine and helpful tool; this was a concern that was alleviated for one participant upon using MotivATE, but was exacerbated for the other. Second was an opinion that, even if MotivATE was not specifically beneficial, the underlying idea was a positive one.

Discussion

This initial research indicates that, at present, MotivATE does not increase attendance at an initial assessment appointment in people with eating disorders. Secondary analyses, however, do give some insight into the potential impact of the intervention. Attendance was 9.5 times more likely for those who registered with MotivATE than those who did not, but registration with the intervention was low (53/157, 33.8%). This may suggest that the lack of overall impact in the study was not a result of the lack of impact of the intervention itself, but rather due to issues of uptake.

Problems with engagement are often encountered when rolling out online interventions [17] and it has been noted that participants of Internet interventions can exhibit lower levels of engagement than program developers originally envision [18]. However, Web-based interventions have been demonstrated to successfully encourage behavior change for a variety of health behaviors and among a variety of populations [19-21]. Lack of engagement, though, may be a particular issue for people with eating disorders. Several recent studies of online motivational interventions for eating disorders similarly found...
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issues with engagement and high dropout [22-25]. This issue has been attributed to the poor ability of online interventions to attract and retain visitors, relative to other modes of contact [26].

Digital interventions have been identified as a potential approach to improving motivation to change among people with eating disorders [27]; our findings do not rule out this approach to addressing issues regarding low levels of treatment attendance. Indeed, both participants in the case studies suggested that, while MotivATE may not in and of itself be the solution, at least in its current form, the underlying concept remained a positive one. Indeed, once registered, the majority of participants completed more than half of the MotivATE content and a third visited more than once. The key issue faced by MotivATE, which was designed to promote treatment uptake, was itself a lack of uptake. This suggests that approaches addressing low engagement may in fact need to be considered even earlier in the treatment pathway and that simply offering new interventions to address this problem may not be enough. Rather, the way in which these interventions, and indeed treatment more broadly, are presented may need to be more deeply considered.

Furthermore, the observed rate of attendance at initial assessment appointments across this study was unusually high, with nonattendance levels of only 14% recorded for the control group. While within the previously noted range of 10%-32% [11], this figure represented the lower end of this range. Indeed, examination of previous nonattendance rates for the service in the two years prior to the study indicated nonattendance levels of 21% (2014-2015) and 20% (2015-2016). This low level of nonattendance may have impacted the outcome of the primary research question, as this reduced the scope for potential improvements as a result of introducing MotivATE. While it is possible that this change in attendance in comparison to previous years is a result of natural fluctuations, this change may also suggest that other factors present during the study period may have impacted treatment attendance. For example, it is possible that knowledge among service staff that a new intervention was being offered to some patients may have positively influenced the overall service provided, such as the nature of interactions during the phone consultations. It is also possible that this may have been influenced by factors outside of the service, such as changes in local practices relating to the referrals of individuals with eating disorders or initiatives by local charities. However, without further research it is difficult to pinpoint an exact cause.

This study had a number of strengths that support the findings outlined above. The high level of involvement of patients and the public in the development of MotivATE in the early stages ensured that the intervention was designed using a particularly person-based approach. The naturalistic nature of the design means that the research reflects the conditions found in practice. Similarly, conducting the study over one year eliminated the impact of seasonal fluctuations. A further strength of this research was the inclusion of qualitative interviews, which allowed for a greater insight into participants’ perspectives of the intervention and its potential impact. The low recruitment to the interviews also provides useful feedback that reliance on email contact to recruit individuals from this population to an interview study appears to be insufficient and more salient approaches should be favored in future research.

Despite these strengths, this study did suffer from a number of limitations. Firstly, the use of only one site limits the applicability of the findings to general practice. This is due to different sites having differing treatment approaches and procedures, such as opt-in programs or longer waiting times, which may impact the effectiveness of the intervention. A second limitation was the lack of a pre-post measure of motivation to change. This was not included due to the naturalistic design of the study; however, without this it is not possible to ascertain if the intervention did improve motivation to change as intended. Motivation to change may have improved, but not sufficiently so to translate into behavior. Alternatively, improved attendance among those who registered for MotivATE may demonstrate increased motivation to change as a result of using MotivATE; it may also suggest that those with a higher motivation to change were more likely to attend anyway and, in turn, more likely to engage with the intervention [28]. Additionally, this study also included individuals who self-referred and these people are likely to have been more motivated to attend than those referred by general practitioners and other health care professionals; however, these individuals constituted less than 10% of the sample and were randomized across both groups; therefore, they are unlikely to have impacted on differences between the conditions. A final limitation is a potential lack of power in the analysis of the primary research question. A post hoc power analysis conducted in G*Power (Heinrich-Heine-Universität Düsseldorf) indicated an achieved power of only .37 in our study. In order to successfully detect an effect at the level observed, at a power of .8 and an alpha of .05, a further power analysis suggests a required sample size of 2559 (OR 1.35, Pr[Y=1 | X=1] H0=0.86). The clinical impact of an effect of this size, however, would also need to be considered.

This work highlights a number of directions for future research. Specifically relating to MotivATE, it is clear that more research is needed to understand the impact that the intervention has on its users, something that should be pursued from both quantitative and qualitative perspectives. This would allow for the investigation of not just whether MotivATE improves outcome measures such as motivation to change, but also some of the personal perspectives and issues surrounding engagement. A better understanding of how to best engage people with eating disorders with interventions, both on- and offline, is needed as early as possible in the treatment pathway. At present, this is not adequately understood and, as such, future research to explore potential ways in which engagement and uptake might be improved would be beneficial. Further research into uptake and engagement with interventions in a general sense is also required. New interventions are developed on a regular basis, but changes to behavior do not always follow.

In conclusion, in its current state, MotivATE cannot be recommended as an intervention to address lack of attendance at eating disorder services. However, with further research and development, this does not rule out the use of digital interventions as a potential approach to addressing this issue.
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Abstract

Background: There are many perspectives on the advantages of introducing blockchain in the medical field, but there are no published feasibility studies regarding the storage, propagation, and management of personal health records (PHRs) using blockchain technology.

Objective: The purpose of this study was to investigate the usefulness of blockchains in the medical field in relation to transactions with and propagation of PHRs in a private blockchain.

Methods: We constructed a private blockchain network using Ethereum version 1.8.4 and conducted verification using the de-identified PHRs of 300 patients. The private blockchain network consisted of one hospital node and 300 patient nodes. In order to verify the effectiveness of blockchain-based PHR management, PHRs at a time were loaded in a transaction between the hospital and patient nodes and propagated to the whole network. We obtained and analyzed the time and gas required for data transaction and propagation on the blockchain network. For reproducibility, these processes were repeated 100 times.

Results: Of 300 patient records, 74 (24.7%) were not loaded in the private blockchain due to the data block size of the transaction block. The remaining 226 individual health records were classified into groups A (80 patients with outpatient visit data less than 1 year old), B (84 patients with outpatient data from between 1 and 3 years before data collection), and C (62 patients with outpatient data 3 to 5 years old). With respect to mean transaction time in the blockchain, C (128.7 seconds) had the shortest time, followed by A (132.2 seconds) and then B (159.0 seconds). The mean propagation times for groups A, B, and C were 1494.2 seconds, 2138.9 seconds, and 4111.4 seconds, respectively; mean file sizes were 5.6 KB, 18.6 KB, and 45.38 KB, respectively. The mean gas consumption values were 1,900,767; 4,224,341; and 4,112,784 for groups A, B, and C, respectively.

Conclusions: This study confirms that it is possible to exchange PHR data in a private blockchain network. However, to develop a blockchain-based PHR platform that can be used in practice, many improvements are required, including reductions in data size, improved personal information protection, and reduced operating costs.

(J Med Internet Res 2019;21(2):e12533) doi:10.2196/12533
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**Introduction**

The ubiquity of mobile phones and rapid spread of wearable devices have greatly increased the amount and accuracy of data directly generated by patients outside of medical facilities [1-3]. These types of data, which are increasingly contributing to the use of personal health records (PHRs), are starting to attract as much attention as the patient data generated by medical institutions. Such data can be linked with the data collected at medical institutions, but it is expected that PHR management will become more personalized. This hope is one of the biggest drivers of change in the medical care paradigm, which is shifting its focus from general, guideline-based treatment to personalized treatment and disease prevention [3-8]. Although there are some advantages to this shift, there are economic, technological, regulatory, and sentimental barriers to the widespread adoption of PHR [9-11].

Recently, several studies have proposed the use of blockchain technology as a potential way to improve current PHR systems, which restrict access to and recording and sharing of data [12-16]. Blockchain databases and platforms are decentralized and irreversible; their advantages include reliability, transparency, and security [17,18]. Blockchain-based platforms are gradually expanding into a range of fields such as administration, insurance, and copyright act [19,20]. Distributed ledger technology (DLT) is the foundation of blockchain. DLT offers a consensus validation mechanism through a network of computers that facilitates peer-to-peer transactions without the need for an intermediary or centralized authority to update and maintain the information generated by the transactions. Each transaction is validated; a group of validated transaction is added and connected as a new “block” to an already existing chain of transactions, giving rise to the term “blockchain” [21]. In the medical field, the use of blockchain in electronic health records (EHRs), clinical trials, and drug tracking has been being proposed [22-24]. In clinical trials and research, there are several ways in which blockchain technology can improve the quality and processing of data [24]. For example, the smart contract function of the blockchain could be used to obtain consent from participants in a trial or track specific clinical trial events to improve the quality of a study [25]. Blockchain-based PHRs have been shown to solve technical and economic problems [12-14]. For example, instead of relying on a trusted third party, individuals may be able to manage their own data and can be assured of trust in the data through the blockchain. For example, after patients receive their medical records from medical institutions, these could be sent to other medical institutions, insurance companies, and research institutes, with the information being verified by the blockchain instead of a trusted third party. The medical information stored in patients’ mobile phones can be used without the help of a medical institution or a company. In addition, individuals can hand over their own data to data utilization parties, receive compensation for the data, and record the transaction details in the blockchain. To our knowledge, no published studies have examined the feasibility, effectiveness, performance, or costs of blockchain-based PHRs. The main questions that this study aimed to address were as follows: (1) Is the blockchain network suitable for PHR management? (2) How long does it take to share and distribute clinical data on a blockchain network? (3) How much does it cost to transmit clinical data in a blockchain network?

**Methods**

**Study Design**

To evaluate the usefulness of blockchain technology for the management of PHRs, we constructed a private blockchain network and conducted verification using real patient data. The blockchain-based PHR-sharing experiment was conducted on a 64-core, 398 GB Linux CentOS 6.9 server. The blockchain network was an Ethereum version 1.8.4–based private network [26], and 301 nodes were created from one local node via the Linux screen. We connected the additional 300 nodes to one main node representing a hospital.

To investigate the effectiveness of blockchain-based PHR management, we analyzed the time taken for data transactions on the blockchain nodes and the time taken for the spread of the clinical data over the network. Since the size of the clinical data is an important variable, we used data from 100 patients for each data size assessment. All clinical data were encoded with hexadecimal codes, and the transactions were performed with hex code in the transaction data field. In the same environment, 301 nodes were created, and one of them was assumed to be a hospital. The transactions for the clinical data of 300 patients were generated from the hospital node.

The times and costs associated with propagating the transactions of the 300 patient nodes were calculated. In order to calculate the propagation time for one transaction to all nodes in the network, the time until confirmation of the block containing the last transaction was defined as one cycle. The performance of each group was measured using the time required for one cycle and a measure of the propagation speed of the blockchain network according to the amount of data transmitted. In this private blockchain network, sending clinical data from a hospital node to patient nodes was repeated 100 times, and the time and cost were calculated as the average of these 100 iterations.

Cost was calculated using the gas fee, which is a special unit used in Ethereum networks. In Ethereum networks, every operation that can be performed by a transaction or contract costs a certain amount of gas, with operations that require more computational resources costing more gas than operations that require fewer computational resources [26]. For example, a high gas fee is engendered by a costly computation or an increase in the amount of data that must be stored in the node’s state. The gas fee is calculated by repeating 100 cycles of sharing and propagating clinical data in a blockchain network, in the same way as was done for calculating time.

**Data Sources**

The clinical data, which forms the input to the PHRs, were collected from 300 patients randomly selected from the anonymized data warehouse of the Asian Medical Center in Seoul, South Korea [27,28]. Inclusion criteria were patients who had at least one outpatient visit record since 2014 and received at least one diagnosis and at least one laboratory test.
The purpose of this study was to evaluate the capacity of blockchain technology to manage the patients’ clinical data. The patients were grouped into group A (100 patients with less than 1 year of outpatient data), group B (100 patients whose outpatient data were from between 1 and 3 years before data collection), and group C (100 patients with 3 to 5 years of outpatient visit data). We excluded all patient records that exceeded the 64 KB limit for blockchain transactions. The American Society for Testing and Materials’ Continuity of Care Record, a PHR standard, was used to fit the format of each patient’s clinical data [29].

**Data Analysis**

We used Python 3.6.4 (Python Software Foundation) to obtain and analyze data for transaction logs between nodes. The transaction logs contained each node-specific data load time, the total network spread time, and the cost per transaction. We used analyses of variance (ANOVA) to test for statistical significance in the differences between the 3 groups. All reported P values were 2-sided, and P values less than .05 were considered significant. All statistical analysis was performed using R version 3.5.0 (R Foundation for Statistical Computing).

**Ethical Considerations**

This study was approved by the Asan Medical Center’s Institutional Review Board (No. 2018-0178). The Ethics Committee waived the need for informed consent, as all data used in this study were anonymized and anonymously managed at all stages, including during data cleaning and statistical analyses.

**Results**

**Overall Characteristics**

Of the 300 patient records, the clinical data of 74 patients exceeded the 64 KB limit for transaction records in a blockchain: 20 from group A; 16 from group B; and 38 from group C. This elimination process left 226 individual health records in the final analysis: 80 in group A, 84 in group B, and 62 in group C (Table 1). All variables except gender were significantly different between the 3 groups. The number of visits, problems, medication, results, and procedures was highest in group A and lowest in group C.

**Blockchain-Based Data Transaction and Propagation**

Figure 1 shows comparisons of total transaction times and total propagation times among the 3 groups. The mean data sizes were 5.7 KB, 20 KB, and 37 KB for groups A, B, and C, respectively. In terms of mean transaction times, C (128.7 seconds) had the shortest time, followed by A (132.2 seconds) and B (159.0 seconds). The mean propagation times were 1494.2 seconds, 2138.9 seconds, and 4111.4 seconds for groups A, B, and C, respectively; the mean file sizes were 5.6 KB, 18.6 KB, and 45.38 KB, respectively.

**Table 1. Basic characteristics of target groups.**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Group A&lt;sup&gt;a&lt;/sup&gt; (n=80)</th>
<th>Group B&lt;sup&gt;b&lt;/sup&gt; (n=84)</th>
<th>Group C&lt;sup&gt;c&lt;/sup&gt; (n=62)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, male, n (%)</td>
<td>37 (46)</td>
<td>32 (38)</td>
<td>32 (50)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>44.27 (20.73)</td>
<td>45.67 (24.06)</td>
<td>55.89 (20.57)</td>
</tr>
<tr>
<td>Diagnosis rank, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st (group A joint pain; groups B and C essential [primary] hypertension)</td>
<td>8 (10)</td>
<td>19 (23)</td>
<td>26 (42)</td>
</tr>
<tr>
<td>2nd (group A essential [primary] hypertension; group B headache; group C chest pain, unspecified)</td>
<td>6 (8)</td>
<td>11 (13)</td>
<td>16 (26)</td>
</tr>
<tr>
<td>3rd (group A cough; group B chest pain, unspecified; group C Encounter for gynecological examination)</td>
<td>6 (8)</td>
<td>9 (11)</td>
<td>13 (21)</td>
</tr>
<tr>
<td>Visit frequency, mean (SD)</td>
<td>4.58 (3.91)</td>
<td>17.21 (9.26)</td>
<td>32.70 (19.94)</td>
</tr>
<tr>
<td>Problems, mean (SD)</td>
<td>3.68 (3.79)</td>
<td>18.79 (10.29)</td>
<td>37.9 (25.30)</td>
</tr>
<tr>
<td>Medication, mean (SD)</td>
<td>3.35 (4.68)</td>
<td>31.71 (17.14)</td>
<td>74.4 (47.03)</td>
</tr>
<tr>
<td>Results, mean (SD)</td>
<td>3.38 (4.62)</td>
<td>33.09 (16.86)</td>
<td>75.59 (46.43)</td>
</tr>
<tr>
<td>Procedure, mean (SD)</td>
<td>0.04 (0.25)</td>
<td>1.34 (1.75)</td>
<td>2.57 (3.04)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Less than 1 year of outpatient visit data.

<sup>b</sup>1 to 3 years of outpatient visit data.

<sup>c</sup>3 to 5 years of outpatient visit data.
**Blockchain-Based Data Operation Cost**

To calculate gas fees, we divided the amount of gas required for each transaction in each group by the number of blocks actually executed. The gas consumed according to data size was found to be the same as the propagation speed. For a transaction to be propagated by each group, the blocks must be generated through a mining process. The mean number of blocks was 9.8 in group A, 9.5 in group B, and 17.4 in group C. The larger the data size, the fewer the transactions included in one block.

**Figure 2** shows the mean gas consumption per group required for the transaction and propagation of PHRs in a private blockchain network: 1,900,767 for A; 4,224,341 for B; and 4,112,784 for C. The mean data size multiplied by the gas consumption showed the same trend for propagation of the gas cost. However, B and C had similar mean data sizes, indicating that the mean number of blocks in group C was much lower than that in groups A and B.
Discussion

Principal Findings

To the best of our knowledge, this is the first study to investigate the possibility of transferring data between hospital- and patient-based databases using real PHRs on a blockchain network. The limitations of sharing PHRs on a private Ethereum blockchain network include, first, the fact that sharing a PHR with a transaction in a blockchain cannot save more than 64 KB. This restriction in Ethereum is to prevent distributed denial-of-service (DDoS) attacks [26]. Because of this limit, data for 74 patients were excluded from this study. A DDoS attack is a method of attacking a Web server by causing abnormal traffic to flow from multiple computers to the Web server, causing the server to fail due to excessive traffic, process progress, and excessive input/output operations. DDoS attacks on blockchains can be accomplished by creating many large blocks with dust transactions. In order to prevent such attacks, the size of a transaction is limited. This limitation of the blockchain needs to be addressed to justify the use of blockchain as a PHR platform, since patient-generated health data (PGHD), socioeconomic data, and genomic data are becoming larger, as are the standard components of PHR [1,30,31]. Second, the larger the size of the data, the greater the gas consumption on the network, resulting in unnecessary operating costs. A pattern that we identified was that the basic cost of gas increases the cost of transactions at a higher rate with increasing amounts of data. In particular, PHRs may increase in data size over time, which may increase the operational costs associated with using a blockchain network. The costs of PGHD produced in real time via the Internet of Things or wearable devices will further increase over time [1,3,4]. Third, privacy and confidentiality considerations limit the current utility of blockchain for PHR...
management. In this study, data producers, owners, and content were all exposed. Exposure of a producer exposes the identity of the hospital and departments visited by a particular patient. The exposure of the transaction log means that the patient’s medical history is exposed; most people consider this to be sensitive information. Last, records cannot be erased once they are recorded. This is a fundamental characteristic of a blockchain, but in the case of medical data, the data may change or may need to be removed.

**Recommendations for Building a Blockchain Network for Personal Health Records**

Transaction block size problems can be solved by choosing or designing blockchains that can accommodate high capacity. However, this modification could cause other problems, such as susceptibility to DDoS attacks [32], which cause data sizes to decrease. Therefore, there is a need for an alternative approach that can increase block data size without the associated security problems.

The time it takes to transact and propagate data using blockchain is a crucial variable in blockchain-based PHR. In this study, mean transaction time was longer with larger patient numbers, and mean propagation time was longer with larger file sizes but not with larger patient numbers. In this study, small patient sample groups were used for verification purposes. However, to allow for the management of and queries about large numbers of patients, it will be necessary to improve transaction and propagation times.

Increased operational costs due to large data sizes can be partially resolved by selecting a more advanced blockchain. The lack of privacy and confidentiality can also be improved by choosing a blockchain system that allows anonymization. The cryptographic technology called zk-SNARK (zero-knowledge succinct noninteractive argument of knowledge) is purported to allow users to hide both sender information and database content [33]. At present, however, anonymization techniques are imperfect and slow encryption speeds hinder performance.

Instead of writing all of the data, it is a good idea to record metadata such as data storage addresses, hash values, and timestamps in the blockchain. The actual data can then be stored elsewhere, such as on the hospital server, in patient mobile phones, or using a cloud-based storage system. This approach reduces the amount of data stored in the blockchain, regardless of the total database size, thereby freeing up storage space and minimizing costs. The approach also provides an alternative to storing personal and sensitive information on the blockchain and makes use of the advantages of both existing centralized storage technology and blockchain technology. At the same time, by allowing individuals to control storage, we can comply with the General Data Protection Regulation, which advises that “personal data shall be processed in a lawful manner, in a transparent manner in relation to the data subject” [34]. For blockchain to be optimized in a health care capacity, it should guarantee the right to health information for individuals that seek it. Recently, a model has been proposed that stores metadata in a blockchain and stores sensitive and large data in a separate storage such as a Cloud [35]. Until now, only the model has been presented, but we expect that services that implement these models will be released in the near future.

**Limitations of This Study**

The main limitation of this study is that the feasibility evaluation of blockchain for PHR management was done on a private rather than a public network. However, this design choice was made due to legal limitations which prevented us from uploading sensitive personal data to public networks. In the future, research using public network–based blockchains, with participant consent, will be necessary.

To calculate network latency and throughput, it is necessary to install and operate the system on multiple computers instead of configuring several nodes on a small number of computers, as was done in this study. Future studies using multiple computers will be able to test feasibility by appropriately distributing physically separated computers having researchers, services, and the Cloud in other regions.

**Conclusions**

Although many medical applications have been attempted using blockchain technology, studies investigating the feasibility and effectiveness of blockchain networks based on actual patient data have progressed relatively slowly. Our findings support the possibility of using blockchain technology to exchange actual patient data on a private blockchain network. Managing medical data using blockchain requires consideration of data size, operating costs, and privacy.
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Abstract

The Substitutable Medical Apps and Reusable Technology (SMART) Health IT project launched in 2010 to facilitate the development of medical apps that are scalable and substitutable. SMART defines an open application programming interface (API) specification that enables apps to connect to electronic health record systems and data warehouses without custom integration efforts. The SMART-enabled version of the Meducation app, developed by Polyglot, has been implemented at scores of hospitals and clinics in the United States, nation-wide. After expanding their product’s reach by relying on a universal, open API for integrations, the team estimates that one project manager can handle up to 20 simultaneous implementations. The app is made available through the SMART App Gallery, an open app store that supports discovery of apps and, because the apps are substitutable, market competition. This case illustrates how a universal open API for patient and clinician-facing health IT systems supported and accelerated commercial success for a start-up company. Giving end users a wide and ever-growing choice of apps that leverage data generated by the health care system and patients at home through a universal, open API is a promising and generalizable approach for rapid diffusion of innovation across health systems.

(J Med Internet Res 2019;21(2):e12902) doi:10.2196/12902
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Introduction

The opportunity has never been greater to build a flourishing ecosystem of modern health care software [1]. Underpinnings of interoperability for data exchange and integration of diverse software have been developed, tested, and proven, technically and commercially. We present a health IT start-up’s trajectory as it transcended the common, frustrating modus operandi of one-off integrations of software for each new customer. Instead, the company leveraged an emerging, open, standards-based, national-scale, app store model. We believe that this success strongly supports an international strategy to deliver on health IT’s promises of evidence-based medicine, artificial intelligence, genomics, and value-based care, while promoting the success of innovators and empowering physicians and patients with the tools they need for 21st-century health care.

The Obama administration appropriated US $34 billion for incentivizing physicians and hospitals to purchase commercial electronic health records (EHRs) [2]. Because these products evolved from billing systems, clinical functionality was underdeveloped, noninteroperable, and not designed to exchange data [3]. A novel approach addressing these gaps, proposed in 2009 [4], was to connect apps to EHRs, much the same way mobile phone users select apps from app stores. Such apps would be substitutable: readily added to or deleted from the EHR across an application programming interface (API). APIs are fundamental to software produced by Apple, Google, Microsoft, Facebook, and Amazon and are used by billions of...
consumers. APIs enable software systems to interact with each other and exchange data. The Apple and Android APIs have spawned the creation of hundreds of thousands of apps without a need to devise subsequent interfaces, integrations, or agreements with Apple or Google.

To open EHRs to substitutable, third-party apps, the US Office of the National Coordinator of Health Information Technology funded the Substitutable Medical Apps and Reusable Technology (SMART) Health IT project [5-9]. The idea was that app developers, given an API specification that enabled access to the most commonly needed clinical data elements, including laboratory data, diagnoses, and medications, could readily create apps that could be added to or deleted from EHRs as easily as the (then 1-year-old) iPhone. Substitutability, a new approach to interoperability, was hoped to accelerate innovation by reducing barriers to integration and creating competition among developers; customers could select EHR-connected apps from an app gallery. Further, substitutability should enable customization of the end-user experience for providers using EHRs and patients accessing EHR portals.

In 2011, encouraged by the White House [10], the SMART team hosted a challenge to develop an app using the SMART API to connect to health system data. A start-up company, Polyglot Systems, won for their app Meducation, designed to serve patients with low literacy levels, impaired vision, or language barriers. Meducation had been developed as a cloud-based medication management app, dynamically creating patient-specific medication instructions, and was designed to be intuitive and easy to read and understand in more than 20 languages. The user interface was designed through an iterative, user-centered design process with continual end-user feedback from IT teams at customer sites.

In under a week, the Polyglot team converted their existing app into a prototype SMART app that could be integrated with an EHR to pull the patient’s medication list across the API. The Polyglot team struggled a bit to understand how the clinical data (eg, medications and laboratories) were represented in the SMART API. In 2014, the SMART project [5] swapped out its own data models for the emerging international standard, Health Level Seven’s (HL7) Fast Health Interoperability Resources (FHIR) [11]. The contest also demonstrated the principle of reusability of apps, in that the Meducation app was able to readily run, without modification or customization, against three different clinical systems exhibiting the SMART API.

Polyglot pursued the use of the open SMART API in its strategy for integrating Meducation with EHRs and into patient and physician workflows. The company has since been acquired by First Databank, Inc. We explore implications of this approach for the rapidly evolving apps-driven health information economy [1].

**One-Off Commercial Integrations**

SMART was not yet widely adopted when Polyglot won the contest. Therefore, their initial implementations required time-consuming and resource-intensive custom integrations for each clinical environment. Early commercial engagements were expensive for Polyglot and, since the company did not charge separately for implementation work, they incurred large costs. Further, the Polyglot team was limited to two to three implementations at any given time and required a third-party integrator to handle project management and resolve technical issues around integration.

One of Meducation’s initial implementations, prior to using SMART, was at a four-hospital system, HealthFirst, in Florida using the Allscripts Sunrise EHR. The project initiated in August 2015 and took 8 months to go live, after many integration challenges and higher-than-expected costs. There were issues in getting data to pass consistently from Allscripts Sunrise into the Meducation platform. Often the data were incomplete and missing information critical to drug safety. There were further issues in proper rendering of the user interface in the preferred workflow. System upgrades to Allscripts Sunrise often broke the interface and disrupted core functionalities, such as playing videos and rendering documents. Custom development projects came at a heavy price in time and effort, requiring substantial troubleshooting and testing.

These challenges were overcome through strong collaboration and a third-party integrator. The custom integration of a third-party app into a health system’s existing clinical systems is a huge undertaking. For this project, the hospital put together a project team of clinicians, pharmacists, and informatics personnel who met regularly to oversee the project and focus on end-user experience. The hospital’s IT group was brought on board early on to scope out the project and work with the Polyglot team on approaches to successful integration. The EHR vendor dedicated a team to the project for custom development work and an expert third-party integrator was brought in to deal with integration issues as they arose.

Some challenges, however, remained unresolved. For example, it would have been ideal for the Meducation document to be deposited into the EHR and included in the patient discharge instructions. This was not possible with the clinical systems and custom integration solutions available at the time, so end users needed to collate separate documents.

Subsequent implementations at clinical sites with an EHR system that Meducation had previously integrated with were more streamlined than the first-time implementation, generally taking only 3 months. The approach was to replicate the last working implementation with that EHR vendor and then troubleshoot for site-specific tailoring. Typical issues encountered during a second-time integration with a vendor include variations in the system versions, such as security settings and Internet browser type and version. Identifying and adapting to the differences across sites still required substantial involvement from the hospital’s IT group.

In contrast, starting a custom integration project at a clinical site with an EHR vendor with which Meducation had not yet implemented was like starting from scratch. The only lessons that could be carried over from other implementations were around the need for trustworthy and reliable partners, as well as the collaboration and communication that needs to be established for a successful integration. Not all implementation
projects were successful. Reasons for failed integration were often related to the nature and complexity of the custom work.

**Advances in the SMART Ecosystem**

The 21st Century Cures Act, signed into US law in 2016, requires that certified health IT products have an API that that allows consumers to access, exchange, and use their health information “without special effort” [12,13]. In the United States, most EHR vendors are using the SMART on FHIR API to satisfy this requirement [14-16]. EHR vendors have collaborated over the interpretation and profiling of the FHIR standard with selected terminologies (eg, RxNorm, Systematized Nomenclature of Medicine [SNOMED], and Logical Observation Identifiers Names and Codes [LOINC]) through the Argonaut Project [16]; they have incorporated support for SMART into their products and are beginning to roll out the technology to health care institutions. Epic and Cerner have SMART-enabled hundreds of their installs. Allscripts has SMART-enabled the releases of three of their products. Other EHR companies, including Athena and eClinical Works, have also built SMART support into their products.

Apple recently launched a new version of its Health app with a health-records feature for connecting with EHR instances, to enable a patient to download a copy of her records to her phone [17]. Hundreds of hospitals and health systems offer this capability.

**Technical and Business Efficiencies**

Today, Meducation uses the SMART on FHIR API to access and integrate with clinical systems; a single project manager can oversee 20 or more highly standardized implementation projects without a third-party integrator. While early custom implementations of Meducation could not successfully integrate Meducation documents into the patient discharge instructions from the EHR, with SMART on FHIR, the company is increasingly able to accomplish this within the FHIR standard.

At Polyglot, SMART on FHIR has eliminated the need for large project teams and for third-party involvement. The team was able to configure their Meducation platform to the SMART on FHIR specifications by utilizing the SMART sandbox testing environment and sample patient datasets, which simulate a standards-compliant EHR.

When a health system expresses interest in Meducation, there is significantly less hesitation and resource allocation required from the hospital’s IT group and project management is much simpler. Integration of Meducation is standardized. There is little to no custom development needed to integrate the app with each vendor’s EHR system; thereby, testing and troubleshooting time is minimal.

For a new customer who is using an EHR system with which Meducation has not previously been integrated, they can nonetheless use a standard project plan, checklist, and resource list. None of the project management materials need to change based on the EHR system. Therefore, the project cost and timeline can be accurately estimated from the start. By relying on standard functionality regardless of the EHR system, the costs are much lower and much more predictable.

The standardization of the Meducation app on SMART has dramatically reduced the integration and implementation time by nearly eliminating the need for custom work; writing data back into EHRs still requires custom work in some cases, as the necessary components of the FHIR data model have not yet been universally implemented by vendors.

Though the app is still hosted through some legacy integrations with MEDITECH and Greenway Health, all other EHR implementations have migrated to substitutable patient-facing and provider-facing versions connecting via the SMART on FHIR API to Epic, Cerner Millennium, Allscripts Paragon, Allscripts Sunrise, eClinicalWorks, and athenahealth athenaClinicals. To date, the Meducation app has been implemented in over 3000 pharmacies, 60 clinics, and 70 hospitals in the United States nationwide. Of these, about 50 of the hospitals and 15 of the clinics are integrated via SMART.

The current health apps marketplace includes the EHR vendor app stores, as well as iTunes and various Android app stores. The SMART App Gallery [18] is an open directory, showcasing SMART and FHIR apps with links to the various online stores where the app can be purchased. The Meducation app is listed in the SMART App Gallery (see Figure 1). The app utilizes the gallery’s demo functionality to enable users to launch the app against the sample clinical data in a sandbox environment, simulating the experience of using it in an EHR (see Figure 2).

In addition, after terms were established with several EHR vendors, it has been listed in the Cerner App Gallery, Allscripts Application Store, and Athena Marketplace and will soon be listed in the Epic App Orchard.

As these emerging marketplaces for apps grow, the task of maintaining high-quality and safety levels for apps will be increasingly important. We expect this will occur through a mix of regulation [19], development-community standards [20], professional organization endorsements [21], third-party security certifications, and ongoing due diligence by health care organizations choosing to purchase and install the apps.

Innovative health app developers are using the SMART on FHIR open API specification to connect their products securely and efficiently into today’s health care ecosystem. Standardizing the integration process, as the Meducation team has done, eliminates the need for external, third-party services and enables efficiency and market scale for new innovations.
**Figure 1.** Medication listing page on the SMART App Gallery [18].
Key Messages

APIs are ubiquitous in modern computing and enable software systems to interact with each other and exchange data. APIs have sparked ecosystems of apps for the iPhone and Android operating systems. They can similarly be used to drive an ecosystem of health care apps, essentially an app store for health.

In the United States, open and free API standards, developed, tested, and proven in the health care domain, have been integrated into EHR products and used to connect software to EHRs by both large (e.g., Apple) and small software companies. The experience of one commercial software company—Polyglot, recently acquired by First Databank, Inc—cogently illustrates how an open, consistent, standards-based API can foster innovation as well as commercial success.
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Abstract

Background: A significant proportion of youth in the United Kingdom fail to meet the recommended 60 minutes of moderate-to-vigorous physical activity every day. One of the major barriers encountered in achieving these physical activity recommendations is the perceived difficulty for youths to interpret physical activity intensity levels and apply them to everyday activities. Personalized physical activity feedback is an important method to educate youths about behaviors and associated outcomes. Recent advances in 3D printing have enabled novel ways of representing physical activity levels through personalized tangible feedback to enhance youths’ understanding of concepts and make data more available in the everyday physical environment rather than on screen.

Objective: The purpose of this research was to elicit youths’ (children and adolescents) interpretations of two age-specific 3D models displaying physical activity and to assess their ability to appropriately align activities to the respective intensity.

Methods: Twelve primary school children (9 boys; mean age 7.8 years; SD 0.4 years) and 12 secondary school adolescents (6 boys; mean age 14.1 years; SD 0.3 years) participated in individual semistructured interviews. Interview questions, in combination with two interactive tasks, focused on youths’ ability to correctly identify physical activity intensities and interpret an age-specific 3D model. Interviews were transcribed verbatim, content was analyzed, and outcomes were represented via tables and diagrammatic pen profiles.

Results: Youths, irrespective of age, demonstrated a poor ability to define moderate-intensity activities. Moreover, children and adolescents demonstrated difficulty in correctly identifying light- and vigorous-intensity activities, respectively. Although youths were able to correctly interpret different components of the age-specific 3D models, children struggled to differentiate physical activity intensities represented in the models.

Conclusions: These findings support the potential use of age-specific 3D models of physical activity to enhance youths’ understanding of the recommended guidelines and associated intensities.

(J Med Internet Res 2019;21(2):e11253) doi:10.2196/11253
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**Introduction**

Regular physical activity is considered an essential part of youths’ (children and adolescents) overall physiological health and psychosocial development [1-4], providing immediate and future health benefits [5-7]. Indeed, strong relationships exist between physical activity and health: Individuals who attain higher physical activity levels show a risk reduction of 30% for all-cause mortality, 20%-35% for cardiovascular diseases, 30%-40% for type 2 diabetes, and 20%-30% for cancer when compared to individuals who attain low activity [8]. Moreover, youths who frequently participate in physical activity demonstrate reduced symptoms of anxiety and depression, which subsequently leads to psychosocial benefits such as improved self-esteem and confidence [3]. Similar to physical activity, there is a dose-response relationship between increased sedentary behavior (activities in a sitting or reclining position such as watching television) and a greater risk of adverse health outcomes [9]. In the United Kingdom, youths aged 5-15 years have been reported to spend 7-8 hours per day in sedentary behavior, which accounts for 60%-65% of their day [10]. Given the pandemic rise of sedentary behavior in youth, public health sectors have produced and communicated physical activity recommendations to guide individuals toward achieving a minimum level of physical activity to reap health benefits [11]. The World Health Organization and UK Government both recommend that youths aged 5-17 years should engage in at least 60 minutes of moderate-to-vigorous physical activity every day [8,12]. Despite this, reports show that only 21% of boys and 16% of girls in the United Kingdom meet these physical activity recommendations [13,14].

Promotion of youth’s physical activity relies upon our understanding of the underlying factors that influence the likelihood of achieving the desired behavior. Among the most consistently reported factors are an individual’s age, sex, socioeconomic status, social and environmental support, and level of education [15-17]. However, little attention is given to individuals’ knowledge regarding the recommended levels [18-21], intensities of physical activity [22-24], and, subsequently, manners in which they achieve the international physical activity guidelines. Of concern, youths most commonly cite 2 hours per week as the recommended physical activity levels [20] and demonstrate a limited ability to interpret and classify the intensities associated with daily activities [18,25-27], thereby questioning their ability to align their own activities to the recommended levels. Furthermore, youths’ inability to define and understand the intensity of physical activity may, in part, explain the inconsistent reliability and validity of children’s self-reported physical activity levels [28-30]. Therefore, it is important to recognize youth’s lack of knowledge regarding the complexities of physical activity; content knowledge (ie, concepts) is a critical step towards youths achieving a healthy and sustainable active lifestyle that can be continued into adulthood [31]. This is particularly pertinent because adults also show a lack of knowledge of their respective physical activity targets and associated activity intensities [23]. Indeed, DiClemente et al [32] suggested that one solution to overcome youth’s lack of knowledge may be the use of personalized feedback to educate an individual about a behavior and outcome. Although there is currently a paucity of literature on youths’ current perceptions of physical activity intensity, it is evident that the development of personal feedback tools [33], which seek to enhance their understanding of the importance of physical activity and interpret the recommended guidelines, is warranted.

Digital mediums such as activity-tracking tools and mobile phone devices with assisted apps have allowed greater accessibility for users to visualize their personal physical activity data. Visualizations are known to enable users to understand their personal data and associations with physical activity levels, making them more comprehensible and actionable in terms of health-related aims [34]. However, on-screen visualizations are limited to visual stimulation and ignore the abundance of other senses, such as “touch,” that could potentially enrich personal engagement with data [34,35]. Congruent with theories built on the notion that youth are visual and tactile learners [36-38], a number of studies support the use of tangible objects to promote youth’s intellectual development [39-42]. Given that physical activity occurs in the physical world, tangible representations of physical activity that can be placed in the everyday environment have the potential to make data more available to an individual [43,44]. Indeed, Khot et al [45], investigated the use of an innovative visualization strategy involving 3D printing to create tangible physical activity data for adults, demonstrating that the visual and tactile nature of the data increased the user’s awareness and reflection of their personal physical activity behaviors. Previous evidence within the educational domains suggests that tangible interfaces can play an important role in active learning among youths by increasing engagement and reflections upon a topic [46-50]. Following these developments in understanding, recent formative research on youths has demonstrated their ability to conceptualize 3D-printed objects of physical activity, with 80% of youths expressing that the models would motivate them to engage in more physical activity [24]. Moreover, youths expressed preference for 3D models, represented through abstract and graphical designs, which led to the development of two age-specific 3D-printed model prototypes. However, before introducing the age-specific 3D models into an intervention setting [51], it is important to determine their acceptability with regard to whether youths can correctly interpret the different models in terms of the amount and intensity of daily physical activity displayed [52,53]. In the absence of such formative research, researchers risk the development of 3D models and interventions that may be inappropriate or misunderstood by the target population [54]. Indeed, previous health message interventions have been limited by a lack of formative research to guide the development and delivery of messages [55]. Based on the technology design framework developed by Druin et al [56], the present study implements the role of the “tester,” whereby youths are the testers of the new technology and their experiences can be observed and evaluated for impact by researchers. The aims of this study were therefore to examine children’s and adolescents’ perceptions and ability to identify physical activity intensities (ie, sedentary, light, moderate, and vigorous), elicit...
children’s and adolescents’ interpretations of the age-specific 3D model prototypes, and use the data to consolidate the design of the age-specific 3D model prototypes to inform the development of a school-based physical activity intervention.

**Methods**

**Recruitment**

Participants comprised a convenience sample taken from two primary schools and two secondary schools in South Wales, United Kingdom. In total, 12 primary school children (9 boys; mean age 7.8; SD 0.4 years) and 12 secondary school adolescents (6 boys; mean age 14.1; SD 0.3 years) participated in the study. Parents and youths provided informed written consent and assent prior to participation, respectively. All procedures were approved by the University Ethics Committee and were conducted in accordance with the Declaration of Helsinki (reference no. PG/2014/40).

**Procedures**

Twenty-four semistructured individual interviews were conducted with youths by the first author, either within a familiar classroom or the school library [57]. Individual interviews are a suitable method for exploratory research seeking to generate diverse and original ideas among youths [58]. Interview questions were adjusted for tone and structure to ensure age appropriateness; all interview questions and tasks were reviewed, discussed, and revised by authors SGMC, MAM, ZRK, and KAM. The interview questions (Table 1) were informed by previous formative research [24] and addressed concepts such as youths’ knowledge of physical activity intensities and interpretations of the age-specific 3D models (Figures 1 and 2). Complementary to the interview questions, youths were asked to complete two interactive tasks: a physical activity and intensity-matching task and a 3D model recall and interpretation task. The first task was completed at the midpoint of the interview process and invited participants to match 20 different pictures of activities (eg, video gaming, walking, climbing stairs, and football) to the correct intensity (ie, sedentary, light, moderate, and vigorous; Table 2). Sedentary activities were based on the definition of Trost et al [59], whereas definitions for light, moderate, and vigorous activities were obtained from the youth compendium of physical activities [60,61]. After completion of the task, participants were asked to describe why they placed each activity within the specific intensity box.

**Table 1.** Example interview questions for children/adolescents.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical activity intensity</td>
<td>Can you tell me what you think these different levels of intensity for physical activity might be?</td>
</tr>
<tr>
<td>Physical activity intensity</td>
<td>What word would you use to describe the intensity of that activity (eg, climbing stairs)?</td>
</tr>
<tr>
<td>Physical activity model</td>
<td>What do you think the lines/bars show?</td>
</tr>
<tr>
<td>Physical activity model</td>
<td>Can you tell me what you think the rest of the physical activity model shows? (Prompt: how do you think this model [sun or bar chart] shows physical activity?)</td>
</tr>
</tbody>
</table>

**Figure 1.** Children’s sun 3D model. PA: physical activity; MVPA: moderate-to-vigorous physical activity.
The second task was completed at the end of the interview to test youths’ ability to recall and interpret the different components of the age-specific 3D models. The formatively developed 3D models were designed by youths who displayed a preference for a sun (Figure 1) and adolescents (bar chart; Figure 2) by using Play-Doh as a prototype tool for the creation [24]. Both models depict example triaxial accelerometer-derived (wGT3X-BT, ActiGraph LLC, Pensacola, FL) moderate and vigorous physical activity levels achieved for each day over a week as well as a reference bar to the physical activity guidelines of 60 minutes of moderate-to-vigorous physical activity. In detail, the moderate and vigorous physical activity level achieved for each day was calculated using Evenson’s child cut-points [62] on ActiLife, version 6.13.3 (ActiGraph LLC). Following this, the physical activity levels were inserted into the age-specific custom-developed 3D model code; loaded on OpenJSCAD, version 1.8.0; and subsequently 3D-printed using polylactide filament on the Ultimaker 2 Extended+ (Ultimaker, Geldermalsen, the Netherlands). All participants were asked to label a 2D diagram of the relevant model and verbally describe the model’s components.

Interviews lasted for a mean of 35.8 (SD 5.3) minutes and 25.1 (SD 4.9) minutes for children and adolescents, respectively. All the interviews were digitally voice recorded (Olympus DM-520 digital voice recorder, Shinjuku, Japan), video recorded (Sony Handycam HDR-PJ540, Minato, Japan), and transcribed.
verbatim. In total, 85 and 92 pages of raw transcription data (Arial font, size 12, double spaced) were produced for primary school children and secondary school adolescents, respectively. Unique identification codes were used to ensure anonymity of participants within all transcripts: B (boy) or G (girl), followed by participant number.

Data Analysis

Through the process of content analysis, transcripts were deductively analyzed through contextual 3D model themes (separator of the moderate-to-vigorous physical activity bar; physical activity guideline bar; and daily, moderate, and physical activity bars) and activity intensities (sedentary, light, moderate, and vigorous intensity). Quantitatively, we analyzed whether the classification of data was accurate (ie, activities to intensities and the different 3D model components) [63]. This mixed-methods approach allowed for a greater insight into the meaning of the data [64,65] and took into account the multiple aims of the research regarding youths’ ability to identify physical activity intensities and accurately interpret the age-specific 3D models [63]. First, transcripts were thematically analyzed by the first author (SGMC) using three steps: data immersion, coding, and identifying themes [66]. The immersion of data was completed through an active way of “repeated reading” of the transcripts by searching and noting meanings and patterns within the dataset [66]. The process of coding, using a manual cut-and-paste technique, organized the data into meaningful groups that were considered pertinent to the research questions [66]. Key themes were identified by collating the relevant coded data quotes and discarding any irrelevant quotes from the analysis [66]. A frequency count of the compiled meaningful quotes was conducted to record the number of participants that noted respective points within a theme. The meaningful quotes and frequency counts were then presented diagrammatically using a pen profile approach, which is considered an appropriate method for representing diagrams of key emergent themes [67]. The last author (KAM) independently analyzed the data and discussed the outcomes with SGMC. Through the repeated process of reverse triangulation, author MAM critically cross-examined the data in reverse from the pen profiles to the transcripts until all alternative interpretations of the data were exhausted. The pen profiles were then assessed by all other authors, enabling further interpretations and adjustments before a final consensus was reached. For the activity intensity-matching task, the activities placed into certain key intensity boxes were counted (sedentary, light, moderate, and vigorous) and aligned with direct quotations (Table 3).

Statistics

An “N=1” chi-square test was conducted using SPSS Statistics 22 (IBM Corp, Chicago, IL) to determine any significant differences between boys and girls who correctly associated activities to their respective intensity, with statistical differences accepted at $P \leq .05$ [68,69].

Results

Youths’ Understanding of Sedentary Behavior and Physical Activity Intensities

Youths’ understanding of physical activity intensities is presented in Tables 3 and 4 (children) and Tables 5 and 6 (adolescents), with representative verbal statements for each activity reflecting youths’ greatest intensity-level frequency count.

Children’s Ability to Identify Sedentary Behavior and Physical Activity Intensities

Children were able to correctly align sedentary activities with the respective intensity 62% of the time, with girls demonstrating a better understanding of sedentary behavior than boys (80% vs 53%; $P=.38$). Specifically, the sedentary activities most commonly correctly identified were technology-based behaviors such as playing on a mobile phone (75%) or computer (75%) and video gaming (75%). A number of children (58%) reported that eating was a light-intensity activity: “eating’s easy cause you’re just like moving your arms and putting it [food] in your mouth” (PB06). Children were only able to correctly identify light-intensity activities 31% of the time, with girls showing a better understanding of light-intensity activities than boys (38% vs 28%; $P=.75$). A number of children (75%) indicated stretching as a moderate-intensity activity because “for some people stretching is really hard...” (PB06); one child stated, “when I do rugby you have to warm up and that’s not hard, easy or inactive” (PB07). Furthermore, fishing was identified by five children as a sedentary behavior due to the nature of the sitting position; for example, “he’s just sitting down and waiting for a fish...” (PG11). Similarly, some children struggled to define moderate-intensity activities, with only 33% of moderate activities correctly identified. Boys, as a group, fared slightly better than girls in allocating moderate-intensity activities (38% vs 25%; $P=.66$). Children perceived moderate activities such as throwing (83%), climbing stairs (75%), and sweeping (58%) as light-intensity activities. Specifically, climbing stairs was thought of as a light-intensity activity because “all you’ve got to do is lift a foot and put it on each step” (PB09), with sweeping noted as something that “you can relax while you’re doing it ” (PB02). Vigorous activities were correctly identified 68% of the time by children (boys, 73% vs girls, 57%; $P=.58$). Vigorous-intensity activities such as riding a bicycle (92%), playing hockey (92%), playing tennis (67%), swimming laps (58%), playing football (58%), running (50%), and climbing trees (50%) were all correctly classified. Children described the nature of vigorous intensity as riding a bicycle or running, which makes one “really tired” (PB09) or “a little tired” (PB01), respectively. When referring to swimming laps, children emphasized that “my swimming teacher pushes me really hard” (PB07).
<table>
<thead>
<tr>
<th>Intensity and activity item</th>
<th>Representative verbal statement</th>
<th>Frequency count according to intensity level, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sedentary</td>
</tr>
<tr>
<td>Sedentary</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Eating, sitting</td>
<td>“Eating’s easy cause you’re just like moving your arms and putting it [food] in your mouth” (PB06)</td>
<td>5^a</td>
</tr>
<tr>
<td>Reading, lying down</td>
<td>“That one cause you're just lying there” (PB03)</td>
<td>9^a</td>
</tr>
<tr>
<td>Mobile phone, sitting</td>
<td>“These [mobile phone use] are quite easy cause all you're doing is basically moving your fingers” (PB02)</td>
<td>9^a</td>
</tr>
<tr>
<td>Computer, sitting</td>
<td>“Computer you just sitting down and probably typing something with mouse and this you're just going [acts out typing]...” (PB07)</td>
<td>9^a</td>
</tr>
<tr>
<td>Video games, sitting</td>
<td>“They are like playing video games, this is inactive because you’re not actually like moving” (PB06)</td>
<td>9^a</td>
</tr>
<tr>
<td>Light</td>
<td></td>
<td>5^a</td>
</tr>
<tr>
<td>Fishing, sitting</td>
<td>“He’s just sitting down and waiting for a fish but when he winds it in he’s using kind of his muscles” (PG11)</td>
<td>0</td>
</tr>
<tr>
<td>Stretching exercises</td>
<td>“Cause when I do rugby you have to warm up and that's not hard, easy or inactive” (PB07)</td>
<td>0</td>
</tr>
<tr>
<td>Darts, wall</td>
<td>“Throwing darts is pretty easy but not to hit the middle [of the dart board]” (PB02)</td>
<td>0</td>
</tr>
<tr>
<td>Walking, slow</td>
<td>“Walking to school’s easy, all you're doing is like moving your legs” (PB06)</td>
<td>1</td>
</tr>
<tr>
<td>Moderate</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Throwing, snowball</td>
<td>“Throwing snowballs is quite easy because you can just throw them any way you like” (PB02)</td>
<td>0</td>
</tr>
<tr>
<td>Climbing stairs</td>
<td>“I’ve put walking up steps because quite easy because all you've got to do is lift a foot and put it on each step” (PB09)</td>
<td>0</td>
</tr>
<tr>
<td>Sweeping</td>
<td>“And sweeping because you can relax while you're doing it” (PB02)</td>
<td>0</td>
</tr>
<tr>
<td>Mowing lawn</td>
<td>“For lawn, I’ve done...cause it’s not easy, and it’s not hard and it’s not inactive so it’s that one [moderate]” (PB07)</td>
<td>1</td>
</tr>
<tr>
<td>Vigorous</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Climbing trees</td>
<td>“They’re using...their tummy muscles and their arms and their legs” (PG11)</td>
<td>0</td>
</tr>
<tr>
<td>Tennis</td>
<td>“Then tennis cause its quite active, you move a lot cos you hit and then you have to move to hit the ball again” (PB07)</td>
<td>0</td>
</tr>
<tr>
<td>Swimming laps</td>
<td>“When I go swimming my teacher, go in the 3rd lane and my swimming teacher pushes me really hard” (PB07)</td>
<td>0</td>
</tr>
<tr>
<td>Hockey, field</td>
<td>“Hockey’s hard cause some people don't really know how to play hockey...” (PB06)</td>
<td>0</td>
</tr>
<tr>
<td>Football/soccer</td>
<td>“...playing football’s pretty hard cause...you got to get past the people who are doing skills” (PB10)</td>
<td>0</td>
</tr>
<tr>
<td>Running, hard effort</td>
<td>“I think running because you run a long way, you get a little tired, then you get sweaty then you can’t do any more” (PB01)</td>
<td>0</td>
</tr>
<tr>
<td>Riding a bicycle, hard effort</td>
<td>“I did cycling because if you go really fast you might be really tired, and you might not want to do any more”(PB09)</td>
<td>0</td>
</tr>
</tbody>
</table>

^a Representative verbal statement frequency count.
Adolescents’ Ability to Identify Sedentary Behavior and Physical Activity Intensities

Adolescents correctly identified sedentary-based activities 87% of the time, with boys demonstrating a better understanding than girls (90% vs 83%; P=.73). Sedentary technology-based activities such as playing on a mobile phone (100%) or computer (92%) and video gaming (75%) were all correctly perceived as sedentary behaviors:

“They’re just on their electronics, playing games or watching something…they don’t really have to put effort into that and they’re not moving around or doing anything.” [SB01]

Light-intensity activities were correctly identified 71% of the time, with girls displaying a better understanding than boys (75% vs 67%; P=.77). Light-intensity activities including walking (83%), fishing (67%), playing darts (67%), and stretching (67%) were all consistently identified as light-intensity activities. Adolescents correctly identified moderate-intensity activities only 10% of the time (girls, 13% vs boys, 8%; P=.07). All adolescents reported that the activity of throwing (100%) was a light-intensity activity. Other moderate activities such as mowing the lawn (75%), climbing stairs (75%), and sweeping (67%) were also classified as light-intensity activities; one adolescent described moderate activities as “everyday things like mowing the lawn” (SG09).

Adolescents were only able to appropriately identify vigorous-intensity activities 46% of the time, with girls demonstrating a greater ability to recognize vigorous-intensity activities than boys (62% vs 24%; P=.20). Adolescents correctly categorized individual fitness activities such as cycling (75%), running (67%), and swimming (50%) as vigorous-intensity activities. In contrast, organized sport activities such as football (75%), tennis (67%), and hockey (58%) were often identified as moderate-intensity activities, although they regarded football and tennis as “…quite a physical sport” (SB03) or involving “…strengths” (SB04), respectively.

Youths’ Understanding of the Age-Specific 3D Models

Children’s and adolescents’ interpretations of the age-specific 3D models are presented in two separate pen profiles (Figures 3 and 4, respectively).

Children’s Understanding and Ability to Interpret the Sun 3D Model

In total, six higher-order themes were structured around the 3D model’s components: “Physical Activity Guideline Bar,” “Daily Physical Activity Bars,” “Moderate Physical Activity Bar,” “Vigorous Physical Activity Bar,” and “Separator of MVPA Bar” (Figure 3). A number of children (75%) were able to interpret the physical activity guideline bar on the 3D model as “the 60-minute time bar” (PG10). All children correctly identified that the 3D model represented a week of physical activity “Monday they did a lot [of physical activity], on Tuesday they did a tiny bit, on Wednesday they did a tiny bit less…” (PG05). The data revealed that 58% of children had some difficulty interpreting the moderate physical activity bar on the 3D model, with children describing the bar as “…the easy activity to be doing because you do easy more than hard…” (PB01). Only 42% of children were able to correctly interpret the moderate physical activity bar as “medium activity…” (PG05). Ten children (83%) correctly interpreted the vigorous physical activity bar as “how much you’ve done of the hard level [of physical activity]” (PG11), with only two children incorrectly interpreting the bar as the time at which the physical activity was undertaken: “the morning [of physical activity] and that might be the afternoon [of physical activity].” The circle separator along the sun’s rays splitting the moderate and vigorous physical activity bars was correctly interpreted by 67% of children as “the blob splits the line up, so you know how many of the hard [physical activity] and how many of the medium [physical activities]” (PG11). Only two children expressed that they did not understand the meaning of the moderate-to-vigorous separator along the ray.

Adolescents’ Understanding and Ability to Interpret the “Bar Chart” 3D Model

Four higher-order themes were identified around the 3D model components: “Physical Activity Guideline Bar,” “Daily Physical Activity Bars,” “Moderate Physical Activity Bar,” and “Vigorous Physical Activity Bar” (Figure 4). The physical activity guideline bar was correctly interpreted by 83% of adolescents as “that’s the amount [of physical activity] you need to be doing or more...sixty minutes a day” (SP12). Only two participants were unable to identify the meaning of the target bar. All adolescents had a good understanding of representation of the physical activity data as a week, and 42% of the adolescents were able to interpret the data without any previous explanation or guidance from the facilitator. The moderate-intensity physical activity bar was correctly reported by 75% of adolescents as “…the moderate activity that you [themselves] were doing” (SG01), with only three participants incorrectly defining it as “how much sport [they] have done” (SG6). All adolescents demonstrated a good understanding of the vigorous-intensity physical activity bar, stating “…this means how much hard activity [they] are doing…” (SB03).
Table 5. Adolescents’ ability to identify intensity of activities (n=12).

<table>
<thead>
<tr>
<th>Intensity and activity item</th>
<th>Representative verbal statement</th>
<th>Frequency count according to intensity level, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sedentary</td>
</tr>
<tr>
<td><strong>Sedentary</strong></td>
<td></td>
<td>10^a</td>
</tr>
<tr>
<td>Eating, sitting</td>
<td>“Eating, maybe just a little bit of movement when you’re like bringing it [the food] up to your mouth and then when you’re chewing” (SB02)</td>
<td>10^a</td>
</tr>
<tr>
<td>Reading, lying down</td>
<td>“Reading a book all you’re doing is just flipping a page with almost nothing movement…” (SB02)</td>
<td>12^a</td>
</tr>
<tr>
<td>Mobile phone, sitting</td>
<td>“They’re just on their electronics…they don’t really have to put effort into that and they’re not moving around or doing anything” (SG01)</td>
<td>11^a</td>
</tr>
<tr>
<td>Computer, sitting</td>
<td>“Yeah well obviously computer games…you’re not doing much except moving your fingers maybe” (SB02)</td>
<td>9^a</td>
</tr>
<tr>
<td>Video games, sitting</td>
<td>“Playing games…like some things that don’t require that much movement” (SG10)</td>
<td>57^a</td>
</tr>
<tr>
<td><strong>Light</strong></td>
<td></td>
<td>12^a</td>
</tr>
<tr>
<td>Fishing, sitting</td>
<td>“Fishing you’re just waiting in a boat and when a fish comes you have to reel it…” (SB02)</td>
<td>3</td>
</tr>
<tr>
<td>Stretching exercises</td>
<td>“It’s [stretching] not like big movement like they’re not really doing much” (SB11)</td>
<td>2</td>
</tr>
<tr>
<td>Darts, wall</td>
<td>“Darts, all you’re doing is just throwing a small dart at a small target” (SB02)</td>
<td>3</td>
</tr>
<tr>
<td>Walking, slow</td>
<td>“…walking to school you do need to walk obviously but it’s not very hard…” (SB02)</td>
<td>3^a</td>
</tr>
<tr>
<td><strong>Moderate</strong></td>
<td></td>
<td>12^a</td>
</tr>
<tr>
<td>Throwing, snowball</td>
<td>“Throwing a snowball not much at all, all you have to do is just craft this little ball of precipitation and throw it at someone else” (SB02)</td>
<td>0</td>
</tr>
<tr>
<td>Climbing stairs</td>
<td>“I like walking up the stairs, it’s sort of easy… you can get a bit out of breath” (SB04)</td>
<td>0</td>
</tr>
<tr>
<td>Sweeping</td>
<td>“They’re just like doing something simple, like their daily life” (SG05)</td>
<td>4</td>
</tr>
<tr>
<td>Mowing lawn</td>
<td>“Light is mostly just…everyday things like mowing the lawn” (SG09)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Vigorous</strong></td>
<td></td>
<td>6^a</td>
</tr>
<tr>
<td>Climbing trees</td>
<td>“Climbing a tree cause it does take a lot of effort to climb a tree” (SG01)</td>
<td>0</td>
</tr>
<tr>
<td>Tennis</td>
<td>“Just some like basic sports…people would think they’re fairly easy…running, football and tennis” (SG10)</td>
<td>0</td>
</tr>
<tr>
<td>Swimming laps</td>
<td>“Swimming…you have to be able to do the right streamlined technique to be able to glide through the water and then…you need to be able to breathe…” (SB02)</td>
<td>0</td>
</tr>
<tr>
<td>Hockey, field</td>
<td>“A girl playing hockey you need to run around the pitch many times and it might get a bit tiring” (SB02)</td>
<td>0</td>
</tr>
<tr>
<td>Football/soccer</td>
<td>“I put quite a few in medium because like football is quite a physical sport” (SB03)</td>
<td>0</td>
</tr>
<tr>
<td>Running, hard effort</td>
<td>“These are probably the ones like make you push yourself” (SB11)</td>
<td>0</td>
</tr>
<tr>
<td>Riding a bicycle, hard effort</td>
<td>“Like cycling when you’re going up hills and stuff, it depends like how strong you are…” (SB04)</td>
<td>0</td>
</tr>
</tbody>
</table>

^aRepresentative verbal statement frequency count.
Table 6. Adolescents’ ability to correctly match activities to intensity (n=12).

<table>
<thead>
<tr>
<th>Correct classification</th>
<th>Total (%)</th>
<th>Boys (%)</th>
<th>Girls (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sedentary</td>
<td>87</td>
<td>90</td>
<td>83</td>
</tr>
<tr>
<td>Light</td>
<td>71</td>
<td>67</td>
<td>75</td>
</tr>
<tr>
<td>Moderate</td>
<td>10</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>Vigorous</td>
<td>43</td>
<td>24</td>
<td>62</td>
</tr>
</tbody>
</table>

Figure 3. Children’s interpretation of the sun 3D model. P: primary; B: boy; G: girl; PA: physical activity; N: frequency counts; MVPA: moderate-to-vigorous physical activity.
Discussion

Principal Findings
The aims of this study were to ascertain youths’ understanding of the age-specific 3D model designs and to examine youths’ perceptions and ability to identify activities according to their respective intensity. The study findings suggest that youths demonstrate misconceptions in defining different activity intensities. However, youths’ ability to interpret the age-specific 3D models supports the use of these formatively designed tangible representations of physical activity within an intervention to aid youths’ understanding and awareness of the recommended 60 minutes of moderate-to-vigorous physical activity [24].

Overview
To date, little research has explored how youths understand the meaning of the term physical activity [27,59,70,71]. It has previously been suggested that the terminology developed by adults used to describe physical activity is too complicated for youths, due to developmental and vocabulary differences [27]. As highlighted by Pearce et al [27], understanding how children express physical activity is a logical first step for improving overall knowledge and the development of innovative methods for enhancing physical activity. In the present study, the intensity-matching task revealed that adolescents have a greater ability to identify sedentary behaviors and light-intensity activities, whereas children showed they could more accurately identify the two extremes of intensity (ie, sedentary behaviors and vigorous-intensity activities). It could be expected that as a result of children’s sporadic and explosive patterns of activity [3,72-75], moving from one extreme intensity to another, could explain, in part, the present findings demonstrating children’s limited ability to identify the intermediary light- and moderate-intensity activities. Furthermore, the present study showed that only 25% (n=3) of children thought that working on the computer was a physical activity, and none of the children...

Figure 4. Adolescents’ interpretations of the bar chart 3D model. S: secondary; B: boy; G: girl; PA: physical activity; N: frequency counts.

Correct understanding (n=10)
“...Ands that’s the amount [of PA] you need to be doing or more...sixty minutes a day” [SB12]

Incorrect understanding (n=2)
“...like that [guideline bar]...I don’t even know what it is now...I keep forgetting” [SB11]

Correct understanding following explanation (n=7)
“...Days? So like Monday or Sunday, Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday” [SB7]

Correct understanding without explanation (n=5)
“...I think that these [the different bars] are the days, so like Monday, Tuesday, Wednesday and so on” [SG1]

Correct understanding (n=3)
“...how much sport you [themselves] have done...” [SG6]

Correct understanding (n=9)
“...and then the normal part kind of behind the thick block [vigorous bar chart] is just the moderate activity that you [themselves] were doing” [SG1]

Correct understanding (n=12)
“...this means how much hard activity you [themselves] are doing which is the bar in front of the bar [moderate PA bar] going up behind it” [SB3]

Previous work has shown that children’s limited ability to identify the intermediary light- and moderate-intensity activities. Furthermore, the present study showed that only 25% (n=3) of children thought that working on the computer was a physical activity, and none of the children...
characterized “sweeping” as a sedentary behavior as compared to the previous findings of 38% and 30%, respectively [59]. Although Trost et al [59] encompassed a larger sample of children aged 9-10 years, such discrepancies may be, at least in part, due to the reduced sample size and wider age range in our study. Conversely, it could be argued that the timeframe in which the research was implemented could play an influencing role on youths’ understandings of physical activity. For example, since the mid-2000s, the number of campaigns with mass media components have led to an increased level of exposure to the importance of physical activity behaviors within youths, with evidence supporting this exposure-response relationship [76-78].

The majority of children tended to overestimate light-intensity activities such as stretching exercises, playing darts, and fishing. In some cases, children would associate stretching exercises with other more demanding activities such as warm-up before “...rugby...” (PB07). This type of category contamination was a recurring theme among children, with other activities such as throwing (light) and climbing trees (vigorous) being associated with “...running around” (PB01). In most cases, this category contamination led to an increase in intensity of the dominating activity (ie, going from light to moderate intensity). Furthermore, light-intensity activities such as darts and fishing were often inaccurately identified because of the perceived skill or competence required to complete the activity. Specifically, playing darts was considered a vigorous-intensity activity, as it required a certain skill to “...get [the dart] in the middle [of the dart board]” (PG05), and fishing was associated with moderate intensity because it is “...quite hard to catch fish” (PB02). Skill level was identified as a common characteristic for other activities including football, hockey, swimming, riding a bicycle, and climbing trees, with one child stating reading as a vigorous intensity because “...you have to learn how to read words” (PB06). Consistent with previous findings [27], this study emphasizes that skill in an activity, or physical competence, influenced children’s perceptions of the intensity level. It could be speculated that children’s perspectives of these skill- or physical competence-associated activities are likely to undergo change and refinement as a consequence of time with personal experience and maturation [70]. However, this perspective appears unlikely, as evidence suggests that adults also lack relevant knowledge in terms of determining intensities of physical activity [23]. This demonstrated inability to define intensities further highlights the importance of educating youths about different intensities of physical activity, so that as they age, their understanding of physical activity is more likely to reflect the actual intensity associated with the recommended guidelines.

It is important that youths understand the type of physical activities that form moderate- and vigorous-intensity levels to increase their chances of engaging with these type of activities and gaining the associated metabolic health benefits [79-81]. In the present study, youths demonstrated a limited ability to correctly identify moderate-intensity activities, although the degree of this inaccuracy was much greater in adolescents. It could be postulated that youths’ inability to identify moderate-intensity activities could be aligned with their limited capacity to describe how a physical activity could be performed at different intensities or effort levels [60]. However, youths underestimated the intensity levels of moderate activities related to either household chores, such as sweeping and mowing the lawn, or the daily activity of climbing stairs. Adolescents described such moderate activities as “...everyday things like mowing the lawn” (SG09) and “...like it’s easy” (SB04), and children suggested that when climbing stairs, “...all you’ve got to do is lift a foot and put it on each step” (PB09). These findings support those of Trost et al [59], as household chores and climbing stairs are not considered important contributory sources of physical activity, with the present study further highlighting that this underestimation increased with age. Nonetheless, it is perhaps pertinent to consider the applicability of some activities such as household chores, as a lack of familiarity may have led to exaggerated inaccuracies in the intensity of these activities [82]. For adolescents, the more commonly performed individual sports (swimming, running, and cycling) were correctly identified as vigorous intensity, with team sports such as football, hockey, and tennis perceived to be moderate intensity. Indeed, evidence suggests that the more the activity is considered as play or fun, the less likely youths are aware of the intensity [27]. Although there is limited evidence of this within the present findings, it could be speculated that the greater level of social interaction during team sports [83] and the perceived conception of these team activities for play or fun could function as a moderator to youths’ ability to correctly assess the respective intensity [27]. The present findings highlight the need to further understand how context (ie, social settings) mediates youths’ ability to interpret intensities between team sports and the more individual-pursuit sports. Additionally, research is warranted to investigate the potential differences between nonathletic youths’ and sports-orientated youths’ understanding and ability to conceptualize intensities.

Inconsistencies in youths’ ability to correctly identify and understand different activity intensities observed in this study are important, especially given that self-report physical activity questionnaires rely on youths’ ability to correctly interpret activities in accordance with the intensity level [27]. The reliability and validity of data derived from measuring youth’s physical activity using self-report questionnaires is problematic [28-30]. From the present findings, it could be postulated that the inconsistent reliability and validity of physical activity questionnaires are, at least in part, due to youths’ misinterpretations and lack of understanding of intensity, supporting the findings of LeBlanc and Janssen [84]. Indeed, the findings support the idea that youths are not accustomed to relating their physical activity by intensity as a result of limited understanding, which makes it challenging to conduct interventions aimed at changing intensities of physical activity. Additionally, although direct comparisons between sexes failed to demonstrate any significant difference in the ability to align activities with their respective activity intensities, the present findings suggest that girls, irrespective of age, outperformed boys. For example, adolescent girls outperformed their counterparts in correctly identifying light-, moderate-, and vigorous-intensity activities. Interestingly, girls in the younger age group outperformed boys in correctly identifying sedentary and light-intensity activities, although the imbalance in the number of girls (n=3) to boys (n=9) may limit such comparisons.

http://www.jmir.org/2019/2/e11253/
Indeed, these preliminary findings could be explained by differences in cognitive development, as girls have better verbal and written language skills [85-88] and acquire vocabulary faster [89] than boys until adulthood. As a consequence, it could be postulated that the higher level of vocabulary among girls may give them an advantage in aligning activities with intensities. This is especially pertinent because previous research has shown that girls provide more reliable and valid recollections in physical activity questionnaires than boys [90]. More research is warranted to determine whether these verbal and written advantages among girls indeed play a significant role in the understanding of physical intensities, how this may impact self-report questionnaires, and how to best account for these sex differences.

One method that has the potential to develop youths’ comprehension of physical activity levels and associated activity intensities is the use of personalized tangible interfaces (ie, 3D models) to aid learning [91]. The present findings support this notion, with youths demonstrating a good ability to interpret and understand the age-specific 3D models, which is an important step towards enabling a cognitive experience whereby they can start to learn about their physical activity habits [92]. Indeed, previous research has suggested that physical materials can promote playful learning in youth and might offer a more natural interaction than other types of learning interfaces (ie, digital) [46-49]. More specifically, tangible objects can enable collaborative interactions with significant others [93,94], which coincides with an individual achieving social interaction more readily than that from on-screen digital displays [95]. Moreover, evidence suggests that physical activity with the social support of significant others can significantly increase youth’s motivation for physical activity [96] as well as their enjoyment [97,98], intensity [99], and overall engagement in and out of school [100], which holds promise for the 3D models. Equally important, a large proportion of youths (79%) could correctly identify and describe the current physical activity guidelines projected on the 3D models. Youth’s ability to understand the physical activity guideline as a tangible representation will offer a more haptic and proprioceptive experience than visual representations alone [101], which is especially pertinent because youths are regarded as visual and tactile learners [36]. It is anticipated that the 3D models will act as a concept map, whereby youths can make connections and relationships and understand that the concepts about physical activity are not just factual, but rather ideas to increase comprehension and expand vocabulary [102]. Adolescents demonstrated a greater understanding of the age-specific 3D models and the different representations of physical intensities as compared to children, which could be explained by the Piagetian developmental theory [103]. Evidence suggests that the exploratory nature of learning through tangible interfaces such as 3D models of physical activity may offer a more supportive solution to enhancing children’s understanding in identifying patterns (ie, between activities and intensities) and new concepts about physical activity than previous digital methods [91]. In this light, our findings support the use of the age-specific 3D models within a school-based intervention, whereby youths receive a personalized 3D model of their objectively assessed physical activity levels to not only enhance comprehension and understanding of the recommended guidelines and associated intensities, but also use as a unique motivational strategy to increase their physical activity.

Limitations
Although data saturation was reached and lends further credibility to the findings, this study is limited by the relatively small sample size, age range, and geographical area of data collection, which may underrepresent other socioeconomic groups and ethnic minorities. Furthermore, among children, sex difference comparisons regarding the understanding of intensities may be limited due to the small number of girls who participated in the study. Therefore, our findings on youths’ understanding of the age-specific 3D models and the demonstrated ability to match activities to respective physical intensities should not be generalized but considered a stimulus for future investigation.

Conclusion
This study shows that both children and adolescents have misconceptions when identifying corresponding activity intensities. Specifically, children showed recurring-intensity classification errors such as category contamination and perceived skill or competence of an activity leading to misperceptions of intensity, with both age groups severely underestimating moderate-intensity activities. However, youths demonstrated a good ability to interpret and describe the age-specific 3D model representations of physical activity, intensity, and the recommended guideline. Therefore, this study highlights the potential utility of these age-specific 3D-printed models within an intervention to act as an educational tool to enhance youths’ understanding and awareness of the recommended physical activity guidelines and associated intensities.
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Implementing Blockchains for Efficient Health Care: Systematic Review

Abstract

Background: The decentralized nature of sensitive health information can bring about situations where timely information is unavailable, worsening health outcomes. Furthermore, as patient involvement in health care increases, there is a growing need for patients to access and control their data. Blockchain is a secure, decentralized online ledger that could be used to manage electronic health records (EHRs) efficiently, therefore with the potential to improve health outcomes by creating a conduit for interoperability.

Objective: This study aimed to perform a systematic review to assess the feasibility of blockchain as a method of managing health care records efficiently.

Methods: Reviewers identified studies via systematic searches of databases including PubMed, MEDLINE, Scopus, EMBASE, ProQuest, and Cochrane Library. Suitability for inclusion of each was assessed independently.

Results: Of the 71 included studies, the majority discuss potential benefits and limitations without evaluation of their effectiveness, although some systems were tested on live data.

Conclusions: Blockchain could create a mechanism to manage access to EHRs stored on the cloud. Using a blockchain can increase interoperability while maintaining privacy and security of data. It contains inherent integrity and conforms to strict legal regulations. Increased interoperability would be beneficial for health outcomes. Although this technology is currently unfamiliar to most, investments into creating a sufficiently user-friendly interface and educating users on how best to take advantage of it would lead to improved health outcomes.

International Registered Report Identifier (IRRID): RR2-10.2196/10994
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Introduction

Medical records in Britain comprise of legacy paper records and numerous disconnected electronic systems. Despite the advancement of other health care fields such as oncology and neurology in their use of technology [1,2], there remains a lack of interoperability in health care systems, arising from the nonuniform record storage methods, that restricts doctors in their capacity to provide appropriate care [3]. Furthermore, the lack of (correct) information has been considered the primary cause of problems in health care, leading to medical errors and adverse events [4]. Not only does this include clinical errors, but administrative ones, such as the recent failure by the National Health Service (NHS) to invite almost 50,000 women
for their cervical screening tests [5,6]. Patients must recount their history multiple times, which may be done incompletely. They too appreciate that interoperability would be beneficial in alleviating these adverse events [7,8]. The NHS planned to mend the situation by computerizing all records by 2018, however this target was delayed first to 2020 and again to 2023 [9]. In the United States, almost 90% of physicians already use a computerized system [10], although these are not all interoperable. Efficient health information technology (IT) systems are especially important at a time when the NHS faces shortages of more than 100,000 doctors and nurses [11,12], a total that is expected to increase with increasing demands on the service. Blockchain could solve the problem of interoperability by allowing doctors to gather information about a patient from multiple independent systems.

A blockchain is a decentralized online ledger (database), first implemented to store an ever-increasing record of all transactions using the cryptocurrency, Bitcoin [13]. It works by replacing trusted third-party signatories of a transaction (in a financial context, typically a “middle-man” payment provider such as Visa) with computational (cryptographic) proof to validate transactions. This validation is carried out by a network of users (“full nodes”) who collectively adhere to previously agreed rules, which are implemented by the software. This method saves both the cost of mediation, as a blockchain involves no mediator, and the cost associated with reversing transactions when disputes arise, as blockchain transactions are essentially irreversible. The transaction records are grouped into blocks, each of which is locked to the next with a cryptographic hash. Once recorded, data in any given block cannot be modified without altering all subsequent blocks (as each block’s hash depends on the last), nor without the agreement of a majority of the members of the network. As well as in financial services, distributed ledger technology has also been applied in the manufacturing industry to track goods within a supply chain [14,15], in governments for voting and public records [16,17], and in retail for unmediated goods trading and to allow more sophisticated loyalty packages [18,19].

The system is also flexible enough to allow the addition of arbitrary logic to process, validate, and access the data. This is implemented via components of business logic known as smart contracts, which reside on the blockchain and are synchronized across all nodes. A smart contract is a string of computer code that executes whenever certain conditions are met, ensuring security and authorized access [20]. The ability to create smart contracts makes blockchain suitable for health care, where strict regulations govern how sensitive data can be used [21,22]. Information exchange using smart contracts is transparent and conflict-free and eliminates the need for a middleman, as the blockchain executes the data sharing based on the preagreed conditions of the contract [23,24].

Ownership and privacy of data are important issues that blockchain could solve. It is currently debated whether the health care provider or the patient owns health care data relating to a patient (although patients have a definite right to access the data [25]). In addition to ownership issues, with the introduction of the General Data Protection Regulation (GDPR) in the European Union, it is important for patients to know how their personal information is being handled [21,26]. Smart contracts implemented by a blockchain would simplify the consent process for data access by doctors. The current consent process is not standardized or personalized, which makes it difficult for a patient to express clearly via an access control policy, which may, for example, involve allowing selected access to particular specialists.

Another concern with medical records is the cost currently associated with transferring records between locations [27]. Repeated imaging studies carried out because of unavailability of prior results can be dangerous in terms of delayed treatment as well as financially costly. Sending data via email is considered a security risk [28,29], and there is clear inefficiency inherent in transcribing a digital asset onto optical media which is commonly read only once at the receiving site [22,30]. A system integrating patient consent as well as access to authorized individuals would save on these costs.

Medical information is no longer limited to written reports, imaging studies, and blood tests. Genomic data and that collected by wearable devices, such as bracelets and watches embedded with sensors, are increasingly accumulated. If exploited effectively, the availability of these new forms of data may lead to improved treatment options and outcomes and may also be examined by health insurance companies offering discounts for “healthy” behavior. Further benefits arise in the realm of artificial intelligence. When given the appropriate data, this can infer trends from the data that are then used to generate population-level insight, and so achieve population health as a whole. These new data formats, however, will require careful integration to allow appropriate analysis while maintaining patient privacy and security against hackers.

Although digitization of health records has been in place in the general practitioner (GP) sector for over 30 years (albeit lacking essential data sharing and exchanging capabilities), secondary care has not yet successfully achieved this de facto standard. Distributed ledger technology, initiated and exemplified by the bitcoin blockchain, is having a growing impact on IT environments in which conformation to legislative regulations and maintenance of public trust are increasingly paramount [31], and it may be used in realizing NHS Digital’s target. The aim of this review was to summarize the evidence relating to the implementation of blockchains to manage electronic health records (EHRs), and to discuss whether this would improve efficiency of record management.

**Methods**

The review protocol [32] was used with the following modifications: (1) The research question was narrowed to focus on efficiency, as the issues of privacy and scalability would broaden the review excessively, (2) A total of 5 additional search databases were included to account for the potential lack of published research on the topic, and (3) The population was extended to anyone whose health data are stored in a blockchain.

**Research Question and Definitions**

**RQ:** What strategies have been proposed or trialed to implement a blockchain or blockchains for the
management of electronic medical records, and how do they improve efficiency compared to currently employed medical record management methods?

1. **Medical record**: [any] record consisting of information about the physical or mental health or condition of an identifiable individual made by or on behalf of a health professional in connection with the care of that individual [33].

2. **Efficiency**: Either improved interoperability or cost-effectiveness, or improved health outcomes as a result of these.

3. **Current methods**: These may consist of traditional paper-based methods or more advanced technology adopted to provide more coordinated health care.

4. **Interoperability**: Automatic and seamless exchange of health information across health information systems [34]. (This corresponds to syntactic interoperability.)

**Ethics and Dissemination**

As data collection was executed via published literature, ethical approval was not be required for this review.

**Search Strategy and Study Selection**

We searched PubMed, Scopus, EMBASE, MEDLINE, ProQuest, CINAHL, AMED, Global Health, Books@Ovid, and Cochrane Library for all relevant literature. We also searched for other systematic reviews on the topic on the PROSPERO [35] database. We used the MeSH database [34] to derive keywords and search term combinations (Multimedia Appendix 1). As blockchains applied to the health care sector remain a novel approach, we did not place restrictions on the study type, dates of publication, or geographic locations. However, only studies in English were included.

Results of the search strings (Multimedia Appendix 2) were imported into EndNote X8.0.1 (Clarivate Analytics), which was used to remove duplicate articles. Remaining duplicates were deleted manually. We used an iterative approach of title, abstract, and full text searches (Multimedia Appendix 3) and exported the results into Microsoft Excel. Titles and abstracts were then independently screened by 2 reviewers, based on the following inclusion criteria:

1. Articles must discuss the use of blockchain to manage medical records in some manner, and 2. Articles must describe the benefits and/or disadvantages of using this technology (and compare this to currently used methods of managing medical data).

Where the second point may not be determined from the abstract alone, the study should be taken to full text screening. Studies may not identify a comparator, and these may be included provided the remaining inclusion criteria are met.

A total of 2 reviewers (AV and OO) resolved discrepancies through discussion (Multimedia Appendix 4), and no adjudication from a third reviewer was required. The full texts of the remaining articles were subsequently assessed for their eligibility, based on the same eligibility criteria. This selection process is demonstrated using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram (Figure 1).

**Data Extraction**

A template was designed to collect information required to address the research question. Basic metadata were collected automatically by EndNote, and the remaining data items (Multimedia Appendix 5) were gathered after reading the papers in full.

**Outcomes**

The primary outcome measures were interoperability and cost-effectiveness (our definition of efficiency). The secondary outcome measure was improved health outcomes, although it was noted that it might be difficult to determine a quantitative measure of this with respect to blockchains.

**Strength of Evidence and Data Synthesis**

Studies of interventions involving randomized and nonrandomized methods were assessed for risk of bias using the Cochrane Collaboration Risk of Bias Tool and the Risk of Bias in Nonrandomized Studies - of Interventions tools, respectively.

The extracted data were subsequently summarized qualitatively. No meta-analysis was performed, because application of blockchains in health care remains a novel method and articles with sufficient numerical data were not found. In addition, the heterogeneity of studies prevented a meta-analysis.
Results

Description and Characteristics of Included Studies

After the initial literature search, removal of duplicates, eligibility (Multimedia Appendix 6), and full-text screening, 61 articles were included in the study. An additional 10 articles were added via snowballing (review of the references from the included articles) of the full texts screened (Table 1).

Few studies described the implementation of a blockchain system to real-world medical data, highlighting the novelty of this technique. Of these, 1 [36] used smart contracts to manage access to medical data that were stored on the cloud, whereas the others stored medical data directly on the blockchain. Of the largest group of articles which proposed a framework (without testing it on live data), the majority advocated cloud-based data storage with blockchain-based access control. In addition to the primary outcome of interoperability, issues considered in these articles included those of privacy and data security, scalability, and administrative affairs. There are also a number of companies currently implementing blockchains in health care, which were referred to throughout the literature, and many of which have not published any academic literature. These are collated in Multimedia Appendix 7.
The majority of the information comparing blockchain’s potential versus current methods of managing records was found in opinion articles, which were set more broadly in the context of developments in health care technology; many described the disarray of current health record management. Some used the successes of blockchain in other fields than health care and finance to demonstrate its versatility.

Interoperability Measures

Interoperability, one of our primary outcome measures, was seen as feasible using a blockchain approach to store an index of records and to manage access to cloud-based records [36,51]. This approach saves the administrative costs involved in transporting records, as well as the medical costs associated with waiting for their arrival. Logistical difficulties and costs may arise in collating legacy data, although we expect that these would be accounted for in savings from improved health outcomes in the long term.

Discussion

Summary of Evidence

A blockchain can allow improved interoperability as data across multiple systems can be exchanged and accessed simultaneously and immediately. The interfacing of different systems would also save costs, as no expensive data mediators or escrow services are required to broker trust [8,45]. Costs are also saved in the process of data transfer, which becomes immediate [27]. This is especially useful in the management of patients suffering from chronic diseases, facilitating the delivery of care by connecting both patients and providers with medical data. These factors, therefore, reduce administrative delays, as does the use of smart contracts to execute patients’ consent preferences immediately [23,24]. An off blockchain data repository (“data lake”) is scalable and can store a variety of data types, as well as being a tool for research. This is in contrast to current health care data systems, which are not synchronized to allow intersystem communication or equipped to manage emerging data formats [9]. Blockchain is interactive and supports high throughput data analysis and machine learning, while being encrypted and digitally signed to ensure data privacy and authenticity [51]. These are particularly important factors in a field that is both dominated by evidence-based research but bound by strict data regulations [21]. The disjointed systems currently in use do not lend themselves toward such modern research techniques, nor are they stored in a secure or immutable manner. The collaboration between patients, doctors, and researchers arising from a blockchain-based system allows for a greater degree of exchange and comparison, leading to specific and personalized care pathways [31,45]. The Office of the National Coordinator for Health Information Technology (ONC) has recently described several features critical to the development of an interoperable health system, which are addressed by blockchain [60], such as establishing a directory of resource locations that can be easily referenced to locate information and creating an economic environment in which interoperability is a sound business decision [22].

Interoperability

Health data are dynamic and expansive, and seamless exchange of health data across health information systems would be advantageous. As it would not be practical in terms of speed, storage capacity, or sustainability to replicate all health records on every computer in the blockchain network [54], we instead advocate blockchain as a method to manage access control (and for smart contract management) by systematically storing a catalogue of all users’ health records and related metadata. Each time data are added to the EHR by a doctor or patient (from a mobile app or wearable sensor), a metadata-containing pointer to this is added to the blockchain, while the data are stored securely on the cloud [51]. A full index of a particular patient’s records is stored in a single location along with related metadata, regardless of the whereabouts of the medical data. The blockchain, with this secured index of records, then directs authorized individuals to the cloud-based data, thus allowing the immediate exchange of information between approved professionals, while also keeping an immutable ledger of those readers. The fact that blockchain is based on open-source software also has potential benefits, as health trusts can use the open application programming interface to integrate data as they wish, giving them timely access to accurate information in a format useable by them. Striving for interoperability is also a key feature of the Health Information Technology for Economic and Clinical Health Act, which has meant that since 2011: American health care providers have been given financial incentives to demonstrate meaningful use of EHRs [61].

Health

Fast access to a comprehensive set of patient data would allow doctors to treat patients without the need to wait for the arrival of previous results. The availability not only of prompt but more frequent data would allow physicians to create specialized treatment plans on the basis of outcomes and treatment efficacy. Daily health data would also engage a patient more in their own health care, and improve patient compliance [51], a historic
challenge in the field [62]. The capability of personalized medicine would, therefore, be improved with this interoperability, as a single access point for all real-time health data is created for each patient. Data gathered from wearable sensors and mobile apps would contribute information on the risks and benefits of treatments, and on patient-reported outcome measures.

**Integrity**

The immutability of a blockchain that stems from linking the hashes of subsequent blocks, carries with it inherent integrity as blocks cannot be rewritten without collaboration of a majority of nodes. This is key to maintaining a true record of patient-provider interactions as well as data originating from devices, both of which could influence not only medical decisions but also those involving insurance. This property was exemplified by RadBit at the 2017 Yale Healthcare Hackathon [46], a system which allows patients to keep possession of their medical images, along with an immutable chain of custody. Temporary keys (“tokens”) can be created by users of the blockchain and passed onto those such as health care providers and insurance companies, providing them temporary access. The token is independent of the data, containing only authorization commands, and is verified and validated (by recording them on the chain) before the required reports are dispatched. Integrity may also be maintained by the use of external auditors, who may verify the accuracy of the system in real time and retrospectively [21]. Potential ways to improve the integrity are to use blind signatures, which reinforce protection from tampering as well as confirming the sender’s and viewer’s identities [53], or to use signatures from multiple authorities [42].

**The Office of the National Coordinator for Health Information Technology Blockchain Challenge**

In 2016, the ONC organized the “Use of Blockchain in Health IT and Health-Related Research” challenge, seeking ideas to address the difficulties of managing health records [20,63,64]. Winning papers described innovative ways to securely empower patients through interoperability [57,65]. MedRec, one of the winning entries, is now being implemented in Boston. This proposal from Massachusetts Institute of Technology’s media lab involves associating a medical record with viewing permissions and data retrieval instructions for execution on external databases, thus using the blockchain to record patient-provider interactions via smart contracts. Once a doctor creates a record, it is verified, and its viewing permissions are authorized by the patient. The party receiving new information receives an automated notification [3] and a hashed pointer to the new medical record, and its permissions are stored on the chain. This system allows patients to be empowered through access and control of their data, options which have until recently not been available outside a trial setting [57], and which we hope will soon become a standard of care. So far, their system has been successful with medications, blood tests, vaccination histories, and other therapeutic interventions [66].

**Large-Scale Implementation**

Blockchain has recently been adopted on a large scale by the Estonian government, in collaboration with Guardtime, where it now secures millions of records. Other companies involved in introducing blockchain to everyday health care include Medicalchain, which allows users to sign up and use the interface to interact with their GP; and Patiendity that connects doctors, health providers, and consumers, and others listed in Multimedia Appendix 7.

**Challenges and Limitations**

**Data Ownership and Privacy**

Achieving interoperability depends on patients taking control of their data and deciding on how it is to be used, features integral to blockchain. Although shifting data ownership from the government and companies to patients would require extensive reengineering of legacy systems to introduce a blockchain, it would incentivize patients to become active agents in their own care by contributing data to get the best possible treatment [8,67,68]. The blockchain would also give patients the sole power to authorize data access to various providers at their discretion [41], eliminating delays associated with the current bureaucracy [52,60,69], and ensuring patient privacy [21]. These benefits bestowed by blockchain stand to empower patients with control over their data, a new expectation in a time when mutualistic and consumerist patient-doctor relationships are becoming the norm. Patients could also selectively share data with researchers using blockchain, either for the greater scientific good or to enable studies on their unique condition [70]. The system would guarantee their consent, a factor key to establishing autonomy and patient-centered care. A recent example of patient autonomy over health data is 23andMe, 80% of whose users chose to make their genomic data available to researchers. This demonstrates that patients will be happy to share data for research should they stand to benefit. Enabling direct patient involvement in controlling the use of their records in this open and secure manner enabled by blockchain will enhance the uptake of such platforms and potentially lead to improved health outcomes [31]. Sharing data may be accomplished with a trusted system, but as an additional incentive, there is the idea of “rewarding” patients for healthy behavior, such as with lower insurance premiums [21,56]. This and other similar ideas will need to be piloted to determine how effectively they will overcome this challenge.

**Legal**

Under GDPR (Article 17), the Organization of Economic Cooperation and Development privacy guideline, the Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule, and others [58], individuals may request for their data to be erased. This is possible when the records themselves are not stored on the blockchain. However, a record of the data’s previous existence may still be maintained within the chain, even if the data were to be deleted. The legal question arising from this relates to whether metadata of personal data classifies as personal data [54]. Regardless, the fact that data in the system would in any case be controlled by the patient is a definite sign of progress. A potential limitation here arises with respect to
the use of a private or consortium-led blockchain, as these data privacy concerns would need to be addressed to make the services compliant and vendor neutral. This may be achieved by having a governing authority enforce open standards. Although these sorts of regulatory constraints are necessary to ensure such appropriate use of information, they may slow development in the field. HIPAA, for example, requires that an institutional review board approve the use of data [21]. That any such delay would be substantial is however unlikely, and so compliance with these regulations is paramount to the success of blockchain.

### Security
Sensitive data must be kept safe from eavesdroppers and intruders [41,71]. Breaches have a negative impact on the public perception of the health care field and threaten to hinder future research through more stringent regulatory restrictions [72,73]. The WannaCry attack of May 2017 infected many thousands of computers worldwide, including those of the NHS [64,74,75]. One earlier attack in Los Angeles targeted EHRs in particular, demanding thousands of dollars in ransom [76]. A blockchain is more secure than legacy methods, which would issue patients with credentials [23]. It achieves this property by the use of public-key cryptography (as opposed to symmetric-key cryptography, the method typically used for encryption). This involves generating a public and private key for each user using a one-way encryption function, known as a hash. There is no way for anyone but the recipient to see information sent over the blockchain, as it is secured by their private key. The only security flaw that may arise with a blockchain is unrelated to encryption and comes about if a public blockchain is used: hackers could collude in a “51% attack,” resulting in the rewriting of the chain structure [77]. Thus, to realize the advantages of a decentralized system, patients must have some trust that at least 50% of mining nodes would not want to violate the immutability of the blockchain. The public blockchain also leads to the possibility of patient identification, which would need to be avoided by pseudonymizing data to protect patients’ identities [22,56]. If a private or consortium blockchain was to be used, however, mining nodes would be limited to hospitals and other trusted health providers, eliminating these security flaws.

### Other Concerns
Although the major concerns with blockchain are those of security, privacy, and legal restrictions, for which various workarounds have been developed, there remain some further challenges to consider. First, consolidating data from legacy systems will involve removing data that are duplicated in different parts of the system [8] and converting outdated file formats. This introduces an implementation cost, in excess of the basic cost to introduce a blank system [78], which a government may not be willing to spend [79]. Second, as with any system, it is necessary for users to input good quality information: the trustworthiness arising from blockchain’s immutability and decentralization concedes to the input of low-quality (incorrect) information [8,40]. Finally, the issue of currency, used in blockchain to incentivize users to mine blocks in the new network. An initial coin offering [45,57,80] could initiate this process by valuing the new token as funds are raised. However, extremes of price could deter miners, and so mining may need to be restricted to health care providers to avoid this. Another view is to remove all currency, as data are owned by the patient and are not inherently an exchangeable currency [23]. On the basis of this, we may assume that providers already have an incentive to secure patients’ medical information, and so there would be no need to incentivize mining beyond the simple use of the system. Finally, the reliance of a blockchain on essentially arbitrary computation could be seen to introduce administrative inefficiency [31]. Transactions are therefore energy-intensive, as each must be computationally verified and validated by the whole network [45]. However, such a mechanism is still beneficial, as rather than providing economic value it demonstrates proof-of-participation, which would be required for ongoing use of the system.

### Conclusions
The storage and sharing of medical data (developing interoperability) are vital for improved health outcomes. Respecting privacy of sensitive information while doing this remains a big challenge in health care. The literature shows that with the appropriate regulatory guidelines and use standards, blockchain can act as a vehicle to manage consented access to EHRs. This will increase interoperability without compromising security, while also protecting patient privacy. These issues would most effectively be tackled by the use of a private or consortium-led blockchain; however, this would need to be regulated to ensure appropriate use of data. The improved interoperability and reduced long-term administrative costs would lead to improved health outcomes.

Blockchain represents a new form of technology in which the current literature is lacking in this application context, and no usage feedback or statistical comparisons with traditional systems exist. There are costs associated with transferring to a new system, and in educating health professionals and patients on how best to take advantage of it for improved health. Blockchain involves concepts unfamiliar to the vast majority of the population, such as cryptographic signature and key management. Investments into new systems would, however, be outweighed through returns. In the primary stages of implementation, the practical usefulness of the proposed system will likely depend on the end-user experience—the complexities underlying the blockchain will need to be hidden behind a sufficiently user-friendly interface such as an online or mobile app to be adopted successfully. Short-term trials will outline the most effective ways to implement such a user-friendly experience, which may be expanded thereafter.
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Abstract

Background: There is a pressing need to implement efficient and cost-effective training to address the worldwide shortage of health professionals. Mobile digital education (mLearning) has been mooted as a potential solution to increase the delivery of health professions education as it offers the opportunity for wide access at low cost and flexibility with the portability of mobile devices. To better inform policy making, we need to determine the effectiveness of mLearning.

Objective: The primary objective of this review was to evaluate the effectiveness of mLearning interventions for delivering health professions education in terms of learners' knowledge, skills, attitudes, and satisfaction.

Methods: We performed a systematic review of the effectiveness of mLearning in health professions education using standard Cochrane methodology. We searched 7 major bibliographic databases from January 1990 to August 2017 and included randomized controlled trials (RCTs) or cluster RCTs.

Results: A total of 29 studies, including 3175 learners, met the inclusion criteria. A total of 25 studies were RCTs and 4 were cluster RCTs. Interventions comprised tablet or smartphone apps, personal digital assistants, basic mobile phones, iPods, and Moving Picture Experts Group-1 audio layer 3 player devices to deliver learning content. A total of 20 studies assessed knowledge (n=2469) and compared mLearning or blended learning to traditional learning or another form of digital education. The pooled estimate of studies favored mLearning over traditional learning for knowledge (standardized mean difference [SMD]=0.43, 95% CI 0.05-0.80, N=11 studies, low-quality evidence). There was no difference between blended learning and traditional learning for knowledge (SMD=0.20, 95% CI –0.47 to 0.86, N=6 studies, low-quality evidence). A total of 14 studies assessed skills (n=1097) and compared mLearning or blended learning to traditional learning or another form of digital education. The pooled estimate of studies favored mLearning (SMD=1.12, 95% CI 0.56-1.69, N=5 studies, moderate quality evidence) and blended learning (SMD=1.06, 95% CI 0.09-2.03, N=7 studies, low-quality evidence) over traditional learning for skills. A total of 5 and 4 studies assessed attitudes (n=440) and satisfaction (n=327), respectively, with inconclusive findings reported for each outcome. The risk of bias was judged as high in 16 studies.
Conclusions: The evidence base suggests that mLearning is as effective as traditional learning or possibly more so. Although acknowledging the heterogeneity among the studies, this synthesis provides encouraging early evidence to strengthen efforts aimed at expanding health professions education using mobile devices in order to help tackle the global shortage of health professionals.

(J Med Internet Res 2019;21(2):e12937) doi:10.2196/12937
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Introduction

In 2013, the World Health Organization estimated that there was a shortage of 17.4 million health care workers worldwide: around 2.6 million doctors, and approximately 9 million nurses and midwives [1]. This shortage is more apparent in certain regions like Africa where there is an average of 1.9 health workers per 1000 population when 4.5 are needed to reach the health-related sustainable development goals [2]. This situation is further exacerbated with the migration of both students and fully qualified workers, either from rural to urban areas within a country or migration outside the country [3]. This dearth and disproportionate distribution of health workers worldwide [4] may be aggravated by the inadequacy of training programs (in terms of content, organization, and delivery) to provide trainees with the necessary skills, competencies, and experience for the context in which they will work [5]. Therefore, focused effort and resources are needed to develop and implement strategies aimed at increasing both the number of health professionals and the quality and relevance of their training [2,6]. The deployment of information and communication technologies for educational purposes (ie, digital education) has been recognized as a strategic platform to build robust health professions education and training systems [7].

Digital education is a broad construct describing a wide range of teaching and learning strategies that are exclusively based on the use of electronic media and devices as training, communication, and interaction tools [8]. The construct covers aspects that may pertain to educational approaches, concepts, methods and technologies [9]. Digital education facilitates distant learning, which may help address the shortage of health professionals and educators in settings with limited resources by reducing the constraints of time and geographic barriers to training. When digital education is used alongside traditional educational strategies such as classroom-based, face-to-face teaching, this method of education can be considered blended learning.

Digital education can entail various types of interventions that can be characterized in different ways: according to delivery tools, content, learning objectives, pedagogical approaches or settings of delivery. We categorized digital education according to the mode of delivery of digital education intervention and the pedagogical methods. Digital education includes, but is not limited to, offline and online computer-based education, serious gaming and gamification, massive open online courses, virtual reality environments, augmented reality, virtual patient simulations, psychomotor skills trainers and mobile digital education (mLearning) among others [9]. Each of these types of digital education has its own specificities, advantages, limitations, and challenges. This review is part of a series of reviews [10-14] evaluating the efficacy of different types of digital education in improving skills, knowledge, attitudes, and ultimately clinical competencies of pre and postregistration health professionals. This review focuses on mLearning for pre and postregistration health professions education [14].

There is no uniformly accepted definition of mLearning. This lack of consensus not only arises from the rapid evolution of the field but also from ambiguity of the term “mobile.” Earlier definitions of mLearning were technocentric and only focused on the types of devices used, (eg, through a smartphone or tablet), or the situational context in which learning takes place (eg, on the way back home) [15], whereas more recent definitions of mLearning give more weight to the learner and the context in which the learning takes place. In the Handbook of Mobile Learning, mLearning was defined as “learning across multiple contexts, through social and content interactions, using personal electronic devices” [16]. However, the latter definition creates ambiguity around the type of devices, particularly given the number of personal consumer devices, such as laptops, that are currently available in the market. To avoid such ambiguity, we considered mLearning in health professions education as any intervention using handheld, mobile devices connected through wireless connections to deliver educational content to pre and postregistration health professionals in order to extend the reach of learning and teaching beyond physical space and distance.

mLearning is increasingly used in health professions education before (preregistration) and after qualification (postregistration), for example, as part of specialty training, continuous medical education or continuous personal development. In this review, we present the evidence collated on the use of mLearning in pre and postregistration health professions education. We considered eligible studies on candidates for, and holders of, the qualifications listed in the Health Field of Education and Training of the International Standard Classification of Education. We combine both the technocentric and the learner-centered approaches by defining handheld, mobile devices as being “small, autonomous, and unobtrusive enough to accompany us in every moment of our every-day life” [17]. Arguably, considering the recent advances in the capabilities of modern handheld devices, many if not all of the digital education interventions could foreseeably be delivered via mLearning.

Past reviews have underlined the potential of mLearning interventions but also stressed upon the need for further research and reviews on the topic [18-21]. Considering the rapidly
evolving nature of mLearning technologies, up-to-date evidence is essential to evaluate the effectiveness of mLearning for health professions education. The most recently published of these reviews was in 2015 with a search strategy that was applied in 2012 [19]. However, the technology and field of mLearning have advanced rapidly since. The past reviews had methodological flaws, which as a result garnered less evidence, with some reviews focusing singularly on 1 medium of mLearning rather than being inclusive across a range of mLearning devices [20]. With a more robust and systematic methodology, this review collates new evidence published since these reviews were performed [18-21], providing a more comprehensive, focused and up-to-date evaluation of mLearning in health professions education.

The primary objective of this review is to evaluate the effectiveness of mLearning educational interventions for delivering preregistration and postregistration health professions education.

Methods

We adhered to the published protocol [14] and followed Cochrane methodology in every step of the review [22]. For a more detailed description of the methodology, please refer to the methodology paper by Car J et al [9].

Search Strategy and Data Sources

Electronic Searches

We developed a comprehensive search strategy for Medical Literature Analysis and Retrieval System Online (Ovid), EMBASE (Elsevier), Cochrane Central Register of Controlled Trials (Wiley), PsychINFO (Ovid), Educational Research Information Centre (Ovid), Cumulative Index to Nursing and Allied Health Literature (Ebsco) and Web of Science Core Collection (Thomson Reuters). Multimedia Appendix 1 contains the Medical Literature Analysis and Retrieval System Online [Ovid] search strategy used. Databases were searched from January 1990 to August 2017. The reason for selecting 1990 as the starting year for our search is because before this year, the use of mobile devices for education was limited to very basic tasks. There were no language restrictions.

We searched reference lists of all the studies that we deemed eligible for inclusion in our review and relevant systematic reviews. We also searched the International Clinical Trials Registry Platform Search Portal and metaRegister of Controlled Trials to identify unpublished trials from and including 1990 to August 16, 2017.

Inclusion Criteria

We included RCTs and cluster RCTs. We excluded crossover trials because of a high likelihood of a carry-over effect. We included studies with students enrolled in either preregistration or postregistration health professions educational programs. We defined preregistration, undergraduate education or basic vocational training as any type of study leading to a qualification that (1) is recognized by the relevant governmental or professional bodies of the country where the studies were conducted and (2) entitles the qualification-holder to apply for entry-level positions in the health care workforce. Postregistration health profession educational programs were defined as any type of study after a qualification, which is recognized by the relevant governmental or professional bodies that enable the qualification holder entry into or continuation of work in the health care workforce in a more independent or senior role. Participants were not excluded based on age, gender, or any other sociodemographic characteristic.

We included studies in which mLearning interventions were used to deliver the learning content of the course. This includes studies where mLearning methods were the sole means by which the intervention was delivered or where mLearning methods were used in combination with traditional learning (ie, blended learning), as long as the contribution of the mLearning component to overall learning has been assessed.

mLearning interventions were defined as any teaching, learning and/or training intervention that was delivered through handheld mobile devices using wireless transmissions: third generation of mobile telecommunications technology, fourth generation of mobile telecommunications technology, global system for mobile communications, original group special mobile (GSM), general packet radio services (GPRS), enhanced data rates for GSM evolution (EDGE or EGPRS), multimedia messaging service, short message service, universal mobile telecommunications system, wireless networking (Wi-Fi or any other wireless local area network) or long term evolution standard. Handheld mobile devices include but are not limited to mobile phones, smartphones, personal digital assistants (PDAs), tablets and Moving Picture Experts Group-1 audio layer 3 (MP3) players.

To be eligible for inclusion, studies have to report at least one of the following primary or secondary outcomes. The primary outcomes (measured using any validated or nonvalidated instruments) were the following: (1) students’ knowledge postintervention scores, (2) students’ skills postintervention, (3) students’ attitudes postintervention toward the mLearning intervention, education, or new clinical knowledge, and (4) learners’ satisfaction postintervention with the mLearning intervention.

Secondary outcomes were patient-related outcomes, change in clinical practices, economic aspects of the mLearning interventions (eg, cost-effectiveness, implementation cost, return on investment), changes in accessibility and/or availability of education and any adverse and/or unintended effects of mLearning interventions.

Data Collection and Analysis

Selection of Studies

The search results from different electronic databases were combined in a single library and duplicates were removed. A total of 2 authors (GD and CKN) independently screened titles and abstracts of all records to identify potentially relevant studies. We retrieved full-text copies of those articles deemed potentially relevant. Finally, the same 2 reviewers independently assessed the full-text versions of the retrieved articles against the eligibility criteria. Any disagreements were resolved through
discussion between the 2 screeners with a third review author (LTC) acting as an arbiter.

Data Extraction and Management
A total of 2 reviewers out of 4 (GD, CKN, LTC, and SN) independently extracted relevant characteristics related to participants, intervention, comparators, outcome measures, and results from all the included studies using a standard data collection form (see Multimedia Appendix 2). Any disagreements were resolved by discussion. We contacted study authors for any missing information.

Assessment of Risk of Bias in Included Studies
A total of 2 authors out of 3 (GD, CKN, and LTC) independently assessed the risk of bias of RCTs and cluster-RCTs using the Cochrane risk of bias assessment tool [22]. We piloted the risk of bias assessment among the reviewers and contacted study authors in case of any unclear or missing information. We assessed risk of bias in included RCTs using the following domains: random sequence generation, allocation sequence concealment, blinding (participants, personnel), blinding (outcome assessment), completeness of outcome data, selective outcome reporting, and other sources of bias (eg, baseline imbalance, inappropriate administration of an intervention, and contamination).

For cluster RCTs, we also assessed the risk of these additional biases: recruitment bias, baseline imbalance, loss of clusters, incorrect analysis, and comparability with individually randomized trials. Judgments concerning the risk of bias for each study will be classified using “yes,” “no,” or “unclear,” indicating high, low, or unclear risk of bias, respectively. We incorporated the results of the risk of bias assessment into the review using a graph and a narrative summary.

Measures of Treatment Effect
We were unable to identify a clinically meaningful interpretation of effect size in the literature for digital education interventions. Therefore, in line with other studies in the field, we present outcomes using postintervention standardized mean difference (SMD) and interpret the effect size using Cohen’s ‘rule of thumb’ (ie, with 0.2 representing a small effect, 0.5 a moderate effect, and 0.8 a large effect) [22,23]. This type of effect size interpretation has been used in previous studies [23]. For papers that reported median and range for the various outcomes, we converted this to mean and SD via the method mentioned by Wan et al [24], and then recalculated these values to provide an SMD for each outcome measure. We used the standard way to convert the results as recommended by Cochrane [22].

Data Synthesis
We aimed to present uniform postintervention data (ie, SMDs for continuous outcomes with their respective confidence intervals) to ensure consistency and comparability of data. For the meta-analysis, we used a random-effects model to combine cluster and noncluster RCTs of continuous outcomes. The effect estimates with corresponding 95% CIs for each study as well as a pooled effect size with 95% CI were displayed in the forest plots. We performed meta-analysis using Review Manager 5.3 (Cochrane Library Software, Oxford, UK) [25]. We adhered to the statistical approach described in the Cochrane Handbook [22]. We developed a preliminary synthesis by grouping the included studies by the type of interventions and comparators used:

1. mLearning versus traditional learning
2. Blended learning versus traditional learning
3. mLearning versus other forms of digital education

We prepared a Summary of Findings table to present a summary of the results and a judgment on the quality of the evidence, on the basis of the methods described in chapter 11 of the Cochrane Handbook for Systematic Reviews of Interventions [26]. Moreover, 2 authors used the Grading of Recommendations, Assessment, Development and Evaluation (GRADE) criteria to rank the quality of the evidence using the GRADE profiler (GRADEpro) software [26].

Results
Results of the Search
Our search strategy retrieved 30,532 unique references, of these, 29 studies fulfilled inclusion criteria [27-55] (see Figure 1).

Included Studies
We included 29 studies involving 3175 participants [27-55] (see Multimedia Appendix 3 for characteristics of included studies).

A total of 25 out of 29 studies were RCTs, and the remaining 4 studies were cluster RCTs [31,32,43,47]. A total of 26 studies randomized participants into 2 groups [28-39,41-45,47-55]. Furthermore, 1 study randomized participants into 3 groups [46] and 2 studies randomized participants into 4 groups [27,40]. Participants included preregistration and postregistration health professionals. A total of 15 studies included preregistration participants, 9 involving medical students [27,29,34,38,42,44,45,48,50], 4 studies involved nursing students [33,40,41,52], 1 study each, involved dental [37] and physiotherapy students [36]. A total of 13 studies included postregistration health professionals [27,31,32,35,39,43,46,47,49,51,53-55]. The postregistration health professional participants included registered nurses, physicians, internal medicine residents, family medicine residents, neurosurgery trainees, midwives, health extension workers, and trauma and critical care fellows. One study involved pre and postregistration health professionals [30] (ie, medical students and gastroenterology residents and fellows). A total of 24 studies were conducted in high-income countries [27,29-31,33-41,44-49,51-55], 13 of which were conducted in the United States. A total of 4 studies were conducted in middle-income countries, including China [32], Iran [28], Kenya [50], and Turkey [42]. Only 1 study was conducted in a low-income country [43], namely Ethiopia. No included study was published before 2006. A total of 8 studies were published between 2006 and 2013 [33,34,38,40,44,46,53,55], whereas the remaining 21 studies (72%) were published between 2014 and 2017 (see Figures 2 and 3). For the intervention groups, 18 studies used a tablet or smartphone device to deliver the intervention [27,29-31,34,36,
37, 39, 41, 43, 45, 48-52, 54]; 5 studies used basic mobile phones [28, 32, 33, 44, 47]; 3 studies used iPods [38, 40, 53]; 2 studies used a personal digital assistant [46, 55], and 1 study used MP3 players [35] (see Figure 2). Only 6 studies directly mentioned the use of learning theories in their instructional design for mobile learning [33, 37, 38, 40, 42, 51], each of which used theories that are of cognitive-behaviorist pedagogy [56]. A total of 2 studies adopted the cognitive theory of multimedia to improve clinical skills [38] or knowledge [42]; 3 studies adopted cognitive learning theories such as information processing theory [33], dual coding theory [37], and adult learning theory [51], and 1 study combined cognitive theory (i.e., Bloom’s Taxonomy) with social constructivism [40]. The remaining 23 studies did not mention any learning theories explicitly in their reports.

Most of the studies only described the teaching or instructional practices in mLearning, which lead to the change of knowledge, skills, attitudes, or satisfaction. For the control groups in the included studies, 26 studies used traditional forms of learning (e.g., didactic lectures, conference, small group teaching, paper-based, standard box trainer, clinical placement, or usual learning) [28, 30-45, 47-55]; 2 studies used a different form of mLearning intervention (e.g., limited functions) [27, 46]; 1 study used another form of digital education (e.g., video access to a lecture) [29]. The duration of the interventions ranged from 20 min [39] to 12 months [43, 51]. One study did not report the duration of the intervention [40]. There were no studies reporting repeated interventions.

Figure 1. Study flow diagram. RCT: randomized controlled trial.
Figure 2. Number of studies by year of publication and mLearning device. PDA: personal digital assistant.

Figure 3. Country of origin of included studies for low- and middle-income and high-income countries separately. WHO: World Health Organization.
Primary Outcomes

Knowledge

A total of 20 studies (n=2469) assessed knowledge posttest scores as a primary outcome [27-30,32,33,36,40-47,49,51,53-55] with 75% of studies using multiple choice questionnaires (MCQs) as their outcome measure. A total of 13 studies assessed knowledge using nonvalidated instruments [27-29,32,36,40,43,45,49,51,53-55]. A total of 5 studies stated measures that were performed to validate their measurement instruments [33,41,42,46,47], whereas 2 studies stated using standardized tests that are regularly used in medical education [30,44]. A total of 17 studies assessed knowledge posttest scores as a primary outcome immediately postintervention [27-30,32,36,40,42-46,49,51,53-55]; 1 study assessed knowledge 1 week postintervention [33]; 1 study assessed knowledge 1 month postintervention [41]; 1 study assessed knowledge 6 weeks postintervention [47]. A total of 10 studies focused on postregistration health professions education [28,32,43,46,47,49,51,53-55]. A total of 9 studies focused on preregistration health professions education [27,29,33,36,40-42,44,45], whereas the remaining 1 study included both pre and postregistration health professions education [30].

mLearning Versus Traditional Learning

A total of 11 studies compared mLearning methods versus traditional learning to assess knowledge gain postintervention [27,30,32,43,45,47,49,51,53,55] (n=1828). For a summary of the effects of these comparisons on knowledge scores, see Multimedia Appendix 4. The pooled estimate of the studies favored mLearning over traditional learning in terms of postintervention knowledge scores (SMD=0.43, 95% CI 0.05-0.80, N=11 studies, low-quality evidence; see Figure 4). There was a substantial amount of heterogeneity in the pooled analyses (I^2=90%).

Blended Learning Versus Traditional Learning

A total of 6 studies compared blended learning methods (mLearning plus traditional learning) with traditional learning to assess knowledge gain postintervention [33,36,40,42,44,54] (n=345). For a summary of the effects of these comparisons on knowledge scores, see Multimedia Appendix 5. There was no difference between blended learning and traditional learning groups in terms of postintervention knowledge scores (SMD=0.20, 95% CI −0.47, 0.86, N=6 studies, low-quality evidence; see Figure 4). There was a substantial amount of heterogeneity in the pooled analyses (I^2=88%).

mLearning Versus mLearning

A total of 2 studies compared one form of mLearning with another form of mLearning to assess knowledge gain postintervention [27,46]. Of these, 1 study (63 participants) included 4 groups receiving varying forms of an mLearning intervention, viewing an iPad with a podcast that was either a narrated presentation for group 1, a narration with video demonstration of skills for group 2, a narrated presentation with guided mental practice for group 3, or a narrated presentation with video demonstration of skill and guided mental practice for group 4 [27]. Knowledge gain was significantly higher for both group 2 and group 3 compared with group 1 (P=0.01; P=0.01, respectively); knowledge gain was also significantly higher for...
group 4 compared with all other groups. Furthermore, 1 study (72 participants) included 3 groups; however, only 2 of these were randomized [46]. The 2 randomized groups (38 participants) received either a basic PDA or a PDA with an additional software, a Geriatric Assessment Tool (GAT) program added. The authors reported that the PDA with additional GAT software may have little or no difference in knowledge gain postintervention compared with the basic PDA group (SMD=0.03, 95% CI –0.61 to 0.67, small effect size) [46].

mLearning Versus Another Form of Digital Education
One study (100 participants) compared mLearning with another form of digital education to assess knowledge gain postintervention [29]. The study compared an mLearning group who used the module Carpal Tunnel Surgery on the Touch Surgery app 3 times with a group who watched an audio-dubbed slide show lecture 3 times [29]. Compared with another form of digital education, mLearning was reported to improve postintervention knowledge (SMD=1.82, 95% CI 1.35-2.29, large effect size) [29].

Skills
A total of 14 studies assessed skill acquisition of mLearning interventions compared with various controls and included a total of 1097 participants [27,31,34-39,41,43,48-50,52]. A total of 11 studies used direct observation assessments to assess skills [27,31,34,36-39,41,43,49,50], 1 study used a timed quiz [48], 1 study used a survey [52], and 1 study used an MCQ to assess skills [35]. A total of 8 studies assessed cognitive skills [27,35,36,41,43,48-50], while 4 studies assessed psychomotor skills [34,37-39] and further 2 studies assessed nontechnical skills [31,52]. All 14 studies that assessed skills assessed the outcome immediately postintervention. A total of 9 studies focused on preregistration health professionals [27,34,36-38,41,48,50,52]. A total of 5 studies focused on postregistration health professionals [31,35,39,43,49].

mLearning Versus Traditional Learning
A total of 5 studies compared mLearning methods with traditional learning, assessing skill acquisition postintervention [31,35,41,43,49] (n=529). For a summary of the effects of these comparisons on skill acquisition scores, see Multimedia Appendix 4. The pooled estimate of the studies favored mLearning over traditional learning in terms of postintervention skill acquisition (SMD=1.12, 95% CI 0.56 to 1.69, N=5 studies, moderate quality evidence; see Figure 5). There was a substantial amount of heterogeneity in the pooled analyses ($I^2=87\%$).

Blended Learning Versus Traditional Learning
A total of 8 studies compared blended learning methods versus traditional learning, assessing skill acquisition postintervention [34,36-39,48,50,52] (n=504). For a summary of the effects of these comparisons on knowledge scores, see Multimedia Appendix 5. The pooled estimate of the studies favored blended learning over traditional learning in terms of postintervention skill acquisition scores (SMD=1.06, 95% CI 0.09-2.03, N=7 studies, low-quality evidence; see Figure 5). There was a substantial amount of heterogeneity in the pooled analyses ($I^2=93\%$).

We are uncertain about the effect of 1 study (183 participants) because of incomparable outcome data [37]. However, the authors reported that blended learning may have little or no difference in dental procedural skill acquisition at postintervention compared with traditional learning [37].

**Figure 5.** Forest plot for the skills outcome (postintervention).
mLearning Versus mLearning

One study (63 participants) included 4 groups receiving varying forms of an mLearning intervention, as was described earlier in the review [27]. Skill acquisition was assessed using a key-elements scale, critical error checklist, and the Ottawa global rating scale (GRS), as students had to manage a manikin-based simulated airway crisis. Group 1 significantly underperformed in comparison with all other groups on the key-events scale, the critical error checklist, and the Ottawa GRS. Group 4 reported greater improvement on the key events checklist compared with group 2 and 3, but there was no difference in terms of the critical error checklist and the Ottawa GRS between the groups.

Attitude

A total of 5 studies assessed participants’ attitudes following the mLearning or blended learning intervention and included a total of 440 participants [35,37,38,41,48]. All studies assessing attitude used self-report surveys. All studies assessing attitude, assessed attitude in terms of the participants’ self-confidence as a result of the intervention. A total of 4 studies focused on preregistration health professionals [37,38,41,48], whereas 1 study focused on postregistration health professionals [35].

mLearning Versus Traditional Learning

A total of 2 studies comparing mLearning methods versus traditional learning assessed participants’ attitude postintervention [35,41] (n=167). For a summary of the effects of these comparisons on attitudes, see Multimedia Appendix 4.

The pooled estimate of the studies favored mLearning over traditional learning in terms of postintervention attitudes (SMD=0.51, 95% CI 0.20-0.81, N=2 studies, low-quality evidence, I²=79%).

Blended Learning Versus Traditional Learning

One study (72 participants) reported that participants in the blended learning group felt more confident in their ability to identify the anatomical structures postintervention compared with traditional learning [48]. Furthermore, 1 study (21 participants) assessed learners’ postintervention attitude and reported inconclusive findings in terms of postintervention self-confidence for both male and female catheterization [38]. A further study (183 participants) assessed participants’ post-intervention attitudes toward their intervention, but this was only conducted among the blended learning intervention group; therefore, we were unable to judge the effect of the interventions [37].

Satisfaction

A total of 4 studies [33,35,36,41] assessed participants’ satisfaction following mLearning or blended learning interventions compared with various controls and included a total of 327 participants. A total of 2 studies assessed satisfaction with the learning method in both the intervention and control groups [35,41], whereas the remaining 2 studies only assessed satisfaction with the learning method in the intervention group [33,36]. A total of 3 studies focused on preregistration health professionals [33,36,41], whereas 1 study focused on postregistration health professionals [35].

mLearning Versus Traditional Learning

A total of 2 studies assessed participants’ postintervention satisfaction scores in the mLearning interventions compared with traditional learning [35,41] (n=167).

There was no difference between mLearning and traditional learning groups in terms of postintervention satisfaction (SMD=0.39, 95% CI –0.29, 1.06, N=2 studies, very low-quality evidence). There was a substantial amount of heterogeneity in the pooled analyses (I²=79%).

Blended Learning Versus Traditional Learning

No study assessed participants’ postintervention satisfaction scores in both the blended learning intervention group and the traditional learning group. A total of 2 studies [33,36] assessed participants’ post-intervention satisfaction in the blended learning intervention group only; therefore, we were unable to judge the effect of the interventions because of missing or incomparable outcome data.

Secondary Outcomes

Cost-Effectiveness

A total of 2 studies [32,49] performed an economic analysis of mLearning interventions compared with traditional learning interventions. One study performed a more thorough and comprehensive economic comparison [49]. The Programme Effectiveness and Cost Generalization model for conducting cost-effectiveness analyses [57] was used to compare the mLearning group using a mobile app with the traditional learning group using textbooks. An incremental cost-effectiveness ratio of –861.967 (95% CI –1071.7 to –3.2) US $/pct. point change in Objective Structured Assessment of Ultrasound Skills scale score was reported indicating that traditional learning was significantly more cost-effective than the mLearning [49]. In contrast, Chen et al 2014 reported that mLearning was more cost-effective than traditional learning [32]. Short message service (SMS) text messages over 6 weeks for the intervention group cost less than 2 Yuan (US $0.32) per health worker compared with 560 Yuan (US $89.96) per health worker for the 1-day training for the control group. An additional study reported on the cost of the mLearning intervention device used, namely the “conneCTAB” [50]. Each “conneCTAB,” which came preloaded with the intervention groups instructional videos, reportedly cost US $50.

Patient-Related Outcomes

One study reported on patient-related outcomes [43]. The primary outcome in the study was perinatal death, which was defined as a composite of a stillbirth or an early neonatal death. The mLearning intervention group, which included midwives and health extension workers, received a smartphone with the “Safe Delivery App” downloaded. The app included information and animated videos around the topic of perinatal survival. The control group engaged in standard care and did not receive an active intervention. A lower perinatal mortality of 14 per 1000 births was reported in the intervention clusters compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 16 per 1000 births was reported in the intervention clusters compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant. Similarly, the intervention group reported a lower stillbirth rate of 10 per 1000 births compared with 23 per 1000 births in control clusters; however, this difference was not significant.
Changes in Clinical Practices/Behaviors

A total of 2 studies reported on changes in clinical practices/behaviors [32,55]. One study (n=479) reported on changes in antibiotic and steroid prescriptions comparing an mLearning group who received SMS text messages over a 6-week period with a traditional learning group who received standard continuous medical education [32]. In the mLearning group, there was no change in the prescription of antibiotics, whereas prescriptions for steroids fell by 5%. In contrast, for the traditional learning group, prescriptions for antibiotics and steroids increased by 17 and 11 percentage points, respectively. Antibiotic decision appropriateness was assessed in 1 study (n=12) but was only performed in the mLearning group; therefore, no comparison with the control group was possible [55]. The authors reported an improvement in antibiotic decision accuracy from 66% during the first 3 months to 86.6% during the second 3-month period. No other studies assessed secondary outcomes.

Adverse and/or Unintended Effects

None of the included studies reported any reported any adverse and/or unintended effects of the mLearning interventions.

Changes in Accessibility and/or Availability of Education

We were unable to assess the changes in accessibility and/or availability of education because of limited information in the included studies.

Sensitivity Analyses

There was not sufficient data to allow sensitivity analyses to be conducted.

Assessment of Publication Bias

There were not enough comparisons to carry out a formal assessment of publication bias.

Risk of Bias in Included Studies

As presented in the risk of bias summary (Figure 6), the risk of bias was mostly judged to be high or unclear because of a lack of relevant information in the included studies (see Multimedia Appendix 6 for the risk of bias graph). We judged that the overall risk of bias was high in 16 studies (55%) as the studies had an unclear risk of bias in at least 4 out of 7 domains or a high risk in at least one domain [28-34,37,44,47-52,54]. We judged that the risk of bias was low in 2 studies (7%) because of the 2 components of selection bias being graded as low plus at least 3 of the remaining 5 domains [38,41].

More than four-fifth of studies (86%) did not provide information on the method of randomization and sequence allocation. The majority of studies (72%) reported the use of outcome measures to blind assessors or used self-report questionnaires or MCQs in the outcome assessment, which we believed did not require blinding, and thus these studies were judged to be of a low risk of bias. The remaining studies (28%) were judged to be of an unclear risk of bias because of a lack of information. A total of 3 studies (10%) were judged to be of a high risk of attrition bias as these studies had a high dropout rate (35%-73%) and/or no reasons for missing data were reported and/or lacked intention to treat analysis for the missing data, a further 6 studies (20%) were judged as unclear because of a lack of information. One study (3%) was judged to be of a high risk of bias for selective reporting, as an outcome stated in the methods section was not reported in the results section, the rest of the studies were judged to be of a low risk of bias for selective reporting. A total of 11 studies (38%) did not provide any information on a baseline assessment and were judged to be of an unclear risk of other bias.

In the clustered RCTs, only 1 study accounted for clustering reporting both individual level and cluster levels results [32], whereas there was no evidence of attrition of clusters in the studies. Additional analyses of the risk of bias for the cluster RCT are presented in Multimedia Appendix 7.
Discussion

Principal Findings

Learning is changing and is increasingly becoming mobile. Our findings suggest that mLearning interventions are equivalent or possibly superior to traditional learning methods for improving knowledge and skill in pre and postregistration health professions education (see the summary of findings Multimedia Appendices 4 and 5). Reporting that mLearning is as effective as traditional learning has important policy implications, and we do so with caution and consideration when interpreting these findings, acknowledging the high heterogeneity among the included studies. With more than 5 billion people owning a mobile phone worldwide [58], the global reach of mLearning is evident. mLearning’s potential to extend the reach of health professions training and education via mobile devices is significant.

With 21 of the 29 included studies (72%) published between 2014 and 2017, it’s clear that mLearning is an emerging educational strategy. The remaining 8 studies were published...
between 2006 and 2013, with no studies published before 2006, further highlighting the modern nature of this approach to health professions education and its relevance. The novel nature of mLearning, coupled with the continuing rapid advancements in mobile technology will likely see mLearning continue to evolve, as it has with the studies included in this review. This evolution is graphically illustrated in Figure 3, with PDAs being used more in the initial years, whereas for 14 out of the 15 studies from 2015 onwards, the main mode of delivery of mLearning was via smartphone/tablet devices. We identified a lack of research on mLearning in low- and middle-income countries (LMICs), with only 5 of the 29 included studies (17%) conducted in LMICs, reducing the applicability of evidence to more resource-constrained settings where the shortage of health professionals is greatest. Of note, all 5 of the studies conducted in LMICs were published between 2014 and 2016, suggesting that the field of mLearning is developing in these countries. The studies included in this review covered a variety of areas within the medical, nursing, physiotherapy, and dental field; however, the diversity in the subjects taught, outcomes measured, and the inconsistent measurement tools used in the assessments, also need consideration when interpreting our findings.

The majority of studies focused on preregistration medical and nursing students and residents undertaking specialty training. A smaller number of studies focused on practicing physicians [32,35], practicing nurses [28], physiotherapy students [36] dental students [37], midwives and health extension workers [43]. There were no studies included involving pharmacists or occupational therapists and there was a lack of studies in general among allied health professionals indicating that mLearning interventions may not be implemented as commonly outside the field of medical and nursing education. More research is needed, especially in these fields, to assess whether mLearning is applicable more broadly across the health professions field.

As mLearning may involve the use of new technology, which can entail significant financial investment, the cost of such an introduction, especially in low-income settings, is a key factor when deciding to adopt new mediums for education. Unfortunately, only 2 studies, with conflicting results, performed an economic analysis comparing mLearning with traditional learning methods. As a result, there is limited evidence to draw any definitive conclusions on the costs and cost-effectiveness of mLearning. Similarly, there was little information on patient-related outcomes or changes in clinical behaviors/practices. A further aspect of mLearning that needs addressing is the impact of mLearning on the adverse/unintended effects of mLearning on patients as well as the learner.

For the majority of the studies, the intervention was introduced as supplementary learning to their standard education, and therefore questions remain as to how effective mLearning would be when introduced to a formal curriculum. In addition, the interventions were often introduced on an optional basis, where the use and intensity of the intervention were dependent on the individual and exact exposure and effect of the intervention are unknown. Only 6 studies mentioned the use of learning theories to inform their instructional design. This indicates a major limitation of mLearning within health professions education. There is a lack of theoretical frameworks guiding effective instructional design so that learning pathways using adopted technologies could be delineated clearly [59,60]. To meet the future needs of the evolving landscape of health professions education, emphasis should be put on training health professionals who can fulfill these needs using mobile technologies. Therefore, the first step in these efforts is to carefully investigate how to use existing pedagogical frameworks to inform the design and development of mobile learning interventions that aim to achieve desired learning outcomes. In designing mLearning interventions, considerations of feasibility in real-life contexts, scalability and, sustainability over time are important for long term success [60].

Strengths and Limitations of the Review
This review provides the most up-to-date evidence on the effectiveness of mLearning in health professions education and is supported by a comprehensive search strategy and the robust methodology that was applied at each stage of the screening, data extraction, and assessment of the evidence. This is illustrated by the larger body of evidence gathered in this review compared with previous reviews [18-21]. However, several biases may have been introduced in the review process. Common biases include study eligibility criteria, identification and selection of studies, data extraction, and study appraisal. We tried to minimize or eliminate these biases in this review by adopting a variety of quality checks. We prespecified the eligibility criteria of the studies to be included in the review, and those were clearly defined in the protocol published before carrying out the review. This measure ensured that decisions on which studies were to be included were consistent and not based on characteristics of potentially eligible studies. The search strategy was devised and conducted by experienced librarians including all appropriate databases. As the search strategy was devised for a general project on digital education, it included Medical Subject Headings terms for several different digital education modalities. The search strategy retrieved a very large number of references. Titles and abstracts were screened independently by a team of reviewers and full-text inclusion assessment involved at least 2 reviewers. Furthermore, lead authors of the reviews of the other digital education modalities transferred studies from their reviews to other more appropriate reviews if necessary. Data availability bias may occur if some data are unavailable in the included studies and their unavailability is related to the study results. As with publication bias, this situation may lead to unrepresentative data and toward a false favorable effect. We contacted authors of studies with missing data or no data on specific outcomes to ask for those or to ask clarifications. Overall the risk of bias for most studies was judged to be high (because of a lack of information), with some instances of a high risk of bias for sequence generation, attrition, and reporting bias identified.

Reasons for downgrading the evidence included inconsistency, that is, high heterogeneity/differences in the direction of effect, with high the I² values reported for each of the knowledge and
skill comparisons. We did not identify a sufficient number of studies within the review comparisons to allow for the performance of subgroup analyses, which were prespecified in the protocol. With the number of studies of mLearning in health professions education continuing to rise over time, future reviews will be able to perform more focused subgroup analyses.

Future Research
The review identified gaps in evidence, which if addressed, would provide more conclusive evidence on the effectiveness and cost-effectiveness of mLearning. Further research should do the following: assume validated and standardized outcome measures, use adequately powered trials, ensure that participants are adequately trained and empowered to use the mLearning devices, be adequately reported to allow independent replications, shift toward competency-based assessments, include theoretical underpinning in instructional design, include participants from other health professions such as pharmacy and occupational therapy; be conducted in more LMICs, incorporate a more in-depth study of the various aspects of mLearning (eg, interactivity, feedback) and how each specific component affects study outcomes, provide information about the effects of mLearning on patient outcomes, provide information on cost and cost-effectiveness of mLearning, provide information on potential unintended effects of mLearning, and include both short-term and retention (follow up) outcome data.

Conclusions
mLearning is a novel educational strategy that is rapidly developing in the field of health professions education. The synthesis of data in this review shows that mobile learning is at least as or potentially more effective than traditional learning. However, the effectiveness of mLearning in health professions education is not certain because of the lack of validated and standardized outcome measures, and heterogeneity between both interventions and outcome assessments. Furthermore, there is a need for research to expand to the realm of cost-effectiveness, to fully understand the value of mLearning in health professions education. Further research is necessary to conclusively evaluate the effectiveness and cost-effectiveness of mLearning.
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Abstract

Synthesizing evidence from randomized controlled trials of digital health education poses some challenges. These include a lack of clear categorization of digital health education in the literature; constantly evolving concepts, pedagogies, or theories; and a multitude of methods, features, technologies, or delivery settings. The Digital Health Education Collaboration was established to evaluate the evidence on digital education in health professions; inform policymakers, educators, and students; and ultimately, change the way in which these professionals learn and are taught. The aim of this paper is to present the overarching methodology that we use to synthesize evidence across our digital health education reviews and to discuss challenges related to the process. For our research, we followed Cochrane recommendations for the conduct of systematic reviews; all reviews are reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidance. This included assembling experts in various digital health education fields; identifying gaps in the evidence base; formulating focused research questions, aims, and outcome measures; choosing appropriate search terms and databases; defining inclusion and exclusion criteria; running the searches jointly with librarians and information specialists; managing abstracts; retrieving full-text versions of papers; extracting and storing large datasets, critically appraising the quality of studies; analyzing data; discussing findings; drawing meaningful conclusions; and drafting research papers. The approach used for synthesizing evidence from digital health education trials is commonly regarded as the most rigorous benchmark for conducting systematic reviews. Although we acknowledge the presence of certain biases ingrained in the process, we have clearly highlighted and minimized those biases by strictly adhering to scientific rigor, methodological integrity, and standard operating procedures. This paper will be a valuable asset for researchers and methodologists undertaking systematic reviews in digital health education.
Background

A global shortfall of 18 million health workers has been estimated by 2030 [1]. This shortage is recognized as an important obstacle to the achievement of universal health coverage, which ensures that all people have access to health services of high quality without the risk of financial hardship [2]. Digital health education has been identified as one of the potential means of addressing these growing challenges and is seeing an increasing adoption at all levels from primary, secondary, and pre- and postgraduate university education to life-long learning and continuous professional development. This perpetuating trend, partially driven by advances in science and technology and rising consumer demand is also seen in education for health professionals [3], where digital technologies are ubiquitous and diverse. In line with the growing adoption and innovations in digital health education, literature on the effectiveness of digital health educational interventions has seen a rapid growth over the last two decades [4,5]. This literature encompasses a wide range of digital education interventions delivered in a variety of settings. Furthermore, it includes diverse health professionals, a multitude of comparisons, several interventions, and a range of different outcome measures. Despite a growing number of trials and systematic reviews in the area of digital health education, there is a lack of conceptual clarity and robust evidence-based recommendations for many of the existing digital health education modalities.

The Digital Health Education Collaboration has been established as an international initiative in a quest for effective digital education interventions for health professionals. It is a response to a growing shortage of health professionals worldwide [6] and aims at providing robust evidence to support the transformation of education for health professionals [7,8] through the use of digital technology. The initiative is driven by a global need for reliable recommendations for health professions education.

We aim to address an important gap in the evidence by undertaking a series of focused, high-quality, methodologically robust systematic reviews on the effectiveness of digital interventions in health professions education, focusing primarily on evidence from randomized controlled trials (RCTs). This approach is complemented by evidence syntheses of studies deploying other designs such as qualitative research. We built upon the Cochrane systematic review methodology to develop a tailored, tried-and-tested approach to systematic reviews of digital health education literature [9].

Given the relatively recent emergence of and continuous innovation in digital health education, the literature in this academic field is fraught with many challenges. The objective of this study is to provide a detailed description of the methodology developed to tackle these challenges, which we have applied across a number of systematic reviews [10-25].

We present our comprehensive search strategies; explain eligibility criteria in terms of populations, interventions, comparator groups, outcome measures, and study designs; discuss our literature-screening processes, data extraction and management, and risk of bias assessment; outline our approach to data synthesis, analysis, and visualization; and highlight some of the challenges we faced.

Digital Health Education Collaboration for Evidence Synthesis

Our collaboration involves a range of experts including educationalists, content experts, digital technology experts, methodological experts, information specialists, and statisticians. It also includes many authors of systematic reviews. We report our reviews in line with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) reporting guidelines [9]. Correspondingly, we first developed and published or registered protocols and then embarked on systematic reviews [13,15-19,23]. We present our methodological approach below.

Defining the Scope

Since there are a number of, and at times, disorganized, definitions of digital health education in the literature [26], we attempted to develop our own definitions and conceptual framework by scoping the literature; creating standard operating procedures; and performing multiple consultations, discussions, and meetings with the aforementioned field experts. Given the nature of our approach to classifying the modalities and the rapid evolution of evidence in this field, we recognize that our and others’ classifications will evolve as new evidence becomes available. We present the definitions of digital, traditional, and blended education in Textbox 1. Potential advantages of digital education may include ubiquitous delivery and flexible access to learning content, personalization of learning experience, better sensation of content, deeper information processing, adaptability, enhanced collaboration capacities, increased motivation and enjoyment of learning, cost-effectiveness, scalability, and equity. On the other hand, there are potential disadvantages such as implementation restrictions caused by digital divide (requirement of information technology infrastructure and digital literacy); additional development and set-up costs; and untoward effects of digital education such as anxiety, dizziness, and isolation. We were unable to find a robust framework that would capture and describe the variety of digital education applications in health, particularly in relation to the employed technology, which we termed “modalities.” Through discussion with educational experts within our teams and review of relevant literature, we identified the following modalities: mobile learning (m-learning) or mobile digital education [13,24], virtual reality [19,22], virtual patient [16], serious gaming and gamification [15,27], offline or online digital education [17,18], massive open online courses [28], digital psychomotor skills.
In line with this classification, we performed a series of systematic reviews focusing on each modality (except massive open online courses, digital psychomotor skills trainers, and virtual learning environment [11,13,15-19,23,25,27]). In addition, we adopted alternative approaches to literature synthesis, keeping in mind the needs of various stakeholders in health professions education [34]. We have focused our evidence synthesis on digital education for a specific topic or condition (eg, smoking cessation [20], diabetes [21], domestic violence, and antibiotic management), discipline (eg, dermatology [10], pediatrics, geriatrics, leadership, and management [14]), roles of health professionals (eg, medical doctors [18], medical students [17], and preregistration [undergraduate] and postregistration [postgraduate] health professionals [11]), pedagogical foundations with relevant technology applications (eg, digital problem-based learning [35]), and type of outcome (eg, cognitive skills such as communication or diagnostic skills) [12].

Textbox 1. Definitions of digital, traditional, and blended education.

- **Digital education** (also known as electronic learning or digital learning) is the act of teaching and learning by means of digital technologies. It is an overarching term for an evolving multitude of educational approaches, concepts, methods, and technologies. Digital education can be further characterized by specific pedagogies and instructional methods, contexts of provision, and technical affordances of hardware and software. Modalities of digital education range from the basic conversion of content into a digital format (eg, a book into a PDF or HTML format) to complex deployment of digital technologies (eg, mobile education, serious games, virtual patients, and virtual reality).

- **Traditional education** is the act of any teaching and learning based on nondigital educational material (eg, textbook or model) or in-person human interaction (eg, teacher or other learner). Traditional education in form of in-person human interaction can also include nondigital and digital educational aids such as images, charts, maps, objects, boards, and videos.

- **Blended education** is the act of teaching and learning, which integrates aspects of traditional and digital education. Blended education can take on diverse formats depending on the type and share of digital and traditional education employed in the blended educational approach. The digital component of blended learning includes online learning as well as the use of other digital education modalities. Nonetheless, education delivered via in-person human interaction supported by digital educational aids (eg, images, charts, maps, objects, and boards) is considered traditional education and not blended education.

### Table 1. Description of the digital modalities.

<table>
<thead>
<tr>
<th>Digital education modality</th>
<th>Working definitions/description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offline computer-based digital education (offline digital education)</td>
<td>An intervention that requires no internet or local area network connection and can be delivered through media including CD-ROM, external hard disc, and universal serial bus stick [17].</td>
</tr>
<tr>
<td>Online computer-based digital education (online digital education)</td>
<td>An intervention that requires the use of a “Transmission Control Protocol” and an “Internet Protocol” as standards for learning activities. Alternatively, these may be referred to as being “online,” “Web-based,” or “on a network” [18].</td>
</tr>
<tr>
<td>Serious gaming and gamification interventions</td>
<td>A competitive activity in which students set educational goals intended to promote knowledge acquisition. The games may either be designed to promote learning or the development of cognitive skills, or take the form of simulations that allow learners to practice their skills in a virtual environment [31].</td>
</tr>
<tr>
<td>Massive open online course</td>
<td>An online course that is designed for participation of large numbers of geographically dispersed students [28].</td>
</tr>
<tr>
<td>Virtual learning environment</td>
<td>An environment that is based on a certain pedagogical model, incorporates or implies one or more didactic objectives, provides users with experiences they would otherwise not be able to experience in the physical world, and rebounds specific learning outcomes [30].</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>A computer-generated representation of a real or artificial environment that can be interacted with by external entities, allowing for a first-person active-learning experience through immersion [19].</td>
</tr>
<tr>
<td>Virtual patient</td>
<td>“Interactive computer simulations of real-life clinical scenarios for the purpose of medical training, education, or assessment” [16].</td>
</tr>
<tr>
<td>Digital psychomotor skills trainers</td>
<td>An intervention in which digital technologies are utilized to train skills belonging to the psychomotor domain; mental and motor activities are required to execute a manual task [29]. Examples include high-fidelity mannequins; virtual reality using probes; and laparoscopy, otolaryngoscopy, endoscopy, ureteroscopy, cystoscopy simulators, or robotic surgery [32].</td>
</tr>
<tr>
<td>Mobile digital education (m-learning)</td>
<td>“Learning across multiple contexts, through social and content interactions, using personal electronic devices” [33].</td>
</tr>
</tbody>
</table>
Inclusion Criteria

For all reviews, we adopted the following general inclusion criteria in addition to review-specific criteria, as appropriate.

Types of Studies

We aimed to evaluate the highest-quality evidence on the effectiveness of digital education interventions in education for health professionals [36]. Therefore, we only considered individually, cluster-, or quasi-randomized controlled trials eligible for inclusion in these reviews [10-25]. We excluded crossover trials including those with a stepped-wedge design due to the high likelihood of carry-over effect.

Types of Participants

When defining eligible health professionals, we used the Education and Training (091) criteria from the Health Field of the International Standard Classification of Education [37]. We considered eligible candidates for, and holders of, the qualifications listed with the exclusion of students and practitioners of traditional, alternative, and complementary medicine. We therefore included students from the following disciplines: all health professionals working in health care settings (hospital, hospice, clinics, and community health centers) in medicine, nursing and midwifery, dental studies, medical diagnostic and treatment technology, therapy and rehabilitation, and pharmacy. More specifically, we included physio/occupational therapists, pharmacists, radiographers, radiotherapists, paramedics, environmental and occupational health and hygiene professionals, audiologists, speech therapists, nutritionists/dieticians, medical/nuclear medicine technologists, optometrists/opticians, public health staff, community health agents, and any health care educators/counsellors. Studies were considered eligible if participants were enrolled in any of the following programs: (1) A preregistration, undergraduate, health-related university degree or a basic, health-related vocational training program defined as any type of study leading to a qualification that is recognized by the relevant governmental or professional bodies of the country where the studies were conducted and entitles the qualification holder to apply for entry-level positions in the health care workforce or have direct contact with patients. For this reason, graduate medical education courses will be included in this category. (2) A postregistration health professional educational program, defined as any type of study that enables the qualification holder entry into or continuation of work in the health care workforce in a more independent or senior role. Continued professional development and continued medical education [38] are essential for postregistration health professionals to stay up-to-date with the latest advancements and therefore were considered eligible. We defined continued medical education as “all educational activities that serve to maintain, develop, or increase the knowledge, skills, and professional performance and relationships that a physician uses to provide services for patients, the public, or the profession” [39] and continued professional development as “a range of learning activities through which health and care professionals maintain and develop throughout their career to ensure that they retain their capacity to practice safely, effectively and legally within their evolving scope of practice” [40]. Participants were not excluded based on age, sex, or any other sociodemographic characteristic. However, in some reviews, we focused on a certain group of participants such as medical doctors [18], medical students [17], or allied health professionals [25]. This was due to the unmanageable number of RCTs identified during the initial scoping searches of the literature.

Types of Interventions

We included studies in which digital education was used to deliver the learning content of a course related to health education. Studies of blended learning, which represents a continual convergence between traditional and digital education, were eligible. Studies that use digital education in patients, consumers, or lay health workers were excluded. The operational definitions of individual digital education modalities are presented in Table 1.

We included studies that made any of the following intervention comparisons: (1) digital education or blended learning compared to traditional learning (eg, face-to-face learning, one-to-one learning, classroom-based learning, or self-directed learning), (2) digital education or blended learning intervention compared to another form of digital education, or (3) digital health education or blended learning intervention compared to no intervention.

Types of Outcome Measures

The most appropriate outcomes and tools to measure those outcomes in educational digital health education trials are currently under debate [41]. The selection and classification of outcomes in our reviews were aligned with the Miller classification of clinical competence, which differentiates the following levels of clinical competence: “knows,” “knows how,” “shows how,” and “does” [42]. The different types of tests for health professionals’ knowledge and skills were grouped and analyzed together. For example, multiple-choice questions assessing knowledge (ie, “knows”) were analyzed together and essay questions assessing competence (ie, “knows how”) were analyzed together. This framework also specifies the type of measurement tools used to assess these different outcomes. We focused on the testing method rather than the delivery method (ie, if skills were assessed by a knowledge test, we categorized them as “knowledge”). Correspondingly, we mapped these levels of competencies to outcomes reported in the included studies. We decided on the following primary outcomes and their definitions: learners’ postintervention knowledge, defined as learners’ factual or conceptual understanding; learners’ postintervention skills, defined as learners’ ability to demonstrate a procedure or technique in an educational setting; learners’ postintervention attitudes toward the digital education intervention, defined as an unobservable psychological construct, which can manifest itself in relevant beliefs, feelings, and behavioral components; learners’ postintervention satisfaction with the digital health education intervention, defined as the level of approval when comparing perceived performance in digital health education with one’s expectations; learner’s postintervention change in behavior or clinical practice.
(eg, reduced prescription of antibiotics, improved diagnosis, and improved quality of care); and patient-related outcomes (only for interventions delivered to postregistration learners), defined as the results of a clinical intervention obtained by the patient.

We believe that knowledge, skills, and attitudes combined together ultimately form professional competencies. We also included the following secondary outcomes: economic outcomes (eg, cost and cost-effectiveness of the interventions), adverse or unintended effects of digital health education (on both patients and learners: eg, patient mortality, patient morbidity, medical errors, addiction, and dizziness), and self-efficacy measured as self-rated competence of health professionals in delivering a treatment or therapy.

We included outcome data for all specified outcomes measured using both validated and nonvalidated instruments. If multiple measures of the same outcome were reported, we selected the primary outcome as defined by the authors. In case this was not specified in the study, we used the measurement that was the most consistent with outcomes reported in other studies. Another alternative was to calculate the mean value of all measures. For papers that reported median and range of the outcomes, we converted these values to mean and SD using the methods described by Wan [43]. If a study did not report SD but provided confidence intervals, we estimated SD from studies using a previously described method [9].

### Search Methods for Identification of Studies

Our aim was to develop a highly sensitive search strategy that would capture all relevant studies. An experienced team of librarians/information specialists from the Karolinska Institutet developed and piloted the search strategy. We performed regular, yearly updates of our searches.

We searched the following databases: MEDLINE (Ovid), Embase (Elsevier), The Cochrane Central Register of Controlled Trials (CENTRAL; Wiley), PsychINFO (Ovid), Educational Resource Information Centre (ERIC; Ovid), Cumulative Index to Nursing and Allied Health Literature (CINAHL; Ebsco), and Web of Science Core Collection (Thomson Reuters). We used the MEDLINE strategy and keywords presented in the appendix of studies, which were adapted to search the other databases. Databases were searched from January 1990 to August 2017. We selected 1990 as the starting year for our search because prior to this year, the use of the computers was limited to very basic tasks. We searched for and included papers in any language. Our searches were focused around three major topics: effectiveness, digital technologies, and educational outcomes of health professionals. We also searched two trial registers: International Clinical Trials Registry Platform and metaRegister of Controlled Trials. We screened the reference lists of all eligible studies and relevant systematic reviews to identify additional relevant studies.

We implemented the search strategy and imported all identified references into the reference-management software (EndNote, Version X8, Clarivate Analytics, Philadelphia, PA). The search results from different electronic databases were combined, and duplicate records of the same studies were removed.

### Selection of Studies

We developed and piloted a decision tree with the main inclusion criteria and operational definitions to assist with our screening process. We screened references in two steps to ensure maximum sensitivity and specificity. Two reviewers independently screened titles and abstracts for eligibility. We retrieved the full texts of all articles that appeared eligible for inclusion. Two reviewers independently assessed the full text of the retrieved articles for compliance with our inclusion and exclusion criteria. Any disagreements were resolved through discussion between the two authors. If no agreement could be reached, we consulted a third author. Studies that appeared to be relevant but were excluded at this stage were listed in the “characteristics of excluded studies” tables with the reasons for exclusion (as per the Cochrane standards) [9]. Two reviewers verified the final list of included studies. We presented the results of the literature search and screening process using the PRISMA flow diagram.

### Data Extraction and Management

All relevant data were extracted using a structured, piloted form in Microsoft Excel or Covidence (Veritas Health Innovation, Melbourne, Australia) by different teams of reviewers. These forms were piloted on five studies by the authors and amended according to the received feedback. For each review, two researchers independently extracted and managed the data for each of the included studies. We extracted standard data on study design and setting, participants, interventions, controls, and outcomes. We extracted specific data in relation to the factors including intervention type, mode of delivery, field of study, duration, frequency, and interactivity. We also collected data on the type and validity of outcome-measurement instruments and study funding. Disagreements between review authors were resolved by discussion and consensus. A third review author acted as an arbiter in cases where disagreements could not be resolved.

### Assessment of Risk of Bias in Included Studies

Two reviewers independently assessed the risk of bias for RCTs using the Cochrane "Risk of Bias" tool, with any disagreements resolved by discussion and consensus [9]. We piloted the risk-of-bias assessments to investigate agreement among the reviewers. RCTs were assessed for risk of bias using the following domains: random sequence generation, allocation concealment, binding of outcome assessors, completeness of outcome data, and selective outcome reporting (eg, the presence or absence of a published protocol). We also assessed other sources of bias such as baseline imbalance and inappropriate administration of an intervention. For cluster RCTs, we assessed the risk of the following additional domains: recruitment bias, baseline imbalance, loss of clusters, incorrect analysis, and comparability with individually randomized trials as previously...
recommended [44]. Judgements concerning the risk of bias for each study were classified as high, low, or unclear risk of bias, supported by a quote from the study report and a justification for our judgement for each item presented in a “Risk of bias” table. We incorporated the results of the risk of bias assessment into the review using risk of bias tables, summary of findings tables, a graph, and a narrative summary. For objectively reported outcomes, we did not judge studies to be at a high risk of bias due to a lack of participant blinding, as the nature of the intervention precluded this type of blinding.

**Measures of Treatment Effect**

For continuous outcomes, we presented the data in the form of standardized mean difference (SMD) along with 95% CIs, as the outcomes were measured with a range of different outcome-measurement tools. The majority of studies presented postintervention data instead of mean change scores. As SMD does not allow for pooling of both change and postintervention scores, we decided to use postintervention mean scores for all reviews [10-12,14,16,20-22,24,25,27,35]. For dichotomous data, we calculated odds ratios, risk ratios, or hazard ratios along with 95% CIs and \( P \) values.

We were unable to identify a clinically meaningful difference in effect size in the literature on digital health education. Therefore, in line with other studies in the field, we presented outcomes using postintervention SMD and interpreted the effect size using the Cohen rule of thumb (ie, with 0.2 representing a small effect, 0.5 representing a moderate effect, and 0.8 representing a large effect) [9,45]. If studies had multiple arms, we compared the intervention arm to the least-active control arm and assessed differences in the postintervention outcomes. This type of effect-size interpretation has been used in previous studies [46].

**Management of Missing Data**

We contacted the original investigators for clarification or to request missing information. If we were unable to obtain this information, we used data available from the published studies and deemed the risk of bias in respective domains as unclear. We did not impute any missing data; complete case analysis was used for data analyses. We conducted analysis on an intention-to-treat basis, where possible, including all participants who were randomized to either the digital health education group or comparator group, regardless of losses to follow-up and withdrawals [9]. We reported data on the loss to follow-up and assessed this as a potential source of bias. When data were unavailable for an intention-to-treat analysis, we analyzed data as reported.

**Data Synthesis**

Data were extracted and entered into tables grouped by study design and type of intervention to create a descriptive synthesis using Review Manager, version 5.3 (The Nordic Cochrane Centre, The Cochrane Collaboration, Copenhagen, Denmark). Where feasible, we pooled the results quantitatively and presented findings in forest plots to provide effect estimates and 95% CIs for each individual study as well as a pooled effect estimate and 95% CIs. For meta-analysis of dichotomous outcomes, we planned to use the Mantel-Haenszel random-effects model [9]. For cluster RCTs and where appropriate, we planned to use meta-analysis for the data using a generic inverse-variance method, which accounts for clustering of data. However, the dichotomous data were mostly limited and data from cluster RCTs were either limited or already adjusted for clustering; therefore, they were analyzed together with the data originating from RCTs.

**Assessment of Heterogeneity**

We performed a qualitative assessment of clinical heterogeneity across the included studies by determining whether the included studies were similar enough (in terms of their population, intervention characteristics, and reported outcomes) to yield meaningful conclusions and by visually inspecting the overlap of confidence intervals on forest plots. If a meta-analysis of the included studies was appropriate, we assessed statistical heterogeneity by calculating the \( I^2 \) statistic [9]. In case of a high degree of heterogeneity (\( I^2 > 50\% \)), we explored the reasons for variability by conducting subgroup analyses. We attempted to explore possible clinical or methodological reasons for this variation by performing prespecified subgroup analysis. In most reviews, high heterogeneity precluded statistical pooling [10-12,20,21], and prespecified subgroup analyses did not provide an explanation for the observed heterogeneity. In such cases, we performed a narrative synthesis of findings. We presented the findings from the studies, organized by interventions, outcomes, or comparisons, in line with the objectives and research questions in each review. We analyzed the direction, magnitude, and heterogeneity of the effect of the intervention as well as the quality of the included evidence. We took note of consistencies/inconsistencies and outliers in the data. At times, we further analyzed and visualized the outcomes using albatross plots [47]. This is a novel approach, which allows an approximate examination of underlying effect sizes and additional exploration of sources of heterogeneity across studies. This is achieved by drawing contours that show the range of effect sizes that might lead to each \( P \) value for the given sample sizes under simple study designs.

**Assessment of Reporting Biases**

We assessed reporting bias qualitatively based on the characteristics of the included studies (eg, if only small studies that indicate positive findings were identified for inclusion). When at least 10 studies were quantitatively pooled, we planned to construct a funnel plot to investigate publication bias. However, in some reviews [22,24,25,35], the number of included studies in any of the pooled analyses did not allow for a formal assessment of the reporting bias [48].

**Subgroup Analysis and Sensitivity Analysis**

We considered stratifying the following variables, where appropriate: countries’ income status (low- and middle-income...
countries versus high-income countries), registration stage (pre- and postregistration interventions), discipline (ie, dental studies, medicine, nursing and midwifery, medical diagnostic and treatment technology, therapy and rehabilitation, and pharmacy), type of digital education intervention, and inclusion in formal institutional curriculum.

We also considered performing sensitivity analyses by removing, for example, the high-risk-of-bias studies or studies with a small sample size to investigate their impact on the outcomes. However, performing the prespecified subgroup and sensitivity analyses was unfeasible for all reviews [10-12,14,20-22,24,25,27,35] because of the unequal distribution, limited information, and insufficient number of studies in respective subgroups, comparisons, and outcomes.

**Grading of Recommendations, Assessment, Development and Evaluations Assessment and Summary of Findings Tables**

In most reviews [10-12,20-22,24,25,27,35], we performed Grading of Recommendations, Assessment, Development and Evaluations (GRADE) assessment to determine the quality of the included evidence and prepared a “Summary of findings” table to present a summary of the results and a judgement on the quality of evidence, based on meta-analysis or narrative synthesis. We followed the Cochrane Handbook for Systematic Reviews of Interventions guidelines [49]. Two authors used the GRADE criteria to rank the quality of evidence. We applied the following downgrading criteria in our assessment of the quality of evidence: study limitations, inconsistency, indirectness, imprecision, and publication bias. For study limitations, we summarized the risk-of-bias assessment for each outcome across studies and incorporated it into judgements about the GRADE assessment and “Summary of findings” tables. Although we have taken into consideration the GRADE upgrading criteria (ie, large effect, dose-response relations, and direction of residual confounding and biases), they were not applicable to our systematic reviews. As we were unable to pool studies in many reviews, we presented the findings in the tables narratively in line with the approach presented previously [50]. We presented the findings for each of the major primary outcomes as defined in the “Types of outcome measures” section.

**Discussion**

In this paper, we present the methodology that we developed and employed in a series of systematic reviews on the use of digital technology in health professions education [10-25,27,35]. Digital health education is an evolving research field that has undergone tremendous development over the last 20 years. The aim of our collaboration is to provide a robust evidence base to make evidence-based recommendations on the use of digital technology in health professions education.

When performing these systematic reviews [10-12,14,20-22,24,25], we faced numerous challenges and observed important limitations of the evidence. We found a lack of conceptual frameworks and unclear classifications and definitions to guide evidence syntheses in this area. We also observed high clinical and methodological heterogeneity across studies, poor reporting, lack of information on participants’ randomization and baseline assessments, and small sample sizes. In our methodological approach, we aimed to tackle these challenges and provide a strong, comprehensive, thorough analysis and synthesis of the data. We have classified, conceptualized, and defined digital health education. In addition, we have undertaken a comprehensive, expert-informed literature search; transparent screening; data extraction; risk-of-bias assessment; and robust data analysis and synthesis. We also delineated gaps in the literature and provided clear recommendations for future research.

In addition to providing reliable evidence-based recommendations, our collaboration strives to further advance the field of digital health education. Our projects include development of reporting standards for digital health education studies and mapping the type of outcomes and tools used to measure outcomes. We recognize that our list of digital modalities may not be exhaustive and that our classification will need to evolve with the innovation and progress of digital education as further evidence becomes available. We are constantly improving and adapting our methodology in line with new insights. For example, we are now exploring the impact of various types of traditional learning as a control intervention, both passive (eg, reading a textbook) and active forms (eg, small, interactive workshop), on outcomes. We are also delineating the most active components and essential features of blended learning, establishing a possible relationship between the level of complexity and effectiveness and investigating the length of the causal pathway between the intervention and educational outcomes. Further, we aim to evaluate the effect of various digital education features such as interactivity, feedback, immersion, or spaced education on the educational outcomes. Digital education is an evolving field, permeating all aspects of education, with a potentially huge impact on health professional training and ultimately, quality of patient care. We aim to keep up with these changes by providing cutting-edge, strong evidence that will guide judicious and successful adoption of digital education in health professions education.
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Abstract

Background: There is a shortage of health care professionals competent in diabetes management worldwide. Digital education is increasingly used in educating health professionals on diabetes. Digital diabetes self-management education for patients has been shown to improve patients’ knowledge and outcomes. However, the effectiveness of digital education on diabetes management for health care professionals is still unknown.

Objective: The objective of this study was to assess the effectiveness and economic impact of digital education in improving health care professionals’ knowledge, skills, attitudes, satisfaction, and competencies. We also assessed its impact on patient outcomes and health care professionals’ behavior.

Methods: We included randomized controlled trials evaluating the impact of digitalized diabetes management education for health care professionals pre- and postregistration. Publications from 1990 to 2017 were searched in MEDLINE, EMBASE, Cochrane Library, PsycINFO, CINAHL, ERIC, and Web of Science. Screening, data extraction and risk of bias assessment were conducted independently by 2 authors.

Results: A total of 12 studies met the inclusion criteria. Studies were heterogeneous in terms of digital education modality, comparators, outcome measures, and intervention duration. Most studies comparing digital or blended education to traditional education reported significantly higher knowledge and skills scores in the intervention group. There was little or no between-group difference in patient outcomes or economic impact. Most studies were judged at a high or unclear risk of bias.

Conclusions: Digital education seems to be more effective than traditional education in improving diabetes management–related knowledge and skills. The paucity and low quality of the available evidence call for urgent and well-designed studies focusing on important outcomes such as health care professionals’ behavior, patient outcomes, and cost-effectiveness as well as its impact in diverse settings, including developing countries.

(J Med Internet Res 2019;21(2):e12997) doi:10.2196/12997
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Introduction

Diabetes is one of the biggest global public health concerns affecting an estimated 425 million adults worldwide, and this number is expected to rise to 629 million by 2045 [1]. This is coupled with a shortage of health care professionals competent in delivering high-quality diabetes care [2,3]. Enhancing both the size and competencies of health care professionals is a priority and improving health professions education is seen as one of the key strategies to this end [4]. Digital education, broadly defined as the use of digital technology in education, has been recognized as having the potential to improve health professions education by making it scalable, interactive, personalized, global, and cost-effective [5-7].

Past systematic reviews on digital education have focused mainly on diabetes self-management education for patients, showing an improvement in patients’ knowledge and outcomes [8-10]. The effectiveness of digital education interventions for health care professionals on diabetes management is still unknown [11]. To address this gap, we performed a systematic review to evaluate the effect of digital education on diabetes management on health care professionals’ knowledge, skills, attitudes, competencies, and behaviors, as well as its impact on patient outcomes.

Methods

Systematic Review Guidance

We followed the Cochrane Handbook of Systematic Reviews for our methodology [12] and the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement for reporting [13]. For a detailed description of the methodology, please refer to the study by Car et al [14].

Data Sources and Searches

This review is part of an evidence-synthesis initiative on digital health professions education, where an extensive search strategy was developed for a series of systematic reviews on different modalities of digital health education for health care professionals (see Multimedia Appendix 1) [15]. The following databases were searched from January 1990 to August 2017:

1. The Cochrane Central Register of Controlled Trials (The Cochrane Library)
2. MEDLINE (Ovid)
3. EMBASE (Elsevier)
4. PsycINFO (Ovid)
5. Educational Resource Information Centre (ERIC; Ovid)
6. Cumulative Index to Nursing and Allied Health Literature (CINAHL; EBSCO)
7. Web of Science Core Collection (Clarivate analytics)

We included studies in all languages and at all stages of publication. Our search strategy included gray literature sources such as Google scholar, trial registries, theses, dissertations, and academic reports. The citations retrieved from different sources were combined into a single library and screened by 2 authors independently. We also screened references of included papers for potentially eligible studies. Discrepancies and disagreements were resolved through discussion until a consensus was reached.

Study Selection

We included randomized controlled trials (RCTs), cluster RCTs, and quasi-RCTs and excluded cross-over trials due to high likelihood of a carry-over effect in this type of studies [12]. Studies on pre- or postregistration health care professionals taking part in digital education interventions on diabetes management were considered eligible. We defined health care professionals in line with the Health Field of Education and Training (091) in the International Standard Classification of Education [16]. Studies on digital education on both type 1 and type 2 diabetes at all educational levels were included.

We defined digital education as any teaching and learning that occurs by means of digital technologies. We considered eligible all digital education modalities, including offline and online education, Serious Gaming and Gamification, Massive Open Online Courses, Virtual Reality Environments, Virtual Patient Simulations, Psychomotor Skills Trainers, and mobile learning. Eligible comparisons were traditional, blended, or another form of digital education intervention on diabetes management. Traditional education was defined as any teaching and learning taking place via nondigital educational material (eg, textbooks) or in-person human interaction (eg, lecture or seminar). Traditional education also included usual learning, for example, usual revisions as well as on-the-job learning without a specific intervention in postregistration health care professionals.

Blended education was defined as the act of teaching and learning that combines aspects of traditional and digital education. Eligible primary outcomes measured using any validated and non-validated instruments were knowledge, skills, competencies, attitudes, and satisfaction. Eligible attitudes-related outcomes comprised all attitudes toward patients, new clinical knowledge, skills, and changes to clinical practice.

Eligible secondary outcomes included patient outcomes in studies on postregistration health care professionals (eg, patients’ blood pressure, blood glucose, and blood lipid levels), change in health care professional’s behavior (ie, treatment intensification, defined as an intensity or dose increase of an existing treatment or the addition of a new treatment/class of medication), and economic impact of the intervention.

Data Extraction

In this study, 2 authors independently extracted data from studies using a structured and piloted data extraction form. We extracted information on study design, participants’ demographics, type, content and delivery of digital education, and information pertinent to the intervention. Study authors were contacted in case of unclear or missing information.

Risk of Bias and Quality of Evidence Assessment

The methodological quality of included RCTs was independently assessed by 2 authors using the Cochrane Risk of Bias Tool [12]. The risk of bias assessment was piloted between the reviewers, and we contacted study authors in case of any unclear or missing information. We assessed the risk of bias in included
RCTs for the following domains: (1) random sequence generation; (2) allocation concealment; (3) blinding of participants to the intervention; (4) blinding of outcome assessment; (5) attrition; (6) selective reporting; and (7) other sources of bias [17]. Cluster RCTs were assessed using 5 additional domains: (1) recruitment bias; (2) baseline imbalance; (3) loss of clusters; (4) incorrect analysis; and (5) comparability with individually randomized trials [12].

Data Synthesis and Analysis
In line with Miller’s classification, a learning model for assessment of clinical competence [18], we classified outcomes based on the type of outcome measurement instruments used in the study. For example, multiple-choice questionnaires were classified as assessing knowledge and objective structured clinical examinations as assessing participants’ skills.

Although some studies reported change scores, we presented only postintervention data as those were more commonly reported and to ensure consistency and comparability of findings. Continuous outcomes are presented using mean difference (for outcomes measured using the same measurement tool), standardized mean difference (SMD; for outcomes measured using diverse measurement tools), and 95% CIs. Dichotomous outcomes are presented using risk ratios (RRs) and 95% CIs. As we were unable to identify a clinically meaningful interpretation of effect size in the literature for digital education interventions, we interpreted the effect size using Cohen rule of thumb with SMD greater than or equal to 0.2 representing a small effect, SMD greater than or equal to 0.5 a moderate effect, and SMD greater than or equal to 0.8 a large effect [19,20]. In studies that reported more than one measure for each outcome, the primary measure, as defined by the primary study authors, was considered.

Heterogeneity and Subgroup Analyses
Heterogeneity was assessed qualitatively using information relating to participants, interventions, controls, and outcomes as well as statistically using the I² statistic for outcomes allowing for pooled analysis [17]. Due to substantial methodological, clinical, and statistical heterogeneity (I²>50%), we conducted a narrative synthesis according to type of comparison, that is, (1) digital education versus traditional education, (2) digital education versus blended education, and (3) one digital education type versus another digital education type. Subgroup analyses were not feasible owing to the small number of studies and limited information. We presented the study findings in a forest plot using the random effects model and standardized mean difference as the measurement scales were different and without the pooled estimates.

Results
Included Studies
Our search strategy for a series of systematic reviews focusing on different digital health professions education modalities yielded 30,532 unique references. We removed 459 duplicates, and upon screening of titles and abstracts, the screening excluded 30,050 citations. We identified 23 potentially eligible studies for which we retrieved and screened full texts. Of these, we included 12 studies: 9 RCTs and 3 cluster RCTs, all published in English (Figure 1). Moreover, 1 study was reported by 3 journal papers [21-23]. Although presented as a cluster RCT, this study included randomization at the individual, physician level and was therefore considered an RCT. A total of 9 studies were excluded due to ineligible study design (n=3), missing data (n=5), and ineligible participants (n=1; Figure 1).

Participant Characteristics
There were 2263 health care professionals in 12 included studies [23-34]. A third of the studies included less than 50 participants. The study with 3 published reports had 1182 patient records as a measure of clinical outcomes [21-23]. Only 1 study targeted pediatric patients with type 1 diabetes [28]. All other studies reporting patient outcomes focused on adult patients with type 2 diabetes. A total of 8 studies focused on doctors [23,24,26,27,29,32-34]. Moreover, 1 study each focused on medical students [30], pharmacy students [25], nurses [31], and jointly on doctors, nurses, and dietitians [28].

Study Characteristics
A total of 10 studies were conducted in high-income countries including Australia [30], the United States [23,24,26,29,31-33], and the United Kingdom [27,28]. A total of 2 studies were conducted in middle-income countries such as Thailand [25] and Brazil [34] each.

A total of 6 studies compared digital education with traditional education [25,26,29,30,32,34]. A total of 3 studies compared 2 different methods of digital education interventions [23,27,31]. 2 compared blended education with usual education [28,33], and 1 study with 3 arms compared usual, blended, and digital education [24]. Only 4 studies reported duration of the intervention lasting from an hour to 2 weeks [25,26,30,34]. Various types of modalities were used to deliver the digital education interventions. A total of 3 studies used a Web-based or online portal [23,27,28]; 3 used a scenario-based simulation software [24,26,32]; 1 study each assessed high-fidelity mannequins [31]; an online game app on the computer [34]; periodic email reminders on the lecture content [33]; personal digital assistant–delivered learning materials [29]; and a computer-based diabetes management program [25].
All studies except 3 employed clinical scenarios in the digital education intervention [21,24-27,30-32,34]. The remaining 3 studies used text-based learning [29,33,28]. Feedback was provided to participants in the intervention group in 7 studies [21,24,26-28,32,34]. A total of 2 studies comparing different forms of digital education reminded participants to log into the system [21,27], whereas one employed an email reminder to consolidate learned knowledge [33]. Half of the studies evaluated interactive digital education interventions [21,24,26,31,32,34].

Comparison interventions were also varied; 3 studies utilized a Web-based system (online portal) for the control group [23,27,31]; 4 compared the digital education intervention with face-to-face education [25,29,33,34]; 1 provided hard copy materials [29]; 1 reported revision as usual where participants could access relevant materials available to them [30]. A total of 4 studies focusing on postregistration education did not include any control intervention [24,26,28,32].

A total of 11 studies measured primary outcomes; 6 assessed knowledge with questionnaires [25,27,29,31-33]; 5 assessed skills and competency (measured as a combination of knowledge and skill) [25,28,30,32,34]; 2 assessed learners’ attitude [27,34]; and 4 assessed learners’ satisfaction [24,26,30,34]. A total of 5 studies measured secondary outcomes; 2 assessed the cost of the intervention [26,28]; 4 assessed patient outcomes (ie, patients meeting glycated hemoglobin [23,24,26,28]; low-density lipoprotein [23,24,26]; and blood pressure control [23,26] goals); and 2 assessed treatment intensification (intensifying the treatment regimen as required) [21,24].

Participant type and content of diabetes education across the studies varied widely and included diabetes management skills for primary care physicians (PCPs) [23,24,26,27,34]; diabetes clinical care for primary care, family, and internal medicine residents [29,32]; communication skills for pediatric doctors, nurses, and dieticians managing type 1 diabetes patients [28]; clinical endocrinology skills for medical students [30]; primary care residents’ training on Hepatitis B vaccination for diabetes patients [33]; nursing care for hypoglycemic patients [31]; and diabetes management knowledge, communication, and patient note writing skills for pharmacy students [25].

Risk of Bias in the Included Studies

Of 12 included studies, 7 were judged at a high risk of bias and three studies had an unclear risk of bias for at least three domains. Of three cluster RCTs, two were judged at a high risk due to baseline imbalance (Figure 2, Multimedia Appendix 2).
Figure 2. Risk of bias summary: review authors’ judgement about each risk of bias item for each included study. The symbol “+” indicates a low risk of bias, “?” indicates unclear risk of bias and “-” indicates a high risk of bias. The methodology of 2 studies (Crenshaw 2010 and Billue 2012) are duplicated with (Estrada 2011) and not presented in this figure.

Digital Education Versus Traditional Education

A total of 4 RCTs [25,29,30,34] and 2 cluster RCTs [26,32] compared digital education with traditional education, including no intervention (ie, knowledge acquisition as usual or usual on-the-job training), face-to-face lectures or hard copy printouts (Table 1). A total of 3 studies measured knowledge outcome. Of these studies, 2 compared online virtual simulation and computer-based learning intervention with no intervention, respectively, and reported moderate-to-large postintervention knowledge gain in the digital education group compared with the control group (Multimedia Appendix 3 and Multimedia Appendix 4). The final study compared learning materials either printed or displayed on a mobile electronic device for medical
residents, where no between-group difference in postintervention knowledge scores was found [29].

Skills were assessed in 4 studies [25,30,32,34], which largely reported higher effectiveness of digital education interventions (Multimedia Appendix 3 and Multimedia Appendix 4). Moreover, 1 study comparing a training video and no intervention (usual revision) for medical students reported significant improvement in lower limb examination (RR: 2.29; 95% CI 1.05-4.99) and diabetes history taking skills (RR: 4.17; 95% CI 1.18-14.77), and no difference in thyroid disease examination. Another study comparing computer-based and face-to-face learning for final year pharmacy students found large improvements in subjective, objective, assessment, and plan note writing skills (SMD 0.78; 95% CI 0.33-1.22) in the digital education group and no difference in patient history taking skills between the groups [25]. The third study, comparing an online virtual case-based simulation with no intervention for medical residents, reported higher proportion of patients meeting safe treatment goals in 3 out of 4 hypothetical simulation cases [32] (Multimedia Appendix 4). The final study compared an online game with face-to-face learning for PCPs and assessed their competency, that is, a combination of factual knowledge and problem-solving skills of PCPs on insulin therapy for diabetes reported small improvements in the digital education group (SMD: 0.4; 95% CI 0.09-0.70) [34].

Only 1 study comparing a simulated physician learning software and no intervention measured patient clinical outcomes and cost [24]. The study reported the mean pre- and postintervention change (95% CI) in glycated hemoglobin, systolic blood pressure, diastolic blood pressure, and low-density lipoprotein levels of patients under the care of participating physicians. Improvements were observed for all measures from baseline to postintervention in both intervention and control groups. However, when comparing the results, differences were mixed (Multimedia Appendix 4) [24]. Cost savings of US $71 per patient was reported for the intervention group compared with the control group from the health plan perspective, but the difference was not statistically significant.

Learner’s satisfaction was assessed with self-reported surveys in 3 studies. Only 1 study focusing on online games evaluated satisfaction for both intervention and control groups, but the use of different questionnaires did not allow between-group comparisons [32]. The same study found significantly better diabetes management and insulin-related attitudes and beliefs toward the digital education intervention in the intervention group [32]. The remaining 2 studies assessed satisfaction only in the intervention group, and more than 80% of participants were satisfied with the digital intervention [24,28].

**Blended Education Versus Traditional Education**

One cluster RCT [26] and one RCT [31] compared blended education with traditional education and evaluated knowledge, skills, patients’ glycated hemoglobin levels, and economic impact. The blended education within the RCT comprised the standard education and an additional 30-min didactic lecture, a pocket card, and monthly email reminders on lecture content. The study reported large improvement in postintervention knowledge score in the blended education group compared with the control group (SMD: 1.98; 95% CI 1.21-2.74) [31].

The blended learning program of the cluster RCT included Web-based training and practical workshops for behavioral change in pediatric patients with type 1 diabetes, whereas the control group received no intervention [26]. The blended education group had a large improvement in the postintervention communication skills score (SMD: 1.58; 95% CI 0.99-2.17) and a higher proportion of tasks done or partially done in shared agenda setting (RR: 7.49; 95% CI 1.88-29.9) compared with the control group (Multimedia Appendix 3). Cost differences in the mean total National Health Service cost (direct costs: training; indirect costs: clinic visits) were not statistically significant; although, the blended education intervention incurred an additional mean cost of £183.96 per patient. There was no statistically significant difference between the groups in patient outcomes (ie, glycated hemoglobin levels) and patients’ quality of life (Multimedia Appendix 4).

**Digital Education Versus Blended Education Versus Traditional Education**

One RCT study compared digital education, blended education, and traditional education to improve the safety and quality of diabetes care delivered by PCPs [24]. The digital education group received online case-based simulation, and the blended education group also received feedback in the form of additional face-to-face physician opinion. Learners’ satisfaction and patient clinical outcomes (ie, mean change in glycated hemoglobin, blood pressure, and low-density lipoprotein level and treatment intensification) were assessed. Over 97% of PCPs who completed the education intervention rated their satisfaction with the digital education and blended interventions as excellent or very good after completing the simulated cases. The mean glycated hemoglobin level significantly improved in the digital education group compared with blended or traditional education (Multimedia Appendix 4). There was no statistically significant difference across the intervention groups in the remaining patient outcomes (Multimedia Appendix 4).
Table 1. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Study, design, and country</th>
<th>Learning modality</th>
<th>Type of participants</th>
<th>Number of sites and participants</th>
<th>Intervention duration</th>
<th>Type of outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital education versus traditional education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chaikoolvatana 2007 [25]; RCT&lt;sup&gt;a&lt;/sup&gt;, Thailand</td>
<td>I&lt;sup&gt;b&lt;/sup&gt;: Computer based learning (CBL); C&lt;sup&gt;c&lt;/sup&gt;: face-to-face lectures</td>
<td>Final year pharmacy students</td>
<td>I: 43, C: 40</td>
<td>I: 2 hours; C: 2 3-hour sessions; (over 2 months)</td>
<td>(1) Knowledge; (2) skills</td>
</tr>
<tr>
<td>Desimone 2012 [29]; RCT, United States</td>
<td>I: PDA&lt;sup&gt;d&lt;/sup&gt; version education materials; C: Printed materials</td>
<td>Internal medicine residents</td>
<td>I: 11, C: 11</td>
<td>Over 1 month</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Diehl 2017 [34]; RCT, Brazil</td>
<td>I: Online game; C: Face-to-face lectures and activities</td>
<td>Primary Care Physicians</td>
<td>I: 94, C: 76</td>
<td>4 hours (over 3 months)</td>
<td>Skills</td>
</tr>
<tr>
<td>Hibbert 2013 [30]; RCT, Australia</td>
<td>I: Training Video; C: No intervention (usual revision)</td>
<td>Second year medical students</td>
<td>I: 12, C: 10</td>
<td>Over 2 Weeks</td>
<td>Skills</td>
</tr>
<tr>
<td>Sperl-Hillen 2010 [26]; cRCT&lt;sup&gt;e&lt;/sup&gt;, United States</td>
<td>I: Simulation Software; C: No intervention</td>
<td>Primary Care Physicians and their patients</td>
<td>I: 20 sites, (1847 patients), C: 21 sites, (1570 patients)</td>
<td>5.5 days; (over 6 months)</td>
<td>Patient outcomes; Economic impact</td>
</tr>
<tr>
<td>Sperl-Hillen 2014 [32]; cRCT, United States</td>
<td>I: Simulation software; C: No intervention (Not assigned learning cases)</td>
<td>Family/ internal medicine residents</td>
<td>I: 10 sites (177 residents), C: 9 sites (164 residents)</td>
<td>Over 6 months</td>
<td>Knowledge; Skills</td>
</tr>
<tr>
<td><strong>Blended learning versus traditional education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gregory 2011 [28]; cRCT, United Kingdom</td>
<td>I: Web-based intervention and practical workshops; C: No intervention</td>
<td>Paediatric doctors, nurses, psychologists, dieticians, and their patients</td>
<td>I: 13 sites (356 patients), C: 13 sites (333 patients)</td>
<td>Over 12 months</td>
<td>Skills; Patient outcomes; Economic impact</td>
</tr>
<tr>
<td>Ngamruengphong 2011 [33]; RCT, United States</td>
<td>I: Standard education+30 min didactic lecture, a pocket card, and monthly e-mail reminders that consisted of the lecture content; C: Standard residency education</td>
<td>Primary care residents</td>
<td>I: 20, C: 19</td>
<td>Over 2 months</td>
<td>Knowledge</td>
</tr>
<tr>
<td><strong>Digital education versus digital education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Billue 2012 [21]; RCT United States; Estrada 2011 [23]; RCT United States; Crenshaw 2010 [22]; RCT, United States</td>
<td>I: Web-based intervention with feedback; C: Web-based intervention without feedback</td>
<td>Family/ general/ internal medicine physicians</td>
<td>I: 48 physicians (479 patients), C: 47 physicians (466 patients)</td>
<td>Over 2 years</td>
<td>Patient outcomes</td>
</tr>
<tr>
<td>Brendenkamp 2013 [31]; RCT, United States</td>
<td>I: Simulation (High fidelity Mannequin); C: Web-based intervention</td>
<td>Staff nurses</td>
<td>I: 47, C: 49</td>
<td>Not reported</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Schroter 2011 [27]; RCT, United Kingdom</td>
<td>I: Web-based learning + Diabetes Needs assessment tool (DNAT); C: Web-based learning without DNAT</td>
<td>Diabetes doctors and nurses</td>
<td>I: 499, C: 498</td>
<td>Over 4 months</td>
<td>Knowledge</td>
</tr>
<tr>
<td><strong>Blended learning versus digital education versus traditional education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O’Connor 2009 [24]; RCT, United States</td>
<td>Group A: No intervention; Group B: Simulated web-based learning; Group C: simulated case-based physician learning + physician opinion leader feedback</td>
<td>Primary care physicians and their patients</td>
<td>Group A: 100 physicians, 691 patients; Group B: 100 physicians, 725 patients; Group C: 99 physicians, 604 patients</td>
<td>Not reported</td>
<td>Patient outcomes</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.

<sup>b</sup>I: intervention group.

<sup>c</sup>C: control group.

<sup>d</sup>PDA: Personal Digital Assistance.

<sup>e</sup>cRCT: cluster RCT.
Digital Education Versus Digital Education

A total of 3 RCT studies compared 2 different digital education modalities [21,25,29]. Moreover, 1 study compared a high-fidelity simulation mannequin with an online learning system [29]. The other 2 studies, employing the same Web-based (online) system in both the groups, evaluated the addition of an interactive learning needs assessment tool or feedback to the intervention group, respectively [21,25].

Studies reported no significant difference in terms of knowledge, attitudes, and patient outcomes. The study evaluating the use of feedback as part of the digital education intervention reported higher study engagement in the intervention group as reflected by the total number of pages viewed (SMD: 1.40; 95% CI 0.95–1.85), total number of visits (SMD: 1.38; 95% CI 0.93–1.83)), duration of Web access in min (SMD: 1.07; 95% CI 0.64–1.50), and the number of components viewed (SMD: 1.14; 95% CI 0.70–1.57) [18].

Discussion

Principal Findings

We found 12 studies evaluating the effectiveness of digital health professions education on diabetes management. Although evidence is limited, heterogeneous, and of low quality, our findings suggest that digital and blended education may improve health care professionals’ knowledge and skills compared with traditional education. However, an improvement in knowledge and skills does not seem to translate into improvements in diabetes care as reflected by little or no difference in sparsely reported patient outcomes in the included studies. Although simulated learning seems to be more effective in improving patient outcomes compared with the other strategies assessed, studies comparing different forms of digital education reported no statistically significant difference between groups.

The inconsistency between the effect on health care professionals’ and patients’ outcomes observed in our review is in line with the existing literature, where knowledge and skill gains outweigh improvements in patient outcomes [33]. Yet patient outcomes were only reported in 4 diverse studies in this review. The lack of patient-related data is common in digital education studies, possibly owing to difficulty in measuring patient outcomes, especially in preregistration health care professionals. Furthermore, patient outcomes are potentially affected by contextual factors unrelated to health care professionals’ competence, such as patients’ health beliefs and financial barriers [34]. Finally, a lack of difference between the groups observed in the included studies may be merely due to their insufficient statistical power to evaluate patient outcomes.

Although digital education has been present in health professions’ education for the last 2 decades, its technological development and adoption has been expedited in recent years [35], particularly in high-income countries. Likewise, most studies in our review were published since 2010 and are from high-income countries. Widespread access to digital technology in high-income countries may diminish the effects of digital education interventions in RCTs, given that blinding is not possible, and the control group participants may interact or have alternative electronic access to information. Studies on the use of digital education in low- and middle-income countries would provide a more comprehensive assessment as the technological setup and learning infrastructure is more limited [36–38]. Although there is a universal need for scalable and high-quality education to build health care professionals’ competencies in diabetes management and care, this is especially important for developing countries facing severe workforce shortages and increasing burden of chronic disease [5,39,40].

Digital education interventions in this review, although diverse in terms of the mode of delivery, mostly employed clinical scenarios for presentation of educational content. Furthermore, the included digital education interventions were mainly asynchronous and aimed at postregistration health care professionals. Although this digital education format may indeed be optimal for busy clinicians as part of their continuing professional development, there is scope for more research on other digital education formats as well as preregistration health care professionals [38,41,42].

Limitations

There are limitations to the evidence included in this review. First, studies were too heterogeneous to be pooled. Second, many studies were at a high risk of biases such as selection and attrition bias. Third, satisfaction with digital education interventions may be overestimated by a heavy reliance on self-reported measures and a disproportionate focus on only the intervention group. Satisfaction is important in ensuring the success of digital education interventions as it impacts the user’s intention to sustain learning through digital means [33]. Therefore, alternative methods should be used to explore satisfaction with digital education interventions such as the actual time spent on digital learning or in-depth qualitative analyses on the perceptions of digital education. Finally, studies, in general, did not refer to a learning theory in the intervention design. Digital education presents a new model of learning where technological and Web-based learning expands and changes the paradigm of usual learning. Furthermore, the complexity of diabetes management may warrant a unique learning pedagogy. The use of technological or adult learning theories in the development of digital education interventions may improve the quality, reporting, and ingenuity of the digital education research if grounded in existing theoretical frameworks [34].

Future Research

Digital education is rapidly transforming health professions training and is expected to gain even more prominence in the coming years. It is critical for digital education adoption and implementation to be guided by a robust evidence base. There is a need for more high-quality and standardized studies from a range of settings, including developing countries, which would focus on all aspects of diabetes management. Future research should also aim to assess the economic impact to inform planning, development, and adoption of digital health professions education interventions on diabetes management.
Conclusions
Digital education holds the promise of a scalable and affordable approach to health professions education, with particular relevance to developing countries tackling severe shortage of skilled health care staff. In this review, we aimed to determine the effectiveness and cost-effectiveness of digital education for health professions education on diabetes management. We identified 12 studies showing that digital education is well-received and seems to improve knowledge and skills scores in health care professionals compared with traditional or usual education. Although digital education seems to be more effective, or not inferior to other forms of education on diabetes management, the paucity and low quality of data prevent us from making recommendations about its adoption. Future studies should focus on a range of outcomes using validated and standardized outcome measurements in different settings to improve the quality and credibility of evidence.
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Abstract

Background: Globally, online and local area network–based (LAN) digital education (ODE) has grown in popularity. Blended learning is used by ODE along with traditional learning. Studies have shown the increasing potential of these technologies in training medical doctors; however, the evidence for its effectiveness and cost-effectiveness is unclear.

Objective: This systematic review evaluated the effectiveness of online and LAN-based ODE in improving practicing medical doctors’ knowledge, skills, attitude, satisfaction (primary outcomes), practice or behavior change, patient outcomes, and cost-effectiveness (secondary outcomes).

Methods: We searched seven electronic databased for randomized controlled trials, cluster-randomized trials, and quasi-randomized trials from January 1990 to March 2017. Two review authors independently extracted data and assessed the risk of bias. We have presented the findings narratively. We mainly compared ODE with self-directed/face-to-face learning and blended learning with self-directed/face-to-face learning.

Results: A total of 93 studies (N=16,895) were included, of which 76 compared ODE (including blended) and self-directed/face-to-face learning. Overall, the effect of ODE (including blended) on postintervention knowledge, skills, attitude, satisfaction, practice or behavior change, and patient outcomes was inconsistent and ranged mostly from no difference between the groups to higher postintervention score in the intervention group (small to large effect size, very low to low quality evidence). Twenty-one studies reported higher knowledge scores (small to large effect size and very low quality) for the intervention, while...
20 studies reported no difference in knowledge between the groups. Seven studies reported higher skill score in the intervention (large effect size and low quality), while 13 studies reported no difference in the skill scores between the groups. One study reported a higher attitude score for the intervention (very low quality), while four studies reported no difference in the attitude score between the groups. Four studies reported higher postintervention physician satisfaction with the intervention (large effect size and low quality), while six studies reported no difference in satisfaction between the groups. Eight studies reported higher postintervention practice or behavior change for the ODE group (small to moderate effect size and low quality), while five studies reported no difference in practice or behavior change between the groups. One study reported higher improvement in patient outcome, while three others reported no difference in patient outcome between the groups. None of the included studies reported any unintended/adverse effects or cost-effectiveness of the interventions.

Conclusions: Empiric evidence showed that ODE and blended learning may be equivalent to self-directed/face-to-face learning for training practicing physicians. Few other studies demonstrated that ODE and blended learning may significantly improve learning outcomes compared to self-directed/face-to-face learning. The quality of the evidence in these studies was found to be very low for knowledge. Further high-quality randomized controlled trials are required to confirm these findings.

(J Med Internet Res 2019;21(2):e13269) doi:10.2196/13269
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Introduction

Information communication technology (ICT) has transformed the way information is exchanged and shared around the world [1-4]. In medical education, ICT facilitated a paradigm shift from traditional learning to a dynamic system, moving away from the instructor- or student-focused presentation session to a student-centered process, where students can learn anywhere, anytime, and at their own pace. It also provides unique opportunities for interactive communication and networking [5].

Online and local area network–based (LAN) digital education (ODE) encompasses a variety of interventions characterized by their tools, content, learning objectives, pedagogical approaches, and delivery settings. ODE also varies widely in its configuration (eg, tutorial, asynchronous discussion, and live conferencing), instructional methods (eg, practice exercises and cognitive interactivity), and presentation [6]. ODE uses a full electronic approach, which is entirely driven by technology, or a mix of traditional learning and digital technology (ie, blended learning). Blended learning may be more suitable for health care training, which commonly needs to combine hands-on skill-based training at a practical level and self-directed learning such as ODE [7-9].

ODE has been used widely in undergraduate medical and other health professionals’ education [10] and is now gaining popularity in postregistration medical education for lifelong learning (ie, continuing education), evidenced by the growing number of studies. Continuing medical education (CME) is defined as “all educational activities which serve to maintain, develop, or increase the knowledge, skills, and professional performance and relationships that a physician used to provide services for patients, the public, or the profession” [11] and continuing professional development (CPD) is defined as “a range of learning activities through which medical professionals maintained and developed throughout their career to ensure that they retain their capacity to practice safely, effectively and legally within their evolving scope of practice” [12]. Recently, nearly all medical schools in the United States and Canada moved to providing some form of online learning material as part of their CME for physicians [6].

Research shows that learning is influenced more by the content and instructional strategy than by the type of technology used to deliver the content [13]; in other words, the design of a course determines its effectiveness in learning [14]. There is a significant methodological, educational, and clinical heterogeneity amongst the studies [15-37], which highlighted the need for a review on ODE that focused specifically on the education of medical doctors with more homogenous learning technologies. The a priori protocol reported here has also been published in the Cochrane library [38].

The primary objective of this review was to evaluate the effectiveness of ODE in improving doctors’ knowledge, skills, attitude, and satisfaction. The secondary objectives were to assess changes in clinical practices or behaviors, patient outcomes, costs and cost-effectiveness of the intervention, and unintended/adverse effects on patients and physicians.

Methods

Search Strategy and Data Sources

A search strategy was developed in accordance with the Cochrane Handbook of Systematic Reviews of Interventions [39] to search the Cochrane CENTRAL, MEDLINE (Ovid), Embase (Elsevier), PsyCINFO (Ovid), ERIC (Ovid), CINAHL (Ebsco), Web of Science Core Collection (Thomson Reuters), and International Clinical Trials Platform (World Health Organization) databases. The detailed search strategy is presented in Multimedia Appendix 1, and a detailed description of the methodology has been published elsewhere [40]. Databases were searched from January 1, 1990, to March 9, 2017. We selected 1990 as the starting year for our search because prior to this, the use of ICT for education was limited. We identified additional studies both by scanning relevant systematic reviews and meta-analyses and hand searching reference lists of all included studies.

http://www.jmir.org/2019/2/e13269/
Selection Criteria

Only randomized controlled trials (RCTs), cluster RCTs (cRCTs), and quasi-randomized controlled trials of postregistration education for medical doctors using ODE (standalone or blended) with any type of controls measuring knowledge, cognitive skills, attitudes, satisfaction (primary outcome), changes in practice or behavior, patient outcomes, costs, or adverse effects (secondary outcome) outcomes were eligible for inclusion in this review (Multimedia Appendix 2). Participants were not excluded on the basis of age, gender, or any other sociodemographic variables. We used the gold-standard systematic review methods recommended by the Cochrane Collaboration and strictly adhered to the published protocol [38].

Data Extraction

Three reviewers (PG, OZ, and BK) independently screened the titles and abstracts and full-text versions of the eligible studies and performed the data extraction. We extracted the relevant data on participants, intervention and control, outcome measures, and study designs. We contacted the study authors in cases of any missing information. A fourth review author (PP) acted as an arbiter in cases of disagreement.

Risk of Bias Assessment

Two reviewers independently assessed the risk of bias for RCTs using the Cochrane Collaboration’s “risk of bias” tool [39]. For RCTs, we did so across the domains of random sequence generation, allocation concealment, blinding of outcome assessment, incomplete outcome data, selective outcome reporting, and other bias including the comparability of intervention and control group; characteristics at baseline; validity and reliability of outcome assessment tools; and protection against contamination. Blinding of participants and personnel was not assessed, as the nature of the intervention precludes blinding.

We assessed the risk of bias for cRCTs across the domains of recruitment bias [41], baseline imbalances, loss of clusters incorrect analysis, and comparability with individual randomized trials [39]. For each study, two reviewers independently categorized each domain as low, high, or unclear risk of bias.

Assessment of Heterogeneity

Clinical heterogeneity was assessed to check if the included studies were similar in terms of their population, intervention characteristics, and reported outcomes and to ascertain the possibility of pooling the measures of effect. The extracted data were analyzed using RevMan 5.3 software (The Nordic Cochrane Centre, Copenhagen, Denmark). Statistical heterogeneity was assessed using the Chi-square and I² tests [39]. We found significant heterogeneity (clinical and statistical) among the included studies; hence, meta-analysis was not suitable for analysis.

Data Synthesis

The results from individual RCTs were reported as the standardized mean difference (SMD) for continuous variables and risk ratios (RR) for dichotomous variables. Where studies reported more than one measure for each outcome, the primary measure, as defined by the study authors, was used in the analysis. If studies had multiple arms, we compared the intervention arm to the least active control arm and assessed the difference in postintervention outcomes. Similarly, when multiple domains of the same outcome were measured, only the primary domains identified and agreed upon by the review authors were reported. Meta-analyses were not possible because there was significant clinical and methodological heterogeneity across the included studies.

Summary of Findings

Summary of findings tables (Tables 1-3) were prepared based on the methods described in Chapter 11 of the Cochrane Handbook for Systematic Reviews of Interventions [39]. Two review authors (PG and BK) independently used the Grading of Recommendations, Assessment, Development and Evaluations (GRADE) criteria to rank the quality of the evidence using the GRADE profiler (GRADEpro) software [42]. In the main review, we only compared ODE with self-directed/face-to-face learning and blended learning with self-directed/face-to-face learning; the rest of the comparisons are presented in Multimedia Appendix 3.
Table 1. Summary of findings for online and local area network–based digital education as compared to self-directed learning. patient or population: postregistration medical doctors; setting: universities, hospitals, and primary care; intervention: online and local area network–based digital education; comparison: self-directed learning.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Number of participants (number of RCTs)</th>
<th>Quality of evidence (GRADE)</th>
<th>Direction of effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge assessed with multiple-choice questions. Follow-up ranged from posttest to 1 year</td>
<td>3067 (29)</td>
<td>Very low&lt;sup&gt;c,d,e,f&lt;/sup&gt;</td>
<td>Seventeen studies [43-60] reported that ODE&lt;sup&gt;g&lt;/sup&gt; was significantly more effective than self-directed learning (very low certainty evidence). Two studies [61,62] reported mixed results (very low certainty evidence). Ten studies [63-72] reported that ODE was as effective as self-directed learning (very low certainty evidence).</td>
</tr>
<tr>
<td>Skills assessed with OSCE&lt;sup&gt;h&lt;/sup&gt;, diagnostic assessment, examination, questionnaires, and surveys. Follow-up ranged from posttest to 4 years</td>
<td>829 (8)</td>
<td>Low&lt;sup&gt;c,d,i&lt;/sup&gt;</td>
<td>Five studies [65,73-76] reported that ODE was significantly more effective than self-directed learning (low certainty evidence). Two studies [77,78] reported that ODE was as effective as self-directed learning (low certainty evidence). One study [54] reported self-directed learning was more effective than ODE (low certainty evidence).</td>
</tr>
<tr>
<td>Attitude assessed with questionnaires. Follow-up ranged from posttest to 156 days</td>
<td>392 (4)</td>
<td>Low&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>One study [47] reported that ODE was significantly more effective than self-directed learning (low certainty evidence). Another [66] reported that ODE was as effective as self-directed learning (low certainty evidence). Two studies [44,58] reported mixed results (low certainty evidence).</td>
</tr>
<tr>
<td>Satisfaction assessed with questionnaires. Follow-up ranged from posttest to 6 months</td>
<td>934 (6)</td>
<td>Low&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>Two studies [67,79] reported that ODE was significantly more effective (low certainty evidence). Three studies [54,58,80] reported that ODE was as effective as self-directed learning (low certainty evidence). One study [61] reported mixed results (low certainty evidence).</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.
<sup>b</sup>GRADE: Grading of Recommendations, Assessment, Development and Evaluations.
<sup>c</sup>Rated down by one level for study limitations. Most studies were considered to be at an unclear or high risk of bias. Overall, the risk of bias for most studies was unclear due to a lack of information reported.
<sup>d</sup>Rated down by one level for inconsistency. There was variation in effect size (ie, very large and very small effects were observed).
<sup>e</sup>Rated down by one level for publication bias. The effect estimates were asymmetrical, suggesting possible publication bias.
<sup>f</sup>Very low quality (+ - - -): We have very little confidence in the effect estimate. The true effect is likely to be substantially different from the estimate of effect.
<sup>g</sup>ODE: online and local area network–based digital education.
<sup>h</sup>OSCE: objective structured clinical examination.
<sup>i</sup>Low quality (+ + - -): Our confidence in the effect estimate is limited. The true effect may be substantially different from the estimate of the effect.
Table 2. Summary of findings for online digital education as compared to face-to-face learning. Patient or population: postregistration medical doctors; setting: universities, hospitals, and primary care; intervention: online and local area network–based digital education; comparison: face-to-face learning.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Number of participants (number of RCTs(^a))</th>
<th>Quality of evidence (GRADE(^b))</th>
<th>Direction of effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge assessed with multiple-choice questions. Follow-up ranged from posttest to 18 months</td>
<td>1202 (9)</td>
<td>Very low(^c,d,e,f)</td>
<td>Two studies ([81,82]) reported that ODE(^g) was significantly more effective in improving physicians’ knowledge scores than face-to-face learning (very low certainty evidence). Six studies ([83-88]) found that ODE was as effective as face-to-face learning in improving physicians’ knowledge scores (very low certainty evidence). One study ([89]) reported that face-to-face learning was significantly more effective than ODE in improving physicians’ knowledge scores.</td>
</tr>
<tr>
<td>Skills assessed with OSCE(^h), diagnostic assessment, examination, questionnaires, and surveys. Follow-up ranged from posttest to 12 months</td>
<td>291 (7)</td>
<td>Low(^c,d,i)</td>
<td>Six studies ([84,87,90-93]) reported ODE was as effective as face-to-face learning in improving physicians’ skills (low certainty evidence). In one study ([94]), data were missing.</td>
</tr>
<tr>
<td>Attitude assessed with questionnaires. Follow-up ranged from posttest to 18 months</td>
<td>220 (2)</td>
<td>Low(^c,d)</td>
<td>Two studies ([82,95]) reported that ODE was as effective as face-to-face learning in improving physicians’ attitude (low certainty evidence).</td>
</tr>
<tr>
<td>Satisfaction assessed with questionnaires. Follow-up ranged from posttest to 12 weeks</td>
<td>260 (4)</td>
<td>Low(^c,d)</td>
<td>Two studies ([83,87]) reported that ODE was significantly more effective than face-to-face learning for improving physicians’ satisfaction (low certainty evidence). Two studies ([81,84]) reported that ODE was as effective as face-to-face learning in improving physicians’ satisfaction (low certainty evidence).</td>
</tr>
</tbody>
</table>

\(^a\) RCT: randomized controlled trial.

\(^b\) GRADE: Grading of Recommendations, Assessment, Development and Evaluations.

\(^c\) Rated down by one level for study limitations. Most studies were considered to be at an unclear or high risk of bias. Overall, the risk of bias for most studies was unclear due to a lack of information reported.

\(^d\) Rated down by one level for inconsistency. There was variation in effect size (ie, very large and very small effects were observed).

\(^e\) Rated down by one level for publication bias. The effect estimates were asymmetrical, suggesting possible publication bias.

\(^f\) Very low quality (+ – – –): We have very little confidence in the effect estimate. The true effect is likely to be substantially different from the estimate of effect.

\(^g\) ODE: online and local area network–based digital education.

\(^h\) OSCE: objective structured clinical examination.

\(^i\) Low quality (+ + – –): Our confidence in the effect estimate is limited. The true effect may be substantially different from the estimate of the effect.
Table 3. Summary of findings for blended learning as compared to self-directed/face-to-face learning. patient or population: postregistration medical doctors; setting: universities, hospitals, and primary care; intervention: blended learning; comparison: self-directed/face-to-face learning.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Number of participants (number of studies)</th>
<th>Quality of evidence (GRADE)</th>
<th>Direction of effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge assessed with multiple-choice questions. Follow-up ranged from posttest to 26 months</td>
<td>4413 (7 RCTs)</td>
<td>Very low c,d,e,f</td>
<td>Two studies [96,97] reported that blended learning was significantly more effective in improving physicians’ knowledge than self-directed/face-to-face learning (very low certainty evidence). Five studies assessed together [96,98-101] reported that blended learning was as effective as self-directed/face-to-face learning (very low certainty evidence).</td>
</tr>
<tr>
<td>Skills assessed with OSCEg, diagnostic assessment, examination, questionnaires, and surveys. Follow-up ranged from posttest to 26 months.</td>
<td>4131 (6 RCTs)</td>
<td>Low c,d,b</td>
<td>Two studies [96,102] reported that blended learning may significantly improve physicians’ skills, and four studies [98,99,103,104] reported that blended learning may be as effective as face-to-face learning in improving skills (low certainty evidence).</td>
</tr>
<tr>
<td>Attitude assessed with a questionnaire. Follow-up assessed posttest</td>
<td>61 (1 cRCTi)</td>
<td>Low c,d</td>
<td>Kulier et al [105] compared a blended learning course on EBMj to a face-to-face EBM course and reported that the intervention may be as effective as the controls for improving physicians’ attitude.</td>
</tr>
<tr>
<td>Satisfaction assessed with questionnaires on a Likert scale. Follow-up ranged from posttest to 6 months</td>
<td>166 (3 RCTs)</td>
<td>Low cd</td>
<td>Ali et al [98] compared ATLSk delivered through blended learning to a standard ATLS course and reported no difference in satisfaction between the groups (low certainty evidence). Kronick et al [106] compared 3 hours of online training to no training (self-directed training) and found that the intervention slightly improved satisfaction (low certainty evidence). Platz et al [100] compared basic ultrasound principles and extended focused assessment with sonography for trauma using blended learning as compared to face-to-face training and reported mixed results (low certainty evidence).</td>
</tr>
</tbody>
</table>

aGRADE: Grading of Recommendations, Assessment, Development and Evaluations.
bRCT: randomized controlled trial.
cRated down by one level for study limitations. Most studies were considered to be at an unclear or high risk of bias. Overall, the risk of bias for most studies was unclear due to a lack of information reported.
dRated down by one level for inconsistency. There was variation in effect size (ie, very large and very small effects were observed).
eRated down by one level for publication bias. The effect estimates were asymmetrical, suggesting possible publication bias.
fVery low quality (+ – – –): We have very little confidence in the effect estimate. The true effect is likely to be substantially different from the estimate of effect.
gOSCE: objective structured clinical examination.
hLow quality (+ + – –): Our confidence in the effect estimate is limited. The true effect may be substantially different from the estimate of the effect.
i cRCT: cluster-randomized trial.
jEBM: evidence-based medicine.
kATLS: Advanced Trauma Life Support.

**Results**

**Search Results**

Our searches yielded a total of 27,488 citations and 93 studies (Figure 1). Of those, 74 studies were RCTs including 12,537 participants and 19 were cRCTs including 1262 clusters, 3727 physicians, and 7690 patients. Sixty-four studies were published between 2010 and 2017, and the remaining 29 studies were published between 1999 and 2009.

**Participants, Settings, and Countries of Origin**

A total of 29 (31.1%) studies were conducted among primary care practitioners (general practitioners, family medicine practitioners/residents, and occupational physicians), 12 among surgeons (12.9%), 11 among general and internal medicine practitioners (11.8%), and 8 among pediatricians (8.6%; Figure 2 and Multimedia Appendices 4-10). Only 2 (2.2%) [83,96] of the 93 studies were conducted in low- to middle-income countries; all the remaining studies were conducted in high-income countries with majority in the United States (53.8%), Canada (10.8%), and Germany (5.4%; Multimedia Appendix 11). Fifty studies were carried out in hospital settings, 31 studies were conducted in university settings, 11 studies were conducted in primary care settings, and one study was conducted in a mixed hospital and university setting.
Interventions and Comparisons

A total of 61 studies compared ODE and self-directed/face-to-face learning. Self-directed learning was defined as self-learning through books and journals, and face-to-face learning was defined as learning through didactic classroom lectures and courses. Fourteen studies compared ODE and other types of ODE, 3 studies compared ODE and blended learning, and 15 studies compared blended learning and self-directed/face-to-face learning. Two studies used synchronous learning technology (video-conferencing systems) for training, and 39 studies used asynchronous learning technologies such as Web-based libraries/repositories of video modules, CD-ROM, emails, and online discussion groups to deliver the intervention. In the main review, we only compared ODE with self-directed/face-to-face learning and blended learning with self-directed/face-to-face learning; the rest of the comparisons are presented in Multimedia Appendix 3.
Risk of Bias in Randomized Controlled Trials and Cluster Randomized Controlled Trials

A total of 51 studies were considered to be at high risk of bias for at least one of the risk of bias domains (Figures 3 and 4). Six studies were rated as having a high risk of selection bias, 31 studies were rated as having a high risk of attrition bias due to a high drop-out rate (>20%), and 3 studies [103,107,108] had a high risk of reporting bias. Epstein et al reported a high risk of detection bias [109]. Further, 25 studies had a high risk of “other biases.” Similarly, among the cRCTs, 12 studies had a high risk of bias for baseline imbalance, 8 studies had a high risk of bias for loss of clusters, and 3 studies had a high risk of bias for incorrect analyses. Risk of bias is described in detail in Multimedia Appendices 4 and 12.

Effects of Interventions by Outcomes

The characteristics of included studies categorized by participants’ specialty, outcomes, comparisons, and intervention types are presented in Multimedia Appendices 5-13. The educational content was heterogeneous among the included studies. Studies that compared ODE/blended ODE with self-directed or face-to-face learning are presented in the manuscript; for other comparisons, see Multimedia Appendix 3.

Primary Outcomes

Knowledge

A total of 54 studies assessed knowledge: 20 studies used questionnaires (open ended), 28 studies used multiple-choice questions, and 6 studies did not specify the type of instrument used to measure knowledge.

Online and Local Area Network–Based Digital Education Versus Self-Directed Learning

A total of 29 studies compared ODE and self-directed learning; of these studies, only 18 studies reported numerical data in a format that could be used (Figures 5 and 6). Eleven studies [43-50,61,63,64] presented incomplete data (missing means, SDs, or CIs), which could not be included in the data analysis. Seventeen studies (n=2107) [43-60] reported that the ODE was significantly more effective than self-directed learning (small to large effect size, very low certainty evidence). Nine studies (n=796) reported that ODE was as effective as self-directed learning (very low certainty evidence). Two studies [61,62] reported mixed results (very low certainty evidence).
Online and Local Area Network–Based Digital Education Versus Face-to-Face Learning

Nine studies compared ODE with face-to-face learning; of these, only four studies [83-86] reported numerical data in a useable format (Figure 6). ODE improved physicians’ knowledge compared with face-to-face learning in studies by Fordis et al [81] and Pelayo-Alvarez et al [82]. Six studies [83-88] reported that ODE may be equally effective as face-to-face learning for improving knowledge scores (n=489). McLeod et al [89] reported that knowledge scores were higher with face-to-face learning than with ODE. Overall, empirical evidence suggests that ODE may have little effect on knowledge as compared with face-to-face learning. However, since the evidence was of very low quality, we are uncertain about the true estimate.

Blended Learning Versus Self-Directed/Face-to-Face Learning

Seven studies assessed learners’ knowledge, of which two studies [96,97] reported that blended learning was significantly more effective in improving physicians’ knowledge than self-directed/face-to-face learning (n=232; large effect size, very low certainty evidence; Figures 5 and 6). Five studies assessed together [96,98-101] reported that blended learning was as effective as self-directed/face-to-face learning for improving physicians’ knowledge scores (very low certainty evidence).

Skills

Twenty-one studies assessed participants’ skills: five studies used an objective structured clinical examination, five studies used questionnaires, four studies used practical skills test/exam, three studies used checklists, and the remaining used other methods to assess skills (Multimedia Appendix 6).
Eight studies [54,65,73-78] compared ODE with self-directed learning, which included no intervention or text-based learning. Of these, only four studies [65,74,76,78] had numerical information in a presentable format (Figures 7-9). Five studies [65,73-76] reported that ODE was significantly more effective than self-directed learning (low certainty evidence). Two studies [77,78] reported that ODE was as effective as self-directed learning (low certainty evidence). One study [54] reported that self-directed learning was more effective than ODE (low certainty evidence). Overall, empirical evidence from five studies [65,73-76] indicated that ODE interventions can improve physicians' skills as compared to self-directed learning. Similarly, evidence from two [54,77] of the eight studies indicated that ODE may be as effective as self-directed learning for improving physicians' postintervention skills scores.

**Figure 6.** Comparison of postintervention knowledge scores. ODE: online and local area network–based digital education; IV: inverse variance.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention Mean</th>
<th>SD</th>
<th>Total</th>
<th>Control Mean</th>
<th>SD</th>
<th>Total</th>
<th>Std. Mean Difference IV, Random, 95% CI</th>
<th>Std. Mean Difference IV, Random, 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bell 2000</td>
<td>15</td>
<td>4.6</td>
<td>83</td>
<td>14.6</td>
<td>2.2</td>
<td>79</td>
<td>0.14 [0.03, 0.24]</td>
<td>+</td>
</tr>
<tr>
<td>Chang 2014</td>
<td>21.8</td>
<td>10.6</td>
<td>225</td>
<td>19.7</td>
<td>5.8</td>
<td>233</td>
<td>0.23 [0.05, 0.4]</td>
<td>+</td>
</tr>
<tr>
<td>Chung 2004</td>
<td>48</td>
<td>10</td>
<td>31</td>
<td>45</td>
<td>10</td>
<td>32</td>
<td>0.30 [0.20, 0.40]</td>
<td>+</td>
</tr>
<tr>
<td>Clinton 2011</td>
<td>15.7</td>
<td>1.84</td>
<td>41</td>
<td>14.2</td>
<td>2.53</td>
<td>41</td>
<td>0.67 [0.31, 1.03]</td>
<td>+</td>
</tr>
<tr>
<td>Curnin 2017</td>
<td>16.3</td>
<td>2.91</td>
<td>78</td>
<td>10.7</td>
<td>2.02</td>
<td>74</td>
<td>1.54 [1.10, 2.0]</td>
<td>+</td>
</tr>
<tr>
<td>Heaney 2013</td>
<td>90.9</td>
<td>6.0</td>
<td>14</td>
<td>73.5</td>
<td>6.4</td>
<td>14</td>
<td>2.55 [1.52, 3.59]</td>
<td>+</td>
</tr>
<tr>
<td>Stewart 2005</td>
<td>63.8</td>
<td>17.6</td>
<td>27</td>
<td>50.5</td>
<td>13.8</td>
<td>31</td>
<td>0.84 [0.30, 1.38]</td>
<td>+</td>
</tr>
<tr>
<td>Sullivan 2010</td>
<td>8.4</td>
<td>0.0</td>
<td>108</td>
<td>8.1</td>
<td>1.3</td>
<td>104</td>
<td>2.13 [0.80, 2.47]</td>
<td>+</td>
</tr>
<tr>
<td>Vigneri 2015</td>
<td>21.7</td>
<td>2.1</td>
<td>71</td>
<td>20.8</td>
<td>2.1</td>
<td>70</td>
<td>0.43 [0.09, 0.76]</td>
<td>+</td>
</tr>
</tbody>
</table>

**Figure 7.** Comparison of change in skills scores (postintervention). ODE: online and local area network–based digital education; IV: inverse variance.
Online and Local Area Network–Based Digital Education Versus Self-Directed Learning

Seven studies [84,87,90-94] compared ODE and face-to-face learning (classroom didactic lecture–based learning), of which six studies [84,87,90-93] reported that ODE was as effective as face-to-face learning in improving physicians’ skills (low certainty evidence). In one study [94], data were missing (Figures 7-9). Overall, empirical evidence from six studies suggests that ODE may be as effective as face-to-face learning in improving physicians’ skills.

Blended Learning Versus Self-Directed/Face-to-Face Learning

Six studies assessed skills [96,98,99,102-104]: Kulier et al [96] and Szmulowicz et al [102] reported that blended learning may improve physicians’ skills compared with self-directed / face-to-face learning (Figure 8). Overall, empirical evidence from two of the six studies suggests that blended learning may be as effective as self-directed/face-to-face learning in improving physicians’ skills (moderate to high certainty evidence). Evidence from four [98,99,103,104] of the six studies suggests that blended learning may be as effective as self-directed/face-to-face in learning to improve physicians’ skills.

Attitude

Eight studies assessed participants’ attitude: six studies used questionnaires and two studies [66,105] used Likert scales.

Online and Local Area Network–Based Digital Education Versus Self-Directed Learning

Four studies [44,47,58,66] compared ODE with self-directed learning, of which only two studies [58,66] reported numerical data. Le et al [66] reported a change in mean attitude scores (SMD 0.46, 95% CI –0.38 to 1.30 [low certainty]) and Sullivan et al [58] assessed attitude posttest (SMD –0.01, 95% CI –0.28 to 0.26 [low certainty]). Harris et al [47] reported that ODE interventions may improve physicians’ attitude compared to self-directed learning. Le et al [66] reported that ODE may be as effective as self-directed learning for improving physicians’ attitude. Connolly et al [44] and Sullivan et al [58] reported mixed results. Overall, empirical evidence from the four studies reported mixed results for this outcome.

Online and Local Area Network–Based Digital Education Versus Face-to-Face Learning

Two studies [82,95] compared ODE with face-to-face learning (classroom didactic lecture–based learning). Only Putnam et al [95] reported a change in learners’ attitude as a dichotomous
outcome (RR 0.94, 95% CI 0.72-1.22 [small effect size, low quality]); the other study did not provide data for inclusion in the analysis. Overall, empirical evidence from the two studies reported mixed results for this outcome.

**Blended Learning Versus Self-Directed/Face-to-Face Learning**

Kulier et al [105] compared an integrated ODE course with face-to-face training on evidence-based medicine among obstetrics and gynecology residents; another study by Kulier et al [96] compared an integrated ODE course with a self-directed course on evidence-based medicine and assessed attitude scores at baseline only. Kulier et al [105] reported that blended learning may be as effective as face-to-face training for improving physicians’ attitude (RR 3.00, 95% CI 0.76-11.88).

**Satisfaction**

Sixteen studies assessed participants’ satisfaction, of which 10 studies used questionnaires and 6 studies used Likert scales.

**Online and Local Area Network–Based Digital Education Versus Self-Directed Learning**

Six studies [54,58,61,67,79,80] compared ODE with self-directed learning, which included no intervention or text-based learning. Of these, only three studies [58,67,79] reported numerical data in a useable format (Figures 10 and 11). Two studies [58,67] assessed mean satisfaction scores posttest (Figure 10). Bell et al [67] reported higher satisfaction for the ODE group than the self-directed learning group (SMD 0.68, 95% CI 0.36-0.99 [moderate effect size, low quality]). Sullivan et al [58] reported no difference in satisfaction scores between the groups (SMD 0.18, 95% CI -0.09 to 0.45). Similarly, Matzie et al [79] assessed posttest satisfaction as a dichotomous outcome (Figure 11) and reported higher satisfaction in four of the five domains (RR 1.13, 95% CI 1.03-1.23 [small effect size, low certainty evidence]). Overall, empirical evidence from two studies [67,79] suggests that ODE may be as effective as self-directed learning on physicians’ satisfaction (moderate effect size, very certainty evidence). Overall, empirical evidence from three [98,100,106] studies suggests that the interventions have mixed effects on learners’ satisfaction.

**Secondary Outcomes**

**Practice or Behavior Change**

Fourteen studies assessed practice or behavior change: four studies used questionnaires; four studies used hospital chart audits or case note reviews; and four other studies used a Likert scale [66], an Intimate Partner Violence Survey scale [64], and patient data from an administrative database and a scenario-based decision-support system [110]. Two studies [111,112] did not state the assessment tools used to measure practice or behavior change.

**Online and Local Area Network–Based Digital Education Versus Face-to-Face Learning**

Four studies [81,83,84,87] compared ODE with face-to-face learning. Of these, two studies [83,84] reported mixed data in a useable format (Figures 10 and 11). Overall, empirical evidence from two [83,87] of the four studies suggested that ODE may be effective compared with face-to-face learning in improving physicians’ satisfaction (large effect size, low certainty evidence). Similarly, evidence from two [81,84] of the four studies suggested that ODE may be as effective as face-to-face learning in improving physicians’ satisfaction.

**Blended Learning Versus Self-Directed/Face-to-Face Learning**

Three studies [98,100,106] assessed satisfaction (Figures 10 and 11). Ali et al [98] reported no difference in satisfaction between the groups, while Kronick et al [106] reported mixed effects. Platz et al [100] found higher satisfaction with face-to-face learning compared to blended learning (moderate effect size, very certainty evidence). Overall, empirical evidence from three [98,100,106] studies suggests that the interventions have mixed effects on learners’ satisfaction.
Overall, empirical evidence from 7 [43,45,110,112,114,116,117] of the 14 studies suggests that ODE may be more effective than self-directed learning in improving physicians' practice or behavior change (moderate to large effect size, very low certainty evidence). Evidence from 4 [62,66,113,115] of the 14 studies suggests that ODE may be as effective as self-directed learning in improving physicians' practice or behavior change.

Three studies [64,111,113] reported mixed results (Figures 12-14).

Fordis et al [81] compared ODE on cholesterol management with face-to-face learning for physicians. The study reported that ODE (online CME) may be as effective as face-to-face learning (live CME) for improving physicians' practice or behavior change (RR 0.58, 95% CI –0.06 to 1.21; Figures 12 and 13).

**Figure 11.** Comparison of postintervention satisfaction scores (dichotomous). ODE: online and local area network–based digital education; M-H, Mantel-Haenszel.

**Table 1.** Comparison of postintervention satisfaction scores (dichotomous). ODE: online and local area network–based digital education; M-H, Mantel-Haenszel.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention</th>
<th>Control</th>
<th>Risk Ratio</th>
<th>Risk Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events Total</td>
<td>Events Total</td>
<td>M-H, Random, 95% CI</td>
<td>M-H, Random, 95% CI</td>
</tr>
<tr>
<td>6.2.1 ODE vs self-directed learning</td>
<td>132 143</td>
<td>132 161</td>
<td>1.13 [1.03, 1.23]</td>
<td></td>
</tr>
<tr>
<td>Mathe 2009</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2.2 ODE vs face-to-face learning</td>
<td>11 11</td>
<td>8 10</td>
<td>1.24 [0.88, 1.75]</td>
<td></td>
</tr>
<tr>
<td>Chen et al 2008</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2.3 ODE vs ODE</td>
<td>35 36</td>
<td>27 28</td>
<td>1.01 [0.92, 1.10]</td>
<td></td>
</tr>
<tr>
<td>Grover 2009</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.2.4 Blended learning vs face-to-face learning</td>
<td>77 118</td>
<td>35 84</td>
<td>1.57 [1.18, 2.08]</td>
<td></td>
</tr>
<tr>
<td>Platz 2010</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 12.** Comparison of practice or behavior change scores (pre-post intervention). ODE: online and local area network–based digital education; IV: inverse variance.

**Table 2.** Comparison of practice or behavior change scores (pre-post intervention). ODE: online and local area network–based digital education; IV: inverse variance.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention</th>
<th>Control</th>
<th>Std. Mean Difference</th>
<th>Std. Mean Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean SD Total</td>
<td>Mean SD Total</td>
<td>IV, Random, 95% CI</td>
<td>IV, Random, 95% CI</td>
</tr>
<tr>
<td>5.1.1 ODE vs self-directed learning</td>
<td>6.9 (15.3) 15</td>
<td>10.5 (15.7) 9</td>
<td>-0.23 [-1.05, 0.59]</td>
<td></td>
</tr>
<tr>
<td>Le 2010</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meekers 2016</td>
<td>-0.84 [-1.44, -0.23]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 13.** Comparison of postintervention practice or behavior-change scores. ODE: online and local area network–based digital education; IV: inverse variance.

**Table 3.** Comparison of postintervention practice or behavior-change scores. ODE: online and local area network–based digital education; IV: inverse variance.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention</th>
<th>Control</th>
<th>Std. Mean Difference</th>
<th>Std. Mean Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean SD Total</td>
<td>Mean SD Total</td>
<td>IV, Random, 95% CI</td>
<td>IV, Random, 95% CI</td>
</tr>
<tr>
<td>5.2.1 ODE vs self-directed learning</td>
<td>71 (8) 39</td>
<td>62 (13) 32</td>
<td>0.84 [0.36, 1.33]</td>
<td></td>
</tr>
<tr>
<td>Gerbert 2002</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stewart 2005</td>
<td>0.35 [-0.08, 0.77]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 14.** Comparison of postintervention practice or behavior-change scores. ODE: online and local area network–based digital education; IV: inverse variance.

**Table 4.** Comparison of postintervention practice or behavior-change scores. ODE: online and local area network–based digital education; IV: inverse variance.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention</th>
<th>Control</th>
<th>Std. Mean Difference</th>
<th>Std. Mean Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean SD Total</td>
<td>Mean SD Total</td>
<td>IV, Random, 95% CI</td>
<td>IV, Random, 95% CI</td>
</tr>
<tr>
<td>5.2.2 ODE vs face-to-face learning</td>
<td>94.3 (5.2) 17</td>
<td>92 (7.5) 18</td>
<td>0.34 [0.31, 1.00]</td>
<td></td>
</tr>
<tr>
<td>Fordis 2005</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 15.** Comparison of postintervention practice or behavior-change scores. ODE: online and local area network–based digital education; IV: inverse variance.

**Table 5.** Comparison of postintervention practice or behavior-change scores. ODE: online and local area network–based digital education; IV: inverse variance.

<table>
<thead>
<tr>
<th>Study or Subgroup</th>
<th>Intervention</th>
<th>Control</th>
<th>Std. Mean Difference</th>
<th>Std. Mean Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean SD Total</td>
<td>Mean SD Total</td>
<td>IV, Random, 95% CI</td>
<td>IV, Random, 95% CI</td>
</tr>
<tr>
<td>5.2.3 Blended learning vs self-directed learning</td>
<td>42 (20.8) 27</td>
<td>18.1 (33.1) 22</td>
<td>0.80 [0.21, 1.38]</td>
<td></td>
</tr>
<tr>
<td>Epstein 2011</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Blended Learning Versus Self-Directed/Face-to-Face Learning

Of the three studies [104,107,109] that assessed practice or behavior change, only two studies [107,109] reported numerical data; these studies reported mixed results for several behavior change outcomes (Figures 12 and 13). Midmer [104] reported that blended learning may be as effective as face-to-face learning in improving physicians’ practice or behavior change. Overall, empirical evidence from three studies suggests that blended learning may be as effective as self-directed/face-to-face learning.

Patient Outcomes for All Comparisons

Four studies assessed patient outcomes: These studies used hospital chart audits [65,114,119] and the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire-C30.

Four studies [65,114,119,120] compared ODE or blended learning with self-directed/face-to-face learning. Butler [114] reported that ODE may be more effective as self-directed learning for improving patient outcomes. Dolan et al [65] reported that ODE may be more effective than self-directed learning for improving patient outcomes (RR 1.07, 95% CI 1.01-1.13). Girgis et al [120] reported that blended learning may be as effective as face-to-face learning for improving patient outcomes (SMD 0.00, 95% CI 1.44-5.44). Overall, empirical evidence from the two studies [65,114,120] suggests that ODE may be as effective as self-directed/face-to-face learning in improving patient outcomes. In contrast, empirical evidence from two studies [65,119] suggests that ODE/blended learning may be more effective than self-directed learning.

Cost

Three studies reported the cost of the ODE interventions [43,99,114]. Braido et al [43] performed inter- or intragroup comparisons and a cost-minimization analysis and reported pharmaceutical cost containment of 29% in the ODE group compared to the self-directed learning group; however, the spending on diagnostic investigations increased by 13.4% in the ODE group and reduced by 24.4% in the control group. Butler et al [114] presented cost information for the Stemming the Tide of Antibiotic Resistance educational program and reported greater reduction in costs postintervention in the ODE group compared to self-directed learning (intervention: £120.76; control: £2.21 per 1000 patients). Perkins et al [99] presented the cost of the Advanced Life Support training program and reported that faculty, catering, and facility costs were 47% lower for the blended learning group than for the conventional training group.

No studies reported on the adverse or unintended effects of ODE or blended interventions.

Discussion

Principal Findings

The review identified a variety of ODE interventions used for postregistration training of medical doctors; these interventions were used among diverse medical specialties, and a range of outcomes and comparators were reported. Because of the high heterogeneity, we were unable to pool the data quantitatively. A total of 93 RCTs were included, of which 76 studies compared ODE/blended learning with self-directed/face-to-face learning (N=12,424). The results are presented in the main review, and the rest of the comparisons are presented in the Multimedia Appendices 1-13. Among these, 21 studies with 2611 participants reported higher postintervention knowledge scores (small to large effect size, very low quality) for the intervention group, while 20 studies with 5496 participants reported no difference in knowledge scores between the groups. Seven studies with 794 participants reported higher postintervention skill scores in the intervention group (large effect size, low quality), while 13 studies with 4447 participants reported no difference in skill scores between the groups. One study with 99 participants reported higher postintervention attitude scores with the intervention (very low quality), while 4 studies with...
305 participants reported no difference in attitude scores between the groups. Four studies with 677 participants reported higher postintervention physician satisfaction with the intervention (large effect size, low quality), while 6 studies with 478 participants reported no difference in satisfaction between the groups. Eight studies with 5051 participants reported higher postintervention practice or behavior change for the ODE group (small to moderate effect size, low quality), while 5 studies with 377 participants reported no difference in practice or behavior change between the groups. One study with 449 participants reported higher improvement in patient outcome, while 3 studies with 667 participants reported no difference in patient outcome for the groups. None of the included studies reported any unintended/adverse effects of the interventions on learners. Overall, the effect of ODE on postintervention knowledge, skills, attitude, satisfaction, practice or behavior change, and patient outcomes was inconsistent and ranged mostly from no difference between the intervention groups to higher postintervention score in the ODE/blended learning group (small to large effect size, very low to low quality evidence). Moreover, the quality of evidence according to GRADE criteria was judged to be low for most outcomes.

George et al assessed the effectiveness of ODE for undergraduate health professionals [10] and reported that ODE is equivalent, and possibly superior, to traditional learning. We are not aware of any other systematic reviews of RCTs that have evaluated ODE for medical doctors. A similar review of evidence from nonrandomized studies on the effectiveness of ODE in surgical education among medical and dental students, surgeons, and oral health specialists [121] reported knowledge gain from ODE compared with active control (face-to-face learning) or no intervention (self-directed learning). Another review [122] evaluated the evidence of effectiveness from nonrandomized studies of online CME for general practitioners alone; assessed their satisfaction, knowledge, clinical practice, and patient outcomes; and reported improvement in satisfaction, knowledge, or practices. Jwayyed et al [123] evaluated the effectiveness of ODE from nonrandomized studies among diverse health care professionals and reported inconsistent results. Our review, in congruence with other reviews [121-124], compared the effect of ODE and blended learning with self-directed/face-to-face learning and other forms of ODEs on physicians’ knowledge, skills, attitudes, satisfaction and clinical practice, and patient outcomes, but only included evidence from RCTs and crRCTs.

According to the GRADE criteria, the quality of the evidence was very low for knowledge and low for the other primary and secondary outcomes due to the unclear and high risk of bias, inconsistency, and publication bias. The majority of the studies did not provide information on randomization sequence generation and allocation concealment. Similarly, a high proportion of studies (75 studies, 82%; including comparisons presented in the Multimedia Appendix 12) did not provide sufficient information on the blinding of outcome assessors and were hence judged to have an unclear risk of bias. Thirty-one studies (33.3%) reported incomplete outcome data, 25 studies (26.9%) reported baseline differences in participant characteristics and were judged to be at high risk of bias, and 3 studies (3.3%) had a high risk of reporting bias.

This review has a few limitations. The included studies were heterogeneous in terms of the participants, learning content, and the types of ODE (CME/CPD), thus limiting the opportunity to pool the results and consequently run the preplanned subgroup analysis. Hence, the review could not generate conclusive findings on the effectiveness of ODE. Of the included studies, only two were from low- to middle-income countries, which could limit the completeness of the evidence and its generalizability in all settings. Third, we were unable to assess the cost-effectiveness of ODE as compared to self-directed/faceto-face learning, because none of the identified studies formally assessed it. Only three studies assessed the cost and maintenance of the ODE intervention. Fourth, none of the studies specifically addressed any adverse effects of ODE.

The study has several strengths including a thorough and reproducible search of available literature, independent screening and data extractions, and critical appraisal of the literature conducted in accordance with the Cochrane Handbook for Systematic Reviews of Interventions.

Implications

Given the strength of the evidence of ODE and blended learning, especially for cognitive, procedural, and diagnostic training; evidence-based medicine training; and CME, CPD, and Clinical Practice Guideline training, further high-quality studies of ODE interventions with a validated learning theory are needed to establish their effectiveness, cost-effectiveness, and financial sustainability (return on investment). Specifically, these studies should seek to address several unanswered questions such as ODE’s theoretical underpinning, content validation, frequency, intensity, interactivity, technical features, fidelity, safety, cost-effectiveness, adaptability, acceptability, barriers/facilitators to its adoption, financial sustainability, and learner’s readiness to switch from classroom learning to complete ODE.

Conclusions

Our review found that ODE and blended learning refers to a group of heterogeneous interventions with different learning theories, learning content, comparators, and outcomes. These interventions were used to train medical doctors in various specialties, such as primary care practitioners, surgeons, residents, and physicians. Although empirical evidence from a majority of studies shows that ODE and blended learning may improve practicing physicians’ knowledge, skills, attitude, satisfaction, practice or behavior change, and patient outcomes, few other studies showed that they may be comparable to self-directed, face-to-face learning. The quality of the evidence in these studies was found to be low and very low for knowledge. Therefore, further high-quality RCTs are required before the evidence of efficacy can be concluded for postregistration training of medical doctors.
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Abstract

Background: In the past 5 decades, digital education has increasingly been used in health professional education. Mobile learning (mLearning), an emerging form of educational technology using mobile devices, has been used to supplement learning outcomes through enabling conversations, sharing information and knowledge with other learners, and aiding support from peers and instructors regardless of geographic distance.

Objective: This review aimed to synthesize findings from qualitative or mixed-methods studies to provide insight into factors facilitating or hindering implementation of mLearning strategies for medical and nursing education.

Methods: A systematic search was conducted across a range of databases. Studies with the following criteria were selected: examined mLearning in medical and nursing education, employed a mixed-methods or qualitative approach, and published in English after 1994. Findings were synthesized using a framework approach.

Results: A total of 1946 citations were screened, resulting in 47 studies being selected for inclusion. Most studies evaluated pilot mLearning interventions. The synthesis identified views on valued aspects of mobile devices in terms of efficiency and personalization but concerns over vigilance and poor device functionality; emphasis on the social aspects of technology, especially in a clinical setting; the value of interaction learning for clinical practice; mLearning as a process, including learning how to use a device; and the importance of institutional infrastructure and policies.

Conclusions: The portability of mobile devices can enable interactions between learners and educational material, fellow learners, and educators in the health professions. However, devices need to be incorporated institutionally, and learners and educators need additional support to fully comprehend device or app functions. The strategic support of mLearning is likely to require procedural guidance for practice settings and device training and maintenance services on campus.

(J Med Internet Res 2019;21(2):e12895) doi:10.2196/12895
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Introduction

Background

In the past 5 decades, digital education has increasingly been used in health professional education, and technological advances have produced various forms of digital education modalities such as computer-based simulations, virtual patients, and internet-based courses and interactive contents [1,2]. Adoption of these digital education modalities in health professional education is rapidly expanding before the establishment of a robust evidence base for consideration of multiple dimensions and outcomes [3,4]. A noteworthy trend within digital education is mobile learning (mLearning), which can be defined as follows [5]:

...consuming, interacting with or creating information, mediated through a compact digital portable device that the individual carries on a regular basis, has reliable connectivity, and fits in a pocket or purse.

This is enabled by a growth of capabilities in mobile devices (eg, smartphones) and the convenience they offer, such as omnipresent usability and accessibility to the internet, while mobile. Approximately 1.1 billion people living in rural areas [6] and 73% of the total world population [7] are now covered by mobile broadband.

Mobile devices can offer a variety of functions and be used across contexts. For instance, mLearning can provide access to educational content and information in daily clinical practice [8-10]; enable conversations and the sharing of information and knowledge with other learners; and elicit support from peers and instructors regardless of geographic distance [8-10]. Handheld computers can be used to keep track of students’ skill development and progress in assignments [11]; promote self-directed and self-regulated learning [12,13]; display audio-visual information relating to a specific place, scene, or situation; and aid situated learning [10].

Evaluations of the effects of digital education and specifically mLearning as a whole raise more questions than they answer. For example, a meta-analysis by Free et al [14] included 7 randomized controlled trials and investigated the educational outcomes associated with the use of personal digital assistants (PDAs) and portable media players in medical and nursing education. The studies incorporated into the systematic review examined the effectiveness of mLearning in improving knowledge and attitudes; however, the meta-analysis showed no clear evidence of benefit. There are many factors influencing the effectiveness of digital education and mLearning interventions that warrant closer investigation. The implementation of digital education can be influenced by characteristics of the educational intervention, problems addressed by the intervention, features of the health system, the adopting system, and other contextual factors [15]. However, no review has been identified which examines systematically the factors influencing the use of mLearning interventions for health professional education.

Our review considered the broad issue of implementation of mLearning. This is important because mLearning is a relatively new area of development compared with other forms of digital education. We are in the early stages of learning what happens and what might be helpful when mLearning is introduced into real-world settings. Having a systematic and in-depth exploration of the range of potential barriers to and facilitators of mLearning in health professional education should deepen the understanding of the topic and allow insights to be obtained for effective implementation and positive outcomes. It is also important to understand mLearning in terms of the underlying assumptions about teaching and learning (ie, pedagogy and andragogy) of different approaches, to maximize the potential richness of the learning process in mobile environments and enable teachers to plan for optimal learning [16].

Koole’s Framework for the Rational Analysis of Mobile Education (FRAME) model guides the qualitative synthesis for this study (see Figure 1) [17]. This model considers how features of mobile technology, along with learner capacities and social interaction, influence learning processes occurring in an information context. Within the FRAME model, mLearning is conceived as the convergence of the following aspects: (1) device, signifying functional characteristics of a mobile device, for example, processor speed; (2) learner, accounting for individuals’ cognitive abilities and learning styles; and (3) social, referring to elements of social interaction and culture-influencing learning processes.

In terms of interactions between these aspects, first, Device Usability is thought of as containing aspects belonging to the device and learner and describes how an individual relates to the device. For example, learners can express satisfaction with a particular device because of its esthetic qualities. Second, Social Technology covers the intersection between device and social aspects and accounts for how mobile devices enable connection between multiple interfacing individuals and systems, such as the use of collaborative tools. Finally, Interaction Learning spans the intersection between learner and social aspects, describing how the learner interacts with other individuals. For instance, a mobile device could enable interaction between a learner and their instructor on long-distance educational courses. The culmination of all 3 aspects is envisioned as the eventual process of mLearning.
Objectives
This study aimed to synthesize insights from empirical research using qualitative and mixed methods on mLearning implementation in medical and nursing education. Our study employed systematic methods to identify, appraise, and synthesize qualitative findings from studies to explore mLearning strategies for medical and nursing education. These studies can allow us to better understand the nature of material and sociocultural influences (eg, cultural norms) and causal pathways [18] to delineate a more complete picture of the phenomenon under study [19]. Qualitative findings from existing studies are used to uncover the perspectives of learners and other key actors with experience of mLearning strategies. Particular attention is paid to perceptions of implementation processes. The broad research question for this review was as follows: What are the views of educators, learners, and other key actors with experience of mLearning in medical and nursing education about perceived factors which facilitate/enhance or hinder its implementation?

Methods
Protocol
A protocol was developed so as to establish the review’s scope and methods before evaluating existing literature. This was registered with PROSPERO, the international prospective register of systematic reviews (record number CRD42016035411 Multimedia Appendix 1) [20].

Inclusion Criteria
Studies were included if they examined medical and/or nursing students’ (or their educators’) perspectives on or experiences of mLearning. They also needed to be written in English, to involve some form of qualitative data collection or analysis (eg, focus group interviews), to collect data from learners in medical or nursing education who were involved in mLearning as defined by Wexler et al [5], and to be published after 1994.

Identifying Relevant Studies
We conducted a comprehensive search that combined terms for the concepts of digital technology, education, and health professionals. This search was conducted in February 2015 and was repeated in March 2017 on 8 electronic databases (MEDLINE, EMBASE, Cochrane Library, PsycINFO, ERIC, CINAHL, Web of Science, and International Clinical Trials Platform). Databases were searched from and including the year 1995 to March 2017 (see Multimedia Appendix 2).

All references identified were uploaded to the specialist systematic review software EPPI-Reviewer 4 (University College London) [21], and data deduplication was performed within this program. A second phase of searches was then run to identify qualitative studies of mLearning using the EPPI-Reviewer search function. These searches looked for items that had terms related to qualitative research and to mLearning (see Multimedia Appendix 2). The resulting set of references was assessed against our predefined inclusion and exclusion criteria. The criteria were developed by all authors and piloted by 4 authors (GD, GL, PL, and ZC) on a randomly selected sample of studies. The pilot was completed after there was a high level of agreement (over 90%) on the selection of studies between all 4 authors. Abstracts and full texts were each independently screened by 2 of these same 4 authors. In cases where there were difficulties reaching consensus on inclusion of a particular text, a third provided the deciding judgment. Figure 2 shows the Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart for the study.
Describing Studies and Appraising Their Quality

Features of the included studies were described according to the following characteristics: (1) aim; (2) sample characteristics (ie, size, country, and study population); (3) type of mLearning device and apps used; (4) type of study (ie, study of an intervention or inquiry into an existing phenomenon); (5) type of mLearning (eg, reference repository); and (6) study design, such as the type of data collection and sampling approach.

Quality of the final set of studies was assessed using a tool used in previous studies [22,23], where the quality of each study is rated using a total of 7 questions set within 2 dimensions—trustworthiness and usefulness of the findings. The first dimension captures the degree to which the methods were used to ensure rigor; the second, for the purposes of this review, focused on the complexity of analysis of the mLearning strategy. Furthermore, 2 reviewers independently rated each study (high, medium, or low for each dimension) and then compared judgments before coming to a consensus. Studies that met the inclusion criteria were included in the review regardless of the study quality, with ratings described alongside other characteristics of the papers.

Analysis and Synthesis

Themes were identified using a framework analysis approach in which data are reduced through the development of a matrix, comparing categories of data or cases, and a synthesis is developed using an initial theoretical framework. Data were analyzed according to phases of analysis identified by Pope et al [24], starting with 3 authors (PL, GL, and GD) familiarizing themselves with the selected studies. These authors coded selected studies according to the FRAME model. The information gathered from coded text was distilled into a chart containing summaries of the themes. After the search update, 3 authors (PL, GL, and GD) undertook the same process, further...
Results

Research Questions Being Addressed and Quality of Studies

The 47 studies in this synthesis [2,10,12,25-68] varied according to study context and participant types, the research questions being addressed, types of mLearning strategies used, and aspects of study design (see Multimedia Appendix 3). A total of 37 studies were conducted in high-income countries [2,10,12,25,27-42,45-50,52,56-58,60-62,64-66], for example, the United Kingdom (n=9) [10,12,29,31,34,40,41,61,66], with the remainder set in lower-income settings [26,43,44,51,53-55,59,63,67,68], including India [44,55,59], South Africa [53,63], Botswana [26,68], and Rwanda [67]. Studies mainly sought views of learners, but some also included educators (n=11) [26,30,39,45-48,53,61,64,65] or focused solely on educators (n=4) [30,47,48,61]. Most studies focused solely on the experience of medical staff or students (n=24) [10,12,25,27,28,30,31,33,36,40,42-45,49,51,54-56,58,60,62,67,68] whereas a smaller number of studies sampled either solely from nursing staff and students (n=19) [2,29,32,35,37,38,46-48,50,52,53,57,59,61,63-66] or from a mixture of both doctors and nurses (n=4) [26,34,39,41]. Students were at different stages of education and so were learning in different settings. A small number of studies looked at device use aimed at supporting learning in undergraduate lecture, seminar, or laboratory settings (n=5) [29,38,43,61,63]. In all, 7 studies sought views on mLearning for the further professional and/or academic development of fully qualified doctors or nurses [31,35,52,55,57,67]. Most studies, however, sought the views of nursing and medical students, or educators, about mLearning during various clinical placements before health professional registration.

The purpose of the majority of studies was to evaluate pilot mLearning approaches (n=32) [10,12,25-29,31-33,37-44,46,47,49,55,58-66,68] that were implemented in medical and nursing contexts. Furthermore, 2 of these evaluations examined the provision of mobile hardware without describing specific software arrangements [33,60]. In a further 9 evaluations, mobile devices had been designed primarily to be reference repositories [10,12,28,31,32,47,49,68], for example, students were loaned a PDA with preloaded medical texts by their institutions [28]. In a further 8 evaluations, devices were aimed at supporting learning through use of a suite of recommended apps or software [25,27,39,40,47,61,62,65]. In 3 of these 8, the studies focused in particular on students’ use of electronic logs or ePortfolios to reflect on and/or evaluate their experiences or learning [27,39,40]. The remaining evaluations examined a variety of specific mLearning strategies, including the use of multimodal techniques (eg, those using videos of clinical skills, whiteboards, and presentation software) for group or individual activities (n=5) [29,42,55,59,64], augmented reality (n=2) [38,43], messaging services (n=4) [26,44,46,66], a social media–enabled discussion group (n=1) [63], and a mobile app to prompt specific clinical behaviors [58].

Of the remaining studies, a further 4 explored the co-design of, or needs for, specific future mLearning interventions [45,50,51,67]. A final set of 11 studies were not conducted with the purpose of designing or evaluating a specific intervention. Instead, these studies explored students’ experiences of using mobile devices to enable their own learning in the absence of an institutionally planned mLearning initiative [2,30,34,36,48,52,54,56,57]. Studies predominantly employed a mixed-methods research design (n=33). These studies used one or a mix of qualitative data collection methods, such as focus group discussions (n=13) [12,26,27,33,37-40,55,59,60,65,68], group or individual interviews (n=15) [25,34-36,41-44,49,51,52,58,64,66,67], and analysis of textual survey responses (n=9) [12,27,29,32,34,36,40,46,67]. A smaller number of studies used only qualitative methods (n=14) [28,30,31,45,47,48,50,53,54,56,57,61-63], which included focus group discussions (n=6) [28,47,48,50,54,63], group or individual interviews (n=7) [30,45,53,56,57,61,63], textual reflection or journals (n=4) [31,47,61,63], and participant observation [57]. Multimedia Appendix 4 displays the quality appraisal of studies included in this synthesis in terms of quality. Ten studies were judged to have highly reliable findings [12,28,47,51-54,58,59,62] whereas 12 were deemed to be highly useful for this review [12,29,31,39,49,53,54,56,57,62,63,68]. Only 4 studies were considered both highly reliable and useful [12,53,54,62]. The ratings for each study are listed in Multimedia Appendix 3 and Multimedia Appendix 4.

Substantive Findings

The narrative below presents an overview of study participants’ views of mLearning organized under the spaces in which the device, learner, and their social setting interact (device usability, social technology, interaction learning, mLearning processes and implementation in clinical contexts). Table 1 provides illustrative quotations. The full synthesis narrative, which includes citations to the studies that support each theme, is available as Multimedia Appendix 5.

Analysis revealed that the progress of mLearning strategies in medical and nursing education often appeared to be shaped by processes that were out of the hands of learners and their teaching staff. Instead, issues raised sometimes related to other actors in the institutional contexts in which learning was taking place and the implementation of policies within these learning settings. An additional factor shaping the operation of mLearning strategies was social norms governing the use of mobile devices in clinical and classroom settings.
<table>
<thead>
<tr>
<th>FRAME model themes</th>
<th>Quotes (from learners unless otherwise specified)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Device usability</strong></td>
<td><strong>Portability means efficiency but also vigilance</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;Much, much quicker than flicking through the paper version. . . Looking things up in the paper BNF [British National Formulary] for the n-th time on ward rounds puts time pressure on the junior doctor causing stress and increasing risk of errors.&quot; [10, p. 8]</td>
</tr>
<tr>
<td></td>
<td>&quot;You could do that [feedback] in a few minutes on your phone, rather than doing it or on a piece of paper that you lose.&quot; [40, p. 928]</td>
</tr>
<tr>
<td></td>
<td>&quot;Carrying books is a drag, now I’m a ‘lightweight’.&quot; [28, p. 614]</td>
</tr>
<tr>
<td></td>
<td>&quot;The places I feel uncomfortable using [the mobile device] are outside, like in the mall or in a kombi [public transportation], because it’s sort of a big thing, and I think it could attract thieves.&quot; [68, p. 75]</td>
</tr>
<tr>
<td></td>
<td>&quot;I preferred working on the e-portfolio and entering data via computer as the screen was too small on the PDA to be practical and efficient.&quot; [39, p. 652]</td>
</tr>
<tr>
<td></td>
<td>&quot;The use of the device got me thinking what I actually needed and the sheer fact that a laptop is too large and cumbersome to carry around with you. I wanted something that I could boot up quite instantly and get on the Wi-Fi; go transfer files and this is ideal.&quot; [62, p. 574]</td>
</tr>
<tr>
<td></td>
<td>&quot;I think [a tablet] would be better than a [smartphone] because if it was an [tablet] you could actually have lectures on there and it would be big enough to read and work on.&quot; [40, p. 928]</td>
</tr>
<tr>
<td><strong>Fit for purpose hardware, software, and data</strong></td>
<td>&quot;I can access it [the mobile device] anytime ... and it is mine to use ...&quot; [28, p. 613]</td>
</tr>
<tr>
<td></td>
<td>&quot;I’ve sometimes forgotten my handheld and had the feeling of being naked in a way.&quot; [28, p. 616]</td>
</tr>
<tr>
<td></td>
<td>&quot;It is part of my life now […] a means of contact, a means of learning. You know, people who have phones just learn a lot.&quot; [53, p. 1401]</td>
</tr>
<tr>
<td></td>
<td>&quot;I find I am having more and more problems with exams because I cannot look up easily what I normally look up… everyday on my [smartphone].&quot; [33, p. 134]</td>
</tr>
<tr>
<td><strong>Ownership, personalization, and sense of self</strong></td>
<td>&quot;I can access it [the mobile device] anytime ... and it is mine to use ...&quot; [28, p. 613]</td>
</tr>
<tr>
<td></td>
<td>&quot;I’ve sometimes forgotten my handheld and had the feeling of being naked in a way.&quot; [28, p. 616]</td>
</tr>
<tr>
<td></td>
<td>&quot;It is part of my life now […] a means of contact, a means of learning. You know, people who have phones just learn a lot.&quot; [53, p. 1401]</td>
</tr>
<tr>
<td></td>
<td>&quot;I find I am having more and more problems with exams because I cannot look up easily what I normally look up… everyday on my [smartphone].&quot; [33, p. 134]</td>
</tr>
<tr>
<td><strong>Social technology</strong></td>
<td><strong>Devices can impact care and learning relationships</strong></td>
</tr>
<tr>
<td></td>
<td>&quot;Well, it’s not that I don’t use a [PDA], I use it for looking up drugs and things, but I think in a conversation it is kind of awkward to kind of pull it out and break eye contact.&quot; [58, p. 5]</td>
</tr>
<tr>
<td></td>
<td>&quot;Because [the doctors] think that I’m not concentrating with them while using technology, whether it’s [a smartphone or tablet]… I’m writing notes or something, but … in the beginning they didn’t like the fact that I’m using this.&quot; [57, p. 5]</td>
</tr>
<tr>
<td></td>
<td>&quot;These days with the younger generation, if you pull out your [tablet or PDA] and you come up with the information, you are seen as competent. You are seen as having the advanced knowledge. If you say ‘well just a minute, I have to go find my book’ and you are flipping through the book then you are seen as old fashioned and that you aren’t as current as you should be.” [35, p. 12]</td>
</tr>
<tr>
<td></td>
<td>&quot;You know someone will say ‘Hey put your phone down’ or ‘Check your message later’ or something and you can’t say ‘Oh I’m actually looking…’ it just looks unprofessional so to be honest I don’t use it when I’m in front of a patient or with the doctors… When we… on an actual round I am very careful not to pull my phone out because it’s still a phone you know so I think the stigma is that you’re then distracted because it’s a phone and it could be…you know if the doctor is talking.” [56, p. 5]</td>
</tr>
<tr>
<td></td>
<td>&quot;I think some doctors have made comments about ‘What are you doing on that, are you texting someone, or playing games’.‘” [12, p. 6]</td>
</tr>
<tr>
<td></td>
<td>&quot;As the patient was an elderly gentleman I was slightly apprehensive that he wouldn’t appreciate me using a phone during the consultation however with explanation of my actions he was perfectly content with my use of [the device].” [31, p. 6]</td>
</tr>
<tr>
<td></td>
<td>&quot;When you are dealing with a patient it is easy to access that list and decide on the right medication to-gether. It is also handy when you have a laboratory result and you want to find out what you can do in terms of additional laboratory research.&quot; [25, p. 332]</td>
</tr>
<tr>
<td><strong>Negotiating the social aspect of mLearning</strong></td>
<td>&quot;The students explained… ‘[We show the picture] to flat mates. This is the case I have seen. […] The whole batch gets it. […] We proudly show it to the others’.’” [54, p. 1160]</td>
</tr>
<tr>
<td></td>
<td>&quot;I liked the fact that it was anonymous, so it gave me the freedom to ask anything without the fear of being criticised without it feeling as if I’m asking a stupid question.&quot; [63, p. 5]</td>
</tr>
<tr>
<td></td>
<td>&quot;[names a social media discussion group], I love it. …I’m part of the group… He [the group convenor] asks questions to medical students and gives the correct answers… there are more than 15000 people.&quot; [54, p. 1160]</td>
</tr>
</tbody>
</table>
The implementation of mLearning in clinical contexts

mLearning processes

Changes in pedagogy and learning

“[Describing a social media facilitated student group]… Sometimes you use the group afterwards, after you have managed the patient, to see how you went, where you went wrong, how you did, or sometimes they say I messed up. Then, they give you the reasons, or sometimes they will tell you, oh, well done, but you missed that and that.” [53, p. 1400]

“[describing peer evaluation of clinical skills via Skype] I have learnt a lot and by students asking me questions. I feel my own knowledge has improved.” [Educator] [51, p. 467]

Organizing learning using mobile devices

“…sharing information and allocating tasks to different members…it can allow that interaction to happen across distance… PDAs would help keeping the interaction that coordinate the [problem based learning] process, in tagging people (peers, clinicians and the …faculty)” [Educator]. [45, p. 116]

Use of the mobile device during downtime, such as skim reading meeting agendas while on the train…was mentioned as 1 of the main benefits of having the portable device (eg. “…instead of having a paper base you can just scroll through the minutes just to remind yourself”). [61, p. 573]

Reflective learning for clinical practice

“I don’t use my phone immediately. I will write down the things we didn’t know, we nod our heads and then when we leave we’ll sit on our tea break and look them up quickly to make sure we understand or we know what we are talking about.” [56, p. 4]

“[talking about not being able to view past assessments on a smartphone] If I actually saved it on the phone it would be useful to actually learn from, because before I went to do my next [clinical evaluation exercise], I could look at my last [one] and go okay, several times doctors have said that I should say … was mentioned as 1 of the main benefits of having the portable device (eg. “…instead of having a paper base you can just scroll through the minutes just to remind yourself”). [61, p. 573]
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The FRAME model was adapted to account for these differing findings. Social technology was altered to account for the impact of mobile devices on social interaction, rather than to describe how it enabled connection between multiple interfacing entities. We also added an additional circle that contained the model’s overlapping 3 circles (see the theme Implementation of mLearning: mobile learning).

mLearning in clinical learning contexts in Figure 3). Otherwise, the synthesis produced themes that could be grouped under the aspects of learning represented in Koole’s original model, and we used subthemes under each aspect to help illustrate attributes that relate to the specifics of doctors’ and nurses’ learning.

Figure 3. Framework for the Rational Analysis of Mobile Education (FRAME) model adapted for this study.
Device Usability

Participants referred to the physical, technical, and functional characteristics of mobile devices in relation to an individual’s learning, which involved access, manipulation, and storage of information. Subthemes explored possible positive and unintended consequences of devices being mobile, views on the sufficiency of device functionality, and ideas about the individualistic nature of device use. Enthusiasm for a mobile device focused on efficiency yet was accompanied by an awareness of the need for caution, in terms of a risk of loss of device or contamination in certain settings. Reports of problems attributed to hardware and software were seen in a range of studies, with some participants noting that screens were too small for reading documents [37,40,61] or that they lost information owing to system crashes [12,27,38]. Learners reported wanting devices that suited their own specific needs, describing device use as either a way of life (p. 111 [65]) or as a part of my life now (p. 1401 [53]).

Social Technology

This theme encompassed participants’ perspectives on social responses to mobile devices and many studies were conducted in clinical contexts. Within these settings, students were expected to combine their learning with practice, which resulted in the device influencing social interactions with a number of actors, including their supervisors, patients, and peers. Mobile devices seemed to hold the symbolic value of being a form of technology for recreational use rather than for learning, owing to multiple functions enabling information retrieval alongside highly social activities, such as sending and viewing messages.

Mobile devices, thus, affected students’ relationships with patients and their professional identity. For example, although mobile devices were seen as potentially strengthening communication between clinicians and patients, concerns were raised about possible interference with activities at the bedside. There were reports of feeling rude [37,56,58] or awkward [31,58]. Although some feared being viewed as unprofessional by either patients or colleagues, others linked device use with perceptions of increased competence. Although these social norms did result in some students being reluctant to openly use the device, others developed strategies for negotiating device use including asking for permission, explaining device use, and jointly using devices with patients.

Interaction Learning

Studies highlighted how mobile use enabled learning processes contingent on students’ interaction with their academic institution, peers, and practice. Students used these multiple forms of interaction to learn cooperatively with their peers, organize competing demands of clinical practice and study, and situate their learning within clinical contexts. These forms of mLearning encompassed individual device use for the purposes of information retrieval and organization to device-enabled group work.

Regarding device-enabled group work, online study groups were described as enabling case discussions, and participants commented upon the pros and cons of structured, cooperative peer assessment approaches. It also enabled students to remotely contact supervisors while working in clinical settings. Meanwhile, students and staff described using mobile devices to help them organize their learning, for example, to access information on learning activities when in a clinical setting. As such, students emphasized the value of access to immediately relevant or difficult-to-access clinical cases or using devices to prepare immediately before encounters.

Mobile Learning Processes

Some participants reflected upon mLearning as a whole process. Subthemes here represent views on how educational roles could be changing and the process of adapting one’s learning to the mobile device. In terms of the former theme, both students and tutors described how they were participating on more equal terms. Enthusiasm, however, was far from universal, and positive comparisons were made with more traditional forms of learning. Frustration and impatience were expressed about the process of learning how to use a device. Participants described a reliance on others, in particular peers and friends, and although familiarity reportedly improved over time, the need for support and repeat training was emphasized. Uncertainty was voiced over the trustworthiness or reliability of information being distributed through mLearning apps or websites.

The Implementation of Mobile Learning in Clinical Contexts

Study participants reported challenges with mLearning that had little to do with interactions between students, devices and their contents, patients, and tutors. Here, what was implicated were insufficient institutional structures and resources, a lack of device-focused training and support, and limited planning and leadership of mLearning programs. For example, the importance—and yet variability—of network connectivity was emphasized by both tutors and students, and concerns were raised over program provision of ill-suited devices.

The use of mLearning strategies did not always appear to have been planned with course content or pedagogy in mind, or with consideration of the attributes required by teaching staff. Students reported they were offered little guidance on how to integrate mobile devices into their learning activities as well as a lack of device knowledge among clinical instructors. Experiential or ongoing training and local technical support were particularly valued; participants reported forgetting functions covered during orientation, and support had been experienced by some as fragmented. Reports were made across numerous studies of disapproval for device use among supervising staff in clinical settings and of students, as a result, being hesitant to use a device openly. A range of proposals were made across the studies, including initiatives to improve staff awareness about the value of portable devices and the development of codes of conduct.

Discussion

Principal Findings

To our knowledge, this is the first systematic review synthesizing qualitative research findings about health professionals’ experiences of mLearning. The review identified
a total of 47 studies that varied in the types of health professionals involved, their stage of learning, and the mLearning strategies considered. Qualitative data in the majority of studies had been sought so as to pilot mLearning approaches or examine nonspecific use of mobile devices for learning. In many studies, qualitative findings were slim and provided little explanatory detail but across this body of work, it is possible to identify recurring themes about experiences and some explanatory narratives from both learners and educators.

Our synthesis of findings from these studies illustrates some of the potentials of mLearning but also some of the challenging realities for students, doctors, and nurses who are learning in contexts where mobile devices have either formally been introduced or tend to be common. Early commentators on mLearning envisaged methods of delivery that would be highly suited to the just enough, just in time, and just for me demands of twenty-first century learners [69]. Students in the studies we reviewed did indeed value devices for the possibility of lessening cognitive loads and helping to make good use of time. They also described device use in terms of individualized needs and preferences. However, although both learners and educators described the potential value of devices for accessing, organizing, and enhancing learning, limitations in hardware were reported across the full time period covered by our included studies. Researchers in other spheres of education have also emphasized the need for devices to be fit for purpose [70-72]. Future mLearning strategies for medical and nursing education should, therefore, be developed with an awareness of device affordances for the learning activities required.

This synthesis identifies additional social and institutional factors that seem key for understanding how mLearning for health professionals might be implemented to the best effect. In particular, throughout much of their training, medical and nursing students need to combine learning with professional caring responsibilities. The social aspects of learning that are already complex within more formal education settings become considerably multilayered when students are, for example, at the bedside or in an operating theatre. On top of interactions with information, fellow learners, and formal educators come interactions with a variety of other health professionals and with patients. Learning can happen through peripheral participation in clinical activities, observation, role modeling, and reflective activities, as well as through work with lecturers, supervisors, and other students, with and without books and other information sources. mLearning needs to fit into this mix of interactions but instead our synthesis contains accounts of reluctance, told by both students and educators, toward the use of mobile devices in the clinical workplace because of existing, often implicit, rules for practice. Although negotiation was said sometimes to enable device use for learning, participants in more than one study identified a need for procedural guidance on device use, echoing calls from education more broadly [73,74].

We found Koole’s conceptualization of mLearning, involving a combination of learner, device, and social aspects, to be helpful when organizing findings. However, the themes of social technology and mLearning processes in our synthesis diverged from that of Koole’s conceptualization. With regard to social technology, Koole’s [17] model emphasizes how mobile devices enable communication and collaboration among multiple individuals and systems (p. 34), whereas findings from studies within this synthesis instead identify impacts of mLearning on interactions with patients and the management of professional identity.

The FRAME model [17] represents the mLearning processes as an integration of the device, learner, and social aspects that provides for enhanced collaboration between learners, access to information, and deeper contextualization of learning (p. 38). Although there were some positive accounts of device use for situated learning and of cooperative learning activities, accounts from studies in our synthesis placed more emphasis on the process of learning how to apply devices for the purposes of learning. Qualitative research into mLearning for health professional education appears still to be in its infancy, with few studies referring to the supported integration of mLearning within a pedagogically informed program of study.

Limitations
This study provided a comprehensive overview of current qualitative research on mLearning strategies in medical and nursing education. Its strengths include a sensitive search strategy encompassing several bibliographic databases and independent screening by pairs of reviewers, with the likelihood of relevant literature would be overlooked as well as coding and synthesis work done independently and in pairs, aimed at bringing a variety of perspectives to the act of making sense of a heterogeneous set of study findings.

The review is, nevertheless, limited by the qualities of the reviewed studies, especially those employing mixed-methods designs, wherein the quantitative component was given far heavier weighting than qualitative findings. Few studies described in sufficient detail the steps taken by researchers to ensure confidence in the quality of their findings. The majority of studies offered little explanation of methods used to sample participants and collect or analyze data. Moreover, there were many studies in which authors provided little evidence as to how they arrived at their findings. These studies offered few quotes from participants, sometimes making it difficult to decipher whether results were guided by the perspectives of respondents.

Another methodological limitation was that nearly all of the studies explored learning within clinical settings. Owing to this, much of the mLearning described would be classified as informal learning, that is, learning which results from incidental day-to-day activities. Our synthesis, therefore, contains little detail sourced from experiences of programs set up to encourage mLearning in university settings.

Finally, few studies explicitly referred to educators’ learning theories or described course structures in any detail, which meant study findings could not be explored in terms of different objectives for students’ learning. Efforts should be made in future qualitative studies to clearly define the educational purposes of the mLearning programs concerned to make findings more applicable to given learning circumstances.
Comparison With Earlier Work

Findings about a lack of device training, technical support, and other forms of institutional support led to one of the biggest modifications to the FRAME model seen in our synthesis, which was the development of an additional aspect—implementation in a clinical context. This theme highlighted that even when mobile devices had been introduced for the purpose of evaluation, this appeared to have been done with insufficient consideration of course content or needs at the institutional level, including both sufficient Wi-Fi coverage and the alignment and capacity of teaching staff to use mLearning. Insights might be gained through the study of device maintenance services on campus [45] and the implementation of mLearning strategies with learning outcomes as well as a wider curriculum in mind [30,45,47]. Studies of change management around learning technology in higher education outside the field of health might also be relevant here, as they have explored the potential for initiatives, such as staff as champions, and strategic contextual analyses [75-77].

This review also starts to identify gaps in the literature where additional studies might throw light on a more complete range of mLearning practices within medical and nursing education. For example, study authors made no mention of discussion by study participants of ethical concerns over patient privacy and data security. Educational experts, however, raise concerns vis-à-vis use of mLearning strategies in other settings, arguing that these interventions can compromise students’ confidentiality as private data can be potentially disseminated to unintended audiences [74,78,79]. In terms of medical and nursing education, there is the added concern that the welfare of patients might be compromised. The need identified above for guidance for health professionals’ device use, consequently, will require a strong ethical component.

Conclusions

The findings of our review have underlined that there is still much to be understood about what is involved in mLearning for medical and nursing education. Our review has indicated that mLearning can potentially play a substantial role as students are already likely to be using mobile devices for a number of differing purposes associated with their learning, ranging from communication with supervisors to organization of tasks. The multipurpose nature of mobile devices means that students can personalize these tools toward their learning needs, which entails a process of learning within itself.

As with any complex tool used for educational purposes, mobile devices should be appropriately incorporated into the structures of academic and medical institutions and steps need to be taken to ensure that learners fully comprehend the functions of each mobile device or app used for learning. These 2 considerations can only be addressed by paying close attention to the process of implementing mLearning strategies in medical and nursing scholarship and the building of an educational infrastructure that enables use of mLearning techniques.
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Abstract

Background: The use of digital education in problem-based learning, or digital problem-based learning (DPBL), is increasingly employed in health professions education. DPBL includes purely digitally delivered as well as blended problem-based learning, wherein digital and face-to-face learning are combined.

Objective: The aim of this review is to evaluate the effectiveness of DPBL in improving health professionals’ knowledge, skills, attitudes, and satisfaction.

Methods: We used the gold-standard Cochrane methods to conduct a systematic review of randomized controlled trials (RCTs). We included studies that compared the effectiveness of DPBL with traditional learning methods or other forms of digital education in improving health professionals’ knowledge, skills, attitudes, and satisfaction. Two authors independently screened studies, extracted data, and assessed the risk of bias. We contacted study authors for additional information, if necessary. We used the random-effects model in the meta-analyses.

Results: Nine RCTs involving 890 preregistration health professionals were included. Digital technology was mostly employed for presentation of problems. In three studies, PBL was delivered fully online. Digital technology modalities spanned online learning, offline learning, virtual reality, and virtual patients. The control groups consisted of traditional PBL and traditional learning. The pooled analysis of seven studies comparing the effect of DPBL and traditional PBL reported little or no difference in postintervention knowledge outcomes (standardized mean difference [SMD] 0.19, 95% CI 0.00-0.38). The pooled analysis of three studies comparing the effect of DPBL to traditional learning on postintervention knowledge outcomes favored DPBL (SMD 0.67, 95% CI 0.14-1.19). For skill development, the pooled analysis of two studies comparing DPBL to traditional PBL favored DPBL (SMD 0.30, 95% CI 0.07-0.54). Findings on attitudes and satisfaction outcomes were mixed. The included studies mostly had an unclear risk of bias.

Conclusions: Our findings suggest that DPBL is as effective as traditional PBL and more effective than traditional learning in improving knowledge. DPBL may be more effective than traditional learning or traditional PBL in improving skills. Further studies should evaluate the use of digital technology for the delivery of other PBL components as well as PBL overall.
randomized controlled trials; effectiveness; systematic review; problem-based learning; medical education

Introduction

Problem-based learning (PBL) has been used as an educational approach in health professions education in many medical and nursing school curricula worldwide for over 50 years [1]. PBL aims to foster a wide range of skills such as communication and collaboration skills, decision making, problem solving, critical thinking, and self-directed learning [2]. In PBL, the use of real, ill-structured problems provides a context for the development of students’ knowledge and skills [3]. Learning in PBL is student centered and occurs in small collaborative groups while teachers take on the role of tutors. Although its implementation varies across different settings, PBL, in general, is an iterative process consisting of three parts: a problem-presentation and analysis phase, a self-directed learning phase, and a synthesis and reporting phase [4].

Worldwide, various components of PBL are being increasingly delivered using digital technology. Digital education is changing the way in which health professions education, including PBL, is conducted. Digital education may comprise a variety of interventions based on learning tools, theories, content, objectives, teaching methods, and setting of delivery. In terms of the type of learning technologies, digital education includes, but is not restricted to, online and offline computer-based learning, massive open online courses, virtual reality, virtual patient simulation, mobile learning, serious gaming and gamification, and psychomotor skills trainers (Multimedia Appendix 1) [5-16]. Studies on the use of digital technologies in health professions education, in general, have reported its advantages over traditional learning in terms of improved diagnostic reasoning skills, interpersonal and professional competencies, long-term knowledge retention, problem-solving skills, self-direct/lifelong learning skills, higher-order thinking skills, self-perception, and confidence [3,17-23]. Although there is evidence on different applications of digital technology in PBL, it is still unclear how effective it is to integrate digital technology within PBL as compared to traditional PBL [23].

Digital problem-based learning (DPBL), or the use of different types of digital technologies to deliver PBL, has the potential to enhance the authenticity, appeal, accessibility, and effectiveness of PBL by enhancing participants’ communication, collaboration and self-learning [24-26]. DPBL includes both fully digitally delivered PBL as well as blended PBL, wherein digital education is used to deliver certain components of PBL, while the rest of it is delivered face to face. Although there are reviews on diverse ways that technology can be incorporated in PBL, the evidence on the effectiveness of its use in PBL in health professions education is lacking [23,27]. Our objective in this review was to evaluate the effectiveness, economic impact, and potential adverse effects of DPBL interventions compared to other forms of learning in health professions education.

Methods

Study Selection

We followed the Cochrane methodology for every step of the review [28]. A detailed description of the methodology has been previously provided by the Digital Health Education collaboration [29]. The Digital Health Education collaboration is an international initiative evaluating the effectiveness of digital education in health professions education through a series of methodologically robust systematic reviews.

In this review, we included randomized controlled trials (RCTs) that evaluated the effectiveness of DPBL in improving health professionals’ knowledge, skills, attitudes, and satisfaction of students and compared DPBL with traditional learning methods or other forms of digital learning. Crossover trials were excluded because of a high likelihood of a carry-over effect.

We included studies with preregistration as well as postregistration health professionals as per the qualifications listed in the Health Field of Education and Training (091) of the International Standard Classification of Education [30]. However, we excluded students of alternative, traditional, and complementary medicine. We excluded studies that focused on hybrid PBL (ie, a combination of PBL and traditional learning approaches).

We included studies in which any form of digital technology was used in combination with PBL for delivering the learning content of courses, either as the sole (full digital learning) or partial (blended learning) means of delivery, for the purpose of learning in health professions education. Digital technology primarily supports PBL principles and processes by enabling contextual and collaborative learning [27]. We defined traditional PBL in line with the Maastricht model as small-group, self-directed, tutor-supported learning that revolves primarily around a problem and occurs face to face [31]. We further conceptualized the role of digital technology in PBL in line with the presented framework that builds on the Maastricht PBL framework and the Arena Blended Connected (ABC) curriculum design method [32-34]. The Maastricht PBL framework differentiates among three broad components in PBL: the first meeting, self-directed learning, and the second meeting [34]. These components are present in traditional PBL delivered face to face. Each of these three components encompasses different learning activities that we outline using the ABC curriculum design approach. The ABC curriculum design method differentiates six main learning activities that can be supported with the use of digital technology: acquisition, inquiry, practice, production, discussion, and collaboration [33]. In our framework, we present examples of how different digital tools can be employed in a variety of ways to support learning activities in PBL. For example, learning activities comprised in the first PBL component include acquisition, discussion, collaboration, practice, and investigation. Digital technology
can be used in various ways to deliver each of these learning activities. For instance, acquisition of information can be achieved through the use of multimedia resources, podcasts, or text messages. Collaboration can be supported through the use of chatrooms or Web forums. Practice, on the other hand, can be facilitated via digital education modalities that support simulation such as virtual reality or virtual patients.

We analyzed studies that compared DPBL to traditional PBL or traditional learning (textbook, lectures, etc) and to different forms of DPBL interventions or other digital education.

We excluded studies that focused on individual learning interventions, evaluated the use of DPBL in other educational areas, lacked an active comparison, and assessed interventions with optional or minimal use of digital technology.

We included the following primary outcomes: (1) students’ postintervention cognitive knowledge and skills measured with any instrument (validated or nonvalidated); (2) students’ professional postintervention attitudes toward DPBL interventions, patients, or new clinical knowledge or skills measured using any instruments (validated or nonvalidated); students’ postintervention satisfaction with DPBL intervention, measured using any instrument (validated or nonvalidated).

For secondary outcomes, we focused on the economic impact of the DPBL intervention and potential adverse or unintended effect of the DPBL intervention.

**Data Sources, Collection, and Quality Assessment**

We searched seven electronic databases, namely, MEDLINE (Ovid), Embase (Elsevier), Cochrane Central Register of Controlled Trials (CENTRAL, Wiley), PsycINFO (Ovid), Educational Research Information Centre (Ovid), Cumulative Index to Nursing and Allied Health Literature (Ebsco), and Web of Science Core Collection (Thomson Reuters), for relevant studies from January 1990 to August 16, 2017, without language restrictions (Multimedia Appendix 2).

We also checked the reference lists of all included studies and relevant systematic reviews and searched the International Clinical Trials Registry and metaRegister of Controlled Trials for unpublished trials. We followed the Cochrane methodology for the selection of studies, data extraction, data analysis, and risk of bias analysis, with two reviewers independently performing each of these steps [28]. From each study, the following information was extracted: first author’s surname, publication year, course name, sample size, student characteristics, intervention method, duration of study, and outcomes. We contacted the study authors for missing data and assessed the risk of bias in the included studies using the Cochrane risk-of-bias tool [28].

**Data Analysis**

Standardized mean difference (SMD) for continuous outcomes, with 95% CI, was calculated based on the availability of data from the included studies. We pooled studies together based on comparison and outcomes using SMD. We interpreted the effect size using the Cohen rule of thumb (ie, with <0.2 representing no effect, 0.2 to <0.5 representing a small effect, 0.5 to <0.8 representing a moderate effect, and ≥0.8 representing a large effect) [28,35]. We employed a random-effects model in our meta-analysis. The I² statistic was employed to assess heterogeneity, with I² <25%, 25%-75%, and >75% representing a low, moderate, and high degree of inconsistency, respectively. The meta-analysis was performed using Review Manager 5.3 (Cochrane Library Software, Oxford, UK). We reported the findings in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses reporting standards. We present the findings that we were unable to pool due to lack of data or high heterogeneity, in the form of a narrative synthesis.

**Results**

**Search Results**

The search strategy yielded 30,532 references. We included nine studies with 890 medical students (Figure 1). We excluded four studies due to missing data [20,36-38]. No relevant ongoing clinical trials were identified.

**Study Characteristics**

The characteristics of the nine included studies are presented in Table 1. All studies were RCTs and published in English. Seven studies were conducted in high-income countries and two studies, in middle-income countries [21,31]. Five studies had two arms, one study had three arms, and three studies had four arms. Four studies exclusively compared DPBL to traditional PBL, one study exclusively compared DPBL to traditional learning, and two studies compared DPBL to both traditional PBL and traditional learning [21,31]. None of the included studies compared different forms of DPBL. The fields of study varied across the included studies. The studies focused on pregnancy-associated urinary incontinence [39], biochemistry (acid-based physiology) [40], genetics [41], internal medicine [42], ophthalmology [21], dermatology [31], multidisciplinary [43], human physiology [22], and traumatic head injury [44].

In most studies, DPBL interventions were delivered face to face and digital technology was employed for one component of the PBL process—presentation of problems. In four studies, DPBL was at least partially delivered on a distance basis. In one study, DPBL was employed for delivery of the initial part of the PBL (ie, the first meeting: Figure 2) [43]. In three studies, DPBL was fully distance based and all components of PBL were delivered using digital technology [39,40,44]. In line with our framework, in studies with digital presentation of problems, digital technology was mostly used to support acquisition (Figure 2; Multimedia Appendix 3). In fully distance-based DPBL, digital technology enabled a range of learning activities such as acquisition, investigation, collaboration, discussion, and production. In three studies, digital technology allowed students to practice through the use of virtual reality and virtual patients [22,41,42].
The types of digital education modalities included offline learning (eg, CD-ROM) [31], online learning (eg, multimedia modules) [21,22,39,40,43,44], (immersive) virtual reality [41], and virtual patients [42] (Table 1). The control groups used traditional PBL such as text-based or paper-based PBL in six studies [22,39,40,42-44], traditional PBL or traditional learning in two studies [21,31], and solely traditional learning in one study [41]. The duration of the interventions ranged from 1 hour 33 minutes [41] to 7 weeks [31]. One study did not report the duration of the intervention [43].

Included studies reported findings on students’ knowledge, skills, attitude, and satisfaction. No studies reported cost-related outcomes or adverse/unintended effects of DPBL-based interventions. All studies measured outcomes immediately after the intervention, except Sobocan et al [42], who reported both immediate and long-term knowledge retention at the end of the academic year. The included studies mostly had an unclear risk of bias due to a lack of information on randomization, allocation concealment, and blinding of outcomes assessment (Figure 3).

### Effects of Digital Problem-Based Learning Versus Traditional Problem-Based Learning

The effects of DPBL compared to the traditional PBL on knowledge scores were reported in eight studies involving 822 medical students (Multimedia Appendix 4) [21,22,31,39,40,42-44]. The pooled analysis of seven studies showed little or no difference between DPBL and traditional PBL in postintervention knowledge scores (SMD 0.19, 95% CI 0.00-0.38; DPBL group, n=326; traditional PBL group, n=333; moderate quality; Figure 4) [21,22,31,39,40,42,43]. One study assessed the long-term effects on knowledge and reported no difference between the groups.

We also performed subgroup analysis based on the degree to which the digital technology was employed as part of PBL. We differentiated among studies in which digital technology was used for presentation of problems [21,22,31,42], the first part of the PBL was distance based [43], and PBL was fully distance based [39,40]. We found a statistically significant difference among these subgroups. There was a moderate improvement in postintervention knowledge scores in fully distance-based DPBL compared to traditional PBL (SMD 0.57, 95% CI 0.23-0.92) and no difference in studies on DPBL with digital presentation of problems (Figure 4).
Table 1. Characteristics of the included studies.

<table>
<thead>
<tr>
<th>Comparisons groups and studies</th>
<th>Learning modalities compared</th>
<th>Number and types of participants</th>
<th>Field of study</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DPBL\textsuperscript{a} vs traditional PBL\textsuperscript{b}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alverson et al 2008 [44], RCT\textsuperscript{c}, United States</td>
<td>VR\textsuperscript{d} PBL vs traditional PBL</td>
<td>36 medical students (year unspecified)</td>
<td>Traumatic head injury</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Bowdish et al 2003 [22], RCT, United States</td>
<td>Online PBL vs traditional PBL</td>
<td>150 medical students (first year)</td>
<td>Human physiology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Dennis 2003 [39], RCT, United States</td>
<td>Online PBL vs traditional PBL</td>
<td>34 medical students (second year)</td>
<td>Pregnancy-associated urinary incontinence</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Kong et al 2009 [21], RCT, China</td>
<td>Online PBL vs traditional PBL</td>
<td>90 medical students (year unspecified)</td>
<td>Ophthalmology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Li et al 2013 [31], RCT, China</td>
<td>Offline PBL vs traditional PBL</td>
<td>120 medical students (fourth year)</td>
<td>Dermatology</td>
<td>Knowledge, Skills</td>
</tr>
<tr>
<td>Moeller et al 2010 [43], RCT, Germany</td>
<td>Online PBL vs traditional PBL</td>
<td>237 medical students (year unspecified)</td>
<td>Multidisciplinary</td>
<td>Knowledge, Skills</td>
</tr>
<tr>
<td>Sobocan et al 2017 [42], RCT, Slovenia</td>
<td>VP\textsuperscript{e}-based PBL vs traditional PBL</td>
<td>34 medical students (third year)</td>
<td>Internal medicine</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Taradi et al 2005 [40], RCT, Croatia</td>
<td>Online PBL vs traditional PBL</td>
<td>121 medical students (second year)</td>
<td>Biochemistry (acid-base physiology)</td>
<td>Knowledge</td>
</tr>
<tr>
<td><strong>DPBL vs traditional learning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kong et al 2009 [21], RCT, China</td>
<td>Online PBL vs traditional learning (lecture)</td>
<td>90 medical students (year unspecified)</td>
<td>Ophthalmology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Li et al 2013 [31], RCT, China</td>
<td>Offline PBL vs traditional learning (lecture)</td>
<td>120 medical students (fourth year)</td>
<td>Dermatology</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Schutte et al 1997 [41], RCT, The Netherlands</td>
<td>VR PBL vs traditional learning (textbook)</td>
<td>68 medical students (first year)</td>
<td>Genetics (global structure of DNA)</td>
<td>Knowledge</td>
</tr>
</tbody>
</table>

\textsuperscript{a}DPBL: digital problem-based learning.
\textsuperscript{b}PBL: problem-based learning.
\textsuperscript{c}RCT: randomized controlled trial.
\textsuperscript{d}VR: virtual reality.
\textsuperscript{e}VP: virtual patient.

The effects of DPBL compared to the traditional PBL on skills scores were reported in two studies (N=357). The pooled analysis of these two studies showed that DPBL may slightly improve postintervention skill scores (SMD 0.30, 95% CI 0.07-0.54; \(P=0.01\)) in comparison to traditional PBL [31,43].

The effects of DPBL compared to the traditional PBL on satisfaction scores were reported in three studies with mixed findings. Two studies evaluating the use of DPBL with digitally presented problems reported no difference between DPBL and traditional PBL in satisfaction scores [21,31]. One study reported a significant difference in satisfaction scores in favor of fully digitally delivered, distance-based PBL [40]. Two studies (N=126) assessed students’ attitude toward the intervention and reported mixed results or incomplete outcome data [21,44].

**Effects of Digital Problem-Based Learning Versus Traditional Learning**

The effects of DPBL compared to traditional learning on knowledge scores were reported in three studies (N=278) [21,31,41] (Multimedia Appendix 4). The pooled analysis of these three studies showed that DPBL may moderately improve postintervention knowledge scores (SMD 0.67, 95% CI 0.14-1.19) in DPBL compared to traditional teaching (Figure 5). A subgroup analysis of two studies (N=210) evaluating DPBL with digital presentation of problems and traditional learning showed a large improvement in postintervention knowledge scores (SMD 0.94, 95% CI 0.56-1.31) [21,31].

The effects of DPBL compared to traditional learning on skills scores were reported in one study. This study [31] reported higher postintervention skill scores in the DPBL group than in the traditional learning group (SMD 0.58-1.67). The effects of DPBL compared to traditional learning on satisfaction scores were reported in two studies (N=210) with uncertain findings (SMD 0.73, 95% CI –0.17 to 1.63).
Figure 2. A conceptual framework for the use of digital technology in PBL. PBL: problem-based learning.
Figure 3. Risk-of-bias summary: review authors' judgement about each risk-of-bias item for each included study.

Figure 4. The effect of DPBL compared to traditional PBL (knowledge outcome, postintervention). DPBL: digital problem-based learning; PBL: problem-based learning; IV: interval variables, Random: random effect model.
Discussion

Overview

In this review, we evaluated the effectiveness of the use of digital technology for delivering PBL. Our findings show that DPBL improves students’ postintervention knowledge scores in comparison to traditional learning. DPBL is as effective as traditional PBL in improving students’ postintervention knowledge and may slightly improve postintervention skills. Moreover, fully digitally delivered, distance-based DPBL may lead to better knowledge scores in comparison to traditional PBL. The risk of bias in the included studies was mostly judged as unclear due to a lack of information on randomization, allocation concealment, and outcome assessment blinding. In the included studies, the term “blended PBL” was employed to denote diverse configurations of digital technology and PBL. For example, an intervention in which PBL was fully delivered online, but included one visit to the clinic, and another intervention in which face-to-face delivered PBL included digital presentation of problems were both termed blended learning. The use of “blended learning” therefore seemed misleading in this context. We decided to focus primarily on describing the way in which digital technology was employed in the PBL process. From our viewpoint, there are two main applications of digital technology in PBL: full or partial delivery of distance-based PBL or support of delivery of different components of face-to-face or colocated PBL. Most studies included in our review focused on colocated PBL, with digital technology used for the presentation of problems. This corresponds to the findings from two reviews focusing on the application of digital technology in PBL [23,27]. The reviews also report that in most studies, digital technology was used to provide contextual learning and present problems. One of these reviews focused on PBL from all disciplines and also highlighted the common use of digital technology for collaborative learning as part of distance-based PBL. In our review, we have found limited evidence on distance-based PBL in health professions education. There is a need for more research on this type of DPBL and to explore other applications of digital technology in face-to-face PBL, such as supporting collaboration, discussion, investigation, and practice. We present suggestions for the diverse applications of digital tools in PBL in our framework in Figure 2.

Our findings show that DPBL was more effective than traditional learning. Although we were unable to find meta-analyses comparing DPBL to other forms of education, there are numerous meta-analyses comparing traditional PBL to traditional learning [45-49]. The more recently published ones report that PBL is more effective than traditional learning, with moderate-to-large improvement in knowledge [45,46]. In our study, we found only three studies comparing DPBL and traditional learning, which reported an overall moderate improvement in postintervention knowledge scores among DPBL learners. A small subgroup analysis of studies in which digital technology was employed for the presentation of problems showed a major improvement in knowledge in the DPBL groups compared to the traditional learning groups. This may indicate that different configurations of DPBL may lead to larger knowledge gains. There is a need for more studies comparing the effect of distance-based DPBL or the use of digital technology for the support of other PBL components to the effect of traditional learning.

We found that DPBL was as effective as PBL in terms of knowledge, and fully digitally delivered distance-based DPBL was potentially more effective than traditional PBL. Although there are some nonrandomized studies on distance-based PBL corroborating this finding, the evidence from RCTs is scarce [23]. Potential reasons for the greater effectiveness of distance-based PBL include greater student interaction, involvement, and engagement among students. We also found that DPBL may be more effective than PBL for skills while satisfaction outcome data were mixed. These findings are based on a small number of studies, primarily assessing short-term effectiveness. More research is needed to evaluate the effectiveness of different configurations of digitally supported and distance-based PBL.

Our review has several limitations. Although RCTs provide the highest level of evidence for the effectiveness of an intervention, it is not always possible to use a rigorous RCT approach in educational research [50]. Studies included in this meta-analysis were designed as RCT, but most of them lacked information on the randomization method, allocation concealment, or blinding method. Furthermore, they mostly reported solely postintervention data; therefore, we could not calculate the pre-post intervention change. We assumed groups were matched at baseline for key characteristics and outcome measure scores.
There was no information on DPBL in postregistration health professionals. Moreover, there was limited or no information on other outcomes such as skills, attitudes, satisfaction, costs, and adverse/untoward effects of DPBL. The included studies assessed short-term effectiveness, with only one study reporting a follow-up assessment. Strengths of our review include a comprehensive and sensitive search; clear inclusion and exclusion criteria encompassing a broad range of students, outcomes, and interventions; extraction of duplicate, independent, and reproducible data; and rigorous assessment of the risk of bias.

Conclusions

DPBL includes diverse applications of digital technology as part of face-to-face as well as distance-based PBL. Our findings suggest that DPBL is more effective than traditional learning and as effective as traditional PBL in improving postintervention knowledge outcomes. For improvement of skill outcomes, DPBL may be more effective than traditional learning or traditional PBL. There is limited evidence for other outcomes such as satisfaction, attitudes, cost effectiveness, and adverse effects. Most studies evaluated the use of digital technology for the presentation of problems as part of face-to-face DPBL and had unclear risk of bias. There is scope for the evaluation of digital technology in the delivery of other PBL components as well as the effectiveness of distance-based PBL.
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Abstract

Background: Over the past decade, clinical care has become globally dependent on information technology. The cybersecurity of health care information systems is now an essential component of safe, reliable, and effective health care delivery.

Objective: The objective of this study was to provide an overview of the literature at the intersection of cybersecurity and health care delivery.

Methods: A comprehensive search was conducted using PubMed and Web of Science for English-language peer-reviewed articles. We carried out chronological analysis, domain clustering analysis, and text analysis of the included articles to generate a high-level concept map composed of specific words and the connections between them.

Results: Our final sample included 472 English-language journal articles. Our review results revealed that majority of the articles were focused on technology: Technology–focused articles made up more than half of all the clusters, whereas managerial articles accounted for only 32% of all clusters. This finding suggests that nontechnological variables (human–based and organizational aspects, strategy, and management) may be understudied. In addition, Software Development Security, Business Continuity, and Disaster Recovery Planning each accounted for 3% of the studied articles. Our results also showed that publications on Physical Security account for only 1% of the literature, and research in this area is lacking. Cyber vulnerabilities are not all digital; many physical threats contribute to breaches and potentially affect the physical safety of patients.

Conclusions: Our results revealed an overall increase in research on cybersecurity and identified major gaps and opportunities for future work.

(J Med Internet Res 2019;21(2):e12644) doi:10.2196/12644
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Introduction

Cybersecurity is an increasingly critical aspect of health care information technology infrastructure. The rapid digitization of health care delivery, from electronic health records and telehealth to mobile health (mHealth) and network-enabled medical devices, introduces risks related to cybersecurity vulnerabilities [1]. These vulnerabilities are particularly worrisome because cyberattacks in a health care setting can result in the exposure of highly sensitive personal information.
or cause disruptions in clinical care [2-5]. Cyberattacks may also affect the safety of patients, for example, by compromising the integrity of data or impairing medical device functionality. The WannaCry and NotPetya ransomware attacks and vulnerabilities in Medtronic Implantable Cardiac Device Programmers are recent examples that have resulted in impaired health care delivery capabilities [6].

Health care organizations are particularly vulnerable to cyber threats. Verizon’s 2018 Data Breach Investigation Report found that the health care field, in general, was most affected by data breaches, which accounted for 24% of all investigated breaches across all industries [7]. Additionally, a report by the Ponemon Institute found that almost 90% of respondents (involved in health plans and health care clearing houses as well as health care providers with electronic health records) experienced a data breach in the past 2 years [8]. Another survey of health care information security professionals revealed that over 75% of health care organizations experienced a recent security incident [9]. The causes are multifactorial, involving both technology and people, and human error and cultural factors play increasingly critical roles [10,11]. Despite efforts to teach best-practice security behavior through training programs, recent surveys have revealed that one in five health care employees still write down their usernames and passwords on paper [12].

Given the increasing importance of cybersecurity for safe, effective, and reliable health care delivery, there is a need to provide an overview of the literature at the intersection of cybersecurity and health care. Recent systematic reviews synthesized insights from 31 articles on cyber threats in health care [13] and aggregated strategies from 13 articles about responding to cyber incidents in health care organizations [14]. In this study, we conducted a large bibliometric review of the literature and describe the current state of research on various aspects of cybersecurity in health care in order to not only understand current trends but also identify gaps and guide future research efforts toward improving the security of our health care systems.

Methods

Study Eligibility Criteria

A comprehensive search was conducted using PubMed and Web of Science (WoS) for English-language peer-reviewed articles. We identified search keywords by adopting terminologies in The National Initiative for Cybersecurity Careers and Studies [15] and The British Standards Institution glossaries [16]. The list of keywords used is as follows:

WoS (journal articles, all years):

“Health” OR “Cybersecurity” OR “Cyber Security” OR “Cyber Attack” OR “Cyber Crisis” OR “Cyber Incident” OR “Cyber Infrastructure” OR “Cyber Operation” OR “Cyber Risk” OR “Cyber Threat” OR “Cyberspace” OR “Data Breach” OR “Data Security” OR “Firewall” OR “Information Security” OR “Information Systems Security” OR “Information Technology Security” OR “IT Security” OR “Malware” OR “Phishing” OR “Ransomware” OR “Security Incident” OR “Information Assurance” OR “Ransomware*” OR “Security Incident*” OR “Information Assurance*”

PubMed (journal articles, all years, abstract availability):

“Cybersecurity” OR “Cyber Security” OR “Cyber Attack” OR “Cyber Crisis” OR “Cyber Incident” OR “Cyber Infrastructure” OR “Cyber Operation” OR “Cyber Risk” OR “Cyber Threat” OR “Cyberspace” OR “Data Breach” OR “Data Security” OR “Firewall” OR “Information Security” OR “Information Systems Security” OR “Information Technology Security” OR “IT Security” OR “Malware” OR “Phishing” OR “Ransomware” OR “Security Incident” OR “Information Assurance”.

Keywords that widened the search results far beyond the scope were rejected. For example, “exploit” and “malicious” can be used in a cyber context, but are more commonly used in unrelated contexts that add noise to the search. Such terms were not included because of their contribution to an overwhelming amount of irrelevant results.

We included articles published from the inception of PubMed in 1966 and WoS in 1900 to September 2017. Articles were excluded if they did not clearly focus on cybersecurity or health care or if they were reviews or meta-analyses. Inclusion and exclusion criteria were formulated prior to the preliminary title and abstract screening. The eligibility criteria were intentionally nonspecific to obtain a complete picture of the existing relevant research. To increase our confidence in the inclusion criteria, we conducted an initial pilot screening of 100 articles.

Screening and Selection

Screening of titles and abstracts was conducted using the software package Abstrackr [17]. Full texts of the “maybe” articles were independently reviewed by two trained individuals to assess study eligibility. Disagreements about study inclusion were discussed until a consensus was reached. More details about our methodology are available in Multimedia Appendix 1.

Chronological Clustering and Trend Analysis

We performed chronological analysis of the number of articles published per year and the number of authors per article. We topically clustered articles using 10 security domains created by the International Information Systems Security Certification Consortium to categorize each article (Multimedia Appendix 1). Each clustered article was further categorized as technological, managerial, legal, or interdisciplinary (if it fell into more than three categories). Features of the included articles, such as the publishing journal and number of citations, were recorded.

Text Analysis

After analyzing all the titles and abstracts, we removed words with high frequencies that were common in research articles but were not specific to our subject (eg, “paper,” “using,” and “results”). In addition, we merged the plural forms with singular forms of the same word and merged “healthcare” and “health care” into “healthcare.” Subsequently, we created word clouds to visualize the word frequencies in titles and abstracts over
time. Word frequency is represented by color and size, with darker, larger words representing higher occurrence.

We then assessed text titles and abstracts to generate a high-level concept map composed of specific words and the connections between them by using the software package Leximancer text analytics (version 4.5; Leximancer Pty Ltd, Brisbane, Australia). The software started with an unsupervised machine learning approach to extract a network of meaning from the data and developed a heat map that visually illustrated the end results. The method, underpinned by a naive Bayesian co-occurrence metric, considers how often two words co-occur as well as how often they occur apart [18,19]. Heat maps consist of “themes” represented by bubbles and “concepts” represented by grey dots. Concepts can be equated to a list of similar terms coalescing into a monothematic idea, and themes are clusters of these concepts. The lines between dots suggest a strong connection between two concepts.

Results

Search Results

The primary search on PubMed for papers containing terms pertaining to “cyber” yielded 1480 articles, and the search on WoS yielded 810 articles. After removing 310 duplicates, the titles and abstracts of 1980 articles were screened, which was facilitated by the Abstrackr software [17]. Based on the inclusion criteria, 1262 articles were excluded in the first screening, reducing the results to 718 articles for full-text review. Eventually, a further screening removed additional articles to provide a final selection of 472 articles. Figure 1 presents the search method and results.

Chronological Clustering and Trend Analysis

Figure 2 presents the overall trend of all publications over time, from 1985 to September 2017; the first included article was published in 1979 but was excluded from the figure for better visualization. Figure 2 shows a steady increase in the number of articles published on cybersecurity in health care (Multimedia Appendix 1).

Figure 3 shows the distribution among the three high-level categories: technological, managerial, and legal (Multimedia Appendix 1). The seven technological clusters made up more than half of all clusters, the two managerial clusters represented 32%, and the legal cluster represented 18% of all clusters.

The orange-shaded portion within each cluster in Figure 3 represents interdisciplinary articles (spanning multiple high-level categories). Although Physical Security had the lowest number of publications (Figure 3), it was the most interdisciplinary cluster (six out of the seven articles [85.7%] identified as interdisciplinary). Legal, Regulations, Investigations, and Compliance was the second most interdisciplinary cluster (59.8% of the articles in this category were interdisciplinary), followed by Operations Security (52.9%), Business Continuity and Disaster Recovery Planning (50%), Information Security Governance and Risk Management (43.9%), and Access Control (30.6%). Although Security Architecture and Design was the second most frequent cluster overall, only 22.2% of the articles were found to be interdisciplinary. The less interdisciplinary categories were Telecommunications and Network Security (18.9%), Software Development Security (17.6%), and Cryptography (4%) (Multimedia Appendix 1).

We analyzed the publication trends over time in the 10 clusters (Figure 4). All clusters showed increased frequency, and some clusters such as Security Architecture and Design, Information Security Governance and Risk Management, and Cryptography demonstrated particularly steep increases in frequency.
Figure 2. Annual number of published papers at the intersection of health care and cybersecurity (fitted trend line: $y=0.9166e^{0.1252x}$; $R^2=0.82$).

Figure 3. Cluster distributions.
Figure 4. Trend of 10 clusters over time.
Table 1. Journals with the most articles.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Number of published papers</th>
<th>Indexed categories (according to Journal Citation Reports) [20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studies in Health Technology and Informatics</td>
<td>47</td>
<td>Not indexed</td>
</tr>
<tr>
<td>International Journal of Medical Informatics</td>
<td>24</td>
<td>Computer Science, Information Systems; Health Care Sciences &amp; Services; Medical Informatics</td>
</tr>
<tr>
<td>Journal of Medical Systems</td>
<td>17</td>
<td>Health Care Sciences &amp; Services; Medical Informatics</td>
</tr>
<tr>
<td>Journal of Diabetes Science and Technology</td>
<td>9</td>
<td>Not indexed</td>
</tr>
<tr>
<td>Healthcare Financial Management</td>
<td>8</td>
<td>Not indexed</td>
</tr>
<tr>
<td>Medical Informatics</td>
<td>8</td>
<td>Computer Science, Information Systems; Computer Science, Interdisciplinary Applications; Medical Informatics</td>
</tr>
<tr>
<td>International Journal of Bio-Medical Computing</td>
<td>8</td>
<td>Computer Science, Interdisciplinary Applications; Computer Science, Theory &amp; Methods; Engineering, Biomedical; Medical Informatics</td>
</tr>
<tr>
<td>Computers &amp; Security</td>
<td>7</td>
<td>Computer Science, Information Systems</td>
</tr>
<tr>
<td>Journal of the American Medical Informatics Association</td>
<td>7</td>
<td>Computer Science, Information Systems; Computer Science, Interdisciplinary Applications; Health Care Sciences &amp; Services; Medical Informatics</td>
</tr>
<tr>
<td>Journal of Healthcare Protection Management</td>
<td>7</td>
<td>Not indexed</td>
</tr>
<tr>
<td>Telemedicine Journal and E-Health</td>
<td>5</td>
<td>Health Care Sciences &amp; Services</td>
</tr>
<tr>
<td>IEEE(^a) Journal of Biomedical and Health Informatics</td>
<td>4</td>
<td>Computer Science, Information Systems; Computer Science, Interdisciplinary Applications; Mathematical &amp; Computational Biology; Medical Informatics</td>
</tr>
<tr>
<td>Journal of the American Health Information Management</td>
<td>4</td>
<td>Not indexed</td>
</tr>
<tr>
<td>Journal of Digital Imaging</td>
<td>4</td>
<td>Radiology, Nuclear Medicine &amp; Medical Imaging</td>
</tr>
<tr>
<td>Journal of Healthcare Information Management</td>
<td>4</td>
<td>Not indexed</td>
</tr>
<tr>
<td>Journal of Medical Internet Research</td>
<td>4</td>
<td>Health Care Sciences &amp; Services</td>
</tr>
<tr>
<td>Journal of Medical Practice Management</td>
<td>4</td>
<td>Not indexed</td>
</tr>
</tbody>
</table>

\(^a\)IEEE: Institute of Electrical and Electronics Engineers.

Journal Characteristics

Overall, the 472 articles included were published in 239 unique journals. We ranked the journals according to the number of published articles and selected the journals with more than three articles, which resulted in a list of 17 journals (Table 1). According to the corresponding Incites Journal Citation Reports (JCR) categories [20], the top journals tended to focus on computer science, information systems, and medical informatics. The most popular JCR category, accounting for seven out of the 10 journals listed in JCR, was medical informatics. Six journals had a computer science category, specifically within information systems, interdisciplinary applications, or theory and methods. Five journals were from the health care sciences and services. Only one of the top 15 journals was categorized as a biomedical engineering journal; one, as a math and computational biology journal; and one, as a radiology, nuclear medicine, and medical imaging journal.

Approximately, 73% of the 239 journals had only published one article at the intersection of cybersecurity and health care. The high number and diversity of the journals included along with the low publication rate suggest that there is currently no major niche for medical practice readership at the intersection of cybersecurity and health care due to the cross-disciplinary nature of the field.

Characteristics of the Most Cited Articles

Table 2 shows the most influential publications in the field of cybersecurity in health care, ranked by the number of citations as of September 2017. Six of the top 15 cited articles were published in five journals of the Institute of Electrical and Electronics Engineers. The clusters show a mix of article domains across the legal, managerial, and technological domains. The author-denoted keywords support this finding.

Of the total clusters of the top 15 articles, 38% belonged to Security Architecture and Design. Cryptography was the next most popular cluster (17%), followed by Legal, Regulations, Investigations, and Compliance (13%) and Access Control (13%). Overall, 79% of the clusters were technological, 13% were legal, and 8% were managerial. Additionally, 20% of the papers were interdisciplinary, with multiple clusters of distinct high-level categories. Notably, the list of most cited articles does not reflect the most recent articles, as citation of these articles is often significantly delayed.
Table 2. Top 15 most cited articles.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Number of citations</th>
<th>Title</th>
<th>Authors</th>
<th>Year</th>
<th>Journal</th>
<th>Clusters</th>
<th>Author-denoted keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>443</td>
<td>Data security and privacy in wireless body area networks</td>
<td>Li M, Lou WJ, and Ren K</td>
<td>2010</td>
<td>IEEE® Wireless Communications</td>
<td>Telecommunications and Network Security</td>
<td>Data security; Data privacy; Body sensor networks; Biomedical monitoring; Wireless sensor networks; Wearable sensors; Wireless communication; Medical services; Application software; Patient monitoring</td>
</tr>
<tr>
<td>2</td>
<td>304</td>
<td>Analyzing regulatory rules for privacy and security requirements</td>
<td>Breaux TD and Anton AI</td>
<td>2008</td>
<td>IEEE® Transactions on Software Engineering</td>
<td>Legal, Regulations, Investigations and Compliance</td>
<td>Data security and privacy; Laws and regulations; Complianc; Accountability; Requirements engineering</td>
</tr>
<tr>
<td>3</td>
<td>173</td>
<td>Medical image security in a HIPAA® mandated PACS® environment</td>
<td>Cao F, Huang HK, and Zhou XQ</td>
<td>2003</td>
<td>Computerized Medical Imaging and Graphics</td>
<td>Legal, Regulations, Investigations and Compliance; Security Architecture and Design</td>
<td>Data encryption; Picture archiving and communication system security; Image integrity; Digital imaging and communication in medicine; Compliance; Health insurance portability and accountability act</td>
</tr>
<tr>
<td>4</td>
<td>168</td>
<td>SPOC: A Secure and Privacy-Preserving Opportunistic Computing</td>
<td>Lu RX, Lin XD, and Shen XM</td>
<td>2013</td>
<td>IEEE® Transactions on Parallel and Distributed Systems</td>
<td>Access Control; Security Architecture and Design</td>
<td>Mobile-healthcare emergency; Opportunistic computing; User-centric privacy access control; PP-SPC</td>
</tr>
<tr>
<td>5</td>
<td>158</td>
<td>Authenticity and integrity of digital mammography images</td>
<td>Zhou XQ, Huang HK, and Lou SL</td>
<td>2001</td>
<td>IEEE® Transactions on Medical Imaging</td>
<td>Cryptography; Telecommunications and Network Security</td>
<td>Data embedding and cryptography; Digital mammography; Image authenticity and integrity; Telemammography</td>
</tr>
<tr>
<td>6</td>
<td>131</td>
<td>Security in health-care information systems--current trends</td>
<td>Smith E and Eloff JH</td>
<td>1999</td>
<td>International Journal of Medical Informatics</td>
<td>Access Control; Information Security Governance and Risk Management</td>
<td>Health-care information systems security; Risk-analysis in health-care information systems; Access control for computerized health-care; Electronic patient record; International Medical Informatics Association; Managed health-care</td>
</tr>
<tr>
<td>7</td>
<td>112</td>
<td>How to ensure data security of an epidemiological follow-up: quality assessment of an anonymous record linkage procedure</td>
<td>Quantin C, Bouzelat H, Allaert FA, Benhamiche AM, Faivre J, and Dusserre L</td>
<td>1998</td>
<td>International Journal of Medical Informatics</td>
<td>Cryptography; Security Architecture and Design</td>
<td>Data security; Computerized record; Linkage procedure</td>
</tr>
</tbody>
</table>
Text Analysis

The text-mining analysis identified specific trends in the article texts. The map produced from all titles and abstracts is shown in Figure 5. The thematic bubbles are ranked by relevance based on a heat-map color scheme: Hot colors indicate more important themes, and cool colors indicate less important themes. The relative positions of the bubbles indicate the relationship between aggregated ideas, reflecting how closely they are related to each other. The sizes of the bubbles are only set to include their gray dots, and the size of each grey dot (a common word within the theme) indicates its relative frequency. The lines between these dots signify connectivity and association of concepts.
The overlay of grey-dot concepts onto thematic bubbles allows for more specific analysis of terms. Technological terms emerge as the main theme in Figure 5, including words like “encryption” and “software.” Concept words within these themes highlighted the following common elements of an organization’s informal technology structure related to cybersecurity: “Internet,” “network,” “applications,” “records,” “breaches,” “key,” and “electronic.” Managerial and legal terms were also identified as concepts (Figure 5). “Management” was a concept within the “information” theme. “Policies” and “process” were concepts in the risk theme and indicated the influence of risk analysis on the cybersecurity policies and procedures of organizations. “HIPAA” was a concept that stemmed from the “information” concept in the “important” theme.

The two central themes “security” and “information” included multiple, large grey-dot concepts that branched out into other thematic areas. There was an overlap between “security” and “encryption,” suggesting that encoding material is fundamental to security. An overlap between “security” and “users” could imply that user control is imperative to security.

For further analysis of word frequencies, the articles from 1985 to 2017 were split into four time periods: 1985-1993, 1994-2001, 2002-2009, and 2010-2017 (September). Multimedia Appendix 1 presents the word clouds within the four time periods. The size of the word represents the frequency of its occurrence. The term “privacy” increased in size in the last three time periods. “Internet” appeared in 1994-2001, around the time of the dot-com bubble. “Legal” was mentioned in 1985-1993, and “legislation” was found in 1994-2001. “HIPAA” appeared in 2002-2009 and again, although to a smaller extent, in 2010-2017.

Maps of the four time periods were also created to identify trends over time (Figure 6). “Security” remained the most popular concept from 1985 to 2009, but was overtaken by “health care” from 2010 to 2017 (the most popular concept is indicated by the red bubble). The time period maps in Multimedia Appendix 1 provide further details.

Figure 5. Thematic map of all titles and abstracts (A) and concept cloud of all titles and abstracts (B).

Figure 6. Thematic maps of titles and abstracts of articles in four time periods.
Discussion

Overview

This article provides an analysis of the literature at the intersection of cybersecurity and health care. In general, research in this area has been increasing over the past 20 years and is continually represented in a wide, distributed array of academic journals, reflecting the importance of cybersecurity. With the increase in cybersecurity attacks against hospitals and dependency of health care delivery on technology, we expect cybersecurity to continue to play a central role in health care delivery.

Despite the increase in research and attention to cybersecurity, there are persistent shortcomings in the research on cybersecurity. For example, our research suggests that majority of the articles on cybersecurity focus on technology. In our domain-clustering analysis, technology-focused articles accounted for more than half of all the clusters, whereas managerial articles accounted for only 32%. Similarly, in our journal analysis, 58 articles included in the 15 most published journals were from computer science journals and 12 articles were from health-focused journals. Notably, 79% of the top 15 most cited paper clusters were technological. This focus on the technological aspects of cybersecurity suggests that nontechnological variables (human–based and organizational aspects, strategy, and management) may be understudied. Investment in technological tools should be the output of a robust cybersecurity strategy rather than the foundation [21].

An overwhelming majority of cybersecurity incidents are caused or propagated by people [22], and technological solutions can mitigate this risk to a limited extent.

We found discordance between the topics of the highly cited articles and the topical breakdown of our cluster analysis (these articles were published more than 5 years ago, implying that emergent threats are poorly captured). This finding suggests that articles on topics such as cryptography have significant traction, even though they are not widely present in the literature. On the other hand, only a few information security governance and compliance articles were frequently cited, despite accounting for a large portion of the literature.

Cybersecurity is most often examined with respect to privacy and compliance. Our results show that physical security is lacking in research, and only 1% of the literature is categorized under Physical Security. Not all cyber vulnerabilities are digital. Many physical threats contribute to breaches, and these threats potentially affect the physical safety of patients. Software Development Security, Business Continuity, and Disaster Recovery Planning, each accounted for 3% of the studied articles. Further examination is needed on these topics, and our study suggests that incident recovery (critical to the success of recovery from incidents) is not a significant focus in the research community. Articles focusing on legality were the least represented. Moreover, federal cybersecurity guidance such as the publications of the National Institute of Standards and Technology was seldom observed in our text analysis. In addition, massive increases in cybersecurity spending [23] did not drive proportional growth in the literature.

Our lexical analysis highlighted a separation of security processes and software terminology, with longer word distances between these themes. Additionally, the time period maps for 2002-2009 and 2010-2017 showed no overlap between the management and technological themes. More interdisciplinary research is needed to avoid gaps that arise from only analyzing managerial and technological security issues.

Unlike medical research, which is set up to openly benefit human lives [24], cybersecurity is based on the premise of an active adversary. The presence of this adversary may, unfortunately, drive a school of thought that knowledge, especially specific strategies and tactics, should not be shared openly, which impedes the growth and utility of research in this field.

Limitations and Suggestions for Future Research

Our review was limited to journal articles indexed in PubMed and WoS. Information retrieval was limited to articles that included the terms of the search strategy in their titles or abstracts: Articles that used different terminology were not retrieved. Additionally, we only included articles with cybersecurity at the core of the study.

Our review did not assess non-English language articles or documents other than journal articles (eg, conference articles, white papers, or reports by governments or other organizations). A more comprehensive search could include these sources. Importantly, much of the work on cybersecurity and health care is operational and administrative, not academic. Information security professionals may not rely on academic literature as extensively as clinicians do when considering new diagnostics or therapeutics and may instead favor “on the job” experience and industry best practices. Additionally, information security research performed within the health care ecosystem may not be publishable due to security-related concerns such as exposing an internal vulnerability. Understanding the published literature in this space is an important starting point, and hospitals and patients will benefit from transparency in research, wherever possible.

Future reviews can focus on individual clusters that were reviewed in our study to provide a more in-depth analysis of the cluster. For instance, they could look specifically at business continuity and disaster recovery planning or software development security. Such a detailed focus can help synthesize research findings and provide best practices. Studies may also analyze the gap in managerial research and the implications of a narrow technological focus. Furthermore, such studies can focus on different settings in health care, such as inpatient and outpatient care, translational research, health and wellness environments, and integration of mobile devices and networked systems.
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The authors of “A Web-Based Acceptance-Facilitating Intervention for Identifying Patients’ Acceptance, Uptake, and Adherence of Internet- and Mobile-Based Pain Interventions: Randomized Controlled Trial” (J Med Internet Res 2018;20(8):e244) wish to remove Reference 52 from the sentence "All studies consistently reported low baseline acceptance and an increase in acceptance following AFI [42,46,47,52]" because it does not belong to the group of studies cited in the sentence:


Reference 52 was removed an all subsequent references were renumbered.

Additionally, the authors have identified a number of references in their paper with display errors, mostly involving names. The corrected references listed below use the new reference number in accordance with the renumbering.

• In Reference 3, author “OPENMinds” has been removed.
• In Reference 20, “van SA” has been changed to “van Straten A”.
economic evaluation alongside a randomized controlled trial. (forthcoming)”.


- In Reference 49, “de NJ” has been changed to “de Nooijer J” and “de VNK” has been changed to “de Vries NK”.

- In Reference 51, “de NJ” has been changed to “de Nooijer J” and “de VNK” has been changed to “de Vries NK”.

- In Reference 55, “Lin M” has been changed to “Lin J” and “Ebert D” has been changed to “Ebert DD”.

- In Reference 67, the author list “Venkatesh, Morris, Davis, Davis” has been changed to “Venkatesh V, Morris MG, Davis GB, Davis FD”.

- In Reference 71, “van DVR” has been changed to “van der Vaart R”.

- In Reference 84, “Van WJ” has been changed to “Van Wyngaarden JJ”.

- In Reference 86, “de NJ” has been changed to “de Nooijer J” and “de VNK” has been changed to “de Vries NK”.

- In Reference 90, “van BW” has been changed to “van Ballegooijen W” and “van SA” has been changed to “van Straten A”.

Furthermore, the following items have also been changed:

- In Table 4, the P value for “Pain duration” was mistakenly placed in the “<5 years (n=49)” row but has been moved to its intended place in the “Pain duration” row.

- In the “Predictors of Acceptance” subsection within the Methods, “Vance et al” has been changed to “Wilson and Lankton”.

- In the “Statistical Analyses” subsection within the Methods, the sentence “As only those participants who completed the Web-based survey were included in the analysis, there were no missing data in this study” has been deleted.

- In the second paragraph of the “Principal Findings” subsection within the Discussion, the mention of “IMI” in the sentence “In these studies, acceptance levels in the intervention group after receiving IMI were at a mean of…” has been changed to “AFT”.

The correction will appear in the online version of the paper on the JMIR website on February 6, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article also has been resubmitted to those repositories.
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Authors’ Corrigendum

The authors of “A Remote Medication Monitoring System for Chronic Heart Failure Patients to Reduce Readmissions: A Two-Arm Randomized Pilot Study” (JMIR 2016;18(4):e91) have made the following changes to the text, tables, references, and supplemental files.

These changes reflect replacing the Morisky Medication Adherence Scale with the Medical Outcomes Study adherence measure. As the outcomes from the two measures are similar, this change will not substantially impact the interpretation of the findings and conclusions for this study.

1. In the “Data Collection and Outcome Measures” subsection of the Methods:
   a. In the second paragraph, the sentence “Medication adherence was assessed using two self-reported measures” has been changed to “Medication adherence was assessed using a self-reported measure and data collected by the device.”

2. In the “Baseline Characteristics” subsection of the Results:
   a. In the first paragraph, the sentence “Medication adherence was low (MMAS ≥3) for 27% (6/22) and medium to high (MMAS 0-2) for 73% (16/22)” has been changed to “Seventy-two percent (18/25) of...”
participants were categorized as ‘adherent’ based on self-reported adherence.”

b. In Table 1:
   • Under **Sociodemographics**, on the line “Age (years), mean (SD)”, the superscripted “a” has been removed.
   • Under **Medication Adherence**, the Morisky MMAS-8 scale and corresponding subrows have been removed.
   • On the line “Health-related quality of life (MLHFQ), mean (SD)b”, the superscripted “b” has been changed to “a”.
   • The original footnote “a” (“The MMAS is scored so that higher values indicate low adherence”) has been removed, and the original footnote “b” (“The MLHFQ is scored so that higher values indicate an adverse impact on quality of life”) has been relabeled “a”.

3. In the “Medication Adherence” subsection of the Results:
   a. In the first paragraph, the sentence “Assessed using the MMAS, 75% (9/12) of the control group and 60% (6/10) of the intervention group were categorized as adherent (MMAS score=0-2)” has been removed.
   b. In Table 4:
      a. Under **Medication Adherence**, the Morisky MMAS-8 scale and corresponding subrows have been removed.
      b. On the line “MOS-Adhere (adherent), n (%)”, “8 (62)” has been changed to “9 (69)”, and “.56” has been changed to “.61”.
      c. On the line “Health-related quality of life (MLHFQ), mean (SD)c”, the superscripted “c” has been changed to “b”.
      d. The original footnote “b” (“The MMAS is scored so that higher values indicate low adherence”) has been removed, and the original footnote “c” (“The MLHFQ is scored so that higher values indicate an adverse impact on quality of life”) has been relabeled “b”.

4. In the Discussion section, the sentence, “However, based on data from our primary method of assessing change in medication adherence (self-reported MMAS), the intervention did not appear to improve medication adherence” has been changed to “However, the intervention did not improve medication adherence as measured by self-report (ie, MOS).”

5. “MMAS: Morisky Medication Adherence Scale” has been removed from the Abbreviations list.

6. **Multimedia Appendix 1** “Enrollment and Closeout Questionnaires” has been replaced with the new version.

The correction will appear in the online version of the paper on the JMIR website on February 5, 2019, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article also has been resubmitted to those repositories.

**Editorial Notice**

Authors and journal had to publish this correction due to legal threats by Steven Trubow and Donald Morisky from the company MMAS Research LLC, the copyright holder of the instrument. This is unfortunately not an isolated case, as the developers of this scale are known to comb the literature and ask those who used the scale for research to pay for a retroactive license which may cost thousands or tens of thousands of dollars, and to add references to their work [1]. This is now the third correction JMIR has to publish related to studies using the MMAS instrument.

The Committee on Publication Ethics (COPE) has recently discussed the ethics of this type of behavior by copyright holders of scales (“holding authors to ransom in this way”) and recommends to emphasize “the fact that this is not good for the advancement of scientific knowledge or in the public interest” [2]. As open access and open science publisher we remind our authors of our policies and preference for public and free availability of research tools, including questionnaires [3]. We actively discourage use of instruments which are not available under a Creative Commons Attribution license, and encourage our authors to use or develop/validate new instruments. We continue with our special call for papers for short paper instruments or electronic tools licensed under Creative Commons or available under an Open Source license that can be used as a free alternative to measure medication adherence, and will waive the article submission fee for such development and validation papers.

**Multimedia Appendix 1**

Enrollment and Closeout Questionnaires.

[PDF File (Adobe PDF File), 270KB - jmir_v21i2e13125_app1.pdf ]
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