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Abstract

We are fully aware that we could have wasted our time writing this message, as nobody might read it. Even those who read it might ignore it, and those who read and care about it might be unable to do anything. It may simply be too late. Nevertheless, this message describes the hopes we had back in 1999, imagining how the incredible digital tools whose birth we were witnessing, could change the world for the better. In 2019, when we wrote these words, we were saddened to realize that most of what we had imagined and proposed in the past 20 years could have been written the day before, without losing an iota of relevance. Whoever or whatever you might be, dear reader—a human, a sentient machine, or a hybrid—we would like you to understand that, rather than an attempt to predict the future, which probably continues to be an impossible endeavor, this message was meant to act as an invitation, regardless of when or where it is found, to engage in a conversation that has already transcended time and space, even if the issues it contains have become irrelevant.

(J Med Internet Res 2019;21(11):e16274) doi:10.2196/16274
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Twenty years ago, we imagined new forms of partnerships between healthcare professionals and the public [2-4], enlightened by trustworthy information, available anywhere, in the right format, in the right amount, with the right balance [5-8]. We called for a major shift “from our ethic of competition and narrow self interest, focused on gadgets—to one of generosity and collaboration, centred on people.” [9]

Instead, we are now facing an avalanche of “fake” or misleading knowledge that is capable of reaching the masses more effectively than verified facts, particularly through social media [10]. This has opened the door to new spaces for hate speech and manipulation of public opinion, undermining trust and hindering efforts to control diseases that should have been eradicated already, or that could otherwise be managed easily [10-12].

To whom might read this, human or sentient machine:

We are fully aware that we could have wasted our time writing this message, as nobody might read it. Even those who read it might ignore it, and those who read and care about it might be unable to do anything. It may simply be too late.

We would like to share with you the hopes we had back in 1999, imagining how the incredible digital tools whose birth we were witnessing, could change the world for the better. As a Babyboomer father, who, as a physician, had started communicating with patients via email in 1990 and a Millennial daughter who saw ways to improve healthcare since her infancy [1], we have spent the last two decades dreaming about and proposing new possibilities that would enable everyone to enjoy a healthy life.

It saddens us to realize that most of what we had imagined and proposed in the past two decades could have been written yesterday, without losing an iota of relevance today.
our traditional geographic, cultural, religious, institutional, and political boundaries [13-15]. We believed that it was possible to join forces across the world to imagine and reinvent how we care for each other, through the enthusiastic and proficient use of information and communication technologies [16,17].

Instead, in 2019, we face a landscape littered by variations in the same disconnected examples that have been used for two decades to illustrate how digital tools could contribute to the prevention, diagnosis, or treatment of diseases. Sadly, the promises of information and communication technologies to transform healthcare services remain unfulfilled as a result of poorly designed interfaces, persistently increasing workload for providers, unresolved privacy concerns, lack of sensible models for the reimbursement of new services, chronically outdated communication skills, and obsolete rules of etiquette to guide interactions at all levels [18,19].

We also imagined new possibilities to unlearn, to “un-see” and “un-believe” in the barriers that prevent us from having a full life, from before our first breath to the last one [20]. We dreamed that we could look at death as the main source of insights that could inspire us to live fully, without fear, regrets or distress, through all stages of our lives [21-23].

Instead of broadening our understanding of the mental and social aspects of our lives, we kept steering our technological innovations to go deeper and deeper into the body. Since the turn of the 20th century, informatics has enabled an explosion in the biological understanding of what ails us, bringing back the dreams of yore about our capacity to personalize medical responses to physical challenges. Such insights, nevertheless, have also emboldened the medical industrial complex to boost its efforts to create sophisticated weapons to feed the war against diseases. The infatuation around “fixing” physical problems is now manifesting through an apparently inexhaustible menu of ever-reductionist “omics” [24,25], which are taking the chemical-mechanical view of humanity to new depths [26] while feeding a frantic new era of hypermedicalization of life. Instead of being a source of humility and insights, death has now become something for which there might be a “cure” [27].

During the past two decades, we used online platforms to nurture a global conversation about the meaning of health [28,29]. This led to a new conceptualization that views it as the ability, which anyone could develop, to adapt and manage the inevitable challenges we face through life as individuals or communities [30]. We invited the world to unleash a pandemic of health through the enlightened and generous use of digital technologies [31,32]. We viewed the internet as a treasure trove of opportunities to celebrate and boost the “high-touch” with the “high-tech” [16].

Rather than using them to usher in truly planet-wide, open, equitable, affordable services that are culturally sensitive and tailored to our unique needs and those of other living beings, sophisticated digital platforms are accelerating the privatization and segmentation of a “sickcare” system in practically every region of the world while transforming it into a branch of the financial system [33]. The same phenomenon of “financialization,” driven by global digital platforms and algorithms, has engulfed all other aspects of human life, compounding the threats to health at all levels, from the individual to the planetary level. Digital technologies are at the core of the engines that have made 2019 a year full of nefarious records in terms of global warming, major weather events, deforestation, and extinction of animal and plant species [34-37]. As a result, environmental factors have become the main cause of one quarter of all deaths in the world [38].

We hoped, above all, that digital technologies would enable us to prevail, transforming us into “humanodes” in a global superorganism, feeding a Noosphere—a planetary thinking network of reasoning minds—in which we all could divert our seemingly unavoidable course toward a world without humans to one in which we would thrive [39].

We were naive…

The opportunities we have had over the last 20 years appear to have been “insurmountable.”

Instead of realizing the dream of a humanity that could be connected deeply and meaningfully into an enlightened whole, technology over the past 20 years has been used, relentlessly, to dismantle communities and societies around the world, segmenting them all the way to the individual level [40]. This extreme level of “precision capitalism,” which is fueled by social media, is leading to unprecedented levels of isolation [41], making loneliness a growing source of preventable deaths [42] and low levels of well-being [43].

Our growing disconnection from each other is also facilitating the emergence of new economic models ruled by a progressively smaller group of unaccountable masters who have unleashed a growing network of all-powerful algorithms. Such models consider the vast majority of humans either as consumers of the goods or services they peddle or as biological automatons that are relevant only because they are capable of performing tasks that machines are still unable to complete or because they are less expensive [44].

The relegation of humans to the margins of the economy is breeding fresh threats to health, which multiply and reinforce each other as technology takes over every aspect of human life. A case in point is the impact that automation and artificial intelligence are having on existing occupations and on the ways in which humans make a living. As machines and artificial intelligence gain dominance, a new class of unfortunate humans is emerging, under the guise of freedom [45]. Known collectively as “the precariat,” these are people who are self-employed or freelancers, doing mostly “gig jobs” without long-term or permanent contracts [46]. Often, they are overqualified individuals who work under short-term or zero-hour contracts, sometimes for a few minutes at a time, without benefits provided by employers [47]. Even physicians are now at risk of joining this class [48].

With the pervasive use of digital technology driving people into precariousness, marketers, engineers, and scientists at the service of the new unchecked overlords have also devised new tricks to extract the remaining disposable income available to the helpless masses. In 2019, people’s attention has become the main target [49]. As a result, digital devices—or, more precisely, the experiences they purvey—have been manipulated to become...
increasingly addictive, thanks to constant monitoring and experimentation on consumers through the platforms they use and the data they produce [50]. This has generated new problems, such as those associated with gaming, gambling, or over-consumption of social media, and in the invigoration of old ones, manifested through shopaholism, workaholism, eating disorders, online pornography, or the rapid proliferation of electronic cigarettes [51].

In 2019, the new threats created by the massive digitalization of the planet are finding all those charged with safeguarding or improving human health wanting. Front line healthcare providers, in particular, are ill equipped to face the vastly complex array of new challenges. In the past 20 years, instead of becoming examples of how to lead healthy lives, physicians and nurses are facing high levels of depression, stress, anxiety, and burnout [52-55]. The prevalence of addiction is likely similar or higher among physicians when compared with the general public [56]. They also commit suicide more often, with women at an even greater risk [57]. In fact, suicide is the only cause of death that has a higher prevalence among physicians than the general population. Male physicians are 40% more likely than members of the general public to kill themselves, while the risk is more than double for female physicians [58]. The situation among nurses is likely similar [59,60].

As we kill ourselves in ever more creative ways, the ability of machines to control those who will remain alive is increasing. As the so-called “The Internet of Things” materializes, a practically unimaginable number of interconnected devices, compounded by our cavalier ways to share our information with corporations, governments and financial institutions is curtailing our freedom. Insidiously, we are becoming prisoners in a digital panopticon run by a surveillance capitalist apparatus [61]. Given that it is estimated that the number of connected computing devices will exceed one trillion in the next 20 years [62], we are facing a world in which instead of humans controlling the Internet of Things, we could become one of the many things controlled by the internet [63].

We can no longer afford to be oblivious to what is obvious. The space for humanity to flourish in the middle of a spectrum spanning from apocalyptic and transhumanist extremes has narrowed significantly in the past 20 years [64]. We might be facing the worst possible scenario: a self-inflicted apocalyptic posthuman era, brought about by our seemingly unstoppable propensity to self-sabotage.

Instead of using our digital offspring to nurture the Noosphere, we have created the “Atesphere”—after Ate, the goddess of delusion, blind folly, and ruin [65]—an interconnected planetary layer of human stupidity, fed by our self-harming tendencies. Within it, we are hastening our complete or near-complete extinction.

To counterbalance the risk that such a pessimistic stance could lead to a self-fulfilling prophecy, we would like to put forward a counter argument [66]: It is also possible for humans and machines to create a “Sophosphere,” a planetary network of interconnected people, machines, and all other living things striving to negate self-sabotage through wisdom.

We believe that wisdom could be the best antidote to self-sabotage because, based on a conceptualization proposed in 1999 [67], we view it as “the ability to know what it is to live well, and do everything possible to achieve this, given the circumstances, while enabling others to do the same, as a means to overcome the destructive mental processes and behaviours that inhibit our own ability to experience a full life, in our own way, together.” This approach, which we feel adds balance to the Atesphere, makes it possible for machines to be wise too and for machines and humans to collaborate and create the conditions needed to live well in harmony with other living things.

In a consistently mirror-like fashion, the Sophosphere might occur, as a Big Bang, in response to the devastating effects of the Atesphere at its peak. Just as it happens with individuals who undergo a near-death experience, it has been suggested that our species could go through a similar process, snapping back from the brink of death, en masse, to embrace radically different priorities and values and be ready to live fully [68].

Another option, also counterintuitive, involves doing nothing, on the basis of the belief that our frantic efforts to make change happen might be part of the problem, rather than part of the solution. Instead, this approach calls for restraint and patience, as it regards massive social change as a nonlinear phenomenon that could happen suddenly, in response to the accumulation of little adjustments made by large enough numbers of individuals or small groups to their own lives [69].

In addition, the Sophosphere could emerge more deliberately, through the collective efforts of innovators from different sectors, joining forces in and from different regions of the world to incubate new ways to coexist harmoniously, which could then spread, through social contagion, until they become pandemic [32].

As noted a few years ago, the most sensible option might be hardest to accept, as it requires recognizing that humanity is terminally ill as the result of self-inflicted wounds, and that the wisest course of action is to engage in palliative care measures at a species level [39].

Having reached this point, dear reader, whoever or whatever you might be, we would like you to understand that, rather than an attempt to predict the future, which is impossible, this message that was released into the cyberwaves in 2019 should be viewed as an invitation, regardless of when or where it is found, to engage in a conversation that has already transcended time and space, even if the issues it contains have become irrelevant.

We will only know what will happen when it happens.
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Abstract

Background: Chronic kidney disease (CKD) poses a major challenge to public health. In CKD patients, adequate disease self-management has been shown to improve both proximal and distal outcomes. Currently, electronic health (eHealth) interventions are increasingly used to optimize patients’ self-management skills.

Objective: This study aimed to systematically review the existing evidence regarding the implementation and effectiveness of eHealth self-management interventions for patients with CKD.

Methods: Following a search in 8 databases (up to November 2017), quantitative and qualitative data on process and effect outcomes were extracted from relevant studies. Quality was appraised using the Crowe Critical Appraisal Tool; narrative synthesis was performed to analyze the data extracted.

Results: Of the 3307 articles retrieved, 24 (comprising 23 studies) were included in this review; of these, almost half were appraised to be of low to moderate quality. There was considerable heterogeneity in the types of interventions used and the outcomes measured. A total of 10 effect and 9 process outcome indicators were identified. The most frequently reported effect outcome indicators were specific laboratory tests and blood pressure (BP), whereas satisfaction was the most frequently reported process outcome indicator. Positive effects were found for proximal outcomes (eg, BP control and medication adherence), and mixed effects were found for more distal outcomes (eg, quality of life). High feasibility, usability, and acceptability of and satisfaction with eHealth self-management interventions were reported. The determinant ability of health care professionals to monitor and, if necessary, anticipate on patient measurements online was mostly cited to influence patients’ adherence to interventions.

Conclusions: eHealth self-management interventions have the potential to improve disease management and health outcomes. To broaden the evidence base and facilitate intervention upscaling, more detailed descriptions and thorough analysis of the intervention components used are required. In addition, our review reveals that outcomes closely related to the scope and duration of the intervention implemented are most likely to be impacted. For instance, if a 4-week Web-based training to optimize disease management skills is implemented, the outcome perceived control would more likely be affected than kidney function. Although this seems obvious, most studies evaluate only distal outcomes and thereby fail to capture intervention effects that might contribute to long-term health improvement. We advise future researchers to carefully consider their choice of outcomes based on their sensitivity for change. In this way, we ensure that relevant effects are captured and legitimate conclusions are drawn.

(J Med Internet Res 2019;21(11):e12384) doi:10.2196/12384
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**Introduction**

**Background**

Chronic kidney disease (CKD) is a major public health concern [1-3]. Globally, more than 70 million individuals are affected by CKD [4]. CKD is defined as kidney damage or a measured glomerular filtration rate (GFR) of ≤60 mL/min/1.73m$^2$ for more than 3 months. CKD is classified into 5 stages based on GFR decline [5]. The level of kidney function deterioration has a direct relationship with an increase in morbidity and mortality [6], poorer patient outcomes [3], higher hospitalization rates [7], and substantial increase in health care expenditures [8]. Patients with CKD report a lower quality of life (QoL) [9] and may experience severe medical complications and cognitive dysfunction [10].

Disease self-management (hereafter referred to as self-management) is defined as “an individual’s ability to manage the symptoms, treatment, physical and psychosocial consequences, and lifestyle changes inherent to the life with a chronic condition” [11]. Adequate self-management is reported to improve patients’ health behaviors targeted by the intervention (ie, proximal outcomes) and also indirect outcomes, such as disease characteristics and progress (ie, distal outcomes) [12-14]. Although the potential benefits of self-management interventions are widely reported in the literature, extrapolating these results in day-to-day practice is difficult. Lack of efficacy in practice might be related to a suboptimal implementation of the self-management interventions [15,16]. Reported barriers were often related to intervention characteristics, such as lack of tailoring to the individual patient. Moreover, a lack of patient involvement in intervention design and insufficient care continuity and accessibility were reported to hamper implementations [17,18].

Electronic health (eHealth) technologies can help address implementation barriers by making interventions more accessible, acceptable, tailored, and interactive [19-21]. The most cited definition of eHealth is that by Eysenbach [22]:

*e-health is [...] referring to health services and information delivered or enhanced through the Internet and related technologies. In a broader sense, characterizes [...] to improve health care locally, regionally, and worldwide by using information and communication technology.*

EHealth can help patients achieve personal health goals, and it allows them to feel more responsible for their health status [23]. Moreover, eHealth facilitates remote patient communication and exchange of health data, helping to increase health care efficiency while maintaining a wide-scale, cost-effective health care approach [24]. eHealth interventions have been successfully implemented to support weight loss [25,26], promote smoking cessation [27], reduce depressive symptoms [28], and decrease mortality rates and acute admissions [29]. In addition, eHealth-based interventions have been successfully applied to manage chronic disease [30-32].

Several studies have reported the use of eHealth-based self-management interventions in CKD [33-36]. Moreover, 3 systematic reviews were published on this topic [37-39]. However, these reviews only concentrated on 1 particular eHealth application, such as telemedicine; dietary mobile apps; and automated information technology tools. Moreover, these reviews focused on a limited number of study designs and outcomes. For example, 2 reviews only included randomized controlled trials (RCTs) [38,39], and 1 review excluded studies focusing on implementation outcomes such as feasibility, validity, and acceptability [39]. Moreover, none of these reviews [37-39] reviewed the contribution of individual intervention components (eg, self-monitoring) to the effects found. These limitations of previous reviews make it difficult for researchers and intervention developers to determine which components should be employed to maximize the effectiveness of eHealth self-management interventions for CKD patients.

**Objectives**

This study, therefore, aimed to systematically review the available evidence on eHealth-based self-management interventions for CKD. In specific, we aimed to review the following: (1) study characteristics and type of eHealth applications used; (2) intervention components implemented and, if possible, their relative contribution to the effect found; (3) both process and effect outcomes; and (4) determinants of implementation.

**Methods**

**Protocol and Registration**

This review was performed according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [40]. The protocol was registered in the international Prospective Register of Systematic Reviews database (Centre for Reviews and Dissemination [CRD] number: CRD 420 180 81681).

**Search Methodology**

A systematic search was conducted to identify relevant articles; the search strategy was developed in collaboration with a certified librarian. In total, 8 electronic databases (PubMed, EMBASE, Web of Science, Cochrane Library, EmCare, PsycINFO, Academic Search Premier, and Science Direct) were searched in November 2017. Search terms covered 3 areas: (1) CKD, (2) eHealth, and (3) self-management (see Multimedia Appendix 1). Reference lists of the included studies were searched to identify other relevant articles. EndNote X9 (Clarivate Analytics) was used to support the review process.

**Eligibility Criteria**

Inclusion and exclusion criteria (Textbox 1) were determined using the Patients, Interventions, Comparison, Outcomes, Study design methodology [41].
Study Identification

After removal of duplications, titles and abstracts of the retrieved articles were screened independently by 2 reviewers (HS and XC). Articles that did not meet inclusion criteria were removed. Potentially relevant articles were obtained in full text and reviewed independently by 2 authors (HS and XC). Any disagreements between the 2 authors were resolved by consensus or consultation with a third author (RK).

Data Collection

Data collection was performed independently by 2 reviewers (HS and XC) using a standardized data extraction form. Study characteristics, descriptions of eHealth self-management interventions (eg, intervention components), process and effect outcome indicators, and determinants of implementation were extracted. Discrepancies in extraction were discussed until consensus was reached.

Quality Assessment

Article quality was appraised independently by HS and XC using the Crowe Critical Appraisal Tool (CCAT) [42]—a reliable, widely used quality appraisal tool [43,44]. Use of the CCAT user guide promoted validity and inter-rater reliability [43-46]. The CCAT form is divided into 8 categories and 22 items, with a total of 99 subitems. Subitems are rated on a scale of present, absent, or not applicable. A 6-point scale ranging from 0 (the lowest) to 5 (the highest) is used to assign score per category, with 40 being the maximum achievable total score.

The CCAT does not allow for a qualitative comparison of appraisal scores. Hence, we used the star score system developed by our research group to compare study quality [47]. First, we calculated a quality score based on the CCAT. Then, a mean score and standard deviation of the quality scores were calculated. Star scores were then assigned to each article: 1 star if a quality score was more than 1 SD below mean; 2 stars if a quality score ranged from 1 SD below mean to mean score. The kappa between the 2 reviewers’ scores of quality assessment was 0.63, reflecting substantial agreement [48].

Data Synthesis

Data were reviewed using narrative synthesis [49]. Study characteristics were reviewed, summarized, and analyzed in a spreadsheet. In accordance with previous categorizations of eHealth [32,39,50], eHealth self-management interventions were split into 5 major types (see Multimedia Appendix 2). eHealth functionalities used were described based on the technology functionality framework [51,52]. In addition, based on the operationalization by Mohr et al [53], eHealth-based self-management interventions included were further detailed: (1) intervention components (based on Morrison et al [54]; see Multimedia Appendix 3)—active intervention parts that support self-management behavior, including elements defined as what is provided to the user (eg, education materials, integrated alerts, and video conferencing options), how these elements are delivered (eg, plans and quizzes), and the subsequent intervention workflow defined as when they are delivered (eg, daily use)—and (2) intervention strategies—behavior change techniques [55] that underlie the intervention components (eg, role modeling if the Web-based education materials used include a video of patient who successfully manages his/her disease).

Outcome indicators were classified into 2 categories: effect outcome indicators and process outcome indicators [56]. Effect outcome indicators were outcomes related to self-management, health status, or cost-effectiveness, whereas process outcome indicators were outcomes on care process, health care delivery, or patient-health care interactions (eg, adherence and usability).

To allow for comparability, we classified the results reported as positive effect, no statistically significant effect, or mixed

Textbox 1. Inclusion and exclusion criteria for this study.

Inclusion criteria:

• Participants—patients classified with chronic kidney disease (stage 1-5)

• Intervention—eHealth technologies (“any information and communication technology designed to deliver or enhance health services and information”) applied to facilitate chronic kidney disease patients’ self-management (“the care taken by individuals towards their own health and well-being: it comprises the actions they take to lead a healthy lifestyle; to meet their social, emotional and psychological needs; to care for their long-term condition, and to prevent further illness or accidents”) [11]

• Comparison—no restrictions

• Outcomes—articles reporting on clinical (ie, patients’ intermediate outcomes or clinical parameters of disease severity, such as blood pressure, fluid management, and mortality), humanistic (ie, consequences of disease or treatment on patients’ functional status or quality of life, such as physical functioning, well-being, and levels of depression or anxiety), economic and utilization (ie, measures of health resource utilization, medical costs, and cost-effectiveness), and/or process (ie, indicators that affect patient care by improving health care delivery or patient-health care interactions and self-management related-factors, such as adherence to intervention, usability of eHealth technologies, and self-efficacy) outcomes

• Language restrictions—articles needed to be written in English

• Study design—randomized and nonrandomized controlled trials, noncomparative trials, and qualitative or mixed methods articles

Exclusion criteria:

• Type of electronic health used—studies with devices only used for communication (eg, a telephone only used for a follow-up call) or data collection (eg, an internet system solely used to collect patient data without further intervention) purposes

• Study design—case reports containing ≤3 participants, commentaries, reviews, letters, dissertations, editorials, conference proceeding, and books
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effect (see Textbox 2). No negative outcomes were reported in the studies included in this review. Only quantitative methods were used to measure effect outcome indicators, whereas mixed methods were used to measure some process outcome indicators. Hence, the classification of the results of the process outcome indicators slightly differs from that of the effect outcome indicators. Outcomes related to patients and care providers are reported separately.

The determinants of implementation of eHealth self-management interventions extracted were categorized following the widely cited framework by Fleuren et al [57]. This framework identifies 50 determinants of program implementation in 5 subgroups: (1) characteristics of the sociopolitical context, such as legislation; (2) characteristics of the organization, such as staff turnover; (3) characteristics of the person adopting the innovations (user of the innovation), such as knowledge; (4) characteristics of the innovation, such as complexity; and (5) innovation strategies, such as a training. For example, the study by McGillicuddy et al [36] included in our review mentioned that “six subjects did not complete the lead-in phase, 5 for technical reasons relating to poor internet at their home.” This barrier was then mirrored to the 50 determinants in Fleuren framework and classified as a determinant related to the innovation and, more specifically, added to the determinant category perceived quality of eHealth intervention is excellent. In addition, in each subgroup, we identified the influence of the patients or care providers.


- Effect outcome indicators
  - Positive effect—if, after statistical analysis, a significant effect was reported
  - No statistically significant effect—if, after statistical analysis, a nonstatistically significant effect was reported or if no statistical analysis was performed
  - Mixed effect—if results that could be classified as both positive and no effect were reported

- Process outcome indicators
  - Positive effect—if, after statistical analysis, a statistically significant effect was reported or if a positive effect or an improvement between certain points in time was reported (eg, interviews revealed that patients were highly satisfied with the electronic health application)
  - No statistically significant effect—if, after statistical analysis, a nonsignificant effect was reported or if a no effect or no differences between certain points in time was reported
  - Mixed effect—if results that could be classified as both positive and no effect were reported

Results

Study Selection

Our search retrieved 3307 articles in total. After removing 1497 duplicates, 1810 relevant articles were screened based on title and abstract. A total of 123 potentially relevant articles were screened full text. Of these papers, 2 described results of the same RCT [58,59] and were assessed jointly. Finally, 24 articles (comprising 23 studies) [33-36,58-77] were found eligible for inclusion in this review (Figure 1).
Study Characteristics
All 23 studies were published between 2005 and 2017, with 19 of them being conducted between 2012 and 2017 [33-36,58,64-77]. A total of 13 studies were conducted in the United States [33-36,58,60,62-65,69,71,72], followed by 2 studies in the United Kingdom [70,74]. The research designs used varied; the majority used an RCT design [33-36,58,63,64,66,70]. Most studies focused on the usability, acceptability, and feasibility of eHealth self-management interventions [36,58,61,64,65,67,69,71,72,74-77]. Most participants are patients receiving hemodialysis [58,60,62-64,66,68,69,76,77]. Sample size at baseline ranged from 5 [67] to 601 [34]. Target population age ranged from 21 to 93 years. Recruitment mostly occurred via medical centers/hospitals [35,58,60-62,68,73]. Intervention duration ranged from 2 weeks [76] to 24 months [61]; 2 studies did not specify intervention duration [58,67]. A total of 10 studies performed a follow-up measurement [33,34,63,65,66,69-71,73,76]. Moreover, 12 studies included a control group, and 9 of those studies [33,34,36,58,61,66,68,70,76] reported usual care or no internet-delivered intervention as control condition. The study characteristics have been presented in Multimedia Appendix 4.

Quality Appraisal Scores of Studies
Quality of the included articles varied (Table 1). A total of 3 articles [70,73,75] were awarded a 4-star rating, 11 [33-36,59,63,65,66,69,74,76] a 3-star rating, and 10 [58,60-62,64,67,68,71,72,77] a 2-star rating or lower. Articles with a 4-star rating scored higher on design, sampling, data collection, and ethics compared with those with a 3-star rating or lower. Moreover, 20 articles [34-36,59-70,72,73,75-77] provided insufficient details on their study design or rationale. Sampling method used (eg, randomly and purposively) was not reported in 10 articles [35,60,62,65,67,71,73,74,76,77]. Although both the number and characteristics of participants were described in most articles, 15 articles [58-62,64-69,71,74,76,77] did not specify the method of sample size calculation. A total of 10 articles [58-62,64,65,67,71,72] did not detail methods used to ensure the quality of the data collected or to reduce bias. On average, the lowest score was obtained on the ethics section.

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart of the systematic review. CKD: Chronic kidney disease; eHealth: electronic health.
Table 1. Quality appraisal scores on the Crowe Critical Appraisal Tool.

<table>
<thead>
<tr>
<th>Study</th>
<th>Total score (maximum=40)</th>
<th>Star score$^a$</th>
<th>Preamble</th>
<th>Introduction</th>
<th>Design</th>
<th>Sample</th>
<th>Data</th>
<th>Ethic</th>
<th>Result</th>
<th>Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>van Lint et al (2015) [73]</td>
<td>33</td>
<td>4-star</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Blakeman et al (2014) [70]</td>
<td>32</td>
<td>4-star</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Ong et al (2016) [75]</td>
<td>32</td>
<td>4-star</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Forni Ogna et al (2013) [66]</td>
<td>31</td>
<td>3-star</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Ishani et al (2016) [34]</td>
<td>31</td>
<td>3-star</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Stark et al (2011) [63]</td>
<td>30</td>
<td>3-star</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Hayashi et al (2017) [76]</td>
<td>30</td>
<td>3-star</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Diamantidis et al (2013) [65]</td>
<td>29</td>
<td>3-star</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Reese et al (2017) [35]</td>
<td>29</td>
<td>3-star</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Dey et al (2016) [74]</td>
<td>28</td>
<td>3-star</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Berman et al (2011) [59]</td>
<td>27</td>
<td>3-star</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Rifkin et al (2013) [33]</td>
<td>27</td>
<td>3-star</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Welch et al (2013) [69]</td>
<td>27</td>
<td>3-star</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Connelly et al (2012) [64]</td>
<td>26</td>
<td>2-star</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Neumann et al (2013) [68]</td>
<td>26</td>
<td>2-star</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Liu et al (2017) [77]</td>
<td>25</td>
<td>2-star</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Diamantidis et al (2015) [72]</td>
<td>24</td>
<td>2-star</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Minatodani et al (2013) [58]</td>
<td>23</td>
<td>2-star</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Sevick et al (2005) [60]</td>
<td>22</td>
<td>2-star</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Harrington et al (2014) [71]</td>
<td>20</td>
<td>1-star</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Gallar et al (2007) [61]</td>
<td>18</td>
<td>1-star</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Heiden et al (2013) [67]</td>
<td>18</td>
<td>1-star</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Whitten et al (2008) [62]</td>
<td>14</td>
<td>1-star</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

$^a$1-star: more than 1 SD below mean; 2-star, between 1 SD below mean and mean; 3-star, between mean and 1 SD above mean; 4-star, more than 1 SD above mean.
**Description of Electronic Health Self-Management Interventions**

Major types of eHealth, functionalities, and key intervention components used are summarized in Tables 2 and 3. Most eHealth interventions evaluated included *multiple components* (multiple eHealth types) to improve patients’ self-management (8/23 articles). Studies included did not provide detail on the specific intervention strategies underpinning these components, such as behavior change techniques. The most frequently used intervention component was self-monitoring (17/23 articles), followed by educational material or training (15/23 articles) and counseling (14/23 articles). Less frequently used intervention components were quizzes (3/23 articles) and interactive feedback from a device (4/23 articles). In addition, 5 studies reported that intervention development was guided by a specific theory.

*Table 2. Descriptions of electronic health for each report included in the review.*

<table>
<thead>
<tr>
<th>Category of eHealtha</th>
<th>Detailed eHealth</th>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal digital assistant (references)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forni Ogna et al (2013) [66]</td>
<td>Electronic medication event monitoring: monitor adherence</td>
<td>Record; communicate</td>
</tr>
<tr>
<td>Diamantidis et al (2015) [72]</td>
<td>Medication inquiry system: identifying the safety of medications with impaired renal function</td>
<td>Record; display; alert</td>
</tr>
<tr>
<td><strong>Telemedicine (references)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gallar et al (2007) [61]</td>
<td>Videoconferencing: connecting home to hospital</td>
<td>Communicate</td>
</tr>
<tr>
<td><strong>Computer (references)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harrington et al (2014) [71]</td>
<td>Tablet computer: recording data and reviewing medical findings</td>
<td>Display; record; communicate; alert</td>
</tr>
<tr>
<td>Ishani et al (2016) [34]</td>
<td>Touch screen computer with peripherals</td>
<td>Record; communicate</td>
</tr>
<tr>
<td>Heiden et al (2013) [67]</td>
<td>Educational tool, food analyzer database and diet registration, and decision support to binder dosage</td>
<td>Communicate; education; record</td>
</tr>
<tr>
<td><strong>Multiple components (references)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diamantidis et al (2013) [65]</td>
<td>Alert accessories linked to website/safe kidney care: offering information</td>
<td>Record; education</td>
</tr>
<tr>
<td>Minatodani et al (2013) [58], Berman et al (2011) [59]</td>
<td>Self-monitoring devices</td>
<td>Record; communicate</td>
</tr>
<tr>
<td>Blakeman et al (2014) [70]</td>
<td>Website: tailoring access to community resources</td>
<td>Display; communicate</td>
</tr>
<tr>
<td>Dey et al (2016) [74]</td>
<td>Computer tablet, wearable devices, and Web portal</td>
<td>Record; alert</td>
</tr>
<tr>
<td>Ong et al (2016) [75]</td>
<td>Smartphone, a Web-based dashboard application, and a data server</td>
<td>Record; alert; display</td>
</tr>
<tr>
<td>Hayashi et al (2017) [76]</td>
<td>Self-management and recording system for dialysis (wearable devices, smartphone, and administrator module)</td>
<td>Record; alert; display</td>
</tr>
<tr>
<td>Liu et al (2017) [77]</td>
<td>App installed on mobile, cloud server, and Web app</td>
<td>Record; alert; communicate</td>
</tr>
<tr>
<td><strong>Wearable devices (references)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neumann et al (2013) [68]</td>
<td>Telemetric weight monitoring</td>
<td>Display; alert</td>
</tr>
<tr>
<td>Rifkin et al (2013) [33]</td>
<td>BP monitoring</td>
<td>Record</td>
</tr>
<tr>
<td>van Lint et al (2015) [73]</td>
<td>BP monitoring and creatine monitoring</td>
<td>Record</td>
</tr>
</tbody>
</table>

a eHealth: electronic health.
b BP: blood pressure.
Table 3. Descriptions of electronic health self-management interventions for each report included in the review.

<table>
<thead>
<tr>
<th>Category of electronic health</th>
<th>Intervention components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Educational material or training</td>
</tr>
<tr>
<td>Personal digital assistant (references)</td>
<td>✓</td>
</tr>
<tr>
<td>Sevick et al (2005) [60]</td>
<td>✓</td>
</tr>
<tr>
<td>Stark et al (2011) [63]</td>
<td>✓</td>
</tr>
<tr>
<td>Connelly et al (2012) [64]</td>
<td>✓</td>
</tr>
<tr>
<td>Welch et al (2013) [69]</td>
<td>✓</td>
</tr>
<tr>
<td>Total (N=6), n (%)</td>
<td>5 (83)</td>
</tr>
<tr>
<td>Telemedicine (references)</td>
<td>—</td>
</tr>
<tr>
<td>Total (N=2), n (%)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Computer (references)</td>
<td>—</td>
</tr>
<tr>
<td>Harrington et al (2014) [71]</td>
<td>—</td>
</tr>
<tr>
<td>Ishani et al (2016) [34]</td>
<td>✓</td>
</tr>
<tr>
<td>Total (N=3), n (%)</td>
<td>1 (33)</td>
</tr>
<tr>
<td>Multiple components (references)</td>
<td>✓</td>
</tr>
<tr>
<td>Diamantidis et al (2013) [65]</td>
<td>✓</td>
</tr>
</tbody>
</table>
**Category of electronic health** | **Intervention components** | **Implementation** | **Summary of Results**
--- | --- | --- | ---
Theory-based | Educational material or training | Plan/goals | Self-monitoring | Interactive feedback from device | Message/alert to health caregivers | Message/alerts to patients from device | Message/alert to patients from health caregivers | Quizzes | Counseling | Daily use | Wearable devices (references)
--- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | ---
Blakeman et al (2014) [70] ✓ — — — — — — ✓ — — — —
Dey et al (2016) [74] ✓ — ✓ — ✓ — ✓ ✓ — — — —
Ong et al (2016) [75] ✓ ✓ ✓ ✓ ✓ ✓ — — — — — —
Hayashi et al (2017) [76] — ✓ ✓ — — ✓ ✓ — — — — —
Liu et al (2017) [77] — — ✓ — — ✓ — — ✓ — — — —
Total (N=8), n (%) 6 (75) 4 (50) 6 (75) 1 (13) 3 (38) 4 (50) 4 (50) 3 (38) 5 (63) 2 (25) 1 (13)
Wearable devices (references)
Neumann et al (2013) [68] — ✓ ✓ — ✓ — ✓ — ✓ — — —
Rifkin et al (2013) [33] ✓ — ✓ — — ✓ — ✓ — — — —
van Lint et al (2015) [73] ✓ ✓ ✓ — — — — — — — — —
Total (N=4), n (%) 3 (75) 3 (75) 4 (100) 1 (25) 2 (50) 1 (25) 3 (75) 0 (0) 2 (50) 1 (25) 0 (0)

Summary of Results
Tables 4 and 5 present the outcome indicators and the data collection tools used. Moreover, full details on the efficacy data reported in the included studies are included in Multimedia Appendix 5. Table 6 displays the determinants of implementation extracted. No articles reported any adverse outcomes of eHealth self-management interventions.

<table>
<thead>
<tr>
<th>Outcome category and indicator</th>
<th>Total number of articles in each category</th>
<th>Effect and references</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Positive, n (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No statistically significant effect, n (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mixed, n (%)</td>
</tr>
<tr>
<td><strong>Patient effect outcome (N=33)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>5</td>
<td>4 (80) [36,68,70,75]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (20) [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>4</td>
<td>1 (25) [70]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (50) [59,74]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (25) [76]</td>
</tr>
<tr>
<td>Laboratory tests</td>
<td>6</td>
<td>2 (33) [66,68]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4 (67) [60,62,75,76]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Interdialytic weight gain</td>
<td>4</td>
<td>1 (25) [68]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (75) [60,69,76]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Morbidity and mortality</td>
<td>2</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (100) [34,61]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hospitalization rate and emergency room visit</td>
<td>3</td>
<td>2 (67) [61,59]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Medical cost</td>
<td>2</td>
<td>1 (50) [59]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (50) [61]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Cost-effectiveness</td>
<td>1</td>
<td>1 (100) [70]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nutrition and dietary intake</td>
<td>2</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (100) [62,69]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>4</td>
<td>3 (75) [35,36,66]a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (25) [33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Process outcome (N=28)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptability</td>
<td>6</td>
<td>6 (100); [69,74,76]b; [33,36,75]c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Usability</td>
<td>5</td>
<td>5 (100); [64,67,76]b; [62,77]c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>8</td>
<td>8 (100); [36,58,71-74,76]b; [75]c</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Adherence to intervention</td>
<td>4</td>
<td>4(100);[35,63,73,75]b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>First entry and length of dwell time</td>
<td>1</td>
<td>1 (100); [65]b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>1</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (100); [69]b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>1</td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 (100); [69]b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Perceived control</td>
<td>1</td>
<td>1 (100); [69]ab</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td>Recorded errors</td>
<td>1</td>
<td>1 (100); [72]b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aStatistically significant.
bOutcome related to patient.
cOutcome related to both patient and care provider.
Table 5. Summary of reported tools of outcome indicators.

<table>
<thead>
<tr>
<th>Outcome category and indicator</th>
<th>Reported data collection tools (number of articles)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient effect outcome (N=33), all quantitative</strong></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>Readings (4) and dataset (1)</td>
</tr>
<tr>
<td>Quality of life</td>
<td>36-item Short Form Health Survey (1), EuroQoL-5 Dimension (1), and 36-item Kidney Disease Quality of Life survey (2)</td>
</tr>
<tr>
<td>Laboratory tests</td>
<td>Medical records (6)</td>
</tr>
<tr>
<td>Interdialytic weight gain</td>
<td>Medical records (4)</td>
</tr>
<tr>
<td>Morbidity and mortality</td>
<td>Charlson comorbidity index (1) and records (1)</td>
</tr>
<tr>
<td>Hospitalization rate and emergency room visit</td>
<td>Records (3)</td>
</tr>
<tr>
<td>Medical cost</td>
<td>Records (2)</td>
</tr>
<tr>
<td>Cost-effectiveness</td>
<td>Records (1)</td>
</tr>
<tr>
<td>Nutrition and dietary intake</td>
<td>Clinical data (2)</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>System data (2), adherence score calculation (1), and Morisky Medication Adherence Scale (1)</td>
</tr>
<tr>
<td><strong>Process outcome (N=28)</strong></td>
<td></td>
</tr>
<tr>
<td>Acceptability</td>
<td>Quantitative: questionnaires (1), recruitment and participation rate (1), QUEST&lt;sup&gt;a&lt;/sup&gt; and retention rates (1), and average number of daily entries and completion rates (2); quantitative and qualitative: number of assessments and semistructured interview (1)</td>
</tr>
<tr>
<td>Usability</td>
<td>Quantitative: survey (1) and questionnaire (2); qualitative: interview (1); quantitative and qualitative: survey, interview, and system data (1)</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Quantitative: questionnaires and QUEST (5); qualitative: semistructured interview (2); quantitative and qualitative: questionnaire and interview (1)</td>
</tr>
<tr>
<td>Adherence to intervention</td>
<td>Quantitative: system data (3) and Basel Assessment of Adherence to Immunosuppressive Medications Scale (1)</td>
</tr>
<tr>
<td>First entry and length of dwell time</td>
<td>Quantitative: frequency and number (1)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Quantitative: cardiac diet self-efficacy and Fluid Self-Efficacy Scale (1)</td>
</tr>
<tr>
<td>Perceived benefits</td>
<td>Quantitative: Benefits of Sodium Adherence and a 9-item Benefits of Fluid Adherence Scale (1)</td>
</tr>
<tr>
<td>Perceived control</td>
<td>Quantitative: 7-item Mastery scale (1)</td>
</tr>
<tr>
<td>Recorded errors</td>
<td>Quantitative: questionnaire and record (1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>QUEST: Quebec user evaluation of satisfaction with assistive technology.
Table 6. Determinants of the implementation of electronic health self-management interventions for chronic kidney disease.

<table>
<thead>
<tr>
<th>Determinants of interventions and details</th>
<th>Sociopolitical context (patient)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Awareness of potential health benefits of the eHealth&lt;sup&gt;a&lt;/sup&gt; self-management intervention</td>
</tr>
<tr>
<td></td>
<td>Target population feels comfortable about eHealth use</td>
</tr>
<tr>
<td>Organization (patient)</td>
<td>Community resources (eg, activities, services, and applicable wireless fidelity connection at the users’ location) available for implementation</td>
</tr>
<tr>
<td>User</td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>Support from colleagues (eg, internet personnel)</td>
</tr>
<tr>
<td></td>
<td>Availability of sufficient skills/knowledge</td>
</tr>
<tr>
<td></td>
<td>eHealth technology is considered valuable by user</td>
</tr>
<tr>
<td></td>
<td>High self-efficacy</td>
</tr>
<tr>
<td>Patient and care provider</td>
<td>eHealth technology is considered valuable by user</td>
</tr>
<tr>
<td>Innovation</td>
<td>Implementation of intervention is perceived as risk-free by user</td>
</tr>
<tr>
<td></td>
<td>Provision of real-time feedback (eg, amount of dietary intake, blood pressure value) based on patients’ input</td>
</tr>
<tr>
<td></td>
<td>Perceived quality of eHealth intervention is excellent</td>
</tr>
<tr>
<td>Patient and care provider</td>
<td>Interventions are compatible with existing work procedures</td>
</tr>
<tr>
<td></td>
<td>Implementation of intervention is perceived as advantageous by patient and care providers considering increasing access to health care services</td>
</tr>
<tr>
<td></td>
<td>High acceptability of eHealth</td>
</tr>
<tr>
<td></td>
<td>Perceived quality of eHealth intervention is excellent</td>
</tr>
<tr>
<td>Innovation strategies (patient and care provider)</td>
<td>Well planned/structured implementation process</td>
</tr>
</tbody>
</table>

<sup>a</sup>eHealth: electronic health.

<sup>b</sup>Not applicable.
Description of Effect Outcome Indicators

The effect outcome indicators most frequently reported were laboratory tests (e.g., serum albumin, C-reactive protein; 6/23 articles) and blood pressure (BP; 5/23 articles). Interdialytic weight gain (4/23 articles), QoL (4/23 articles), and medication adherence (4/23 articles) were also frequently reported. Finally, 2 studies assessed effects on morbidity and mortality, 2 evaluated changes in medical cost, and 1 performed a cost-effectiveness analysis.

Out of 5 studies, 4 [36,68,70,75] reported a statistically significant positive effect on BP. Of the 2 studies [59,61] that evaluated changes in medical costs, 1 [59] reported a significant reduction in costs in the intervention group. A study reported an incremental cost-effectiveness ratio of US $175, showing that the implementation of a website-based self-management intervention for CKD patients was superior, considering effects and costs, to usual care [70]. Out of 3 studies, 2 [59,61] reported statistically significant improvements in hospitalization rates and emergency room visits. Out of 4 studies, 3 [35,36,66] reported statistically significant improvements in patients’ medication adherence. Out of 4 studies, 1 [70] reported a statistically significant improvement on QoL.

Description of Process Outcome Indicators

The process outcome indicator satisfaction was reported in one-third of included studies. A total of 2 studies [58,75] used interviews to evaluate satisfaction in patients or care providers. Patients were reported to be satisfied with the use of at-home telehealth and appreciated its utility in managing their health [58]. Patients using a smartphone-based self-management system indicated feeling more confident and more in control of their condition; the nurses found that the system helped prioritize patients who needed more attention [75]. A total of 5 studies used questionnaires to evaluate satisfaction of patients [36,71,72,74,76]. These studies reported patients were highly satisfied with eHealth self-management interventions.

Acceptability was also frequently reported and mostly measured using questionnaires, retention rates, or system data [33,36,69,74-76] (6/23 articles). All these studies reported that eHealth self-management interventions were acceptable to patients [33,36,69,74-76] and care providers [33,36]. Other process outcome indicators (including adherence to the intervention, first entry, length of dwell time, self-efficacy, perceived benefits, perceived control, and recorded errors) were less frequently used.

Discussions and Implications

The main findings and implications have been presented in Textbox 3.

Discussion

Principal Findings

The evidence regarding the implementation and effectiveness of eHealth self-management interventions for CKD patients was reviewed. The 23 studies included were appraised on methodological quality, and all relevant data were extracted. Although the evidence base is still inconclusive, our review provides an indication that eHealth self-management interventions have the potential to improve CKD patients’ management and health outcomes. Furthermore, high acceptability and satisfaction with the eHealth interventions used were reported. Owing to the heterogeneity of the intervention components and outcomes measures used, we could not determine which intervention components contributed most to the effects found. The determinant "ability of health care professionals to monitor and, if necessary, anticipate on patient measurements online" was most frequently reported to influence implementation. The determinants reported were not quantified, and the relative importance of each determinant could not be determined.

Textbox 3. Main findings and implications for this study.

- Although the evidence base is still inconclusive, a majority of studies on electronic health (eHealth) self-management interventions report improvements on proximal outcomes (e.g., blood pressure controlling) and mixed effects for more distal (e.g., quality of life) outcomes.
- Evidence on the process level is more established; eHealth self-management interventions for chronic kidney disease patients are reported to be highly feasible, usable, and acceptable.
- To adequately assess eHealth intervention effect, future researchers should carefully consider their choice of outcomes (distal vs proximal) based on their sensitivity to capture meaningful change.
- Standardization of research design and methods in the evaluation of eHealth self-management interventions for chronic kidney disease patients is needed to optimize quality and comparability across studies and further elucidate which intervention components alone or in interaction contribute to the promising results found.
Comparison of Findings
Most studies reported the evaluation of effect outcome indicators. The positive effects on patients’ BP controlling [36,68,70,75] and medication adherence [35,36,66] were consistently reported; no adverse outcomes were reported. These findings correspond with another review on eHealth interventions in CKD [39]. Compared with standard outpatient-based management, eHealth self-management interventions have the potential to reduce health care delivery costs [78]. Although this potential reduction in costs is essential for policy makers and clinicians to adopt eHealth self-management interventions, health care expenditures were only assessed in 3 of the studies included, with only 1 performing a cost-effectiveness analysis [70]. Hence, we cannot yet determine if and how these interventions might reduce medical costs. This finding is consistent with similar reviews, which conclude that studies on the cost-effectiveness of eHealth self-management interventions are either conflicting or lacking [32,54]. As evidence on cost-effectiveness is important to support the potential scale-up of eHealth technology, further research is needed to broaden this evidence base. Regarding QoL, only 1 out of 4 studies reported a significant improvement. A possible explanation for this finding was the short follow-up period instated to capture changes in a distal outcome such as QoL [59]. As QoL in CKD is an independent predictor of mortality and hospitalization [79,80], and thus important to evaluate, we advise further research to assess QoL with a longer follow-up period.

In general, we found that eHealth self-management interventions were reported to be highly feasible, usable, and acceptable. However, we found great diversity in the use and operationalization of outcome indicators and how they were measured. For instance, a study reported acceptability by measuring adoption, adherence to the recommended intervention use, user satisfaction, and feature usage [75]. In contrast, other studies [33,36] measured acceptability by asking patients “how acceptable they found the intervention” using a self-report scale. It is also notable that only 4 studies assessed implementation adherence, although finding no or limited intervention effects can be strongly related to patients’ nonadherence to eHealth interventions as prescribed [81,82]. Examining implementation adherence can help resolve the black box of patients’ adoption and continued use of the intervention, thereby preventing a type 3 error [83]. To tackle these issues, we advise researchers to use a standardized operationalization of process outcome indicators and measure implementation adherence to enable reliable interpretation of the intervention effect found.

Considering which outcomes are most sensitive to change is important. As eHealth interventions studies are mostly of short duration, they may not detect changes in distal outcomes (eg, QoL). Hence, effectivity might be easier to detect when proximal outcomes, close to the intervention strategies, are measured. For example, BP controlling can be an outcome sensitive to change if self-monitoring is the main intervention component. Functional outcomes (such as days needed to return to work), which can quantify patients’ subjective perceptions of the effect of treatment on their daily life, might also be very sensitive to change by eHealth interventions [84,85]. Moreover, researchers should consider if their outcomes reflect meaningful change and provide a clear rationale for their choice of laboratory parameters. For example, using serum albumin as an indicator for dietary adherence might be of limited value as it is influenced by other CKD characteristics (eg, low dialysis dose) [60]. Furthermore, improving knowledge on the effect modifiers at play in eHealth self-management interventions for CKD patients is important. None of the included studies provided detail on potentially relevant effect modifiers. We can identify some possible modifying factors based on research focusing on self-management interventions in other chronic, noncommunicable diseases (NCDs). For instance, a longer intervention duration might positively modify the effect of self-management interventions [86]. In addition, the patients’ health literacy level might modify intervention effect [87]. Self-management interventions for NCDs are mostly based on similar intervention principles and behavior change techniques. Moreover, the characteristics of patients suffering from NCDs are often similar. We, therefore, argue that the modifiers found to influence the outcomes of self-management interventions for NCDs in general might also be applicable for similar interventions targeting CKD patients. However, more research is needed to identify effect modifiers to self-management interventions targeting CKD and explore possible strategies to impact these factors.

Electronic Health Self-Management Interventions
A large variety of eHealth self-management intervention components were used in the included studies (eg, self-monitoring and education), and the results differed greatly. These findings make it difficult and possibly premature to formulate a potentially ideal palette of eHealth self-management intervention components for CKD patients. However, reviewing results make it possible to identify which intervention components might be more promising than others. For instance, self-monitoring and the use of messages or alerts to nudge patient toward displaying healthy behaviors (see Multimedia Appendix 6) were most commonly reported as the effective components to optimize patient self-management skills.

Furthermore, few of the interventions studied were theory-based. The authors recommend that a strong theoretical foundation is necessary for the planning, design, evaluation, and implementation of eHealth self-management interventions [88]. We recommend building eHealth self-management interventions based on established behavior change techniques, such as formulated in the Behavior Change Techniques taxonomy [55]. Moreover, the use of cocreation methods and appreciative inquiry (such as described in the Center for eHealth Research and Disease Management [89] roadmap for eHealth development) can improve intervention fit with the needs and priorities expressed by professionals and patients.

Determinants of Implementation
Ability of health care professionals to monitor and, if necessary, anticipate patient measurements online was reported as an important determinant of implementation. We argue that this ability of professionals to anticipate and act upon patient measurements might reduce patients’ feeling of isolation and/or...
anxiety caused by independently conducted treatments at home [77] and thereby increase patients’ adherence to implementation. In addition, availability of sufficient skills/knowledge was important for users to continue their use of eHealth technology. If participants are unfamiliar with the use of eHealth, this has been reported to limit their acceptance of eHealth interventions [58,69]. Proper training and tailored tutorials are needed to guide eHealth implementation to optimize knowledge and skills and promote intervention uptake [67,72]. The included studies used various methods to evaluate determinants of implementation. We suggest that future research should use validated tools for measuring implementation quality and related determinants, such as the Measurement Instrument for Determinants of Innovations questionnaire and Determinants of Implementation Behavior Questionnaire [90,91].

**Study Quality and Characteristics**

Most studies were appraised to be of low to moderate quality. There is a heterogeneity of outcome measurement tools and reporting styles used in the articles included in this review. Therefore, we advise researchers to develop a more standardized approach to the use of outcome measures, guided by, for instance, the formulation of an International Consortium for Health Outcomes Measurement standard set for CKD [92]. In addition, we argue that detailed description and a thorough analysis of study design, methods, and intervention components used, based on a published theoretical framework such as Consolidated Standards of Reporting Trials-eHealth [93], can improve reporting and provide a basis for evaluating the validity and applicability of eHealth trials.

Data on eHealth self-management interventions for CKD patients in developing countries are still lacking, which corresponds with other reviews on eHealth interventions [94,95]. The need to perform such research in developing countries is high. eHealth interventions in these countries have the potential to improve the accessibility and cost-effectiveness of local care and ensure timely delivery of care to rural areas and diverse populations [20,24,96]. Furthermore, 9 studies had an intervention duration of fewer than 6 months. Few studies conducted a follow-up measurement. Forni Ogna et al [66] reported that the positive intervention effects were maintained only during the monitoring period; these effects had vanished 3 months after interruption of the drug adherence monitoring. This finding underlines that the effectiveness of eHealth self-management interventions should be tested during a longer study period and with follow-up measurements.

Of note, 3 studies with fewer than 10 participants were included. One might argue that such studies do not provide robust, generalizable evidence and should be excluded based only on their sample size. However, high-level evidence on the effectiveness of eHealth self-management interventions for CKD patients, for instance, generated by large RCTs, is very limited. Hence, studies with less robust designs are included, as in this stage, we feel that all evidence should be accumulated and taken into account as to broaden our view and deepen our understanding of the usability, implementability, and effectiveness of eHealth self-management interventions for CKD patients. Moreover, this decision is supported by similar systematic reviews on the effectivity of eHealth interventions that also included studies with smaller sample sizes [95,97,98]. That being said, results of this review should be interpreted with some caution.

**Strengths and Limitations**

To our knowledge, this is the first systematic review to evaluate the entire spectrum of studies focusing on eHealth self-management interventions for CKD patients. Our review has some strengths. First, PRISMA guidelines were followed, and a robust search strategy was used in 8 databases. Second, a comprehensive analysis was conducted on the intervention components, outcome indicators, and determinants from the various studies. The kappa value and percent agreement obtained, and thus inter-rater reliability, showed that the validity of the appraisal could be considered fair. Finally, any discrepancies were discussed until consensus was reached.

Nevertheless, several limitations need to be addressed. First, as articles only published in English were included, some relevant articles might have been missed. Second, substantial heterogeneity of interventions and outcome measures made it difficult to draw firm conclusions about the evidence emerging from these studies, and results should be interpreted with caution.

**Conclusions**

This review provides a comprehensive overview of studies evaluating eHealth self-management interventions for CKD patients. eHealth self-management interventions show promise to improve health outcomes in CKD patients. To adequately assess eHealth intervention effect, future researchers should carefully consider their choice of outcomes (distal vs proximal) based on their sensitivity to capture meaningful change. Also, to enable the standard design and scale-up of effective eHealth self-management interventions for CKD patients, a more detailed understanding of which individual intervention components lead to health outcome improvement and which determinants of the implementation can promote adherence and satisfaction with care is needed.
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Abstract

Background: Health researchers are increasingly using social media in a professional capacity, and the applications of social media for health researchers are vast. However, there is currently no published evidence synthesis of the ways in which health researchers use social media professionally, and uncertainty remains as to how best to harness its potential.

Objective: This scoping review aimed to explore how social media is used by health researchers professionally, as reported in the literature.

Methods: The scoping review methodology guided by Arksey and O’Malley and Levac et al was used. Comprehensive searches based on the concepts of health research and social media were conducted in MEDLINE, EMBASE, CINAHL, PsycINFO, ERIC, and Web of Science databases, with no limitations applied. Articles were screened at the title and abstract level and at full text by two reviewers. One reviewer extracted data that were analyzed descriptively to map the available evidence.

Results: A total of 8359 articles were screened at the title and abstract level, of which 719 were also assessed at full text for eligibility. The 414 articles identified for inclusion were published in 278 different journals. Studies originated from 31 different countries, with the most prevalent being the United States (52.7% [218/414]). The health discipline of the first authors varied, with medicine (33.3% [138/414]) being the most common. A third of the articles covered health generally, with 61 health-specific topics. Papers used a range of social media platforms (mean 1.33 [SD 0.7]). A quarter of the articles screened reported on social media use for participant recruitment (25.1% [104/414]), followed by practical ways to use social media (15.5% [64/414]), and use of social media for content analysis research (13.3% [55/414]). Articles were categorized as celebratory (ie, opportunities...
for engagement, 72.2% [299/414]), contingent (ie, opportunities and possible limitations, 22.7% [94/414]) and concerned (ie, potentially harmful, 5.1% [21/414]).

Conclusions: Health researchers are increasingly publishing on their use of social media for a range of professional purposes. Although most of the sentiment around the use of social media in health research was celebratory, the uses of social media varied widely. Future research is needed to support health researchers to optimize their social media use.

(J Med Internet Res 2019;21(11):e13687) doi: 10.2196/13687

KEYWORDS
health; social media; review

Introduction

Health researchers are using social media in a professional capacity [1]. Defined as interactive internet-based applications that enable users to share information, network, and collaborate on the Web [2], well-known examples of social media platforms include Twitter, Facebook, and YouTube. Although social media use has historically been met with skepticism in the health research community [3,4], several major science journals now publish articles endorsing the relevance of social media for researchers [5,6]. The applications of social media for health research are vast; researchers report using social media to post content and keep abreast of advancements in their field (eg, new publications), to network with colleagues and knowledge users (eg, hashtag communities and journal clubs), to conduct research (eg, participant recruitment and social media as a dissemination or data collection tool), and for academic promotion [5,7,8].

Researchers are now actively encouraged to utilize social media in their research, with social media engagement being increasingly recognized by institutions as an important evaluation criterion for promotion and tenure [9]. Social media in the form of live-tweeting is increasingly present at academic conferences, where delegates share content using a specified conference hashtag [10]; and many journals now have dedicated editors or committees who promote newly published scientific papers via social media [11]. Evidence is rapidly accumulating on the scholarly impact of social media activities. Some studies have shown that the promotion of research articles over social media channels significantly increases their reach, as evidenced by more article views, downloads, and citations [12-15], though evidence from a randomized controlled trial at a single journal on 243 articles found no difference in page views [16]. Social media is also influencing how we disseminate our research. Many journals have adopted the use of visual abstracts, a simple visual representation of the key findings, designed to enhance social media dissemination of health research [17] or encouraging the submission of a tweet to be sent out when the article is published.

Previous reviews have summarized the literature on researchers’ use of social media platforms [7] in specific areas of health [18] and for certain purposes [19]. A scoping review was conducted in 2013 on social media use by health professionals and trainees, rather than health researchers [20]. However, there is no evidence synthesis of the ways in which health researchers, as a specific population group, are using social media across platforms, and there remains uncertainty about how to best harness the potential of this medium in health research. A recent review on the use of Twitter to drive research impact concluded that “advice and guidance on the use of social media for research studies is not well understood or exploited by the research community” [21]. Therefore, the objective for this scoping review was to map the literature on the ways in which health researchers report on their use of social media from the existing literature.

Methods

Overview

Health researchers’ use of social media was explored using a scoping review guided by the methodology of Arksey and O’Malley [22] and Levac et al [23]. A scoping review protocol was created to guide the process and is available from the corresponding author upon request. This paper adheres to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) extension for scoping reviews [24].

Search Strategy

An experienced information specialist (RP) developed comprehensive search strategies for 6 electronic citation databases: MEDLINE (OvidSP, 1946 to May 2018), EMBASE (Elsevier, 1947 to May 2018), CINAHL (EBSCOHost, 1981 to May 2018), PsycINFO (EBSCOHost, 1967 to May 2018), ERIC (ProQuest, 1966 to May 2018), and Web of Science Core Collection (Clarivate Analytics, 1900 to May 2018). The search strategies utilized index terms, where appropriate, and free text terms to capture the following concepts: (1) social media, including both general terms and specific platform names and terms (eg, Twitter, tweet, Facebook, Snapchat, YouTube); (2) research or researchers; and (3) health or medicine descriptors were added in the non–health discipline databases only (ie, ERIC and Web of Science). The search approach balanced comprehensiveness with precision by including and exploring the general index terms such as research, scientist, and social media, while using adjacency operators to combine the free text search terms. Applying adjacency (or proximity) operators to the text word terms restricts results to those where a relational association exists in the title or abstract text between social media and the research context or researchers. Before finalizing, the searches were checked for sensitivity and relevance and peer reviewed for accuracy and consistency. For the full search strategies in all databases, see Multimedia Appendix 1.

Inclusion and Exclusion Criteria

Articles were determined eligible for inclusion if they discussed the use of social media by health researchers, including but not
limited to use of social media for recruitment, data mining, social media initiatives or campaigns, hashtag communities, and journal clubs. Articles could be from health researchers at any stage of their career (trainee to faculty member) and across any types of health research (policy, services, outcomes, medical, and basic). Articles were included if authors studied or commented on the uses, benefits, or limitations of social media for health researchers. All article types were included, including dissertations, conference abstracts, and opinion pieces, with the exception of systematic or scoping reviews, books, or book chapters. All articles published since 2000 were included given the rapid advancement of social media and the limited social media literature available before 2000.

Articles were excluded if they were written in a language other than English or if they focused on health care providers’ social media use outside of research, organizational, private sector (eg, publishers), or funding agency context. Systematic reviews, scoping reviews, books, and book chapters were excluded. Articles were excluded if they only used social media as a method of recruitment without reporting the uses, benefits, or limitations in relation to their study. Articles were also excluded if they solely reported on the secondary analysis of research output of health researchers, such that a study analyzing research impact data would be excluded (eg, Altmetric reports of a published article).

Data Extraction

The screening process was conducted using the PRISMA extension for scoping reviews (Figure 1) [24,25]. At least two reviewers (JD, PRT, JAP, and EKD) screened the titles and abstracts using Covidence [26]. One reviewer (JD) extracted all data from the included articles using abstract data when available with a standardized Google form that was approved by the project team. Extracted data included article characteristics (year of publication, journal, country of first author, article type, health discipline, and academic affiliation), area of health research, social media platform, and preidentified categories related to the purpose for social media use (eg, recruitment and content analysis).

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses for Scoping Reviews flow diagram of the search and study selection process.
As the internet is now a major source of health information, user sentiment regarding this growth within the medical, sociological, and popular literature has been categorized by Nettleton et al [27] as celebratory (offering opportunities of empowerment and engagement for individuals), contingent (recognizes the potential positive empowerment yet acknowledges potential limitations), or concerned (identified as potentially dangerous owing to unknown quality or reliability of Web-based information). These categories of user sentiment were applied to the identified articles in this review by the reviewer who extracted the data.

For all variables but one, a single response option was selected that best characterized the article. The exception was made for social media platform used, whereby all platforms mentioned in an article were selected. Articles describing general social media use were tagged as such. Extracted data were exported from Google Forms into Microsoft Excel to be cleaned before being imported into IBM SPSS version 22.0 for analysis using descriptive statistics (eg, totals and percentages).

Results

Study Selection

On the basis of the initial search, 8359 articles were identified after duplicates were removed. At the title and abstract screening stage, 7640 articles were excluded. A total of 719 articles were screened as full text, and a further 305 articles were excluded for reasons outlined in Figure 1. One reviewer (JD) extracted all data from the 414 included articles.

![Figure 2. Number of publications by year.](https://www.jmir.org/2019/11/e13687)

Article Characteristics

The study identified 414 unique articles across 278 different journals. The number of articles published on health researchers’ use of social media has increased significantly over time (see Figure 2), ranging from 1 publication in 2007 to 88 in 2017. Articles are most commonly published in the Journal of Medical Internet Research (6.8% [28/414]) and the JMIR sister journals: JMIR Research Protocols, JMIR Mental Health, JMIR Public Health and Surveillance, and JMIR Medical Education (combined 2.4% [10/414]). The next most common journals were PLoS One (2.4% [10/414]), American Journal of Bioethics (2.2% [9/414]), AIDS and Behavior (1.4% [6/414]), and Nurse Researcher (1.4% [6/414]). The remaining journals published 5 or fewer social media papers each. Nearly half of the studies published were empirical (42.8% [177/414]), followed by commentaries or opinion pieces (26.3% [109/414]) and conference abstracts (12.6% [52/414]). Other types of papers included discussion papers; theoretical, ethical, or methodological papers; literature reviews; and dissertations.

First authors of included articles represented 31 different countries, most commonly the United States (52.7% [218/414]), the United Kingdom (11.4% [47/414]), Australia (9.4% [39/414]), and Canada (7.0% [29/414]). The remaining countries of origin are shown in Table 1. The health discipline of the first authors varied, with the most common being medicine (33.3% [138/414]), nursing (10.9% [45/414]), public health (7.7% [32/414]), and psychology (3.6% [15/414]). First author discipline was unclear or not specified for 60 articles (14.5% [60/414]), and 30 articles (7.2% [30/414]) pertained to disciplines outside the health field, including but not limited to communication studies, journalism, law, and information studies.
Table 1. Country of first author (N=414).

<table>
<thead>
<tr>
<th>Country of first author</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>218 (52.7)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>47 (11.4)</td>
</tr>
<tr>
<td>Australia</td>
<td>39 (9.4)</td>
</tr>
<tr>
<td>Canada</td>
<td>29 (7)</td>
</tr>
<tr>
<td>Unknown</td>
<td>28 (6.8)</td>
</tr>
<tr>
<td>Germany, Saudi Arabia</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Brazil, Italy, New Zealand, Spain</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Ireland</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Hong Kong, India, Israel, Norway, the Netherlands</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>Chile, Denmark, Finland, France, Iran, Japan, Northern Ireland, Singapore, South Africa, Sweden, Uganda</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Multiple countries (cowritten article)</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>

**Area of Health Research**

A third of the articles included were nonspecific and covered health broadly (33.1% [137/414]), touching on 61 different health areas. Predominant topics included infectious diseases (eg, West Nile, Ebola, Zika, and HIV, 7.2% [30/414]), substance use (eg, smoking, alcohol, and marijuana, 6.8% [28/414]), cancer (6.5% [27/414]), mental health (eg, depression and anxiety, 5.3% [22/414]), and chronic disease (eg, diabetes and dementia, 4.6% [19/414]). The remainder of the topics were covered in fewer than 3% of studies.

**Purpose for Social Media Use**

A quarter of the articles used social media for purposes of participant recruitment (25.1% [104/414]), followed by discussion on practical ways to use social media (15.5% [64/414]) or for content analysis (eg, the frequency and content of tweets on a certain topic; 13.3% [55/414]). Table 2 outlines the full list of uses for social media covered in the papers.

Table 2. Social media purpose (N=414).

<table>
<thead>
<tr>
<th>Social media purpose</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant recruitment</td>
<td>104 (25.1)</td>
</tr>
<tr>
<td>Practical use of social media</td>
<td>64 (15.5)</td>
</tr>
<tr>
<td>Content analysis</td>
<td>55 (13.3)</td>
</tr>
<tr>
<td>Promotion of academic research</td>
<td>43 (10.4)</td>
</tr>
<tr>
<td>Ethics and ethical concerns</td>
<td>33 (8.0)</td>
</tr>
<tr>
<td>Data mining from social media</td>
<td>26 (6.3)</td>
</tr>
<tr>
<td>Intervention or campaign implementation</td>
<td>26 (6.3)</td>
</tr>
<tr>
<td>Engagement of knowledge users</td>
<td>15 (3.6)</td>
</tr>
<tr>
<td>Conference tweeting</td>
<td>14 (3.4)</td>
</tr>
<tr>
<td>Research education (virtual journal clubs)</td>
<td>12 (2.9)</td>
</tr>
<tr>
<td>Data collection from participants</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Reporting of research findings</td>
<td>4 (1.0)</td>
</tr>
<tr>
<td>Accessing scientific resources</td>
<td>4 (1.0)</td>
</tr>
<tr>
<td>Crowdfunding</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Patient education and care</td>
<td>3 (0.7)</td>
</tr>
<tr>
<td>Collaborator engagement</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Information health management</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>

**Social Media Platforms**

In articles that used or discussed at least one specific social media platform, an average of 1.33 (SD 0.7) different platforms were specified; 101 (24.4% [101/414]) articles did not specify a specific social media platform. Of those that did specify a platform, the most common were Twitter (38.2% [158/414]), Facebook (34.8% [144/414]), blogs (8.2% [34/414]), YouTube
researchers are currently using each social media platform for research purposes. For example, most participant recruitment occurs on Facebook (81.7% [335/414]), whereas content analysis (54.5% [226/414]) and data mining (76.9% [318/414]) occurs on Twitter.

Table 3 outlines how health researchers are using each social media platform for research purposes. For example, most participant recruitment occurs on Facebook (81.7% [335/414]), whereas content analysis (54.5% [226/414]) and data mining (76.9% [318/414]) occurs on Twitter.

<table>
<thead>
<tr>
<th>Social media use</th>
<th>Twitter, n</th>
<th>Facebook, n</th>
<th>Blogs(\text{a}), n</th>
<th>YouTube, n</th>
<th>LinkedIn, n</th>
<th>Instagram, n</th>
<th>Research websites(\text{b}), n</th>
<th>Other platforms, n</th>
<th>Platform not specified, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant recruitment</td>
<td>20</td>
<td>85</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Practical use of social media</td>
<td>25</td>
<td>13</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>33</td>
</tr>
<tr>
<td>Content analysis</td>
<td>30</td>
<td>7</td>
<td>6</td>
<td>11</td>
<td>—</td>
<td>3</td>
<td>3</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Promotion of academic research</td>
<td>18</td>
<td>7</td>
<td>14</td>
<td>1</td>
<td>2</td>
<td>—</td>
<td>4</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Ethics and ethical concerns</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>24</td>
</tr>
<tr>
<td>Data mining from social media</td>
<td>20</td>
<td>—</td>
<td>—</td>
<td>4</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Intervention or campaign implementation</td>
<td>10</td>
<td>15</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>—</td>
<td>2</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>Engagement of knowledge users</td>
<td>3</td>
<td>6</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Conference tweeting</td>
<td>14</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Research education (online journal clubs)</td>
<td>7</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Data collection from participants</td>
<td>2</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
<tr>
<td>Reporting of research findings</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Accessing scientific resources</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Crowdfunding</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Patient education and care</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>3</td>
</tr>
<tr>
<td>Collaborator engagement</td>
<td>1</td>
<td>1</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Information health management</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1</td>
</tr>
</tbody>
</table>

\(\text{a}\)WordPress and Tumblr.

\(\text{b}\)eg, ResearchGate.

\(\text{c}\)No data available.

**Sentiment Classification on Social Media Use**

As outlined in Table 4, included articles were most commonly categorized using the Nettleton et al [27] sentiment classification as celebratory, (72.2% [299/414]), followed by contingent (22.7% [94/414]) and concerned (5.1% [21/414]). Articles classified as contingent or concerned were predominantly focused on the ethics of social media or the use of social media for content analysis. With the exception of articles focused on social media ethics (15.2% [63/414]) and use for content analysis (58.2% [241/414]), the remaining articles were predominantly classified as celebratory. Figure 3 plots the classification of articles over time, illustrating the relative consistency of perception over time.
Table 4. Reaction classification of the top 10 social media topics covered.

<table>
<thead>
<tr>
<th>Social media topics</th>
<th>Celebratory, n (%)</th>
<th>Concerned, n (%)</th>
<th>Contingent, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant recruitment (n=104)</td>
<td>81 (77.9)</td>
<td>4 (3.8)</td>
<td>19 (18.3)</td>
</tr>
<tr>
<td>Practical use of social media (n=60)</td>
<td>48 (80)</td>
<td>2 (3)</td>
<td>10 (17)</td>
</tr>
<tr>
<td>Content analysis (n=55)</td>
<td>32 (58)</td>
<td>7 (13)</td>
<td>16 (29)</td>
</tr>
<tr>
<td>Promotion of academic research (n=43)</td>
<td>32 (77)</td>
<td>2 (5)</td>
<td>9 (21)</td>
</tr>
<tr>
<td>Ethics and ethical concerns (n=33)</td>
<td>5 (15)</td>
<td>5 (15)</td>
<td>23 (70)</td>
</tr>
<tr>
<td>Data mining from social media (n=26)</td>
<td>22 (85)</td>
<td>—</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Intervention or campaign implementation (n=26)</td>
<td>23 (89)</td>
<td>—</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Engagement of knowledge users (n=17)</td>
<td>14 (82)</td>
<td>1 (6)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Conference tweeting (n=14)</td>
<td>12 (86)</td>
<td>—</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Research education (online journal clubs; n=12)</td>
<td>11 (92)</td>
<td>—</td>
<td>1 (8)</td>
</tr>
</tbody>
</table>

*No data available.*

Figure 3. Classification of publications by year.

Discussion

Principal Findings and Comparison With Prior Work

Results of this scoping review identified how health researchers are using social media for research purposes within 414 articles that met inclusionary criteria and were published after 2000 and before May 2018, with the first articles on this topic published in 2007. There has been substantial growth in the number of studies published on health researchers’ use of social media over the past decade, with the greatest increase occurring over the past 5 years. The increased interest in this field may reflect the widespread adoption of social media across academic contexts, including interest by journals [11], conferences [28], within institutions [9], and among individual scientists [29].

The number of published papers on social media will likely continue to rise, given its increasing popularity within academia. The vast majority of publications originate from scholars in high-income countries, with 80.4% (333/414) of first authors based in the United States, the United Kingdom, Australia, or Canada. This is consistent with statistics on worldwide social media penetration that show North America ranking first with a social media penetration rate of 70%, followed by Northern Europe with 66% penetration [30]. The global average penetration rate reported in 2018 was 42%. A recent review found that the use of social media for health-related purposes is increasing in low- and middle-income countries [31], yet reliable access, cost, and infrastructure remain a barrier to the internet in some low- and middle-income countries. With regard to possible publication bias, an early study by Man et al [32] identified that research spending and English proficiency were associated with a greater likelihood of having publication output in high-ranking medical journals, which may have influenced the low number of articles identified from low- and middle-income countries. The higher rate of social media publications stemming from North America was also observed in a review published in 2014, in which the authors expected to see a rise in studies from low- and middle-income countries in the future [18]. However, it appears that the landscape has not yet shifted. This is intriguing, given that one of the main...
advantages of social media lies in its potential to disseminate research evidence with greater reach and at a relatively low cost [33]. Future research should explore the use, opportunities, and barriers of social media use by health researchers based on available technology (ie, bandwidth and hardware), research funding structures, geography, and socioeconomic factors (eg, gender, race, education, and income).

This study revealed that health researchers use social media for a range of research-related purposes. Most commonly, social media is used to recruit participants and to source data from the Web (eg, content analysis of social media posts and data mining on social media). Social media appears to facilitate research on clinical populations who have traditionally been difficult to recruit or study because of stigmatization, social disadvantage, low disease prevalence, or mobility challenges that make physical participation difficult [34]. In this review, we see this reflected in the health areas most associated with social media use, including infectious disease, substance use, cancer, mental health, and chronic disease. The other topics covered in the papers identified were practical use of social media and ethical concerns related to social media use. Articles identified various practical ways to use social media, including but not limited to how to incorporate social media into clinical trials, how to use social media to advance careers, how to use social media to disseminate research findings, and how to use various social media platforms. Similarly, ethical concerns arose related to various topics, including but not limited to social media in clinical trials, privacy concerns, professional relationships, and use of social media as a recruitment tool.

Most of the studies identified in this review used social media in primarily passive ways (eg, for participant recruitment or content analysis), with more active application noted in a handful of studies where it was used to support intervention delivery, promote campaigns (6.3% [26/414]), or build knowledge user engagement (3.6% [15/414]). Health researchers are not yet harnessing the full range of benefits available through social media, and this may reflect their lack of being social media savvy with regard to platform functions, audiences, features, or best practices. Health researchers are also using social media channels to promote their research, a practice that has been associated with increased article views and downloads [35]. Whether promoting articles over social media translates to an increase in citations remains unclear [14,36,37], as does the relationship between social media promotion and traditional academic metrics [38].

Health researchers rarely specify the social media platform used for research purposes, but when they do, they favor Twitter and Facebook. This is largely consistent with what has been reported previously [39-41]; however, this could be related to a function of historical emergence, whereby platforms such as Instagram and Snapchat became available later, and their use has not yet been widely reported in peer-reviewed literature. Health research using these newer platforms is still evolving, and it remains to be seen if it will prove to be useful for research purposes; fewer than 2% of the studies in this review discussed Instagram and none mentioned Snapchat. There is no one-size-fits-all platform for research-based social media use because use depends on purpose [42]. For example, Twitter may be effective for connecting with other scientists, but researchers seeking to reach adolescents and young adults should consider YouTube, Instagram, and Snapchat, as these are currently the most popular platforms among this age group [42]. The rapidly evolving social media landscape poses a challenge for health researchers given the significantly slower pace of empirical research and evaluation; some platforms that were popular just a few years ago (eg, MySpace) are now obsolete. This challenge is common among electronic health (eHealth) tools more generally [43] and not unique to social media. Baker et al [44] provide recommendations for conducting eHealth research, including social media, to optimize its timeliness and, in turn, its usefulness and effectiveness.

Health researcher sentiment regarding social media use was mostly celebratory, with a smaller percentage of researchers reporting concern and hesitation related to the ethical use of social media for research and analysis of social media content from online forums, Facebook groups, and Twitter hashtag conversations and comments. These apprehensions are not new; the ethics of conducting research using online communities has been a contentious area of debate over the past two decades [45]. The controversy lies in whether social media content is public or private information and extends to issues around confidentiality, informed consent, voluntary participation, and the potential for harm for both vulnerable populations and for researchers [3,46-48]. For health researchers who are also regulated professionals, social media may pose additional challenges related to patient privacy, maintaining professional boundaries, and the potential for misinterpretation of medical information [49]. In response, some organizations have developed policies to guide social media use among researchers [50-52]. However, there is no common standard policy or procedure to guide social media use in health research.

Limitations

Although this scoping review was conducted according to scoping review methodology, there were some limitations that are worth noting. Data were extracted by only 1 reviewer owing to the high number of studies identified in the data extraction phase. To minimize error, 2 reviewers identified relevant studies, and a standardized extraction form was used to ensure accuracy. As the data extracted were descriptive and did not include study results, the impact of potential data extraction errors is minimal.

We defined health researcher broadly, including the spectrum of bench to bedside. This resulted in a wide search strategy yielding over 8000 initial titles to screen. Social media practices likely vary, such that clinical health researchers working with vulnerable populations on the Web may be more inclined to recognize ethical challenges as compared with a public health researcher seeking to disseminate evidence on the latest flu vaccination. However, broad inclusion of a range of health researchers enabled us to gain a wide-ranging picture of current social media practices, thereby increasing the external validity of our findings.

A final limitation is the rapid growth of the field, whereby challenges with currency of publication is noted. This field is moving rapidly, so it is important to acknowledge that this scoping review is a snapshot at a particular point in time.
Conclusions
In conclusion, health researchers are increasingly using social media for a range of professional purposes, and the evidence reflecting this use varies widely. Although most of the sentiment around the use of social media in health research is celebratory, there are concerns about the ethics of social media use for some purposes. Future initiatives are needed to support health researchers to navigate the social media landscape and evaluate the impact of their efforts. Given the concerns related to ethics and content analysis of social media, future work should focus on providing additional direction to health researchers on how to ethically use and engage with social media. This could include the development of professional or institution-specific guidelines or the development of best practices.
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Abstract

Background: Wearable sleep monitors are of high interest to consumers and researchers because of their ability to provide estimation of sleep patterns in free-living conditions in a cost-efficient way.

Objective: We conducted a systematic review of publications reporting on the performance of wristband Fitbit models in assessing sleep parameters and stages.

Methods: In adherence with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement, we comprehensively searched the Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane, Embase, MEDLINE, PubMed, PsycINFO, and Web of Science databases using the keyword Fitbit to identify relevant publications meeting predefined inclusion and exclusion criteria.

Results: The search yielded 3085 candidate articles. After eliminating duplicates and in compliance with inclusion and exclusion criteria, 22 articles qualified for systematic review, with 8 providing quantitative data for meta-analysis. In reference to polysomnography (PSG), nonsleep-staging Fitbit models tended to overestimate total sleep time (TST; range from approximately 7 to 67 mins; effect size=-0.51, P<.001; heterogenicity: \( \Gamma^2=8.8\% \), \( P=.36 \)) and sleep efficiency (SE; range from approximately 2% to 15%; effect size=-0.74, \( P<.001 \); heterogenicity: \( \Gamma^2=24.0\% \), \( P=.25 \)), and underestimate wake after sleep onset (WASO; range from approximately 6 to 44 mins; effect size=0.60, \( P<.001 \); heterogenicity: \( \Gamma^2=0\% \), \( P=.92 \)) and there was no significant difference in sleep onset latency (SOL; \( P=.37 \); heterogenicity: \( \Gamma^2=0\% \), \( P=.92 \)). In reference to PSG, nonsleep-staging Fitbit models correctly identified sleep epochs with accuracy values between 0.81 and 0.91, sensitivity values between 0.87 and 0.99, and specificity values between 0.10 and 0.52. Recent-generation Fitbit models that collectively utilize heart rate variability and body movement to assess sleep stages performed better than early-generation nonsleep-staging ones that utilize only body movement. Sleep-staging Fitbit models, in comparison to PSG, showed no significant difference in measured values of WASO (\( P=.25 \); heterogenicity: \( \Gamma^2=0\% \), \( P=.92 \)), TST (\( P=.29 \); heterogenicity: \( \Gamma^2=0\% \), \( P=.98 \)), and SE (\( P=.19 \)) but they underestimated SOL (\( P=.03 \); heterogenicity: \( \Gamma^2=0\% \), \( P=.66 \)). Sleep-staging Fitbit models showed higher sensitivity (0.95-0.96) and specificity (0.58-0.69) values in detecting sleep epochs than nonsleep-staging models and those reported in the literature for regular wrist actigraphy.

Conclusions: Sleep-staging Fitbit models showed promising performance, especially in differentiating wake from sleep. However, although these models are a convenient and economical means for consumers to obtain gross estimates of sleep parameters and time spent in sleep stages, they are of limited specificity and are not a substitute for PSG.
KEYWORDS
Fitbit; polysomnography; sleep tracker; wearable; actigraphy; sleep diary; sleep stages; accuracy; validation; comparison of performance

Introduction
Polysomnography (PSG) consists of simultaneous electroencephalographic (EEG), electromyographic, electrooculographic, electrocardiographic, and other assessments. PSG is regarded as the gold standard for diagnosis of sleep disorders and conduct of sleep research. However, the environment and instrumentation of conventional PSG can be uncomfortable, anxiety producing, and even sleep disturbing. Additionally, PSG requires a special facility plus oversight by skilled technicians, making it expensive and precluding, under most circumstances, investigation of between-night variation of sleep quality. Thus, it is not surprising less than 50% of sleep studies nowadays are conducted in formal sleep facilities [1].

Sleep diary methods are simple and economical ways of tracking and appraising sleep by consumers but because they entail subjective self-ratings, they are often inaccurate and incomplete; furthermore, they do not assess sleep architecture and stages. EEG wearables enable at-home evaluation of sleep architecture and staging but they are expensive and somewhat technologically complicated. Wrist actigraphy, which senses accelerated motion, was introduced some 35 years ago by Ambulatory Monitoring Inc and is now used in conjunction with proprietary interpretative algorithms to conduct outpatient sleep screenings through estimation of key sleep parameters. Nonetheless, these devices, which rely entirely on movement-based algorithms [2], lack sleep-stage assessment capability; additionally, they tend to overestimate sleep duration [3]. Approximately 10 years ago, Fitbit (Fitbit, Inc) introduced its first wearable model [4] for use by health-conscious consumers. Early-generation Fitbit models only determined sleep parameters. However, subsequent modifications and refinements, including a scoring algorithm based collectively on body movement and heart rate variability (HRV), enable recent-generation Fitbit models—Fitbit Charge 2, Fitbit Charge 3, Fitbit Alta HR, Fitbit Versa, Fitbit Versa 2, Fitbit Blaze, Fitbit Inspire HR, and Fitbit Ionic—to estimate not only sleep parameters and stages [5], but wake- and sleep-time heart rate [6]. A 2019 survey found wearable technology to be the number one fitness trend worldwide [7]. Fitbit wearables, in particular, are very popular among consumers, with more than 25 million active users in more than 80 countries [8]. Additionally, they are the most-used wearables for conducting biomedical research [9]. In this regard, this year the United States National Institutes of Health announced its decision to incorporate Fitbit technology into its All of Us Research Program [10,11]. Nonetheless, the accuracy of Fitbit technology remains a major concern, not only of medical professionals but the lay public [12]. In recognition of the growing interest and use of personal wristband devices to routinely self-assess biomarkers of sleep quality, the National Sleep Foundation, the Consumer Technology Association, and the American National Standards Institute developed recommended terminology and definitions to describe sleep features derived by such products [13]. Given the growing popularity with consumers and medical organizations of the Fitbit wristband devices, the objective of this paper is to appraise, in compliance with these recommendations, the performance of both early- and recent-generation Fitbit models in determining sleep parameters and sleep stages through a systematic review of findings of relevant publications and a meta-analysis of reported data.

Methods
This prospective systematic review, which was not registered beforehand, was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [14].

Search Strategy
An online comprehensive search of the following databases was performed: the Cumulative Index to Nursing and Allied Health Literature (CINAHL), the Cochrane Database, Embase, MEDLINE, PsycINFO, PubMed, and Web of Science. The search was initially performed during July 2018 and again during July and October 2019 using the keyword Fitbit without language, publication date, or other filters.

Eligibility Criteria
Retrieved publications qualified for the systematic review if they (1) involved validity of sleep data of any marketed Fitbit model and (2) incorporated PSG, actigraphy, home EEG, sleep diary, or survey method as reference. Exclusion criteria included the following: (1) sample size of less than 5 participants, (2) review paper, (3) absent or inappropriate statistical analysis, and (4) duplicate publication of the same data and findings.

Study Selection
Citations were imported into the reference manager software Mendeley. After elimination of duplicate reports, one author (SH) screened titles and abstracts first to remove unrelated publications; thereafter, two authors (SH and SK) independently screened remaining publications for eligibility according to inclusion and exclusion criteria. Disagreements were resolved by discussion.

Data Extraction and Items
The following items were extracted in a systematic manner by one author (SH) and checked for accuracy by another author (SK): first author; year of publication; type of sleep tracker and comparator; number, sex, type, and age of participants; study site; number of nights of sleep assessment; bedtime; Fitbit mode setting; anatomical placement of tracker; and study outcomes relative to the denoted reference standard—the precision of measuring the parameters of total sleep time (TST), sleep onset latency (SOL), wake after sleep onset (WASO), and sleep
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efficiency (SE), as well as the sensitivity, specificity, and accuracy of detecting both sleep epochs and sleep stages.

**Bias Assessment**

A checklist, adapted from Downs and Black [15], was applied to evaluate each publication for quality and risk of bias of research methods, internal validity, reported outcomes, and generalizability.

**Statistical Analysis**

For studies that compared Fitbit with PSG and provided quantitative data, raw Hedges g effect sizes of SOL, WASO, TST, and SE were calculated as the mean differences between average values provided by Fitbit and PSG divided by the standard deviation of PSG values multiplied by the Hedges correction factor [16]. A positive effect size infers lower values derived by Fitbit relative to those derived by PSG. Overall effect size and 95% prediction interval for each parameter per nonsleep-staging and sleep-staging Fitbit models were calculated using a random-effects model [17,18]. Forest plots were created by Microsoft Excel for Mac, version 16.25 (Microsoft Corporation). A threshold probability of 5% (\(P=.05\)) was selected as the basis for rejecting the null hypothesis, effect size equals zero. Effect size values of 0.2, 0.5, and 0.8 are considered small, medium, and large effects, respectively [19]. The null hypothesis stating that studies share a common effect size per sleep parameter was tested by calculating the Q statistic [17]. \(\tau^2\) represents the overall variation of true effect size, and \(I^2\) represents the proportion of observed variance indicative of actual variation among studies [17]. \(I^2\) values in the order of 25%, 50%, and 75% are considered small, medium, and large heterogeneity, respectively [20]. Comparisons between nonsleep-staging and sleep-staging Fitbit models were accomplished by random-effect subgroup analyses. As recommended, the threshold probability of 10% (\(P=.10\)) was the basis for testing the significance of heterogeneity and also for determining statistical significance of subgroup comparisons [20,21].

**Results**

**Search Results**

Figure 1 presents a visual summary of the selection and qualification of articles for review. A total of 3074 publications were retrieved though a search of databases performed in July 2018 and again in July and October 2019. An additional 11 publications were identified through other sources, primarily through the reference list of identified articles. After eliminating duplicate publications found in the multiple databases, 1426 articles remained for screening. Examination of individual titles and abstracts yielded 72 publications for full-text appraisal; however, after scrutinizing each of them according to the a priori inclusion and exclusion criteria, only 22 qualified for systematic review [22-43], with 8 of these reporting raw data to enable quantitative synthesis and meta-analyses.
Figure 1. Flow diagram adapted from Moher et al [14] describing the search strategy of databases to retrieve and qualify publications of relevance for review.

Overview of Included Studies

Tables 1 and 2 present the extracted details of each qualifying study involving nonsleep-staging and sleep-staging Fitbit models. Participants were diverse: normal sleepers as well as persons diagnosed with periodic limb movement in sleep (PLMS) [28], obstructive sleep apnea, sleep-disordered breathing [30], central disorders of hypersomnolence [26], insomnia [31], and depression [25], and Huntington disease gene carriers [38]. Sample size varied substantially between investigations, from 7 to 63 (median 30) participants, with approximately 77% of them involving more than 20 individuals. Average age was less than 20 years in 6 of the 22 studies (27%) and over 50 years in 1 study (5%). Out of 22 studies, 10 (45%) were conducted in a sleep laboratory, 11 (50%) in the home environment, and 1 (5%) either at home or in a hotel, based on the participant’s preference.
Table 1. Detailed summary of qualifying publications involving both early-generation, nonsleep-staging and newer-generation, sleep-staging Fitbit models.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Model</th>
<th>Reference</th>
<th>Participants</th>
<th>Investigative details</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total number</td>
<td>Age (years), mean (SD); and/or range</td>
</tr>
<tr>
<td>Beattie et al (2017) [22]a</td>
<td>Surge</td>
<td>Type III home PSGb</td>
<td>60 (40.0)</td>
<td>34 (10)</td>
</tr>
<tr>
<td>Brazendale et al (2019) [23]</td>
<td>Charge HR</td>
<td>Sleep log &amp; actigraphy</td>
<td>30 (37.0)</td>
<td>7.2 (2.1)</td>
</tr>
<tr>
<td>Brooke et al (2017) [24]</td>
<td>Flex &amp; Charge HR</td>
<td>Sleep log</td>
<td>95 (64.2); 22 Flex; 14 Charge HR</td>
<td>28.5 (9.9); 19-60</td>
</tr>
<tr>
<td>Cook et al (2017) [25]</td>
<td>Flex</td>
<td>PSG &amp; actigraphy</td>
<td>21 (81.0)</td>
<td>26.5 (4.6)</td>
</tr>
<tr>
<td>Cook et al (2019) [26]a</td>
<td>Alta HR</td>
<td>PSG</td>
<td>49 (93.9)</td>
<td>30.3 (9.8)</td>
</tr>
<tr>
<td>de Zambott et al (2016) [27]</td>
<td>Charge HR</td>
<td>PSG</td>
<td>32 (46.9)</td>
<td>17.3 (2.5); 12-21</td>
</tr>
<tr>
<td>de Zambott et al (2018) [28]a</td>
<td>Charge 2</td>
<td>PSG</td>
<td>44 (59.1)</td>
<td>19-61</td>
</tr>
<tr>
<td>Dickinson et al (2016) [29]</td>
<td>Charge HR</td>
<td>Actigraphy</td>
<td>38 (60.5)</td>
<td>26.1 (8.0)</td>
</tr>
<tr>
<td>Hakim et al (2018) [30]</td>
<td>Charge HR</td>
<td>PSG</td>
<td>22 (59.1)</td>
<td>9 (3); 3-18</td>
</tr>
<tr>
<td>Kang et al (2017) [31]</td>
<td>Flex</td>
<td>Unattended PSG</td>
<td>Insomniacs: 33 (57.6); good sleepers: 17 (64.7)</td>
<td>Insomniacs: 38.4 (11.2); good sleepers: 32.1 (7.4)</td>
</tr>
<tr>
<td>Kubala et al (2019) [32]</td>
<td>Alta</td>
<td>Actigraphy</td>
<td>Good sleepers: 20 (60); poor sleepers 10 (30)</td>
<td>24.8 (4.1); 18-60</td>
</tr>
<tr>
<td>Lee et al (2017) [33]</td>
<td>Charge HR</td>
<td>Actigraphy</td>
<td>16 (62.5)</td>
<td>22.8 (2.8); 18-26</td>
</tr>
<tr>
<td>Lee et al (2018) [34]</td>
<td>Charge HR</td>
<td>Sleep log</td>
<td>38 (50)</td>
<td>28.6 (N/R); 19-66</td>
</tr>
<tr>
<td>Liang and Chapa Martell (2018) [35]</td>
<td>Charge 2</td>
<td>Sleep Scope (EEG) based</td>
<td>25 (40.0)</td>
<td>24.8 (4.4)</td>
</tr>
<tr>
<td>Liu et al (2019) [36]a</td>
<td>Alta HR</td>
<td>Sleep log</td>
<td>10 (50.0)</td>
<td>21.8 (N/R); 20-24</td>
</tr>
<tr>
<td>Author (year)</td>
<td>Model</td>
<td>Reference</td>
<td>Participants</td>
<td>Investigative details</td>
</tr>
<tr>
<td>--------------</td>
<td>-------</td>
<td>-----------</td>
<td>--------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Mantua et al (2016) [37]</td>
<td>Flex</td>
<td>PSG (ambulatory system)</td>
<td>40 (47.5) 22.4 (4.9); 18-30 Healthy young adults</td>
<td>1 night (home) Counter-balanced across participants (N/R)</td>
</tr>
<tr>
<td>Maskevich et al (2017) [38]</td>
<td>One</td>
<td>PSG</td>
<td>7 (85.7) 54.1 (6.4) Huntington disease gene carriers</td>
<td>1 night (sleep lab) Nondominant wrist (default)</td>
</tr>
<tr>
<td>Meltzer et al (2015) [39]</td>
<td>Ultra</td>
<td>PSG &amp; actigraphy (2 different ones)</td>
<td>63 (50.8) 9.7 (4.6); 3-17 Children and adolescents</td>
<td>1 night (sleep lab) Nondominant wrist (both sensitive and normal)</td>
</tr>
<tr>
<td>Montgomery-Downs et al (2012) [40]</td>
<td>Classic</td>
<td>PSG &amp; actigraphy</td>
<td>24 (40) 26.1 (N/R); 19-41 Healthy adults</td>
<td>1 night (sleep lab) Nondominant wrist (N/R)</td>
</tr>
<tr>
<td>Osterbauer et al (2016) [41]</td>
<td>Flex</td>
<td>PSG</td>
<td>14 (64.3) 6.5 (2.9); 3-11 Children</td>
<td>1 night (sleep lab) Nondominant wrist (N/R)</td>
</tr>
<tr>
<td>Sargent et al (2018) [42]</td>
<td>Charge HR</td>
<td>PSG</td>
<td>12 (N/R) 18.3 (1.0) Soccer players without sleep disorders</td>
<td>5 sleep periods during 3 days and nights (sleep lab) Nondominant wrist (normal)</td>
</tr>
</tbody>
</table>

aPublication consisting of newer-generation, sleep-staging Fitbit models.
bPSG: polysomnography.
cN/A: not applicable.
dN/R: not reported.
eExact bedtime not reported, but investigative protocol infers habitual bedtime.
fCDH: central disorders of hypersomnolence.
GPLMS: periodic limb movement in sleep.
foSA: obstructive sleep apnea.
SDB: sleep-disordered breathing.
EEG: electroencephalographic.
Table 2. Results from qualifying publications involving both early-generation, nonsleep-staging and newer-generation, sleep-staging Fitbit models.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Model</th>
<th>Reference</th>
<th>Results^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beattie et al</td>
<td>Surge</td>
<td>Type III home PSG</td>
<td>• Normal mode vs PSG. Overestimated TST^d,e (46 min) and SE^f,g (8.1%); underestimated WASO^e (44 min) and SOL^f (2 min, NS); accuracy, 0.88 (SD 0.05); sensitivity, 0.98 (SD 0.02); specificity, 0.35 (SD 0.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Normal mode vs actigraphy. Overestimated SOL^f (12 min), SE^f (1.1%), and TST (5 min, NS); underestimated WASO^f (17 min)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs PSG. Underestimated TST^f (86 min) and SE^f (16.0%); overestimated SOL^f (12 min) and WASO^f (75 min); accuracy, 0.78 (SD 0.08); sensitivity, 0.78 (SD 0.09); specificity, 0.80 (SD 0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs actigraphy. Underestimated TST^f (127 min) and SE^f (22.9%); overestimated SOL^f (25 min) and WASO^f (102 min)</td>
</tr>
<tr>
<td>Brazendale et al</td>
<td>Charge HR</td>
<td>Sleep log &amp; actigraphy</td>
<td>• Fitbit correlated with both actigraphy (r=.48^f and sleep log (r=.71^f for measuring TST</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Both Fitbit Flex (r=.68, MAPE=8.80%) and Fitbit Charge HR (r=.58, MAPE=11.5%) correlated with sleep log in measuring TST^e</td>
</tr>
<tr>
<td>Brooke et al</td>
<td>Flex &amp; Charge HR</td>
<td>Sleep log</td>
<td>• Normal mode vs PSG. Overestimated TST^f (46 min) and SE^f (8.1%); underestimated WASO^f (44 min) and SOL (2 min, NS); accuracy, 0.88 (SD 0.05); sensitivity, 0.98 (SD 0.02); specificity, 0.35 (SD 0.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Normal mode vs actigraphy. Overestimated SOL^f (12 min), SE^f (1.1%), and TST (5 min, NS); underestimated WASO^f (17 min)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs PSG. Underestimated TST^f (86 min) and SE^f (16.0%); overestimated SOL^f (12 min) and WASO^f (75 min); accuracy, 0.78 (SD 0.08); sensitivity, 0.78 (SD 0.09); specificity, 0.80 (SD 0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs actigraphy. Underestimated TST^f (127 min) and SE^f (22.9%); overestimated SOL^f (25 min) and WASO^f (102 min)</td>
</tr>
<tr>
<td>Cook et al</td>
<td>Flex</td>
<td>PSG &amp; actigraphy</td>
<td>• Overestimated TST^f (12 min), SE^f (2.0%), and deep sleep^g (18 min); underestimated SOL (4 min, NS), WASO (8 min, NS), and light sleep (11 min, NS); accuracy, 0.90 (SD 0.04); sensitivity, 0.96 (SD 0.02); specificity, 0.58 (SD 0.16); accuracy in detecting light sleep, 0.73; deep sleep, 0.89; REM^f sleep, 0.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Normal mode vs PSG. Overestimated TST^f (46 min) and SE^f (8.1%); underestimated WASO^f (44 min) and SOL (2 min, NS); accuracy, 0.88 (SD 0.05); sensitivity, 0.98 (SD 0.02); specificity, 0.35 (SD 0.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Normal mode vs actigraphy. Overestimated SOL^f (12 min), SE^f (1.1%), and TST (5 min, NS); underestimated WASO^f (17 min)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs PSG. Underestimated TST^f (86 min) and SE^f (16.0%); overestimated SOL^f (12 min) and WASO^f (75 min); accuracy, 0.78 (SD 0.08); sensitivity, 0.78 (SD 0.09); specificity, 0.80 (SD 0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs actigraphy. Underestimated TST^f (127 min) and SE^f (22.9%); overestimated SOL^f (25 min) and WASO^f (102 min)</td>
</tr>
<tr>
<td>Cook et al</td>
<td>Alta HR</td>
<td>PSG</td>
<td>• Normal mode vs PSG. Overestimated TST^f (46 min) and SE^f (8.1%); underestimated WASO^f (44 min) and SOL (2 min, NS); accuracy, 0.88 (SD 0.05); sensitivity, 0.98 (SD 0.02); specificity, 0.35 (SD 0.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Normal mode vs actigraphy. Overestimated SOL^f (12 min), SE^f (1.1%), and TST (5 min, NS); underestimated WASO^f (17 min)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs PSG. Underestimated TST^f (86 min) and SE^f (16.0%); overestimated SOL^f (12 min) and WASO^f (75 min); accuracy, 0.78 (SD 0.08); sensitivity, 0.78 (SD 0.09); specificity, 0.80 (SD 0.17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Sensitive mode vs actigraphy. Underestimated TST^f (127 min) and SE^f (22.9%); overestimated SOL^f (25 min) and WASO^f (102 min)</td>
</tr>
<tr>
<td>de Zambotti et al</td>
<td>Charge HR</td>
<td>PSG</td>
<td>• Overestimated TST^f (8 min) and SE^g (1.8%); underestimated WASO^f (6 min) and SOL (3 min, NS); accuracy, 0.91 (SD 0.05); sensitivity, 0.97 (SD 0.02); specificity, 0.42 (SD 0.16); predictive value for sleep, 0.93 (SD 0.05); predictive value for wake, 0.65 (SD 0.18)</td>
</tr>
<tr>
<td>de Zambotti et al</td>
<td>Charge 2</td>
<td>PSG</td>
<td>• Normal sleeper cohort. Overestimated TST^f (9 min) and light sleep^g (34 min); underestimated SOL^f (4 min), deep sleep^p (24 min), WASO (5 min, NS), and REM sleep (1 min, NS); sensitivity, 0.96; specificity, 0.61; accuracy in detecting light sleep, 0.81; deep sleep, 0.49; REM sleep, 0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PLMS^g cohort. Underestimated deep sleep^f (28 min), SOL (7 min, NS), and WASO (1 min, NS); overestimated TST (8 min, NS), light sleep (36 min, NS), and REM sleep (0 min, NS); specificity, 0.62; accuracy detecting light sleep, 0.78; deep sleep, 0.36; REM sleep, 0.62</td>
</tr>
<tr>
<td>Dickinson et al</td>
<td>Charge HR</td>
<td>Actigraphy</td>
<td>• No systematic difference across days between Fitbit and actigraphy in measuring TST and SE</td>
</tr>
<tr>
<td>Hakim et al</td>
<td>Charge HR</td>
<td>PSG</td>
<td>• Overestimated TST^f (30 min); underestimated total wake time^f (23 min)</td>
</tr>
<tr>
<td>Kang et al</td>
<td>Flex</td>
<td>Unattended PSG</td>
<td>• Good sleepers—normal mode. Overestimated TST^f (7 min), SE (1.8%, NS), and SOL (1 min, NS); underestimated WASO (7 min, NS); accuracy, 0.93; sensitivity, 0.97; specificity, 0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Insomniacs—normal mode. Overestimated TST^f (33 min) and SE^f (7.9%); underestimated WASO^f (31 min) and SOL (2.4%, NS); accuracy, 0.87; sensitivity, 0.97; specificity, 0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Good sleepers—sensitive mode. Accuracy, 0.66; sensitivity, 0.65; specificity, 0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Insomniacs—sensitive mode. Accuracy, 0.68; sensitivity, 0.64; specificity, 0.89</td>
</tr>
<tr>
<td>Kubala et al</td>
<td>Alta</td>
<td>Actigraphy</td>
<td>• Good sleepers. Overestimated TST^f (74 min); underestimated WASO^f (16 min)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Poor sleepers. Overestimated TST (20 min, NS); underestimated WASO (13 min, NS)</td>
</tr>
</tbody>
</table>

^a Results from qualifying publications involving both early-generation, nonsleep-staging and newer-generation, sleep-staging Fitbit models.

^b Reference for measuring TST and SE:

- Normal mode vs PSG. Overestimated TST^f (46 min) and SE^f (8.1%); underestimated WASO^f (44 min) and SOL^f (2 min, NS); accuracy, 0.88 (SD 0.05); sensitivity, 0.98 (SD 0.02); specificity, 0.35 (SD 0.13)
- Normal mode vs actigraphy. Overestimated SOL^f (12 min), SE^f (1.1%), and TST (5 min, NS); underestimated WASO^f (17 min)
- Sensitive mode vs PSG. Underestimated TST^f (86 min) and SE^f (16.0%); overestimated SOL^f (12 min) and WASO^f (75 min); accuracy, 0.78 (SD 0.08); sensitivity, 0.78 (SD 0.09); specificity, 0.80 (SD 0.17)
- Sensitive mode vs actigraphy. Underestimated TST^f (127 min) and SE^f (22.9%); overestimated SOL^f (25 min) and WASO^f (102 min)
<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Model</th>
<th>Reference</th>
<th>Results^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee et al (2017)</td>
<td>Charge HR</td>
<td>Actigraphy</td>
<td>• Overestimated TST(\text{e}) (22 min); correlation between Fitbit and actigraphy: sleep start times(\text{e}) ((r=0.87)) and TST(\text{e}) ((r=0.92))</td>
</tr>
<tr>
<td>Lee et al (2018)</td>
<td>Charge HR</td>
<td>Sleep log</td>
<td>• Correlation between Fitbit and sleep log: TST(\text{e}) ((r=0.55), MAPE 14.2%) and TIB(\text{e,n}) ((r=0.48), MAPE 12.7%); SE and WASO not correlated</td>
</tr>
<tr>
<td>Liang and Chapa Martell (2018)</td>
<td>Charge 2 Sleep Scope (EEG(^a) based)</td>
<td></td>
<td>• Overestimated WASO(\text{e}) (25 min) and deep sleep(\text{e}) (40 min); underestimated TST(\text{f}) (12 min), SOL(\text{e}) (11 min), REM(\text{e}) sleep (12 min), light sleep(\text{e}) (42 min), and SE (1.5%, NS)</td>
</tr>
<tr>
<td>Liu et al (2019)</td>
<td>Alta HR</td>
<td>Sleep log</td>
<td>• Overestimated WASO(\text{f}) (13 min); underestimated TST(\text{f}) (6 min), SOL(\text{f}) (5 min), and SE(\text{f}) (1.4%)</td>
</tr>
<tr>
<td>Mantua et al (2016)</td>
<td>Flex</td>
<td>PSG (ambulatory system)</td>
<td>• No significant difference in measuring TST and SE; TST correlated(\text{f}) ((r=0.97)); SE not correlated ((r=0.21), NS); average percentage error: TST, 2.97%; SE, 11.57%</td>
</tr>
<tr>
<td>Maskevich et al (2017)</td>
<td>One</td>
<td>PSG</td>
<td>• Overestimated TST(\text{e}) (88 min) and SE(\text{e}) (17.4%); underestimated WASO(\text{f}) (39 min) and SOL (17 min, NS); accuracy, 0.81 (0.68-0.93); sensitivity, 0.99 (0.97-1.00); specificity, 0.27 (0.12-0.55); predictive value for sleep, 0.99, and wake, 0.27</td>
</tr>
<tr>
<td>Meltzer et al (2015)</td>
<td>Ultra</td>
<td>PSG &amp; actigraphy (2 different ones)</td>
<td>• Fitbit—normal mode vs PSG. Underestimated WASO(\text{f}) (32 min); overestimated TST(\text{f}) (41 min) and SE(\text{f}) (8%); accuracy, 0.84; sensitivity, 0.87; specificity, 0.52</td>
</tr>
<tr>
<td>Montgomery-Downs et al (2012)</td>
<td>Classic</td>
<td>PSG &amp; actigraphy</td>
<td>• Fitbit vs PSG. Overestimated SE(\text{f}) (14.5%) and TST(\text{f}) (67 min); sensitivity, 0.98 (0.92-1.00); specificity, 0.20 (0.02-0.78)</td>
</tr>
<tr>
<td>Osterbauer et al (2016)</td>
<td>Flex</td>
<td>PSG</td>
<td>• Fitbit vs actigraphy. Overestimated SE(\text{f}) (5.2%) and TST(\text{f}) (24 min)</td>
</tr>
<tr>
<td>Sargent et al (2018)</td>
<td>Charge HR</td>
<td>PSG</td>
<td>• TST by Fitbit and PSG correlated(\text{f}) ((\rho=0.99)); WASO, SE, and awake minutes not correlated; sensitivity, 0.99; specificity, 0.10</td>
</tr>
<tr>
<td>Svensson et al (2019)</td>
<td>Versa</td>
<td>Sleep Scope (EEG based)</td>
<td>• Overestimated TIB (9 min, NS), TST (7 min, NS), WASO(\text{f}) (14 min), and deep sleep(\text{e}) (36 min); underestimated SE (0.1%, NS), SOL(\text{e}) (14 min), REM(\text{e}) sleep (6 min), and light sleep(\text{e}) (20 min); accuracy, 0.89 (0.88-0.89); sensitivity, 0.92 (0.919-0.923); specificity, 0.54 (0.53-0.55)</td>
</tr>
</tbody>
</table>

^aAccuracy, sensitivity, and specificity in detecting sleep epochs are reported unless otherwise specified.

^bPublication consisting of newer-generation, sleep-staging Fitbit models.

^cPSG: polysomnography.

^dTST: total sleep time.

^e\(P<0.1\).

^f\(P<0.05\).

^gSE: sleep efficiency.

^hWASO: wake after sleep onset.

^iSOL: sleep onset latency.

^jNS: not significant.

^kMAPE: mean absolute percent error.

^lREM: rapid eye movement.

^mPLMS: periodic limb movement in sleep.

^nTIB: time in bed.

^oEEG: electroencephalographic.

^pSpearman correlation coefficient.
Bias Assessment

Table S1 in Multimedia Appendix 1 summarizes the risk for bias of research methods, internal validity, reported outcomes, and generalizability of each qualifying study. Only 5 investigations out of 22 (23%) attempted to blind the sleep laboratory technicians from outcome measures [22,25,26,28,40]. A total of 13 of the qualifying 22 studies (59%) relied on PSG as reference to evaluate Fitbit performance [22,25-28,30,31,37-42]; the other 9 (41%) relied on a sleep log, actigraphy, or home EEG as reference. Since PSG is the gold standard for measurement of sleep stages and parameters, use of other methods of reference constitutes an additional potential source of bias. Half of the investigations (11/22, 50%) were performed in the participant’s home. Clock hour of bedtime was unspecified in 5 of the 22 studies (23%), and the dictated bedtime differed from the habitual one of participants in 2 laboratory studies (9%). Disparity between habitual versus mandated bedtime might have resulted in a greater- or lesser-than-usual amount of wake time while in bed and this is likely to have led to bias. Moreover, use of somewhat bulky sleep trackers as reference for studies conducted in one’s residence might be problematic because of improper donning of instrumentation and oversight by technicians. Most studies (16/22, 73%) followed the manufacturer’s recommendation that the Fitbit model be worn on the nondominant hand. However, 2 out of the 22 studies (9%) utilized a counterbalance experimental design for placement of the Fitbit device, with half of the participants wearing it on the right hand and the other half wearing it on the left hand. Finally, 2 out of the 22 studies (9%), the Fitbit was worn on the left wrist; in 2 other studies (9%), the hand upon which the Fitbit was worn was unspecified. Out of the 22 studies, 1 (5%) [28] did not report the SE for Fitbit but did report it for PSG; this may constitute selective reporting bias. We contacted the corresponding author of this investigation for the missing information, but we did not obtain a response.

Comparison of Sleep Parameters Assessed by Fitbit Versus Polysomnography

Nonsleep-Staging Fitbit Models

Out of the 22 studies, 10 (45%) assessed early-generation nonsleep-staging Fitbit models in comparison with PSG in estimating sleep parameters [25,27,30,31,37-42]; 1 of these studies involved performance of Fitbit models when applied to individuals of two different cohorts (ie, good sleepers and insomniacs), thereby increasing the number of possible comparisons to 11. Eight (N=203) of the 10 potential comparisons reported significant overestimation of TST by Fitbit versus PSG of between 6.5 and 88.1 minutes, while the two others (N=52) found nonsignificant overestimation. Five (N=142) of the six potential comparisons reported significant underestimate of WASO by Fitbit versus PSG of between 5.6 and 44 minutes, while one other (N=17) reported nonsignificant overestimation. Six (N=166) of the eight potential comparisons observed significant overestimation of SE by Fitbit versus PSG of between 1.8% and 17.4%, while two others (N=57) reported nonsignificant overestimation. A total of 5 comparisons (N=110) evaluated SOL, finding no significant difference between the two methods of appraisal.

Figures 2-5 present the forest plots of effect size plus the overall pooled estimated effect size of the SOL, WASO, TST, and SE variables derived by nonsleep-staging Fitbit models. The pooled estimate of effect size reveals the following by nonsleep-staging Fitbit models relative to PSG: nonsignificant difference in estimation of SOL (N=4 comparisons; effect size=0.12, 95% CI -0.14 to 0.39; P=.37); significant underestimation of WASO (N=5 comparisons; effect size=0.60, 95% CI 0.38 to 0.83; P<.001); significant overestimation of TST (N=7 comparisons; effect size=-0.51, 95% CI -0.71 to -0.30; P<.001); and significant overestimation of SE (N=6 comparisons; effect size=-0.74, 95% CI -0.97 to -0.48; P<.001). Heterogeneity was not detected in any sleep parameter.

Sleep-Staging Fitbit Models

Only 3 publications out of 22 (14%) pertained to recent-generation sleep-staging Fitbit models in comparison with PSG as reference [22,26,28]; 1 of these 3 publications studied the performance of Fitbit on two different cohorts—normal and PLMS sleepers—thereby increasing the number of possible comparisons to four.

Two (N=84) of the three potential comparisons reported significant overestimation of TST by Fitbit versus PSG in the amount of 9-11.6 minutes, while one other (N=9) reported nonsignificant overestimation. The only study (N=49) that assessed SE reported 1.98% significant overestimation by Fitbit relative to PSG. A total of 3 trials (N=93) reported no significant difference in WASO between the two methods; 1 of these (N=35) found significant 4-minute underestimation of SOL by Fitbit versus PSG, while the 2 others (N=58) detected nonsignificant underestimation of SOL by Fitbit.

The pooled estimate of effect size (see Figures 2-5) revealed a significant underestimation of SOL (N=3 comparisons; effect size=0.32, 95% CI 0.04 to 0.60; P=.03) and a nonsignificant difference in estimation of WASO (N=3 comparisons; effect size=0.16, 95% CI -0.12 to 0.44; P=.25), TST (N=3 comparisons; effect size=0.15, 95% CI -0.43 to 0.13; P=.29), and SE (N=1 comparison; effect size=-0.27, 95% CI -0.65 to 0.13; P=.19) by sleep-staging Fitbit models versus PSG. Heterogeneity was not detected in any sleep parameter. Since only 1 study evaluated SE, testing for heterogeneity was not relevant.
**Figure 2.** Forest plot of the standardized mean difference (Hedges g) between Fitbit and polysomnography for the variable of sleep onset latency (SOL). Results are shown as effect size (ES) and 95% CI. The difference in symbol size indicates the difference in weight of the respective studies. The diamond symbol shows the 95% CI of the overall effect and the tails show the 95% prediction interval of the overall effect. PLMS: periodic limb movement in sleep.

<table>
<thead>
<tr>
<th>Study</th>
<th>Weight (N)</th>
<th>ES</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cook et al (2017)</td>
<td>21.1% (21)</td>
<td>0.08</td>
<td>(-0.50, 0.67)</td>
</tr>
<tr>
<td>de Zambotti et al (2016)</td>
<td>29.3% (30)</td>
<td>0.21</td>
<td>(-0.29, 0.70)</td>
</tr>
<tr>
<td>Kang et al (2017) (Insomniac)</td>
<td>32.1% (33)</td>
<td>0.17</td>
<td>(-0.30, 0.64)</td>
</tr>
<tr>
<td>Kang et al (2017) (Good sleeper)</td>
<td>17.5% (17)</td>
<td>-0.07</td>
<td>(-0.71, 0.58)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0% (101)</td>
<td><strong>0.12</strong></td>
<td><strong>(-0.14, 0.39)</strong></td>
</tr>
</tbody>
</table>

Heterogeneity: $\chi^2=1; \chi^2=0.5; P=.92; I^2=0\%$
Test for overall effect: $Z=-0.90; P=.37$

**Sleep-staging models**

<table>
<thead>
<tr>
<th>Study</th>
<th>Weight (N)</th>
<th>ES</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cook et al (2019)</td>
<td>52.0% (49)</td>
<td>0.39</td>
<td>(-0.20, 0.59)</td>
</tr>
<tr>
<td>de Zambotti et al (2018) (Main group)</td>
<td>36.9% (35)</td>
<td>0.44</td>
<td>(-0.02, 0.91)</td>
</tr>
<tr>
<td>de Zambotti et al (2018) (PLMS)</td>
<td>11.1% (9)</td>
<td>0.69</td>
<td>(-0.36, 1.33)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0% (93)</td>
<td><strong>0.32</strong></td>
<td><strong>(0.04, 0.60)</strong></td>
</tr>
</tbody>
</table>

Heterogeneity: $\chi^2=0; \chi^2=0.8; P=.66; I^2=0\%$
Test for overall effect: $Z=-2.22; P=.03$

**Between two models comparison:** $\chi^2=1; P=.32$

**Figure 3.** Forest plot of the standardized mean difference (Hedges g) between Fitbit and polysomnography for the variable of wake after sleep onset (WASO). Results are shown as effect size (ES) and 95% CI. The difference in symbol size indicates the difference in weight of the respective studies. The diamond symbol shows the 95% CI of the overall effect and the tails show the 95% prediction interval of the overall effect. PLMS: periodic limb movement in sleep.

<table>
<thead>
<tr>
<th>Study</th>
<th>Weight (N)</th>
<th>ES</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cook et al (2017)</td>
<td>13.5% (21)</td>
<td>0.96</td>
<td>(0.34, 1.57)</td>
</tr>
<tr>
<td>de Zambotti et al (2016)</td>
<td>20.8% (30)</td>
<td>0.27</td>
<td>(-0.23, 0.76)</td>
</tr>
<tr>
<td>Kang et al (2017) (Insomniac)</td>
<td>21.6% (33)</td>
<td>0.72</td>
<td>(0.24, 1.21)</td>
</tr>
<tr>
<td>Kang et al (2017) (Good sleeper)</td>
<td>12.2% (17)</td>
<td>0.39</td>
<td>(-0.26, 1.03)</td>
</tr>
<tr>
<td>Meltzer et al (2015)</td>
<td>31.8% (49)</td>
<td>0.68</td>
<td>(0.28, 1.09)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0% (150)</td>
<td><strong>0.66</strong></td>
<td><strong>(0.38, 0.93)</strong></td>
</tr>
</tbody>
</table>

Heterogeneity: $\chi^2=0; \chi^2=3.8; P=.43; I^2=0\%$
Test for overall effect: $Z=-5.23; P<.001$

**Sleep-staging models**

<table>
<thead>
<tr>
<th>Study</th>
<th>Weight (N)</th>
<th>ES</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cook et al (2019)</td>
<td>51.4% (49)</td>
<td>0.21</td>
<td>(-0.18, 0.60)</td>
</tr>
<tr>
<td>de Zambotti et al (2018) (Main group)</td>
<td>37.3% (35)</td>
<td>0.14</td>
<td>(-0.32, 0.59)</td>
</tr>
<tr>
<td>de Zambotti et al (2018) (PLMS)</td>
<td>11.3% (9)</td>
<td>0.03</td>
<td>(-0.80, 0.87)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0% (93)</td>
<td><strong>0.16</strong></td>
<td><strong>(-0.12, 0.44)</strong></td>
</tr>
</tbody>
</table>

Heterogeneity: $\chi^2=0; \chi^2=0.2; P=.92; I^2=0\%$
Test for overall effect: $Z=1.15; P=.25$

**Between two models comparison:** $\chi^2=5.7; P=.01$
Figure 4. Forest plot of the standardized mean difference (Hedges g) between Fitbit and polysomnography for the variable of total sleep time (TST). Results are shown as effect size (ES) and 95% CI. The difference in symbol size indicates the difference in weight of the respective studies. The diamond symbol shows the 95% CI of the overall effect and the tails show the 95% prediction interval of the overall effect. PLMS: periodic limb movement in sleep.

Figure 5. Forest plot of the standardized mean difference (Hedges g) between Fitbit and polysomnography for the variable of sleep efficiency (SE). Results are shown as effect size (ES) and 95% CI. The difference in symbol size indicates the difference in weight of the respective studies. The diamond symbol shows the 95% CI of the overall effect and the tails show the 95% prediction interval of the overall effect.
Comparison of Nonsleep-Staging Versus Sleep-Staging Fitbit Models

Subgroup analyses revealed no significant difference between nonsleep-staging and sleep-staging models in estimating SOL ($\chi^2=1.0$, $P=.32$). However, sleep-staging models performed better than nonsleep-staging models in estimating WASO ($\chi^2=5.7$, $P=.02$), TST ($\chi^2=4.0$, $P=.045$), and SE ($\chi^2=3.8$, $P=.051$, i.e., below the cutoff of $P=.10$ recommended for statistical significance of subgroup comparisons).

Accuracy, Sensitivity, and Specificity in Detecting Sleep Epochs by Fitbit Versus Polysomnography

Nonsleep-Staging Fitbit Models

A total of 7 studies (N=197) involved epoch-by-epoch (EBE) investigation of nonsleep-staging Fitbit models with reference to PSG in differentiating between sleep and wake state [25,27,31,38-41]. Out of these 7 studies, 1 consisted of two different samples, thereby increasing the total number of evaluations to 8. Across these trials, Fitbit versus PSG analyses identified sleep epochs with accuracy values between 0.81 and 0.93, sensitivity values between 0.87 and 0.99, and specificity values between 0.10 and 0.52.

Sleep-Staging Fitbit Models

Sleep Epoch Identification

A total of 3 studies (N=153) evaluated the performance of sleep-staging Fitbit models with reference to PSG, detection of sleep epochs in three possible comparisons (N=144) revealed sensitivity values between 0.95 and 0.96; detection of sleep epochs in four comparisons (N=153) revealed specificity values between 0.58 and 0.69; and detection of sleep epochs, assessed in only a single study (N=49), revealed an accuracy of 0.90.

Sleep-Stage Identification

A total of 3 studies (N=153) appraised performance of sleep-staging Fitbit models in identifying sleep stages by means of EBE analyses [22,26,28]. A total of 1 study included two different samples, thereby increasing the number of possible comparisons to four. Relative to PSG, detection of sleep epochs in three possible comparisons (N=144) revealed sensitivity values between 0.95 and 0.96; detection of sleep epochs in four comparisons (N=153) revealed specificity values between 0.58 and 0.69; and detection of sleep epochs, assessed in only a single study (N=49), revealed an accuracy of 0.90.

Evaluation of Sleep Parameters Estimated by Fitbit Models Versus Actigraphy

No published study assessed performance of sleep-staging Fitbit models relative to actigraphy in estimating sleep parameters. In contrast, 7 studies investigated the accuracy of nonsleep-staging Fitbit models relative to actigraphy [23,25,29,32,33,39,40]; 1 of them involved two different actigraphy devices [39], and another 1 included two different samples: good sleepers and poor sleepers [32]. Among the total of seven potential comparisons, Fitbit significantly overestimated TST in five of them (N=84) by 24.1-74 minutes, while in two comparisons (N=31), it was nonsignificantly overestimated. In a total of four comparisons (N=69), Fitbit significantly overestimated SE by 1.1%-7.0%. Among a total of five comparisons, Fitbit significantly underestimated WASO in four of them (N=65) by 16-32 minutes, while in one (N=10), it was nonsignificantly underestimated. Only 1 study (N=21) evaluated SOL, finding an 11.5-minute significant overestimation by Fitbit.

Two studies [25,38] simultaneously compared in the same cohort a nonsleep-staging Fitbit model plus actigraphy against laboratory PSG. Relative to PSG, both the actigraphy and Fitbit overestimated TST. Fitbit in one study by 88 minutes and in the other by 46 minutes; actigraphy in one study by 74 minutes and in the other by 40.6 minutes. They also overestimated SE: Fitbit in one study by 17.4% and in the other by 8.1%; actigraphy in one study by 14.8% and in the other by 7%. However, they underestimated WASO: Fitbit in one study by 39 minutes and in the other by 44 minutes; actigraphy in one study by 20 minutes and in the other by 27 minutes. Actigraphy showed less bias than Fitbit. On the other hand, in the same two studies, Fitbit performed better than actigraphy in measuring SOL relative to PSG as reference: Fitbit bias in one study of 17 minutes and 2 minutes in the other; actigraphy bias in one study of 23 minutes and 14 minutes in the other. One of these studies also performed EBE analysis [25], finding approximately 1% higher sensitivity and accuracy in detecting sleep by Fitbit than by actigraphy relative to PSG.

Correlation Between Sleep Parameters Assessed by Fitbit Versus Sleep Diary

A total of 3 studies investigated the extent of correlation between sleep parameters derived by a nonsleep-staging Fitbit model and a self-rated sleep diary [23,34]; 1 of them involved two different Fitbit models [24]. In the total of four potential comparisons (N=104), significant correlation, ranging between $r=.55$ and $r=.71$, was reported between TST measured by Fitbit versus sleep diary. A total of 1 study (N=38) found significant correlation between the two methods of sleep assessment for time in bed (TIB; $r=.48$) but poor correlation for WASO ($r=.09$) and SE ($r=-.03$). A total of 1 study (N=10) [36] investigated the extent of agreement between the sleep diary and sleep-staging Fitbit methods. It reported significant overestimation of WASO (13 minutes) and underestimation of SOL (5 minutes), TST (6 minutes), and SE (1.4%) by Fitbit in comparison to the sleep diary.

Dominant Versus Nondominant Hand Comparison of Fitbit Sleep-Stage Classification Accuracy

Only 1 study (N=60) [22] explored differences in accuracy of sleep-stage classification when new-generation Fitbit models were simultaneously worn on the dominant and nondominant hand. No between-hand difference was found in estimating sleep stages.

Effect of Selected Sensitivity Mode Setting on Estimation of Sleep Parameters

Early-generation nonsleep-staging, but not later-generation sleep-staging, Fitbit models allow the user to select either normal or sensitive mode to sense body movement to derive sleep...
parameters. A total of 3 studies evaluated, relative to PSG, performance of these Fitbit models when set to the sensitive mode [25,31,39]. In 2 of them, the sensitive mode significantly underestimated TST by 86.3 minutes (N=21) and 105 minutes (N=63), respectively, and underestimated SE by 16.0% (N=21) and 21% (N=63), respectively. The only study (N=21) that evaluated SOL found that the sensitive mode significantly overestimated it by 11.5 minutes. Across the 3 studies (N=134), differentiation of sleep from wake epochs by early-generation nonsleep-staging Fitbit models when set to the sensitive mode relative to PSG ranged from 0.66 to 0.78 in accuracy, from 0.64 to 0.78 in sensitivity, and from 0.79 to 0.89 in specificity.

**Interdevice Reliability**

A total of 3 studies evaluated interdevice reliability of nonsleep-staging Fitbit models. In 1 of them, 3 participants wore two Fitbit Classic bands on the same wrist, finding through EBE comparisons high interdevice reliability (96.5%-99.1%) [40]. Another study with 7 participants who wore two Fitbit Ultra devices on the same wrist also substantiated equivalently between-device performance in estimating TST and SE; findings for other sleep parameters were not reported [39]. Finally, the remaining study involving 10 participants who simultaneously wore two Fitbit Alta devices on the wrist of their nondominant arm found no significant difference between the two devices in measuring WASO, but slight, yet statistically significant, difference (approximately 6 minutes) between them in measuring TST [32].

**Discussion**

**Principal Findings**

The quality and uses of personal monitoring technology are rapidly advancing, offering the promise of extensive improvement in medical literacy and health. An area of high interest today to consumers and health professionals is sleep quality because of its recognized importance to daytime cognitive and physical performance. A number of wrist-worn devices enable tracking of sleep parameters and stages. Some of the most popular ones are marketed by Fitbit, Inc; performance of several of its nonsleep-staging and sleep-staging models have been evaluated against laboratory PSG, home sleep trackers, or other methods. The objective of this systematic review was to comprehensively evaluate the worthiness of these consumer wristband devices in assessing sleep.

PSG is regarded as the gold standard for assessment of sleep parameters and stages; in comparison to PSG, nonsleep-staging Fitbit models overestimate TST and SE, underestimate WASO, but determine SOL equally well. Moreover, the amount of bias in estimating TST, SE, and WASO by such wristband models is not negligible. EBE analyses demonstrate, in comparison to laboratory PSG, the high accuracy and sensitivity of this type of Fitbit model in detecting sleep; however, the analyses demonstrate only modest specificity.

In 2007, the American Academy of Sleep Medicine certified wrist actigraphy for at-home evaluation of sleep patterns of both healthy adults and patients with certain suspected sleep disorders [44]. However, several studies have found actigraphy used in conjunction with any of the four popular interpretative algorithms [2] overestimates sleep duration; although its sensitivity in detecting sleep is high (ie, between 0.87 and 0.99), its specificity is low (ie, between 0.28 and 0.67) [3]. This is the case because actigraphy and its interpretative algorithms tend to score epochs of quiet wakefulness as sleep [45]. Studies that compared nonsleep-staging Fitbit models with actigraphy [23,25,29,32,33,39,40] revealed that Fitbit overestimates both TST and SE and underestimates WASO. Only a single study [25] assessed SOL relative to actigraphy; it found that Fitbit significantly overestimated this sleep parameter, on average, by 12 minutes. The single study [25] that performed EBE analyses on the same participants who were simultaneously outfitted with nonsleep-staging Fitbit and actigraphy devices reported only a minor (ie, approximately 1% higher) difference in sensitivity and accuracy by Fitbit. In this regard, nonsleep-staging Fitbit models enable user selection of either normal or sensitive mode to measure body movement to derive sleep parameters. The recommended normal mode only scores significant body movements while in bed as awake time. In contrast, the sensitive mode interprets nearly all such movements as awake or restless sleep time [46]. Studies that evaluated Fitbit devices relative to PSG when the devices were set to the sensitive and normal modes reported that the sensitive mode, compared to the normal mode, gave rise to notably higher bias in estimating SOL, SE, WASO, and TST; the sensitive mode also gave rise to lower accuracy and sensitivity but higher specificity. These findings confirm the company’s recommendation that the normal mode setting be used in most instances.

Fitbit introduced its sleep-staging feature in 2017, which is now incorporated into the Fitbit Charge 2, Fitbit Charge 3, Fitbit Alta HR, Fitbit Versa, Fitbit Versa 2, Fitbit Blaze, and Fitbit Ionic models. This feature relies on a combined body movement and HRV algorithm to identify and estimate time spent in individual sleep stages [5]. The Fitbit interpretative proprietary sleep-staging algorithm was derived using machine learning methods (ie, linear discriminant classifier) applied to three types of parameters—motion, HRV, and respiratory rate, with the last two calculated from heartbeat data sensed by photoplethysmography—measured during a sleep study of 60 normal sleepers, 18-60 years of age (mean 34, SD 10). These three groups of parameters led to an initial set of 180 features, which, through the method of recursive feature elimination, was reduced to 54 features. Subsequently, heartbeat-derived features were compared to movement-derived features and found to be of approximately equal importance in the overall classification and discrimination of sleep versus wake epochs [22]. Based on discussion with Fitbit, Inc, the same core hardware technology and software algorithm have been incorporated into all sleep-staging Fitbit models since their introduction in 2017, thereby making feasible valid performance comparisons across the published studies.

Thus far, only 3 qualifying studies investigated the performance of the newer-generation Fitbit hardware- and software-coupled technology relative to PSG [22,26,28]. Of these, 1 evaluated the performance of Fitbit for two different—normal sleeper and PLMS—cohorts, thereby increasing the number of possible
comparisons to four, depending on the specific sleep parameters evaluated in individual trials. Although these comparisons showed that recent-generation Fitbit models display only moderate accuracy in detecting sleep stages, they were much better at estimating TST, SE, and WASO than were early-generation, nonsleep-staging Fitbit models. Overall, the amount of bias in estimating the majority of these sleep parameters by new-generation Fitbit models in reference to PSG was clinically negligible: less than 12 minutes in the three comparisons in which TST was determined, 1.98% in the single comparison in which SE was assessed [26], and less than 7 minutes in the three comparisons in which SOL was measured. Meta-analysis of the published data also substantiated the lack of a statistically significant difference between sleep-staging Fitbit models and PSG in measuring WASO, TST, and SE, and with effect sizes of differences in the range of small, even for SOL. EBE analyses conducted on the data from the same four comparisons also revealed high sensitivity (ie, between 0.95 and 0.96) and specificity (ie, between 0.58 and 0.69) in detecting sleep. These four comparison trials involving sleep-staging Fitbit models disclosed much higher specificity in detecting sleep than all of the nonsleep-staging Fitbit model comparison trials that reported specificity in the range of 0.10-0.52. Moreover, three of these four comparisons found no significant difference in WASO between methods of assessment. In contrast, five comparisons consisting of nonsleep-staging Fitbit models reported significant underestimation of WASO by 5.6-44 minutes. Collectively, these findings imply the body movement and HRV sensor and software algorithm technology of recent-generation sleep-staging Fitbit models, in comparison to the early-generation ones, more accurately detects wake epochs during intended sleep. These are very promising results, since the major drawback of body activity and movement-based trackers, such as actigraphs, is overestimation of sleep time and poor sensitivity of detecting WASO (ie, poor differentiation of wake from sleep epochs during spans of quiet bedtime activity) [45,47].

A concern about commercially available personal monitors is intra- and interdevice reliability. A total of 3 investigations [32,39,40] addressed this matter and they all reported acceptable consistency. The sole longitudinal (ie, 4 consecutive nights) investigation [29] found no systematic internight difference in TST and SE between Fitbit and actigraphy used as reference. The authors of this study concluded that Fitbit can be a useful device to assess trends in sleep quality, even though absolute values of some sleep parameters might be biased [29]. Of these studies, 1 reported a statistically significant, but nonetheless clinically nonsignificant, interdevice difference (approximately 6 minutes) in measuring TST [32].

Subjective self-report survey and diary methods, even though popular means of assessing sleep due to their ease of use and low cost, are of limited value. Self-report survey approaches depend on recall, which can be biased, especially when not restricted to recent, single point-in-time experiences. Sleep diary methods depend less on memory, but reported information may not be sufficiently accurate because of poor awareness of certain events, such as number or frequency of nighttime awakenings and precise time of falling asleep [48]. Studies that compared Fitbit models with sleep diary methods found a significant correlation between the two approaches for TIB and TST. Because of their simplicity and affordability, sleep survey and diary approaches are generally favored over actigraphy; however, the relatively inexpensive objective method of Fitbit models, along with their ease of use and better estimation of most sleep variables, may render them more appealing.

The findings of this systematic review pertaining to both nonsleep-staging and sleep-staging Fitbit models are based on our recent comprehensive search of databases for relevant published articles, which was repeated three different times during a 15-month span. The included research studies have certain limitations (eg, more than half of them were performed in a laboratory rather than a home setting, and participants were mostly young or middle-aged normal sleepers). Moreover, nonsignificant findings of studies with small sample sizes might be the consequence of insufficient statistical power. Furthermore, only 5 of the 22 qualifying published investigations involved Fitbit sleep-staging models. An additional limitation is a lack of published information as to the extent that advances in Fitbit hardware and/or software technology explain the described disparity in performance between the company’s different generations of models in deriving sleep parameters and stages. Based on our dialogue with company representatives, this disparity is due collectively to advances in sensor technology; improved fidelity of data acquisition; and incorporation of heart rate, HRV, and body movement into its sleep-study-validated proprietary interpretative algorithm. In spite of these limitations, findings of this review indicate that the advanced body movement and HRV method of recent-generation Fitbit wristband models seems appropriate to derive suitable estimates of sleep parameters and time spent in sleep. The findings further suggest that such Fitbit models may be useful for conduct of population-based sleep research, which, in the past, typically relied heavily or entirely upon subjective methods.

Conclusions

Fitbit models are marketed to the lay public to allow users to self-derive knowledge about their sleep quality, rather than as a substitute for standard clinical polysomnography. They appear useful for the study of the 24-hour sleep-wake pattern and for the determination of the duration, pattern, and quality of sleep, longitudinally, over many consecutive nights under normal living conditions. In this regard, individuals can benefit from information obtained by wristband trackers to improve sleep hygiene and sleep, itself. In certain cases, primary care and sleep specialists can at least gain superficial perspective on the sleep of patients. In spite of the fact that there has yet to be sufficient evaluation of recent-generation sleep-staging Fitbit models, findings of the few, thus far, published studies imply that their performance in differentiating wake from sleep epochs is better than that reported in the literature for actigraphy.
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Abstract

Background: The prevalence of certain neurodevelopmental disorders, specifically autism spectrum disorder (ASD) and attention deficit hyperactivity disorder (ADHD), has been increasing over the last four decades. Nonpharmacological interventions are available that can improve outcomes and reduce associated symptoms such as anxiety, but these are often difficult to access. Children and young people are using the internet and digital technology at higher rates than any other demographic, but although Web-based interventions have the potential to improve health outcomes in those with long-term conditions, no previous reviews have investigated the effectiveness of Web-based interventions delivered to children and young people with neurodevelopmental disorders.

Objective: This study aimed to review the effectiveness of randomized controlled trials (RCTs) of Web-based interventions delivered to children and young people with neurodevelopmental disorders.

Methods: Six databases and one trial register were searched in August and September 2018. RCTs were included if they were published in a peer-reviewed journal. Interventions were included if they (1) aimed to improve the diagnostic symptomology of the targeted neurodevelopmental disorder or associated psychological symptoms as measured by a valid and reliable outcome measure; (2) were delivered on the Web; (3) targeted a youth population (aged ≤18 years or reported a mean age of ≤18 years) with a diagnosis or suspected diagnosis of a neurodevelopmental disorder. Methodological quality was rated using the Joanna Briggs Institute Critical Appraisal Checklist for RCTs.

Results: Of 5140 studies retrieved, 10 fulfilled the inclusion criteria. Half of the interventions were delivered to children and young people with ASDs with the other five targeting ADHD, tic disorder, dyscalculia, and specific learning disorder. In total, 6 of the 10 trials found that a Web-based intervention was effective in improving condition-specific outcomes or reducing comorbid psychological symptoms in children and young people. The 4 trials that failed to find an effect were all delivered by apps. The meta-analysis was conducted on five of the trials and did not show a significant effect, with a high level of heterogeneity detected (n=182 [33.4%, 182/545], 5 RCTs; pooled standardized mean difference=-0.39; 95% CI -0.98 to 0.20; Z=-1.29; P=.19 [I^2=72%; P=.006]).

Conclusions: Web-based interventions can be effective in reducing symptoms in children and young people with neurodevelopmental disorders; however, caution should be taken when interpreting these findings owing to methodological limitations, the minimal number of papers retrieved, and small samples of included studies. Overall, the number of studies was small and mainly limited to ASD, thus restricting the generalizability of the findings.
online intervention; effectiveness; neurodevelopmental disorders; children and young people; methodology; systematic review

Introduction

Background

Web-based interventions for children and young people (CYP) with physical and psychological problems are relatively new phenomena, with the first trials of internet-delivered therapies being conducted in the late 1990s [1]. However, they are very important developments in the access to health care and treatment for CYP with long-term chronic health conditions. Neurodevelopmental disorders (NDDs) are a group of disorders that typically manifest early in development and are characterized by deficits in cognitive function, motor function, verbal communication, social skills, and behaviors [2]. Common NDDs include autism spectrum disorder (ASD), attention deficit hyperactivity disorder (ADHD), specific learning disorder (including dyscalculia and dyslexia), intellectual disability (ID), and tic disorder ([TD]), including tourette syndrome and chronic tic disorder (CTD)) [3]. NDDs frequently co-occur, for example, individuals with ASD often have ID, and many children with ADHD have a specific learning disorder [3]. CYP with NDDs also have complex comorbidities and related symptoms, such as depression and anxiety [4]. There is growing evidence that the impact of NDD is lifelong for many individuals [5], and although exact prevalence rates of NDDs vary considerably between countries, researchers suggest that the prevalence of certain NDDs, specifically ASD and ADHD, has been increasing over the last four decades [6-8].

Psychological therapeutic interventions exist for a range of NDDs. These include therapies to manage NDD symptoms, such as habit reversal therapy for TDs, behavioral therapy to alleviate commonly associated symptoms, such as cognitive behavioral therapy (CBT) for anxiety symptoms, and psychoeducation to facilitate the management of NDDs. Owing to their complexity and chronic nature, pharmacotherapy may often be used as part of a treatment plan [9]. However, pharmacological interventions are considered undesirable for children because of the associated side effects [10]; therefore, psychological treatment is more desirable. A major barrier to psychological treatment is difficulty in accessing appropriately trained therapists, because of the limited numbers of therapists in child mental health services relative to the demand and the uneven geographical distribution of services. It is likely that Web-based therapy can help increase the availability and uptake of evidence-based interventions, offering the opportunity to deliver less therapist-intensive but effective interventions over long distances. Given that Web-based technology is a ubiquitous part of everyday life and young people are by far the highest users [11], Web-delivered therapy is intuitively attractive for CYP.

Web-based interventions are self-guided or therapist-assisted programs with the aim of improving knowledge, providing support, care, or treatment to a diverse population with a range of health problems. In the field of psychological and neurodevelopmental health, Web-based therapeutic interventions have been designed for CYP with a range of problems including ADHD [12], anxiety [13], depression [14], and obsessive-compulsive disorder [15]. These interventions all differ in the type of therapy delivered, their level of participant interaction with the program, number of sessions (dosage), level of trained expert support, structure, modality, and whether there is a parent component or not. However, little is known about what characteristics are integral to efficacious Web-based interventions, especially for CYP. There is some literature in adult populations to suggest that guided Web-based interventions are more efficacious than self-guided or unguided interventions [16], and the most effective interventions tend to be individualized to the user and more intensive [17]. To improve the future developments of Web-based interventions, it would be beneficial to synthesize the evidence for characteristics of effective interventions in CYP to minimize the risk of developing inadequate and ineffective interventions.

A preliminary search conducted in PROSPERO, the Cochrane Database of Systematic Reviews, and the Joanna Briggs Institute (JBI) Database of Systematic Reviews and Implementation Reports indicated that there are no systematic reviews in progress or already published on CYP with NDDs.

Objectives

The objective of this review was to evaluate the effectiveness of Web-based interventions for CYP with NDDs and conduct a meta-analysis of the most effective intervention characteristics (eg, therapist-supported vs stand-alone) with the aim of informing the future development of technologies. The findings will also be useful to health care providers, commissioners, and clinicians in informing future clinical developments in the delivery of care.

Methods

The systematic review was registered on PROSPERO (registration number: CRD42018108824) and conducted in accordance with the JBI methodology for systematic reviews of effectiveness evidence.

Search Strategy

An initial limited scoping search of Medical Literature Analysis and Retrieval System Online (MEDLINE) was undertaken to identify relevant articles. The text words contained in the titles and abstracts of relevant articles and the index and Medical Subject Headings terms describing the articles were used to
develop a full search strategy, which was then tailored for each included information source (see Multimedia Appendix 1 for full search strategy). Search terms were related to NDDs, Web-based interventions, and adolescence.

A total of 6 electronic databases—including PsycINFO, PubMed, EMBASE, Cochrane Central Register of Controlled Trials, Web of Science, and MEDLINE—were searched in August and September 2018. One trial register (ClinicalTrials.gov) was also searched. The reference list of all studies selected for critical appraisal was screened for additional studies, and several specialized journals, publisher websites, and published reviews were hand-searched. As Web-based interventions are a recent development and older interventions will now be obsolete, the year of publication was limited from 2000 to September 5, 2018. There were no restrictions on the language of publication.

Studies were included if they met the following criteria:

1. The intervention aimed to improve the diagnostic symptomology of the targeted NDD as measured by a valid and reliable outcome measure.
2. The intervention was delivered on the Web via a website, a mobile app, social media, an email, or a personal digital assistant. The intervention could include human support in its delivery.
3. The study was an RCT design and published in a peer-reviewed journal. Trial arms needed to consist of an experimental group compared with no treatment and/or another active intervention or treatment as usual (TAU) or waitlist control.
4. The intervention was targeted at a youth population (aged ≤18 years or reported a mean age of ≤18 years) with a diagnosis or suspected diagnosis of the following NDDs: communication disorders (eg, language disorder and stuttering); ASD; ADHD; specific learning disorder (eg, dyslexia and dyscalculia); motor disorders; TD; other NDDs (eg, NDD associated with prenatal alcohol exposure).

These disorders were selected based on the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) criteria [3].

Secondary outcomes of interest were comorbid or associated psychological symptomology and any adverse events. Papers had to report on either primary or secondary outcomes of interest to be included in this review. Studies were excluded if the intervention was not delivered on the Web or was primarily aimed at the parent or caregiver. Furthermore, we excluded studies where the participants were diagnosed with IDs as intervention characteristics that meet the needs of children with significant IDs would be difficult to generalize to a youth population as a whole. Moreover, studies on NDDs frequently exclude CYP with any form of learning difficulty because of their unique complexity [18].

Once duplicates were removed (n=2142), a total of 5140 titles and abstracts were retrieved. Titles were initially screened against the eligibility criteria by 1 assessor (screening phase, n=4985 ineligible). Subsequently, 155 titles and abstracts were then screened against the eligibility criteria by 2 independent assessors. Any conflicts concerning eligibility were resolved by group discussion. There was agreement on 7 papers to be included, 121 to be excluded, and 27 papers requiring further discussion. Following a discussion between the assessors, the full text of 19 papers was obtained for further analysis and coding. A consensus was reached among the assessors on 9 papers to be excluded, as they did not meet the eligibility criteria, leaving 10 papers for analysis. Figure 1 shows the Preferred Reporting Items for Systematic Reviews and Meta-analyses flowchart [19].
Figure 1. Preferred reporting items for systematic reviews and meta-analyses flowchart outlining the process for systematic review and meta-analysis. NDD: neurodevelopmental disorder; RCT: randomized controlled trial.

Data Extraction
The first assessor extracted the following data from all included studies: specific details about the study (authors, year, number of study arms, location, and Web-based program name), population demographics (sample size, age, and gender), study methods, interventions and comparisons, length of treatment or dosage, condition treated (eg, ASD and ADHD), outcome measures, type of analysis (eg, intention-to-treat [ITT]), and primary and secondary outcomes of significance to the review. These data were extracted and inputted into JBI System for the Unified Management, Assessment and Review of Information (SUMARI) software [20]. Missing data were obtained from the manuscripts, and where these data were not documented, the primary authors were contacted for relevant information.

Assessment of Methodological Quality
A total of 2 independent assessors examined the methodological quality of included studies using the JBI RCT appraisal tool in JBI SUMARI [20]. Further details on the assessment of quality are provided in Multimedia Appendix 2.

Meta-Analysis
Continuous variables were examined using standardized mean differences (SMD) with 95% confidence intervals. Extracted continuous data were tested for normality using skew plots. Random effects meta-analyses were performed to compute overall estimates of treatment outcomes. The effect sizes of the primary studies were presented in a forest plot. Heterogeneity was examined with the $I^2$ statistic [21]. The $I^2$ statistic calculates the degree to which there is heterogeneity, with 25% suggesting low heterogeneity, 50% indicating moderate, and 75% indicating the threshold for high heterogeneity. The $Q$ statistic was also calculated and provides the statistical significance ($P$ value $<.05$) of heterogeneity.

In the protocol, subgroup analyses were planned to be conducted according to the main intervention characteristics that were shown to be the most effective, for example, therapist support versus no support and parent component versus no parent component. However, because of the low number of included studies in the review, this was deemed unsuitable and is therefore a deviation from the protocol. All data for the meta-analysis were conducted using JBI SUMARI [20].

Results
Study Characteristics
The search generated 10 studies. A total of 5 interventions targeted ASD [22-26], 2 were aimed at CYP with TD [27,28], 1 for ADHD [29], 1 for specific learning disorder (LD) with poor visual-motor integration (VMI) [30], and the other targeting dyscalculia [31]. All but one of the interventions focused on treating the primary diagnosis with the other focusing on treating comorbid anxiety [22]. All studies used the standard RCT design, except for one study, which employed a crossover RCT design [29].

In 5 studies, NDD diagnosis was confirmed by DSM-IV or DSM-5 criteria [23,25-27,29] with the other studies using disorder-specific diagnostic tools [22,24,30,31]. All 10 studies contained 2 trial arms with the intervention being compared with another active intervention, which was not Web-based [27,30,31], TAU, which was either standard therapy or participants were not prevented from using therapy; however they were told not to use any apps designed for ASD therapeutic use [23,26,29] or waitlist control [22,24,25,28]. A summary of the characteristics of each study is shown in Table 1.
<table>
<thead>
<tr>
<th>Study</th>
<th>Design, number of arms (N per arm), sample size and study location</th>
<th>Sample demographics and condition treated</th>
<th>Control or comparator group</th>
<th>Outcome measures</th>
<th>Summary of main findings or effect of intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conaughton et al, 2017 [22]</td>
<td>Randomized controlled trial (RCT) 2 arms: Intervention=21, control group=21, N=42, Australia</td>
<td>Children (8-12 years; mean 9.74; 85.7% male) with high-functioning autism spectrum disorder and an anxiety disorder</td>
<td>Waitlist control (WLC)</td>
<td>Anxiety Disorders Interview Schedule: parent and child; Children’s Global Assessment Scale, Child Behaviour Checklist, Spence Children’s Anxiety Scale–child, satisfaction with treatment</td>
<td>9.5% of the intervention group versus 0% of the WLC group had lost all anxiety diagnoses at postassessment, with 14.3% of the intervention group being free of all anxiety diagnoses at 3-month follow-up; the intervention had a positive effect</td>
</tr>
<tr>
<td>Esposito et al, 2017 [23]</td>
<td>RCT 2 arms: Intervention=15, control group=15, N=30, Europe</td>
<td>Children (2-5 years; mean 3.92; 90% male) with Autism Spectrum Disorder (ASD) who followed face-to-face (F2F) applied behavior analysis (ABA) treatment</td>
<td>Treatment as usual (TAU)</td>
<td>Measured attention, imitation of actions with objects, receptive identification of objects</td>
<td>Intervention group, who had daily practice of attention and identification of objects on tablet apps, showed greater progress within standard ABA therapy than the TAU group for all 3 programs investigated; however, this did not exceed the significance level (all P values &gt;.05); the intervention had no effect</td>
</tr>
<tr>
<td>Fletcher-Watson et al, 2016 [24]</td>
<td>RCT 2 arms: Intervention=27, control group=27, N=54, Europe</td>
<td>Children (&lt;6 years; mean 4.13; 79.6% male) with ASD</td>
<td>WLC</td>
<td>The Autism Diagnostic Observation Schedule, Brief observation of social communication change, MacArthur Communicative Development Inventory (MCDI), Communication and Symbolic Behaviour Scales–Developmental Profile, parent impressions of the app</td>
<td>Change scores on all outcome measures revealed no significant differences between intervention and WLC groups (all P values &gt;.05); the intervention had no effect</td>
</tr>
<tr>
<td>Fridenson-Hayo et al, 2017 [25]</td>
<td>RCT 2 arms: Intervention=43, control group=40, N=83, Europe</td>
<td>Children (6-9 years; mean 7.29; 79.5% male) with ASD</td>
<td>WLC</td>
<td>Emotion recognition (ER) tasks, Wechsler Intelligence Scale for Children or Wechsler Primary and Preschool Scale of Intelligence, Social Responsiveness Scale, Vineland Adaptive Behaviour Scales (VABS-II)</td>
<td>Pairwise comparisons for the time by group interaction revealed that significant improvement over time was found on all ER tasks for the intervention group but not for the WLC group; the intervention had a positive effect</td>
</tr>
<tr>
<td>Whitehouse et al, 2017 [26]</td>
<td>RCT 2 arms: Intervention=41, control group=39, N=80, Australia</td>
<td>Children (&lt;4 years; mean 3.32; 78.7% male) with ASD</td>
<td>TAU</td>
<td>The Autism Treatment Evaluation Checklist (ATEC), The Mullen Scales of Early Learning, VABS-II, MCDI, Communication and Symbolic Behaviour Scales, Repetitive Behaviour Scale-Revised , Behaviour Flexibility Rating Scale</td>
<td>No significant differences were observed between groups for any of the 4 ATEC subscales at either the 3- or 6-month assessments, although the 3-month communication subscale showed a trend toward greater improvement in the intervention group, 2.1 units (95% CI 4.5 to 0.3; P=.08); the intervention had no effect</td>
</tr>
</tbody>
</table>
### Study Details

<table>
<thead>
<tr>
<th>Study</th>
<th>Design, number of arms (N per arm), sample size and study location</th>
<th>Sample demographics and condition treated</th>
<th>Control or comparator group</th>
<th>Outcome measures</th>
<th>Summary of main findings or effect of intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Himle et al, 2012 [27]</td>
<td>RCT 2 arms: Intervention=10, comparator group=10, N=20, North America</td>
<td>Children (8-17 years, mean 11.6, 94% male) with tic disorders (TD) or chronic tic disorders (CTD)</td>
<td>F2F Comprehensive Behavioural Intervention for Tics</td>
<td>Yale Global Tic Severity Scale (YGTSS), Clinical Global Impress-Improvement Scale (CGI-I), Parent Tic Questionnaire (PTQ), Treatment Acceptability Questionnaire (TAQ)</td>
<td>The videoconferencing group showed a mean YGTSS reduction of 6.4 points versus 4.2 points for the F2F group at follow-up; both interventions were effective in reducing tics however, there was a slightly better effect on the intervention group at both post-treatment and follow-up compared with the F2F group</td>
</tr>
<tr>
<td>Ricketts et al, 2016 [28]</td>
<td>RCT 2 arms: Intervention=12, control group=8, N=20, North America</td>
<td>Children (8-16 years; mean 12.16; 64.9% male) with TD or CTD</td>
<td>WLC</td>
<td>YGTSS, CGI-I, PTQ, Children’s Perception of Therapeutic Relationship, Client Satisfaction Questionnaire, TAQ, Videoconferencing Satisfaction Questionnaire</td>
<td>In the intervention group, there was a statistically significant decrease of 7.25 points in YGTSS total scores from baseline to postassessment. In the WLC group, the 1.75-point decrease on the YGTSS total scores from baseline to postassessment was not significant; the intervention had a positive effect</td>
</tr>
<tr>
<td>Bul et al, 2016 [29]</td>
<td>Crossover RCT 2 arms: Intervention=88, comparator group=82, N=170, Europe</td>
<td>Children (8-12 years; mean 9.85; 80.6% male) with attention deficit hyperactivity disorder</td>
<td>TAU crossover group</td>
<td>Time management questionnaire, Behaviour Rating Inventory of Executive Function (subscale plan or organize), Social Skills Rating System (subscale cooperation), It's About Time Questionnaire, self-efficacy, satisfaction</td>
<td>Intervention group achieved significantly greater improvements on the primary outcome of time management skills compared with TAU crossover group (parent-reported; P=.004) and on secondary outcomes of responsibility (parent-reported; P=.04), and working memory (parent-reported; P=.02); the intervention had a positive effect</td>
</tr>
<tr>
<td>Coutinho et al, 2017 [30]</td>
<td>RCT 2 arms: Intervention=10, comparator group=10, N=20, North America</td>
<td>School-aged children (4-7 years; mean 6.18; 12 males) with a specific learning disorder such as dyspraxia or speech delay with poor visual-motor integration (VMI) skills</td>
<td>Traditional occupational therapy sessions</td>
<td>Beery VMI, Miller function and participation scales, intervention appreciation scale</td>
<td>There were some improvements in VMI skills in both groups; however, the finding was not statistically significant; the intervention had no effect</td>
</tr>
<tr>
<td>De Castro et al, 2014 [31]</td>
<td>RCT 2 arms: Intervention=13, control group=13, N=26, South America</td>
<td>Primary school children (7-10 years; mean 8.11; 16 male) with dyscalculia</td>
<td>Traditional teaching techniques</td>
<td>Scholastic Performance Test</td>
<td>The intervention using the virtual environment yielded a significant score improvement (P&lt;.001) with an average score improvement of 5.09 posttest, whereas the control group did not show a statistically significant score improvement (P=.05); the intervention had a positive effect</td>
</tr>
</tbody>
</table>

### Modality, Location, and Duration of Intervention

A total of 4 interventions were delivered via apps [23,24,26,30], 2 were serious games [25,29], 2 used videoconferencing [27,28], 1 was a virtual environment with playable games [31], and the other was a Web-based CBT intervention [22]. Most of the interventions were accessed from participants’ own homes, except 3 studies where participants were based in a rehabilitation center [30], school [31], and hospital or clinic setting [27]. Interventions either had a varying range of components (ie, tasks to be completed)—2 [24,29], 3 [23], and 4 [25,26] components—or sessions, ranging from 8 [27,28] to 10 [22,30,31] sessions. All trials instructed participants on an optimum length of time to access the intervention: ranging from 5 min per day or 10 min every other day [24], 20 min daily [26] and 30 min per day [23] to approximately 2 hours per week [25], one 60-min session per week [22], 2 40-min sessions per week [30], 60 min twice per week [31], and 65 min 3 times per week [29]. The 2 trials comparing Web-based comprehensive behavioral intervention for tics (CBIT) stated that participants received 6 weekly sessions followed by 2 biweekly sessions [27] and 2 1.5-hour sessions followed by 6 1-hour sessions [28]. The intervention delivery period ranged from 4 [23] to 24 weeks [26], with a median length of 10 weeks.
A summary of the characteristics of each intervention is shown in Table 2.

<table>
<thead>
<tr>
<th>Study</th>
<th>Intervention, modality, and aim of the intervention</th>
<th>Length or dosage, follow-ups</th>
<th>Therapist supported</th>
<th>Parent component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conaughton et al</td>
<td>Internet trans diagnostic CBT intervention aimed at improving comorbid anxiety symptoms</td>
<td>10 weeks, 10 sessions—one 60-min session per week</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Esposito et al</td>
<td>Tablet apps aimed at improving attention and identification of objects</td>
<td>4 weeks, 3 app components—30 min daily</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fletcher-Watson</td>
<td>iPad app aimed to improve social communication skills</td>
<td>2-months, 2 parts—5 min per day, or 10 min every other day</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Fridenson-Hayo et</td>
<td>An internet-based serious game aimed at improving emotion recognition</td>
<td>8-12 weeks, 4 components—2 hours per week</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Whitehouse et</td>
<td>iPad app aimed at improving developmental skills relevant to autism</td>
<td>6 months, 4 components—20 min per day</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Himle et al</td>
<td>Internet-accessed videoconference aimed at improving tic severity</td>
<td>10 weeks—6 weekly sessions followed by 2 biweekly sessions</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ricketts et al</td>
<td>Internet-accessed videoconference (Skype) aimed at improving tic severity</td>
<td>10 weeks—2 1.5-hour sessions followed by 6 1-hour sessions</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bul et al</td>
<td>An internet-based serious game aimed at improving time management and planning skills</td>
<td>10 weeks, 2 game components—65 min approximately 3 times per week</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Coutinho et al</td>
<td>Multiple iPad apps aimed at improving visual motor skills</td>
<td>10 weeks, minimum of 8 and maximum of 12 sessions—2 40-min sessions per week</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>De Castro et al</td>
<td>Internet-accessed virtual environment aimed at improving mathematical skills</td>
<td>5 weeks, 10 sessions—60 min twice a week</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

\(^{a}\text{CBT: cognitive behavioral therapy.}\)

### Use of Human and Technical Support

In total, 4 interventions were therapist assisted [22,23,27,28]; however, all these differed in the level of involvement of the therapist within the interventions. The contacts ranged from once weekly contact [22] 2 hours per week [23], and the 2 trials of CBIT were exclusively therapist-delivered [27,28].

One of the major factors that developers need to consider when creating Web-based intervention is the ease with which non-technologically advanced individuals can access and use the program. Thus, it is crucial to provide technical support as and when needed. In total, 7 of the 10 included studies reported the use of technical support. In 2 trials [22,28], participants had weekly access to a therapist who was able to offer any technical assistance within the sessions. One trial [30] took place within a rehabilitation center with an occupational therapist (OT) constantly present to offer any assistance. Two trials reported the use of monitoring phone calls from research personnel to check for any issues, which were offered either fortnightly [26] or once a week [25]. In both of these trials, parents were also encouraged to contact research staff with any queries or issues in between monitoring calls. In one trial [27], research personnel were available to manage any technical difficulties. In the other trial [23], parents were fully trained in the apps by research staff and were taught how to handle technical difficulties.

### Participant Characteristics

A total of 545 participants consented and were randomized to a trial arm. Sample sizes ranged from 20 [27,28,30] to 170 [29] participants. A total of 4 trials had sample sizes of >50 participants [24-26,29]. Overall, 523 participants were explicitly included in analyses. A total of 5 studies stated that the analysis was conducted on participants who completed pre- and postintervention measures only [23,25,27,30,31], whereas 5 conducted ITT analyses [22,24,26,28,29]. All 10 trials reported participant dropout or withdrawal data, with dropout rates ranging from 0% [23,28,31] to 18% (n=31) of the sample [29]. Reasons for participant withdrawal included lack of motivation or disinterest [25,29], lack of enjoyment with the intervention [24,26], and personal reasons [26].

In the 10 trials, participants ranged in age from 2 to 17 years, with a mean age ranging from 3.32 to 12.16 years. Males were the majority in all studies, with gender balance varying from 62.5% [31] to 94% [27] of the sample being male. A total of 4 trials were conducted in Europe [23-25,29], 3 in North America [27,28,30], 2 in Australia [22,26], and 1 in South America [31].

### Provider Characteristics

Most of the trials recruited participants from clinics [22-25,29], with 3 studies [25,26,28] recruiting via advertisements and 1 study [28] recruiting participants through solicitations mailed to health care professionals. One study [26] recruited participants...
through referrals from diagnosing clinicians, and another study [22] utilized referrals through general practitioners, mental health professionals, school guidance officers, teachers, parents, and media publicity.

**Adverse Events and Outcome Measures**

Only 1 study [29] explicitly stated that they recorded and reported adverse events. The crossover trial investigating the effects of a serious game as an adjunct to TAU for children with ADHD reported 10 adverse events in the trial that could be related to the intervention, and parents, teachers, or participants themselves reported these. Adverse events were registered as mild (n=5) or moderate (n=5) in severity and examples included pain in the fingers, irritability, and headache. One participant could not concentrate at school and therefore discontinued from the trial because of this adverse event; however, no serious adverse events were reported.

It was estimated that the outcome measurement battery ranged from 16 [24] to 175 items [26] at each time point of the studies. The estimated median number of questions administered to participants was 56 items (see Multimedia Appendix 2 for more details).

**Methodological Quality and Risk of Bias**

The JBI Critical Appraisal Checklist for RCTs provided a framework for scoring the quality of the included studies by addressing different aspects of the research such as randomization, allocation concealment, blinding, and follow-up data. The methodological quality of included studies was felt to be moderate, mostly because of trials providing insufficient details or being unclear in their reporting (see Table 3). Only 5 of 10 studies reported their randomization methodology [22,24,28-30]. Blinding was the main issue of quality in included studies. A total of 6 trials stated that participants were not blind to treatment assignment with the other 4 trials being unclear in their reporting. Only 1 study [23] reported that those delivering treatments were blind to treatment assignment with the others stating researchers delivering treatment were either not blinded or it was unclear. Half of the trials [22-24,26,27] reported outcome assessors were blind to treatment assignment with all of these studies employing independent researchers to carry out assessments.
Table 3. Critical appraisal of included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
<th>Q11</th>
<th>Q12</th>
<th>Q13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conaughton et al [22]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Esposito et al [23]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fletcher-Watson et al [24]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Fridenson-Hayo et al [25]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Unclear</td>
<td>Yes</td>
</tr>
<tr>
<td>Whitehouse et al [26]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Himle et al [27]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Ricketts et al [28]</td>
<td>Yes</td>
<td>Unclear</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bul et al [29]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Coutinho et al [30]</td>
<td>Yes</td>
<td>Unclear</td>
<td>Yes</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>De Castro et al [31]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

$^a$Q1: True randomization.  
$^b$Q2: Allocation concealed.  
$^c$Q3: Treatment groups similar at the baseline.  
$^d$Q4: Participants blind to treatment.  
$^e$Q5: Those delivering intervention blind to treatment.  
$^f$Q6: Outcome assessors blind to treatment.  
$^g$Q7: Treatment groups treated identically.  
$^h$Q8: Follow-up complete and if not, differences between groups adequately described and analyzed.  
$^i$Q9: Participants analyzed in the groups to which they were randomized.  
$^j$Q10: Outcomes measured in the same way for groups.  
$^k$Q11: Outcomes measured reliably.  
$^l$Q12: Appropriate statistical analysis.  
$^m$Q13: Appropriateness of trial design and any deviations from RCT design accounted for.

Effectiveness of Web-Based Interventions

Of 10 trials, 6 trials found that Web-based interventions were effective in reducing NDDs or associated symptoms in CYP [22,25,27-29,31]; 2 were serious games, 2 were delivered by videoconferencing, 1 was a virtual environment, and the other was an internet-delivered CBT intervention. Targeted NDD conditions of the effective interventions included ASD [22,25], TD [27,28], ADHD [29], and dyscalculia [31]. All but 2 of the effective interventions were delivered over a period of 10 weeks, and these 2 were delivered over 5 weeks with 10 sessions [31] and 8 to 12 weeks with 4 components [25]. The 4 trials, which did not find that Web-based interventions had an effect on NDD symptoms, were all delivered by apps [23,24,26,30]. All but one of these was designed for CYP with ASD, the other being designed for specific LD with VMI [30].

Primary Outcomes

Of 10 interventions, 4 interventions in the included studies were aimed at a youth population with ASD; however, just one [25] of these trials found that Web-based interventions were effective. In the study by Fridenson-Hayo et al [25], children with ASD who received an internet-based serious game improved in ER tasks compared with the WLC group who received TAU. A total of 3 studies [23,24,26] comparing iPad or tablet apps with...
WLC/TAU groups for children with ASD found no difference in outcome between the groups.

Both studies evaluating the effectiveness of internet-delivered CBIT via videoconferencing for young people with TD/CTD showed it could be effective for reducing tic symptomology. Overall, the studies were of similar design but used different comparators with Himle et al [27] using F2F CBIT in their study whereas WLC was utilized in a study by Ricketts et al [28]. The YGTSS was the main primary measure in both trials.

There were 3 other studies that looked to improve primary symptoms in CYP, and these were targeted at CYP with NDDs other than ASD or TD. One study showed improvements in time management skills for children with ADHD [29], and another study found improvements in mathematical skills for children with dyscalculia [31]. The other study found no effect in VMI scores [30]. Secondary outcomes are discussed in Multimedia Appendix 2.

Satisfaction or Acceptability of the Intervention
A total of 4 trials included participant satisfaction measures [22,24,26,29] and 2 trials administered participant acceptability questionnaires [27,28]. In the study by Bul et al [29], both children and parents reported moderate to high satisfaction with receiving the serious game intervention. In the study by Conaughton et al [22], children and parents reported moderate levels of satisfaction following treatment. In the study by Fletcher-Watson et al [24], parents gave verbal comments on the app and what they perceived to be their child’s response to it. Replies were categorized as Positive, Mixed, or Negative, and there were positive responses to questions on overall experience with the app, whether the child and parent liked the app, and ease of use. In the other study to measure participant satisfaction [26], caregivers of children in the Therapy Outcomes By You (TOBY) intervention group were asked to list up to 3 features that they liked or disliked about the app. The most frequent like statement related to TOBY providing a helpful therapy-planning tool. Other common statements were that TOBY was easy to use and that the app provided a positive learning experience for their child with an attractive structure and layout. The most common dislike statement was that the offline iPad activities were too time-consuming to prepare. The 2 trials evaluating VC administered CBIT [27,28] gathered acceptability ratings from participants. In both studies, children and parents gave high acceptability ratings for the intervention.

Meta-Analysis
In studies that used a valid and reliable outcome measurement of NDD and associated symptoms, a meta-analysis was undertaken. All outcomes were continuous and scale-based and were extracted as endpoint average scores with lower scores indicating less severe symptomology. The outcomes combined for the meta-analysis were anxiety [22], social communication [24], developmental skills [26], and tic severity [27,28]. Negative SMD values support the intervention in the presented analyses. Figure 2 shows the forest plot for the data.

Discussion
Principal Findings
We set out to evaluate whether RCT evidence showed Web-based interventions were effective for CYP with NDDs and/or associated symptoms. Our review retrieved 10 studies in total. A further meta-analysis was conducted on 5 of the 10 studies. Most of the interventions targeted ASD in CYP. Overall,
the meta-analysis indicated no difference between the intervention and control groups; however, with 6 of the 10 retrieved papers showing a positive effect, the findings suggest that Web-based interventions can be effective in reducing NDD symptoms in CYP. However, the evidence is inconclusive owing to the limited number of retrieved studies and small sample sizes in included trials. The findings indicate the need for further research in the use of Web-based interventions aimed at CYP with NDDs.

Furthermore, one of our initial aims was to evaluate the main characteristics of effective Web-based interventions. A parent component as an adjunct to the main intervention was utilized in 4 of the 6 effective trials, indicating the potential importance of assisted interventions and in line with previous research [16,32,33]. Having a parent component within the interventions is unsurprising given the young age of participants in the included studies. It is more likely that younger children will require some form of parental assistance with digitized interventions and, more generally, therapeutic interventions. Indeed, Thirwall et al [34] found that younger children showed a greater improvement in anxiety symptoms having received a parent-delivered CBT intervention. From this review, it is unclear whether a therapist-supported Web-based intervention is more efficacious than one without, as only half of the effective interventions were therapist supported. Another important characteristic to consider is the length of the intervention. A total of 5 of the 6 effective interventions were delivered over a period of 10 to 12 weeks, with the other having 10 sessions delivered over 5 weeks. This suggests that 10 to 12 weeks/sessions is the optimum length for a Web-based intervention. However, given the high heterogeneity between the Web-based interventions and number of multifaceted aspects to these interventions in this review, caution should be taken when trying to establish certain characteristics that may be relevant in determining effectiveness.

All 4 of the included interventions delivered by apps were unsuccessful in yielding statistically significant outcomes. This suggests apps may not be a promising platform for delivering therapeutic interventions, at least to CYP with NDDs. Indeed, recent systematic reviews [35,36], have shown there is inconclusive evidence on the efficacy of mobile apps utilized as health interventions, despite the high user acceptability ratings of smartphone apps. One interpretation of this finding is that because apps are a new phenomenon—the first mobile apps were developed in 2008 with the advent of Apple’s App Store [37]—little is known about their mechanisms of impact, especially in the health care domain. There are over 10,000 mental health apps commercially available [38], with 52% of smartphone owners using their phones for health purposes and 19% using health apps [39], it is clear that more high-quality research needs to be conducted. As 3 of the 4 apps that found no effect were targeted at CYP with ASD, another interpretation of this finding could be that apps are an insufficient modality for producing positive outcomes in autism-related disorders. This corroborates the results of a study conducted by Grynszpan et al [40]. They found that adolescents with ASD performed poorly on rich multimedia interfaces, such as apps, as they lacked the required initiative in organizing information given within the multimodal sources.

Half of the included interventions were delivered to CYP with ASD, and much of the research to date evaluating digital technologies administered to NDDs has focused on ASD [41-43]. A possible explanation for this is that computer technology can help compensate verbal and social interaction difficulties and enable facilitation of exchanges between people with ASD, experts, and others [44]. The vast potential of technology for ASD has been realized by researchers, as technologies can enable new ways of communicating for people with ASD, socializing, and even learning. Despite this, many studies still lack scientific rigor to allow for concrete support for the use of technology in aiding people with ASD [42]. In this review, 2 of the 5 RCTs found that Web-based interventions were effective for CYP with ASD and one of these targeted CYP with HFASD who had a comorbid diagnosis of an anxiety disorder.

The RCTs included in this review were assessed as being of acceptable quality for a review of effectiveness. However, the main methodological issues centered on the lack of blinding of participants and of those delivering treatment. All studies had a control group, which was either active or inactive, with half of the trials using valid, standardized outcome measures. Most trials had low attrition rates thus improving the overall quality of the included studies. Only 1 of the 10 trials explicitly recorded and reported adverse events [29]. They reported on 10 adverse events that could be related to the intervention however, none were regarded as serious. Insufficient reporting of adverse events in psychological treatments has been documented in the literature [45], and it is clear that future trials should be more explicit in their reporting.

Limitations

Some limitations of the review and meta-analysis need to be considered. A major limitation is the minimal number of studies retrieved meaning that any conclusions drawn from this review must be met with caution. To provide an expansive overview of the effectiveness of Web-based interventions for CYP, we included trials targeting a myriad of NDDs, which may have equilibrated disorder-specific effects of Web-based interventions. As there were very few RCTs evaluating the effectiveness of Web-based interventions in CYP with NDDs, it would have been impractical to carry out a review focusing on 1 NDD only. We could have increased the number of NDDs by also including trials focusing on CYP with learning disabilities; however, this would have further increased the heterogeneity and added to the problems of generalizability owing to the complexity of this particular population. The search was conducted on multiple databases and updated through a repeated search, thus ensuring a comprehensive overview of the topic. A particular strength of this review is that we had 2 independent reviewers screening relevant papers, with discrepancies between the reviewers discussed. This ensured a structured, meticulous approach was undertaken in study selection, therefore, improving review quality.

For the meta-analysis, we could only include data from 5 of the 10 trials, meaning the pool of data from included interventions...
was small and limited the overall power. Moreover, there was a high level of heterogeneity detected in the meta-analysis, which may have been because of the types of comparison with the interventions or differences in baseline symptomology [46]. There is mixed literature on whether a meta-analysis should be conducted at all in the event of high heterogeneity; however, experts recommend using the random effects model [21,47] that was used in this review. Finally, a major strength of this review is that it is based on a priori protocol that decreases the potential for reviewer bias.

When interpreting the findings, some inherent methodological issues of the included studies must also be considered, as methodological flaws of the primary trials can have a considerable impact on the review results. One intrinsic methodological limitation of many therapeutic intervention trials is the lack of blinding of participants and those delivering treatment [48], thus introducing a high risk of bias. As already mentioned, most of the included trials had very small sample sizes, which makes the generalization of findings highly problematic. All interventions used different content and modalities of delivery, which could have affected participant interaction and consequently, effectiveness [49]. Another limitation is with the RCT design itself. Given that the most effective interventions are individualized to the user [17], this is often difficult to assess using an RCT design, meaning the interventions reviewed mostly fell short on this dimension.

Gender balance was a potential issue of bias in included studies, as most of the trials had more male participants than female. However, this is not surprising given that NDDs are more common in males than females [50]. Baseline symptomology was also a potential source of bias, as this may have caused difficulties comparing intervention effectiveness in improving NDD outcomes. Some trials recruited participants with minimal symptoms, whereas others recruited those experiencing high levels of NDD symptoms. Despite these limitations, the overall reporting of the included trials was of a high standard and methodologically sound.

Implications for Practice
As some of the interventions found positive outcomes, health care professionals working with CYP may want to consider utilizing Web-based and digital resources to support their patients, especially those with tics. The National Health Service (NHS) has already developed improving access to psychological therapy services for young people with mental health problems and is aiming to incorporate this into practice nationwide within the coming years [51]. If this is successful in reducing the burden on health care services and is shown to be cost-effective, this could lead to promising new developments for digital resources to be used on other populations. None of the included studies assessed the cost-effectiveness of Web-based interventions, which is likely to be an important consideration for policymakers. All the efficacious interventions in this review contained an element of human interaction, either with a real person by videoconferencing or a simulated person in a virtual environment or serious game. The best improvement in outcomes, therefore, may be achieved through a combination of Web-based interventions and human support. As technology evolves rapidly, future Web-based interventions will be more dynamic, perhaps including real-time clinician or therapist input and integrated synchronous crisis support. A promising new development is the use of virtual reality, which has had positive results on children with ADHD [52], adults with anxiety disorders [53], and a range of other mental health problems [54]. Developers could utilize virtual reality to its full effect and enable a simulated, life-like human therapist to support CYP with NDDs and common comorbidities, thus cutting waiting lists while improving outcomes.

Implications for Research
Future studies of Web-based interventions for CYP with NDDs must have larger sample sizes to generate a reasonable degree of statistical power and allow for an increase in generalizability. They must also consider including long-term follow-up assessments to evaluate whether effects are maintained over a prolonged period. A cost-effectiveness evaluation would also be appropriate and much needed in future research. Furthermore, qualitative feedback in the form of a process evaluation would be useful in addressing the intervention’s mechanisms of impact and usability.

Our review found multiple methodological issues with the included trials. Sources of high risk of bias in the RCTs included failure to blind participants and personnel to the Web-based intervention and inadequate reporting of allocation concealment. Failing to blind participants, which can be difficult in Web-based intervention studies, can lead to the digital placebo effect [55]. One possible way of mediating this effect in future studies is to create a sham or static Web-based program for control groups, therefore, reducing the risk of the digital placebo effect. As mentioned, individualized interventions are often the most effective; however, RCT designs are inadequate in assessing the individualized dimension of interventions, therefore future studies should focus on conducting single case experimental designs to measure this [56,57].

Conclusions
Technological advances and mobile device popularity have huge potential to improve outcomes in CYP with NDDs and comorbid psychological problems. Overall, this study suggests that Web-based interventions can be beneficial in improving symptoms in this population; however, because of the small number of RCTs yielded and several methodological limitations in the included studies, mean findings must be considered with caution. There need to be more studies with larger sample sizes assessing the effectiveness of Web-based interventions for CYP. Furthermore, a qualitative evaluation of the intervention is encouraged in future work to provide bespoke Web-based interventions for youth populations.
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Abstract

Background: Although the availability and use of mobile mental health apps has grown exponentially in recent years, little data are available regarding their efficacy.

Objective: This study aimed to evaluate the effectiveness of an app developed to promote stress management and well-being among working women compared with a control app.

Methods: Female employees at a private hospital were invited to participate in the study via mailing lists and intranet ads. A total of 653 individuals self-enrolled through the website. Eligible participants were randomized between control (n=240) and intervention (n=250) groups. The well-being mobile app provides an 8-week program with 4 classes per week (including a brief theoretical portion and a 15-min guided practice). The active control app also provided 4 assessments per week that encouraged participants to self-observe how they were feeling for 20 min. We also used the app to conduct Web-based questionnaires (10-item Perceived Stress Scale and 5-item World Health Organization Well-Being Index) and ask specific questions to assess subjective levels of stress and well-being at baseline (t₁), midintervention (t₄=4 weeks after t₁) and postintervention (t₈=8 weeks after t₁). Both apps were fully automated without any human involvement. Outcomes from the control and intervention conditions at the 3 time points were analyzed using a repeated measures analysis of variance.

Results: Among the randomized participants (n=490), 185 participants were excluded at the 4-week follow-up and another 79 at the 8-week follow-up because of noncompliance with the experimental protocol. Participants who did not complete t₄ and t₈ assessments were equally distributed between groups (t₄: control group=34.6% [83/240] and intervention group=40.8% [102/250]; P=.16; t₈: control group=29.9% [47/157] and intervention group=21.6% [32/148]; P=.10). Both groups showed a significant increase in general well-being as a function of time (F₂,426=5.27; P=.006), but only the intervention group presented a significant increase in work-related well-being (F₂,426=8.92; P<.001), as well as a significant reduction in work-related and overall stress (F₂,426=5.50; P=.004 and F₂,426=8.59; P<.001, respectively).

Conclusions: The well-being mobile app was effective in reducing employee stress and improving well-being.

Trial Registration: Clinicaltrials.gov NCT02637414; https://clinicaltrials.gov/ct2/show/NCT02637414.

(J Med Internet Res 2019;21(11):e14269) doi:10.2196/14269
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Introduction

Women’s Mental Health

Over the last few decades, studies have been investigating the impact of occupational stress complaints on workers’ mental health [1,2]. Currently, there is a pressing need for a greater understanding of gender as a social determinant of health in the work context [3]. According to the American Psychological Association’s report Stress in America: The State of Our Nation [4], women consistently report higher stress levels than men, are more likely to say they experience symptoms of stress, and have difficulty dealing with it. Several studies indicate that work-related factors may affect women and men differently and suggest that women may be disproportionately affected because of work and family roles [5,6]. Research from the World Economic Forum’s Gender Gap study showed that women work nearly an hour longer than men every day, when both paid and unpaid tasks are considered [7]. Therefore, these findings indicate that working women may experience more stress than men and that the sources of stress are related to the expected and actual roles of women in society. Considering the increasing numbers of women in the workforce, it is critical that more resources be directed toward reducing the negative effects of work stress on women’s health and well-being.

Meditation and Positive Psychology

Some very successful programs in stress management are based on the principle of Mindfulness—a metacognitive ability, defined by Jon Kabat-Zinn as “the awareness that emerges through paying attention on purpose, in the present moment, and nonjudgmentally to the unfolding experience moment to moment” [8]. The mechanism of action for mindfulness may be explained through a set of 4 interacting components [9]: (1) attention regulation (sustained attention, with returned attention on the main object of focus upon distraction), (2) body awareness (focused attention on subtle bodily sensations to enhance attunement with one’s body), (3) emotional regulation (practice of nonjudgmental awareness of one’s emotional responses in the moment), and (4) change in self-perspective (detachment from the view of an unchanging self). Although research exploring the effectiveness of online mindfulness-based interventions (MBIs) is still in its infancy, a recent meta-analysis concluded that there is emerging evidence that online MBIs have the potential to improve mental health outcomes, most notably stress [10].

Although the mental health care system has traditionally focused more on treatment of mental disorders than on prevention, it is recognized that mental health is more than just the absence of mental illness. Positive psychology is the study of well-being, engagement, and optimal functioning, fitting well with the World Health Organization’s (WHO) definition of mental health: “a state of well-being in which the individual realizes his or her own abilities, can cope with the normal stresses of life, can work productively and fruitfully, and is able to make a contribution to his or her community” [11]. The PERMA model proposed by Seligman [12] stipulates that happiness and psychological well-being is made up of 5 core components: positive emotions, engagement (similar to the concept of mindfulness), positive relationships, meaning, and accomplishments. Well-being has been shown to reduce the risk of developing mental health alterations or disorders [13,14]. Results from a meta-analysis of 51 positive psychology interventions with more than 4000 individuals revealed that such interventions do indeed significantly enhance well-being [15]. A number of studies conducted with adult [16] and younger [17] populations have shown improvements in well-being through the use of online positive psychology interventions. Technology-based self-care programs allow individuals to circumvent some of the limitations associated with traditional support methods, such as time, resources, flexibility, accessibility, and availability [18]. Indeed, this is in line with WHO directives recommending “the promotion of self-care, for instance, through the use of electronic and mobile health technologies” [19].

Mobile Health

Mobile health (mHealth), which promotes the use of wireless technologies in health care, is one of the fastest growing fields within electronic health (eHealth) [20]. According to the Digital 2019 Q2 Global Digital Statshot report, 5.11 billion people own a mobile phone, which represents 66% of the world’s population [21]. About internet and mobile use in Brazil, the recently launched Digital in Brazil 2019 report [22] showed that there is an average use of 34 mobile apps per month per smartphone in the country. According to the IQVIA Institute, there are currently more than 318,000 health apps worldwide, nearly double the number of apps available in 2015, with more than 200 new health apps being added to app stores every day [23]. Even with this substantial increase over the previous report [24], consumer Digital Health apps targeting wellness management still account for the majority of health apps (60%), and mental health remains the largest focus for disease-specific mobile apps (28%) [23].

The use of a mobile device makes it possible to intervene and interact with the participants within the context (ie, their work environment) and during moments of their daily life, which is a form of intervention called ecological momentary intervention (EMI). The most reliable method for investigating real-world emotion is experience sampling, which involves contacting people as they engage in their everyday activities and asking them to report their thoughts, feelings, and actions at that moment [25]. Therefore, app-based EMIs offer a versatile, multifaceted, and interactive way of promoting training, mindfulness, self-awareness, motivation, and environmental awareness within the context of everyday life. The near ubiquitous use of smartphone apps provides a vehicle for making EMI a widespread and effective way of promoting positive change in a large nonclinical, nontherapeutic population. Although smartphones and mobile apps seem to be ideal tools in many aspects for providing instantly accessible interventions to promote health, the content of these apps must be based on systematic research, as without such content, any observed effects could be placebo or even harmful. Even though the
availability and use of mental health mobile apps have grown exponentially in recent years, few have been thoroughly tested to provide robust scientific evidence regarding their efficacy in modulating behavior or promoting health [26-28].

Objectives
From these considerations, we developed 2 apps and hypothesized that a well-being mobile app, composed of an 8-week program with 4 lessons per week—based on relaxation training, breathing techniques, guided meditation, and positive psychology principles—could be effective in reducing stress and increasing well-being among working women when compared with an active control app designed to encourage self-observation and evaluation of subjective levels of stress and well-being, for the same period and weekly frequency. Here, we report the results of a randomized controlled trial in which we compared a well-being mobile app and an active control app on improving well-being and reducing stress in a group of women working in a private hospital in São Paulo, Brazil. In short, the aim of this study was to evaluate whether it is possible to improve psychological health by promoting stress management and well-being using a mobile app.

Methods

Trial Design
The experimental design of this study and the format of the manuscript followed the Consolidated Standards of Reporting Trials (CONSORT) statement for reporting randomized controlled trials [29], its extension for nonpharmacological trials [30], and the CONSORT-EHEALTH checklist [31]. See Multimedia Appendix 1 for CONSORT-EHEALTH checklist (V 1.6.1). The trial was registered at ClinicalTrials.gov, number NCT02637414 (Flourishing App: Evaluation of the Effectiveness of a Well-being App for Mobile Devices), on December 11, 2015. This study was a 2-arm randomized controlled trial conducted in Brazil. Participants were randomized using a 1:1 allocation ratio to 1 of the 2 parallel groups: (1) well-being mobile app based on relaxation, breathing, meditation, and positive psychology principles and (2) control app, containing only instructions to self-observation for 20 min and recording of subjective levels of stress and well-being. Both apps were developed in Brazilian Portuguese language and were fully automated without any human involvement. Longitudinal assessments were conducted at baseline, midintervention (4 weeks after baseline), and postintervention (8 weeks after baseline).

Participants
We conducted this study at a large private tertiary care hospital in São Paulo, Brazil, from June 2016 to May 2017. We used mailing lists and intranet ads to invite hospital staff to participate in the study. Individuals were included if they met the following inclusion criteria: women aged between 20 and 60 years who had completed high school, owned a mobile device with either an iOS or Android operating system, and were available to participate in the 8-week training program. Potential participants first provided demographic data through an initial registration form, and those who were selected were then randomly assigned to 1 of the 2 groups (control or intervention). After that, they were given access to 1 of the 2 apps and a tutorial with instructions for its use. Excluded participants were informed via phone or email.

Interventions

Intervention Condition
The well-being mobile app consists of an 8-week program divided into 2 4-week modules. Participants had to attend 4 classes per week; if they did not meet this deadline, they were given 4 more days to complete the classes, after which the app was blocked. Each class contained a brief theoretical portion and a 15-min guided practice. Twice a week, participants were asked to write down 1 good thing they had experienced and 1 good deed they had performed in a gratitude journal. They were told to do the activities whenever and wherever it felt most appropriate. Some screenshots of this app are provided in Multimedia Appendix 2.

The well-being mobile app was designed to handle psychological stress based on relaxation training, breathing techniques, meditation (such as mindfulness, loving, kindness, and empathetic joy), and positive psychology principles. The major aim of relaxation training and the use of breathing techniques is to reduce chronic stress and enhance well-being by eliciting a relaxation response, defined as a physical state characterized by decreased arousal of the sympathetic nervous system and the opposite of the body’s stress response to perceived threats [32]. An emerging approach to increase awareness and respond skillfully to mental processes that contribute to emotional distress and maladaptive behavior is based on mindfulness meditation, a process of maintaining a moment-by-moment awareness of our thoughts, feelings, bodily sensations, and surrounding environment, without judging them [8]. Finally, positive psychology activities that aim to cultivate positive feelings, behaviors, or cognitions such as practicing optimistic thinking, expressing gratitude, practicing kindness, and replaying positive experiences are another promising approach to increase psychological well-being [33,34].

During the first 2 weeks, the theoretical content dealt with physical and psychological consequences of chronic stress and the use of breathing techniques as a way to reduce it [32,35]. Guided practice was a technique known as body scan, which involves a gradual sweeping of attention through the entire body, focusing noncritically on any sensation or feeling in body regions and using periodic suggestions of breath awareness and relaxation [36]. The third and fourth weeks focused on mindful breathing to cultivate present moment awareness and meditation, respectively [8]. Guided practice during these 2 weeks involved meditation based on breath counting, using the breath as an anchor when the mind starts to wander [37]. The fifth week presented information on cultivating positive emotions and its impact on one’s health, life, and interpersonal relationships [12]. It included a guided loving kindness meditation, which is a method for developing the heartfelt yearning that all may find happiness [38]. During the sixth week, the theoretical content focused on the influence of positive and negative thoughts on different emotional states [12], and the guided exercise trained focusing attention and increasing awareness of one’s own
reertoire of emotions, thoughts, and sensations [37]. During the seventh (second to last) week, the concept of empathy was explored [12], and the practice was a guided empathetic joy meditation aimed to train the manifestation of contentment through one’s own and others’ happiness [38]. The focus of the final week was gratitude and the different ways to cultivate it in daily routine [12], and the guided practice was mindfulness of breathing to focus on what participants were grateful for in the present moment [36]. Finally, all the practices taught during the stress management and wellness promotion program were reviewed. Toward the end of the intervention, participants were encouraged to keep practicing and to apply what they learned to everyday activities.

Control Condition

The control app had the same features as the well-being mobile app, including a menu, a tutorial, a profile page, evaluations, pop-up messages, and push notifications. Some screenshots of this app are provided in Multimedia Appendix 3. This active control condition followed the same period as the intervention. As in the intervention condition, participants had to answer 4 assessments per week. Each assessment was composed of a pre- and postevaluation separated by a 20-min interval. During this period, the control group received the exactly following instruction “Within 20 minutes, you will be invited to respond to these questions again. During this period, try to observe yourself and see how you are feeling,” whereas the intervention group carried out the proposed activities in the well-being mobile app. Due to this, we decided to call the active control condition Monitoring of Perceptions.

This approach was chosen as an active control for involving a mindfulness training (being aware of their perceptions) and is significantly better than the waiting list condition, which does not consider nonspecific effects of training [39], such as received attention and demand characteristics, or the possibility of a digital placebo effect (ie, placebo-like effects seen from mobile health interventions, such as smartphone apps) [40]. Recent technological advances have led to the design of well-being interventions that include adequate experimental controls [41].

Adherence Rates

The adherence rates were collected for all participants by accessing their accounts. The steps of users’ navigation flow in both apps were controlled by the following 3 steps: (1) completion of the preevaluation, (2) class (intervention condition) or monitoring of perceptions (control condition), and (3) completion of the postevaluation. We had a new record in the database every time the user completed any evaluation, and we considered an activity as concluded if the user filled the respective postevaluation form. Adherence was based on the number of classes or assessments that the participant concluded in the present moment [36]. Finally, all the practices taught during the stress management and wellness promotion program were reviewed. Toward the end of the intervention, participants were encouraged to keep practicing and to apply what they learned to everyday activities.

Outcomes: Data Collection

Primary outcome measures were taken at baseline (t1), midintervention (t2=4 weeks after t1), and postintervention (t3=8 weeks after t1). We assessed stress perception using the Brazilian Portuguese version of the 10-item perceived stress scale (PSS-10) [42,43] and subjective well-being with the Brazilian Portuguese version of the 5-item World Health Organization Well-Being Index (WHO-5) [44,45]. These Web-based questionnaires were applied using Google Forms through a link sent to participants via email. We also used an in-app questionnaire to assess subjective symptoms of stress and well-being at work and overall during the previous 30-day period. Moreover, within the app, secondary measures were gathered 4 times a week during 8 weeks, before and after the period of each class (intervention condition) or monitoring of perceptions (control condition) by assessing current subjective symptoms of stress and well-being.

Primary Outcome Measures

10-Item Perceived Stress Scale

This scale was developed by Cohen et al [46] to assess the degree to which individuals perceive their life situations as stressful. The perceived stress assessed by PSS corresponds to the issue of the cognitive appraisal process, when a “situation is appraised both as threatening or otherwise demanding and as taxing or exceeding the coping resources of the person.” In summary, the PSS items check how much respondents consider their lives unpredictable, uncontrollable, and overloaded; it also includes the number of items inquiring about current levels of experienced stress. PSS is a general scale as the content of its questions is not specific to any subpopulation or age group; however, it targets participants who have completed junior high school. The 10 questions address the frequency of participants’ feelings and thoughts about events and situations that occurred during the previous 30 days. A total of 6 questions are negative (1, 2, 3, 6, 9, and 10) and 4 are positive (4, 5, 7, and 8). Each question is rated on a 5-point Likert scale from 0 (never) to 4 (very often). To calculate the total score, the 4 positive items are reverse scored and summed across all scale items. Total scores may range from 0 to 40, and higher scores indicate higher levels of perceived stress. As PSS is not a diagnostic measure and there is no official cut-off available, recent studies [47,48] used 1 standard deviation (SD 6.2) above the mean PSS-10 of 15.3 in a large working population [49] as a cut-off value to choose participants with elevated stress levels (PSS-10≥22).

Heber et al [47] also calculated the clinically significant change, according to the method developed by Jacobson and Truax [50], and determined that participants changed reliably if their PSS-10 score differed by more than ±5.16 points between assessments. Finally, Ebert et al [48] considered the symptom-free status, defined at PSS-10 ≤17.70, as the effect outcome for the cost-effectiveness analysis of their intervention. In our sample, the Cronbach alpha for the internal reliability of the PSS-10 was .82, which is similar to that observed in the original study (alpha=.78) [42] and in the Brazilian Portuguese version of the PSS-10 (alpha=.87) [43].

5-Item World Health Organization Well-Being Index

WHO-5 is a short questionnaire consisting of 5 simple, noninvasive, and positively phrased items for measuring subjective well-being. Participants rate each of the 5 statements on a 6-point Likert scale, from 5 (all of the time) to 0 (at no time) to indicate how they felt during the last 2 weeks. The raw丽
score theoretically ranges from 0 (absence of well-being) to 25 (maximal well-being), but it is recommended that one multiply the result by 4 to translate it to a percentage scale from 0 to 100, with higher scores meaning better subjective well-being. A score below 50% suggests poor emotional well-being [51], and the threshold for a clinically relevant change is considered to be 10% on standardized percentage scores [52]. A recent systematic review [52] showed that the WHO-5 is a helpful tool for clinical practice and research to evaluate well-being over time or to compare well-being between groups. The authors recommend using the general population’s mean score as a reference when using the WHO-5 as an outcome measure in clinical trials. In our sample, the Cronbach alpha was .88, which indicates a good internal validity. Similar internal consistency was found in the Brazilian Portuguese version of the WHO-5 (alpha=.83) [45].

**Subjective Symptoms of Stress and Well-Being During the Last Month**

We assessed subjective symptoms of stress and well-being at work and in general during the previous 30 days using a sliding percentage scale from 0 (absent) to 100 (maximal). Participants answered the following 4 simple questions: (1) What was your level of stress at work during the last month? (2) In general, what was your level of stress during the last month? (3) What was your level of well-being at work during the last month? and (4) In general, what was your level of well-being during the last month?

**Secondary Outcome Measures**

**Subjective Symptoms of Stress and Well-Being at the Moment**

We evaluated subjective symptoms of stress and well-being before and after the period of each class (intervention condition) or monitoring of perceptions (control condition) using a sliding percentage scale from 0 (absent) to 100 (maximal). At this time, 2 simple questions were presented within the app: (1) What is your level of stress at this moment? and (2) What is your level of well-being at this moment?

**Sample Size**

The sample size was calculated according to a confidence interval of 0.95, a sampling error of 0.05, and a power effect of 0.8. From these data, a sample size calculation was conducted, and a minimum requirement of 100 participants in each group was determined.

**Recruitment, Randomization, and Blinding**

Potential participants were invited to participate by email and hospital intranet ads. Candidates were asked to access the study’s website [53], read the information package, and fill out an online registration form. Participants who met the inclusion criteria were randomly assigned to 1 of the 2 trial arms. A research assistant with no clinical involvement in the trial used the Microsoft Excel RANDBETWEEN function to randomly assign either 0 or 1 to each participant, corresponding to each experimental arm. The same research assistant generated and distributed unique access codes. The participants were aware of their allocated study arm, whereas outcome assessors and data analysts remained blind to group allocations until the completion of the study.

**Statistical Analysis**

Postintervention analyses involved a modified intention-to-treat design excluding participants who did not adequately adhere to the protocol. We developed the app to be a stress management and wellness promotion training program. As courses or trainings usually require a minimum frequency of 75% so that the participant does not fail because of absences, we decided to use this cut-off, even if it was somewhat stringent for mobile apps. Thus, only volunteers who completed 12 of the 16 activities during the first 4 weeks, completing 75% of module I, were included in the sociodemographic analysis, as well as the analysis comparing baseline with mid-intervention scores. Likewise, only volunteers who completed 23 of the 31 activities of the following 4 weeks, completing 75% of module II, were included in the analyses.

Statistical analyses were conducted using IBM SPSS Statistics for Windows, version 24.0 (IBM Corp). Descriptive analyses were used for sociodemographic data to report absolute and relative frequencies as well as means, standard deviations, and medians. The Kolmogorov-Smirnov test was used to evaluate data normality. The Pearson chi-square test was used to compare categorical variables between groups at baseline, whereas Student t tests (or the nonparametric Wilcoxon-Mann-Whitney test, WMW) were used to compare the continuous variables. A repeated measures analysis of variance (ANOVA) was used to evaluate primary outcomes, considering 2 conditions (control and intervention) and 3 distinct periods (baseline, midintervention, and postintervention). The time × group interaction effects were assessed to investigate differences regarding the magnitude of change on dependent variables between the experimental and control groups. For the secondary outcome measures (ie, assessments made before and after each activity), we used the WMW test to compare stress and well-being level variations (∆SL and ∆WBL, respectively) between groups. The significance threshold was set at .05.

**Ethics and Consent**

Concerning data confidentiality, special efforts were made to secure online data collection and storage. Data collected using Google Forms were only accessed by the study’s first author. When these data were downloaded, other authors had access to the relevant data files. Data collected via the project website and within the app were stored on Amazon Relational Database Service. The platform used was an AWS Elastic Beanstalk, and its security criteria are available on the Web page [54]. The server stores data in an unencrypted database, but access is granted through authentication by inserting a log-in, password, and security token. All data were saved in both .xlsx and .sav formats. These files were stored in a password-protected folder on a secure server and were only available to the research team. In accordance with the Hospital Israelita Albert Einstein data retention policy, these data will be retained for 5 years after the end of the study and anonymized by replacing participant names with subject ID numbers.
The study protocol and consent procedure were approved by the Ethics Committee of the Instituto Israelita de Ensino e Pesquisa Albert Einstein—Brazil (nº 1.469.020). Study participants were given adequate information before agreeing to participate and freely providing informed consent. Documentation of written consent was not mandatory for this study because an online consent form was used (available on the study’s website) and participants could only access the registration form if they accepted and signed the consent form [53]. It was clearly communicated that their participation was voluntary and without monetary compensation. Participants were reminded that they were free to withdraw at any time, without penalty or need for explanation, and that their data would be stored securely and anonymously. Control participants were offered access to the well-being mobile app upon study completion. Although there were no reported risks associated with the stress management and wellness promotion program or similar online interventions, the questionnaires and activities could cause discomfort for some people. Given that there were no adverse effects associated with using the app, we had no reason to discontinue the intervention for individuals who chose to continue.

**Results**

**Participant Flow**

In September 2016, 653 individuals were enrolled in the study through the website and were then screened for eligibility. Among these potential participants, 163 were excluded (because they did not complete baseline measures or were unable to access the app) and the remaining 490 were randomized (see Figure 1 for a flow diagram). We excluded an additional 185 participants at the 4-week follow-up and another 79 at the 8-week follow-up because of noncompliance with the experimental protocol (ie, completed less than 75% of each module). Participants who did not complete $t_4$ and $t_8$ assessments were equally distributed between groups ($t_4$: control group=34.6% [83/240] and intervention group=40.8% [102/250]; $X^2_1=2.0; P=.16$; effect size for chi-square test $\phi=.064$; $t_8$: control group=29.9% [47/157] and intervention group=21.6% [32/148]; $X^2_1=2.7; P=.10; \phi=.095$).
Baseline Data

Table 1 and Figure 2 show the baseline sociodemographic and outcome score data for both groups, respectively. Overall, the mean age of the participants was 34.6 (SD 7.62) years; 53% (n=161) were married or lived with a domestic partner; 45% (n=137) had a graduate degree; and 65% (n=197) were professionals other than nurses, physicians, or professionals in leadership positions. On average, PSS-10 scores were 22.73 (SD 6.69), and WHO-5 scores were 10.75 (SD 5.14). As seen in Table 1 and Figure 2, baseline characteristics were equivalent. See Multimedia Appendix 4 for mean (SD) and median (p25-p75) values.
Table 1. Baseline sociodemographic data by experimental group.

<table>
<thead>
<tr>
<th>Characteristics a</th>
<th>Control (n=157)</th>
<th>Intervention (n=148)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.8 (7.47)</td>
<td>35.4 (7.73)</td>
<td>.07</td>
</tr>
<tr>
<td>Children, median (p25-p75) b</td>
<td>0 (0-1)</td>
<td>1 (0-1)</td>
<td>.75</td>
</tr>
<tr>
<td>Profession, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assistant</td>
<td>0 (0.0)</td>
<td>1 (0.7)</td>
<td>.77</td>
</tr>
<tr>
<td>Analyst</td>
<td>1 (0.6)</td>
<td>1 (0.7)</td>
<td>—</td>
</tr>
<tr>
<td>Leadership coordinator</td>
<td>10 (6.4)</td>
<td>8 (5.4)</td>
<td>—</td>
</tr>
<tr>
<td>Leadership manager</td>
<td>1 (0.6)</td>
<td>0 (0.0)</td>
<td>—</td>
</tr>
<tr>
<td>Professional</td>
<td>105 (66.9)</td>
<td>92 (62.2)</td>
<td>—</td>
</tr>
<tr>
<td>Nursing</td>
<td>33 (21.0)</td>
<td>39 (26.4)</td>
<td>—</td>
</tr>
<tr>
<td>Physician</td>
<td>7 (4.5)</td>
<td>7 (4.7)</td>
<td>—</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Single</td>
<td>61 (38.9)</td>
<td>52 (35.1)</td>
<td>—</td>
</tr>
<tr>
<td>Married/cohabiting</td>
<td>78 (49.7)</td>
<td>83 (56.1)</td>
<td>—</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>16 (10.2)</td>
<td>12 (8.1)</td>
<td>—</td>
</tr>
<tr>
<td>Others</td>
<td>2 (1.3)</td>
<td>1 (0.7)</td>
<td>—</td>
</tr>
<tr>
<td>Educational level, n (%)</td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Complete high school</td>
<td>30 (19.1)</td>
<td>28 (18.9)</td>
<td>—</td>
</tr>
<tr>
<td>Incomplete higher education</td>
<td>20 (12.7)</td>
<td>25 (16.9)</td>
<td>—</td>
</tr>
<tr>
<td>Complete higher education</td>
<td>39 (24.8)</td>
<td>26 (17.6)</td>
<td>—</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>68 (43.3)</td>
<td>69 (46.6)</td>
<td>—</td>
</tr>
</tbody>
</table>

Statistical test results comparing age ($t_{303}=-1.803$; Cohen $d=0.21$), number of children (Mann-Whitney $U$ test, $U=11388$; effect size correlation for Mann-Whitney $U$ test, $r=-0.018$), profession ($X^2_6=3.3$; effect size Cramer $V=0.104$), marital status ($X^2_3=1.5$; $V=0.070$) and educational level ($X^2_3=2.9$; $V=0.099$) for the control and intervention groups.

bData are presented as medians (25th-75th percentile).

cNot applicable.
Figure 2. Baseline outcome score data by experimental group. Scatter plots showing bivariate analyses of 10-item Perceived Stress Scale (r^2=0.414; P=0.68; d=0.045), 5-item World Health Organization Well-Being Index (U=10461; P=0.96; r=0.002), work-related stress (U=11078; P=0.47; r=0.041), general stress (U=11274; P=0.64; r=0.026), work-related well-being (U=11487; P=0.86; r=0.010), and general well-being (U=11060; P=0.45; r=0.043) for the control and intervention groups. Open circles show data for each participant. Red lines show group medians, except for PSS-10, which shows group means. PSS-10: 10-item Perceived Stress Scale; WHO-5: 5-item World Health Organization Well-Being Index.

Outcomes

Preintervention × Midintervention Analysis

Efficacy results from the first 4 weeks of intervention, using a per-protocol approach, are presented in Figure 3. See Multimedia Appendix 5 for descriptive data related to repeated measures analysis of variance. Across groups, PSS-10 scores significantly decreased from preintervention (sample mean, \( \overline{x} = 22.35; SE = 0.48 \)) to midintervention (\( \overline{x} = 19.65; SE = 0.47 \); \( F_{1,208} = 41.9; P < 0.001; \eta^2_p = 0.168 \)). A time \( \times \) group interaction (\( F_{1,208} = 9.48; P = 0.002; \eta^2_p = 0.044 \)) indicated that the intervention group experienced significant decreases in perceived stress compared with the control condition.

WHO-5 scores increased for all participants as a function of time (\( F_{1,208} = 35.4; P < 0.001; \eta^2_p = 0.146 \)). A time \( \times \) group interaction was also observed (\( F_{1,208} = 8.54; P = 0.004; \eta^2_p = 0.168 \)) with participants in the intervention condition showing a greater increase on the well-being index from preintervention to midintervention than participants in the control group.

Work-related stress did not change as a function of time alone (\( F_{1,280} = 2.54; P = 0.11; \eta^2_p = 0.009 \)) but changed as a function of time \( \times \) group (\( F_{1,280} = 6.34; P = 0.01; \eta^2_p = 0.022 \)), such that people in the intervention condition reported greater improvements in work-related stress from preintervention to midintervention compared with participants in the control group.

General stress showed a significant time effect (\( F_{1,280} = 10.4; P = 0.001; \eta^2_p = 0.036 \)), with lower general stress ratings from preintervention (\( \overline{x} = 57.71; SE = 1.26 \)) to midintervention (\( \overline{x} = 52.37; SE = 1.38 \)). A significant time \( \times \) group interaction
emerged ($F_{1,280}=6.46; P=.01; \eta^2_p=0.023$), such that participants in the intervention condition experienced greater reductions in general stress than those in the control group.

Work-related well-being significantly increased across participants from preintervention ($\bar{y}_{1}=52.57; SE=1.22$) to midintervention ($\bar{y}_{2}=65.43; SE=1.34; F_{1,280}=67.2; P<.001; \eta^2_p=0.194$), and there was a significant time $\times$ group interaction ($F_{1,280}=12.1; P=.001; \eta^2_p=0.041$), showing a greater benefit for individuals in the intervention group.

General well-being increased as a function of time from preintervention ($\bar{y}_{1}=53.53; SE=1.12$) to midintervention ($\bar{y}_{2}=60.72; SE=1.52; F_{1,280}=18.5; P<.001; \eta^2_p=0.062$), but no time $\times$ group interaction was observed.

**Figure 3.** Plot means with standard error bars showing all outcome data for the control (dashed black line) and intervention (solid black line) groups at preintervention and midintervention. Time $\times$ group interaction at 10-item Perceived Stress Scale ($F_{1,208}=9.48; P=.002; \eta^2_p=0.044$), 5-item World Health Organization Well-Being Index ($F_{1,208}=8.54; P=.004; \eta^2_p=0.168$), work-related stress ($F_{1,208}=6.34; P=.01; \eta^2_p=0.022$), work-related well-being ($F_{1,208}=12.1; P=.001; \eta^2_p=0.041$), general stress ($F_{1,208}=6.46; P=.01; \eta^2_p=0.023$), and general well-being ($F_{1,208}=1.48; P=.22; \eta^2_p=0.005$). PSS-10: 10-item Perceived Stress Scale; WHO-5: 5-item World Health Organization Well-Being Index.
Preintervention × Midintervention × Postintervention Analysis

Intervention efficacy results using a per-protocol approach are shown in Figure 4. See Multimedia Appendix 6 for descriptive data related to repeated measures analysis of variance. Analysis of PSS-10 scores revealed a time effect ($F_{2,326}=45.0; P<.001; \eta_p^2=0.216$), and pairwise comparisons indicated significant declines in PSS-10 scores from preintervention ($\bar{x}=22.27; SE=0.56$) to midintervention ($\bar{x}=19.60; SE=0.53$), and again from midintervention to postintervention ($\bar{x}=17.88; SE=0.54$). A time × group interaction ($F_{2,326}=7.19; P=.001; \eta_p^2=0.042$) indicated that the intervention group produced significant decreases in perceived stress when compared with the control group.

WHO-5 scores increased across all participants as a function of time ($F_{2,326}=33.4; P<.001; \eta_p^2=0.170$), and pairwise comparisons indicated significant increases in WHO-5 scores from preintervention ($\bar{x}=10.69; SE=0.41$) to midintervention ($\bar{x}=12.72; SE=0.37$), and again from midintervention to postintervention ($\bar{x}=13.53; SE=0.37$). A time × group interaction was also observed ($F_{2,326}=7.97; P<.001; \eta_p^2=0.047$), with participants in the intervention condition showing a greater increase in well-being than participants in the control group.

Work-related stress did not change as a function of time alone ($F_{2,426}=1.09; P=.34; \eta_p^2=0.005$) but changed as a function of time × group ($F_{2,426}=5.50; P=.004; \eta_p^2=0.025$), such that people in the intervention condition reported greater improvements in work-related stress compared with those in the control group.

General stress showed a significant time effect ($F_{2,426}=15.3; P<.001; \eta_p^2=0.067$), and pairwise comparisons indicated significant decreases in general stress ratings from preintervention ($\bar{x}=57.63; SE=1.49$) to midintervention ($\bar{x}=52.72; SE=1.61$), and again from midintervention to postintervention ($\bar{x}=46.60; SE=1.73$). A significant time × group interaction was observed ($F_{2,426}=8.59; P<.001; \eta_p^2=0.039$), such that participants in the intervention condition experienced greater reductions in general stress than those in the control condition.

Work-related well-being significantly increased across participants from preintervention ($\bar{x}=54.55; SE=1.36$) to midintervention ($\bar{x}=67.03; SE=1.51$) and again from midintervention to postintervention ($\bar{x}=71.43; SE=1.47$; $F_{2,426}=58.5; P<.001; \eta_p^2=0.215$), and there was a significant time × group interaction ($F_{2,426}=8.92; P<.001; \eta_p^2=0.040$), showing a greater benefit for individuals in the intervention group.

General well-being increased as a function of time ($F_{2,426}=5.27; P=.006; \eta_p^2=0.024$), and pairwise comparisons indicated significant increases in general well-being ratings from preintervention ($\bar{x}=55.08; SE=1.27$) to midintervention ($\bar{x}=61.45; SE=1.75$) and to postintervention ($\bar{x}=60.82; SE=1.98$). Unlike the other variables analyzed thus far, no differences were observed between mid- and postintervention measurements for general well-being. There was also no time × group interaction.
Figure 4. Plot means with standard error bars showing all outcome data for the control (dashed black line) and intervention (solid black line) groups at preintervention, midintervention, and postintervention. A time × group interaction was observed at 10-item Perceived Stress Scale ($F_{2,326}=7.19; P=.001; \eta^2_p=0.042$), 5-item World Health Organization Well-Being Index ($F_{2,326}=7.97; P<.001; \eta^2_p=0.047$), work-related stress ($F_{2,426}=5.50; P=.004; \eta^2_p=0.025$), work-related well-being ($F_{2,426}=8.92; P<.001; \eta^2_p=0.040$), general stress ($F_{2,426}=8.59; P<.001; \eta^2_p=0.039$), and general well-being ($F_{2,426}=0.74; P=.47; \eta^2_p=0.003$). PSS-10: 10-item Perceived Stress Scale; WHO-5: 5-item World Health Organization Well-Being Index.

Changes in Subjective Symptoms of Stress and Well-Being After the Proposed Daily Activities

For secondary outcome evaluations, we compared stress and well-being level variations ($\Delta SL$ and $\Delta WBL$, respectively) between groups after completion of 75% of the classes in module I. As expected, participants using the well-being mobile app reported a significantly greater reduction in stress levels (Table 2) and significantly greater increases in well-being levels (Table 3) than those using the active control app.
Table 2. Between-group comparisons of stress level variations after each class.

<table>
<thead>
<tr>
<th>Class number</th>
<th>Control</th>
<th>Intervention</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>Median (p25-p75)</td>
<td>n</td>
<td>Median (p25-p75)</td>
</tr>
<tr>
<td>Class 1</td>
<td>126</td>
<td>0.00 (−15.0−4.25)</td>
<td>148</td>
</tr>
<tr>
<td>Class 2</td>
<td>90</td>
<td>0.00 (−9.00−9.25)</td>
<td>148</td>
</tr>
<tr>
<td>Class 3</td>
<td>81</td>
<td>0.00 (−20.0−4.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 4</td>
<td>87</td>
<td>0.00 (−13.0−3.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 5</td>
<td>83</td>
<td>0.00 (−9.00−5.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 6</td>
<td>87</td>
<td>0.00 (−13.0−0.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 7</td>
<td>88</td>
<td>0.00 (−6.00−0.75)</td>
<td>148</td>
</tr>
<tr>
<td>Class 8</td>
<td>88</td>
<td>0.00 (−7.75−2.50)</td>
<td>148</td>
</tr>
<tr>
<td>Class 9</td>
<td>98</td>
<td>0.00 (−4.00−3.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 10</td>
<td>103</td>
<td>0.00 (−9.00−4.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 11</td>
<td>95</td>
<td>0.00 (−7.00−4.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 12</td>
<td>97</td>
<td>0.00 (−10.0−1.00)</td>
<td>148</td>
</tr>
</tbody>
</table>

aData are presented as medians (25th-75th percentile).

bMann-Whitney U test.

cEffect size correlation for Mann-Whitney U test.

Table 3. Between-group comparisons of well-being level variations after each class.

<table>
<thead>
<tr>
<th>Class number</th>
<th>Control</th>
<th>Intervention</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>Median (p25-p75)</td>
<td>n</td>
<td>Median (p25-p75)</td>
</tr>
<tr>
<td>Class 1</td>
<td>126</td>
<td>1.50 (−5.25−20.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 2</td>
<td>90</td>
<td>0.00 (−2.00−10.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 3</td>
<td>81</td>
<td>3.00 (0.00−14.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 4</td>
<td>87</td>
<td>0.00 (−2.00−13.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 5</td>
<td>83</td>
<td>0.00 (−6.00−10.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 6</td>
<td>87</td>
<td>1.00 (0.00−10.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 7</td>
<td>88</td>
<td>0.00 (−1.00−5.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 8</td>
<td>88</td>
<td>0.00 (−1.75−5.75)</td>
<td>148</td>
</tr>
<tr>
<td>Class 9</td>
<td>98</td>
<td>0.00 (−2.00−10.0)</td>
<td>148</td>
</tr>
<tr>
<td>Class 10</td>
<td>103</td>
<td>0.00 (−5.00−9.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 11</td>
<td>95</td>
<td>0.00 (−5.00−2.00)</td>
<td>148</td>
</tr>
<tr>
<td>Class 12</td>
<td>97</td>
<td>0.00 (−2.00−9.00)</td>
<td>148</td>
</tr>
</tbody>
</table>

aData are presented as medians (25th-75th percentile).

bMann-Whitney U test.

cEffect size correlation for Mann-Whitney U test.

Discussion

Principal Findings

The primary aim of this study was to evaluate the effectiveness of a mobile app promoting stress management and well-being for working women. To this end, we conducted a 2-arm randomized controlled pragmatic trial with female employees at a private hospital using a long period program (8 week), a self-selected sample, and standardized questionnaires. The pragmatic trial is designed to test the effectiveness of an intervention in everyday life to maximize applicability and generalizability [55]. Groups were homogeneous regarding baseline characteristics, and although both groups showed a significant increase in general well-being, only the intervention group presented a significant increase on the well-being index (WHO-5 scores) and work-related well-being, as well as significant decreases in perceived stress (PSS-10 scores), work-related stress, and general stress. In addition, participants who used the well-being mobile app reported a significantly...
greater reduction in stress levels and a significant increase in well-being levels after each daily activity than participants who used the active control app. These results indicate that the well-being app was more effective at reducing employee stress and improving well-being levels.

One of our primary outcome measures was the PSS-10, the most widely used psychological instrument for measuring the perception of stress. Our results showed that participants from both groups were severely distressed at baseline scores (control \[\bar{x} = 22.9; SD 6.24\] and intervention \[\bar{x} = 22.6; SD 7.16\]), and only the intervention group presented a clinically significant change in the PSS-10 score (~6.15 points, on average) at the end of the 8-week study period, reaching symptom-free status (PSS-10 = 15.6), as defined by Ebert et al [48].

The other primary outcome measure used in this study was the WHO-5, one of the most widely used questionnaires to assess subjective well-being. The WHO-5 baseline score for both groups was approximately 43%, which indicates reduced well-being. After 8 weeks, the control group had a WHO-5 increase of approximately 6%, whereas improvement for the intervention group was almost 17%. Therefore, the difference in WHO-5 scores between groups was approximately 11%, which is clinically significant. However, at the end of the 8-week study period, the participants in the intervention group still had mean WHO-5 values (\[\bar{x} = 14.93; 59.72\%\]) below the general population reference level of 73.37% [45].

In the field of stress research, many studies use the WHO-5 to assess a wide variety of aspects including links between working conditions and well-being [56], the association between psychosocial working conditions and psychological well-being [57], as well as the association between workplace stress and well-being [58]. Our results corroborate the findings of Goa et al [58], who found that approximately 35% (n = 977) of a total of 2796 employees presented low well-being scores (WHO-5 < 50) and that women, younger workers (<40 years), workers with high educational levels, and those with higher levels of job stress reported higher rates of poor mental health.

Several factors may contribute to the results obtained in this study. First, we applied an app-based EMI to intervene and interact with the participants in their work environment and during moments of their daily life. In addition, our system has been designed to ensure that participants respond to questions in the moment, that is, soon after being alerted to do so. This is a great advantage in relation to (1) surveys that require people to make retrospective and often generalized judgments, which tend to be affected by memory limitations and recall biases [59], and (2) laboratory experiments that do not occur within the context of a person’s daily life, as we know that context can influence a person’s states and responses [60]. Self-monitoring has long been known to raise self-awareness and promote positive behavioral development under certain conditions [61,62]. Specifically, it has been theorized that being asked questions about one’s momentary states, experiences, behaviors, and/or thoughts close to the time and context of their occurrence may help one become more mindful of their occurrence, thereby providing opportunity for change [63]. Although it was only recorded as self-monitoring, participants in the control group reported that measuring stress and well-being levels before and after 20 min made them aware of changes in their physiological state (ie, they became more aware of their thought processes and more reflective). This could explain the increase in general well-being also observed in the active control group.

Second, our 8-week training program was built on the basis of 2 central approaches aimed at reducing stress and improving well-being. As described previously, meditation was one of those foundations. Studies involving smartphone delivery of mindfulness interventions focusing on workplace stress [64,65], well-being [41,66-68], and depression [69] showed comparable results to previous traditional interventions focused on the same outcome variables. The advantage of the smartphone interventions is that they are more rigorous because of instruction standardization across participants in the experimental group, the inclusion of active control materials participants expected to benefit from, and objective measures of adherence (provided within the app) rather than self-report. The other foundation was positive psychology principles. A recent meta-analysis revealed that 67% of positive psychology interventions are delivered in a self-help format, sometimes in conjunction with face-to-face instruction and support [34]. It is already known that a shotgun approach involving multiple and different positive exercises may be more effective than engaging in only 1 activity [70]. In our well-being mobile app, we used a combination of exercises and information to develop skills across different positive psychology domains, besides providing information about the benefits of increased well-being. From a public health perspective, self-help interventions can serve as cost-effective mental health promotion tools to reach large target groups that may not otherwise be reached [71].

Third, the theoretical basis of the intervention was confined to evidence-based components, consistent with the recommendations presented by Bakker et al [27] to create better and more rigorous mental health apps (MHapps). The chosen strategies were as follows: (1) focusing on nonclinical mental health, psychological well-being, and coping abilities, aiming to increase accessibility, enable preventive use, and reduce stigma, therefore avoiding the harmful effects of using mental illness labels [72]; (2) using self-monitoring and self-reflection—core features of many evidence-based psychological therapeutic techniques—to promote psychological growth and enable progress evaluations [73], with the advantage that MHapps make it possible for users to record self-monitoring data during their usual daily routines, while undergoing challenges or directly experiencing stressors [18]; (3) applying behavioral activation (ie, encourages individuals to engage in physiologically activating and psychologically rewarding activities) to boost self-efficacy, psychological well-being, and a repertoire of coping skills, since an app may promote self-discovery by encouraging an activity and then prompting reflection on the experience immediately after [74]; (4) presenting brief and passive psychoeducation to develop mental health literacy, in other words, to teach the participants about psychological processes underlying their distress and inform them about resources available to manage it [75]; (5) using real-time engagement to allow users to seek help for
psychological challenges at the time they experience distress or soon after, thus opening new learning opportunities and applying coping strategies in ecologically valid contexts [76]; (6) promoting activities explicitly linked to specific mood problems to enhance understanding of cause-and-effect relationships between actions and emotions [77]; (7) using gamification—the use of “game-based mechanics, aesthetics and game thinking to engage people, motivate action, promote learning and solve problems” [78]—and intrinsic motivation to encourage app use via rewards and internal triggers, positive reinforcement, and behavioral conditioning, emergent approaches that may help counteract motivation problems and yield additional well-being outcomes; (8) providing reminders (email and push notifications) as external triggers for engagement, aiming to increase adherence and reduce dropout from self-help interventions [79]; and (9) conducting an experimental trial to establish the app’s efficacy before recommending it as an effective intervention.

Donker et al [26] systematically investigated the effectiveness of MHapps. Only 8 papers (describing 5 apps) were identified as providing scientific support for MHapps. Only 1 of these was a self-contained app, whereas the other 4 required input from a mental health professional. Unfortunately, none of these apps is currently available in app stores. These findings revealed the lack of experimental evidence for MHapps, of which hundreds are available. Despite the small number of studies included in their review, Donker et al [26] concluded that although apps have the potential to benefit those with poor mental health, further studies are needed to fully understand their usefulness and effectiveness. In summary, our results show that the intervention improved subjective symptoms of well-being and reduced stress through a wide array of evidence-based techniques that were delivered via a simple, enjoyable, intuitive, and interactive design. The simplicity of a program’s interface and ease of navigation significantly influence users’ perception of the quality of Web-based mental health interventions [80]. Our results corroborated the key outcomes observed by Coulon et al [81] that evidence-based, transparent, functional, and user-friendly apps may engage patients in effective stress reduction strategies.

Despite the proven efficacy of internet-based mobile-supported mental health interventions, high attrition rates are observed [66,82]. Nonadherence is a common issue in online psychological interventions and may reduce the effectiveness of an intervention [83]. A systematic review of attrition rates from internet-based intervention programs in which contact with a therapist was minimal reported an average dropout rate of 31% (range: 2%-83%) [84]. These data suggest that this trial had an acceptable attrition rate (54%) relative to other eHealth programs. Unfortunately, it is difficult to compare adherence levels of this trial with those of other internet-based stress management interventions because few studies thus far have reported this information. The percentage of participants in this study who completed both conditions (46%) was similar to available intervention completion rates (eg, 37%, [85]; 44%, [86]; and 88% [87]). The adherence rates of a meta-analysis of online MBIs varied between 35% and 92% [10]. Participants who adhered perceived the intervention as manageable and felt that they had learned useful strategies. On the other hand, many nonadherent participants declared that it was not easy to make time to do the exercises, although the self-help intervention helped them recognize the importance of self-regulating attention on their daily activities and finding personal space to relax. For this reason, it is critical to analyze the potential outcomes of traditional protocols delivered by new technologies. This critical investigation allows a better understanding of whether self-help mobile apps can be beneficial to users who are seeking well-being training to obtain better mental health.

Improving adherence is a high priority for internet interventions, as higher usage rates are associated with significant improvements in well-being [17]. Our mobile app used a one size fits all approach, which may not have been appropriate for a large group of people. Previous research indicates that providing support has a positive influence on adherence and enhances the effectiveness of online interventions [10,88]. Therefore, offering complementary instructor guidance to participants may potentially improve adherence and outcomes; however, instructor involvement is costly and may restrict the intervention’s scalability. These barriers may be partially overcome by using automated support. Automated support has been shown to improve intervention adherence and effectiveness [89].

The authors would like to highlight that this is a well-being and stress reduction educational app and that people suffering from mental disorders or whose symptoms are difficult to manage should seek support from a mental health professional. We would also like to emphasize that this app offers an initial experience in the field of self-care with introductory classes in meditation, relaxation, attention, and positive psychology topics. Although it may be an ideal tool for those who do not have time to attend regular classes, it is not intended to substitute the guidance of experienced/certified instructors for people interested in deepening their practice.

Limitations

To interpret the results reported in this paper, some limitations should be taken into account. First, the main limitation of the study was that participants were not blinded, which may have increased bias. However, the designed study provided evidence of a pragmatic self-care intervention. Second, for feasibility reasons, the answers were self-reported. Third, we included only women and the volunteers self-selected into the trial, which limits the generalizability of the results. These limitations, however, should have minimal impact on the validity of the data, given the number of strengths of this study (eg, large sample size, use of an active control group, objective measures of intervention adherence, app developed for both Google’s Android and Apple’s iOS mobile operating systems).

Future Research

Future research should aim to replicate the results of this trial and investigate variables that may affect outcome and adherence. Personalization and tailoring intervention to individual needs, from baseline stress and well-being levels, and interactive
support could contribute to increased adherence and thereby to boost the effectiveness of the intervention. As all responses here were self-reported, integrating psychophysiological sensors with the apps and collecting biological measures, such as cortisol levels, would also strengthen the evidence of the beneficial effects of the well-being mobile app. Future studies are also necessary to investigate larger and more heterogeneous samples (in healthy subjects as well as clinical populations), to assess long-term efficacy measures (eg, including follow-ups of 1 or more years), and to better establish specific effects of this particular well-being mobile-based program.

Moreover, it would be interesting to test this protocol against the gold standard in the field (ie, face-to-face interventions) and assess which training format works best for which type of participant and under which circumstances. Although both formats may be equally effective, they may work differently on participants with different personal characteristics, and mobile-based interventions may be more advantageous in terms of efficiency and costs.

It is important to note that no single organization regulates parameters of app efficacy or transparency. The abundance of apps that have promising descriptions but are ultimately not well developed or maintained contributes to app overload and renders people vulnerable to misdirection and discouragement as they attempt to select and adopt effective self-management strategies. Well-planned studies will improve our ability to reach the potential of mobile mental health on both individual and population levels.

Conclusions
Our results indicate that the well-being and stress reduction app was better than the active control app at reducing employee stress and improving well-being levels. This trial contributes to the limited evidence available regarding the feasibility and efficacy of mobile-supported stress management and well-being interventions. Moreover, it is the first study to include an active control app group. The well-being mobile app presented here was highly effective in reducing perceived stress and improving mental well-being indices over a period of 4 and 8 weeks among women working at a private hospital. Thus, self-care mobile-based interventions may be used as preventive, easily accessible, and nonstigmatizing tools in a public health environment.
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Abstract

Background: More adolescents with chronic physical illness are living into adulthood, and they require the development of proficient self-management skills to maintain optimal physical health as they transition into adult care services. It is often during this vulnerable transition period that deterioration in illness control is seen as a result of inadequate self-management skills and understanding of their chronic illness. Mobile technology has been proposed as an innovative opportunity to assist in improving the management of chronic conditions as young people transition to adult care services. Over the past 5 years, there has been a significant increase in research into the use of health-related apps.

Objective: This study aimed to evaluate the utility and effectiveness of mobile and Web-based health apps that support self-management and transition in young people with chronic physical health illnesses.

Methods: We conducted a comprehensive review of the literature in 5 bibliographic databases, using key search terms, considering only articles published from 2013, as we were extending the data from 2 previous systematic reviews. Abstracts were screened for possible inclusion by 2 reviewers. Data extraction and quality assessment tools were used for the evaluation of included studies.

Results: A total of 1737 records were identified from the combined electronic searches, and 854 records were removed as duplicates. A total of 68 full articles were further assessed for eligibility, and 6 articles met our review criteria: 3 pilot studies, 2 randomized controlled trials, and 1 prospective cohort study. Publication years ranged from 2015 to 2018. The apps reported were targeted at type 1 diabetes mellitus, epilepsy, asthma, beta thalassemia major, and sickle cell disease, with a combined sample size of 336. A total of 4 studies included in this review reported being effective in increasing knowledge of the targeted condition and increasing therapy adherence, including increased medication adherence. A total of 2 manuscripts only mentioned the word transition. Participant’s satisfaction was reported for all studies. Heterogeneity of the studies prevented meta-analysis.

Conclusions: There remain limited data on the effectiveness and use of mobile and Web-based apps, which might facilitate the transition of adolescents with chronic illnesses from pediatric to adult health care services. This systematic review provides an updated overview of available apps for adolescents with chronic illnesses. This systematic review has been unable to provide evidence for effectiveness of this approach, but it does provide insights into future study design, with reference to the development, evaluation, and efficacy of apps tailored for adolescents with chronic illnesses, including the involvement of adolescents in such designs.
Introduction

With advances in medical science, more adolescents with chronic physical illness are now living into adulthood [1-3]. Chronic illnesses, by definition, are long-term health conditions that, if incorrectly managed or left untreated, are likely to have consequences for the overall well-being of the person [4]. Chronic illnesses have a substantial impact on health care systems, as patients are frequent users of health care resources, and they often require complex interventions and treatment to manage their condition over a lifetime [5]. The development of self-management skills is essential for adolescents living with chronic conditions to maintain optimal physical health as they take responsibility for their own health care. Barlow et al define self-management as “the individual’s ability to manage the symptoms, treatment, physical and psychosocial consequences and lifestyle changes inherent in living with a chronic condition” [6]. Self-management skills are of particular importance for adolescents with a chronic illness as they transition into adult clinical care, with parents and caregivers no longer taking responsibility for these tasks and adult health care professionals expecting young people to come equipped with these skills [7]. Transition is defined as the planned movement of adolescents with chronic illness from pediatric-centered care to adult health care systems [8]. It is during this time that deterioration in illness control and even unplanned hospitalizations are often observed as a result of inadequate self-management and physical deterioration [9-12]. Therefore, it is important to find developmentally appropriate and accessible ways to encourage and promote the improvement of young people’s self-management behaviors [9].

Smartphones and tablets are widely used by adolescents and young adults. According to the Pew Research Center Internet and Technology (2018), an estimated 95% of adolescents in the United States own or have access to a smartphone, representing a 22% increase from 2014 to 2015. A total of 45% adolescents reported that they use the internet constantly on their device, a 22% increase from 2014 to 2015. A recent meta-analysis drawing on data published between 2006 and 2016 examined the use of mobile health interventions in chronic illness and transition to adult care. A systematic review conducted by Majeed-Ariss et al [19] examined the literature published between 2003 and 2014 on the effectiveness of mobile apps designed to support adolescents’ management of their physical chronic or long-term conditions. A total of 4 studies were included in the systematic review. Cafazzo et al’s [20] and Frøisland et al’s [21] apps were targeted at type 1 diabetes. Cafazzo et al’s [20] pilot study trial showed that daily average frequency of blood glucose measurements increased by 50% (P=.006); however, glycated hemoglobin (HbA1c) did not change significantly (P=.11). On the contrary, Frøisland et al’s [21] study did not find any statistical significance in their outcomes, which were changes in HbA1c, system usability, and theoretical knowledge. Burbank et al developed an app to improve asthma management [22]. Participant’s satisfaction with the app was high (93%); asthma control tests scores improved significantly (P=.03), as well as asthma attack prevention self-efficacy scores (P=.04). Alidiss et al’s app was targeted at cancer [23]. Even though they included 6 psychometric measures, the authors did not identify a primary outcome measure. The authors of the systematic review were unable to draw any conclusions, primarily because of the fact that the studies included in the review were generally in early proof-of-concept phase and with few participants.

A recent meta-analysis drawing on data published between 2006 and 2016 examined the use of mobile health interventions in improving health outcomes in young people [24]. This study showed that digital technology can be effective in eliciting meaningful improvements in pediatric health behavior and associated health outcomes. However, the average age of participants was only 11.4 years, and many of the included studies focused on interventions targeting care givers, thereby limiting conclusions around adolescents with chronic illnesses. Some of the health behaviors addressed included immunization adherence, HIV prevention, dental hygiene, sun safety, physical activity, smoking, obesity, diabetes, stem cell transplant, and asthma.

In summary, the usefulness or effectiveness of mobile health technology interventions among adolescents remains unclear. Adolescents are more likely to use the newest and smartest technology, which makes the use of mobile apps more commonly accepted. Currently, there are over 97,000 health-related apps available in the category of health and fitness in Google Play and the App Store, with approximately 1000 apps being created every month. It is estimated that the number of available apps will increase by about 25% each year [18]. Over the past 5 years, there has also been a significant increase in research on the utility of health-related apps [18].

To date, there has been little evidence produced about the use of mobile and Web-based apps aimed at supporting self-management in chronic illness and transition to adult care. A recent meta-analysis drawing on data published between 2006 and 2016 examined the use of mobile health interventions in improving health outcomes in young people [24]. This study showed that digital technology can be effective in eliciting meaningful improvements in pediatric health behavior and associated health outcomes. However, the average age of participants was only 11.4 years, and many of the included studies focused on interventions targeting care givers, thereby limiting conclusions around adolescents with chronic illnesses. Some of the health behaviors addressed included immunization adherence, HIV prevention, dental hygiene, sun safety, physical activity, smoking, obesity, diabetes, stem cell transplant, and asthma.

In summary, the usefulness or effectiveness of mobile health technology interventions among adolescents remains unclear. Adolescents are more likely to use the newest and smartest technology, which makes the use of mobile apps more
challenging. Technology evolves rapidly, and there is then the cost of competing with commercial developers who may be less interested in more niche markets [25], such as young people with chronic conditions.

The aims of this systematic review were the following: first, to evaluate the current available literature on the utility and effectiveness of mobile or Web-based health apps created for adolescents with chronic physical conditions, which demonstrate some degree of user interaction over and above self-monitoring of the physical condition. Second, to describe features of the app that might explicitly or implicitly facilitate the transition of adolescents with chronic physical illness from pediatric to adult care.

Methods

This systematic review was registered with the International Prospective Register of Systematic Reviews (PROSPERO): CRD42018104611.

Search Strategy

A comprehensive literature search of 5 bibliographical databases was conducted to identify eligible studies. Databases included the following: Medical Literature Analysis and Retrieval System Online (MEDLINE), EMBASE, PsycINFO, Web of Science, and the Cumulative Index to Nursing and Allied Health Literature. The comprehensive search strategy was initially created in MEDLINE (Multimedia Appendix 1), and then it was adapted to the other databases. The specified chronic conditions were included to ensure that all available literature was included, and because these conditions require continuity of care and specialist-to-specialist transition. No restriction was placed on language. Only articles published from 2013 were considered, as this review is an update on the 2 previous systematic reviews cited in the Introduction section [19,24].

We also hypothesized that as general health-related app use research has increased in the past 5 years [18], this might also be reflected in an increase in adolescent studies. The end date for article searching was August 2018. Reference lists of relevant articles were hand searched to identify additional studies.

Inclusion and Exclusion Criteria

Only original quantitative and qualitative studies published in peer-reviewed journals were included. Studies were required to focus on the use of a mobile device or Web-based app as an intervention to support self-management and to aid transition of adolescents diagnosed with a chronic physical illness from pediatric to adult clinical care. Outcomes included any changes in behavioral, physiological, attitudinal, or knowledge variables. Adolescents were young people aged 10 to 19 years, as defined by the World Health Organization [26].

Studies that included mobile or Web-based apps for the management of mental health, acute cancer, pain, or lifestyle/health risk behaviors were excluded. Chronic pain syndromes and mental health are undeniably important health issues for adolescents, but the management approaches have some significant differences to those of chronic physical illness. Management in chronic physical illness is around long-term and often complex regimens, which highlight differences to their peers and where adequate control is often difficult to ascertain on a day-to-day basis. The strategies are likely to be different in type or dose to those employed in mental health and chronic pain, where rehabilitation and reframing of perceptions and thought are key, making it difficult to extrapolate this information to chronic physical illness. Studies were also excluded if the app was used only for monitoring health status, such as continuous glucose monitoring for diabetes or if less than 50% of the sample size of the study was in the adolescent age range of 10 to 19 years. It is acknowledged that the timing of transition varies among countries, but a majority of adolescents with chronic illness will have commenced the transfer to adult health services by the time that secondary schooling ends.

Study Selection

The design of this review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses’ (PRISMA) statement [27], and the PRISMA diagram for study selection is shown in Figure 1. Duplicate studies were removed. A total of 1 reviewer (YVP) performed the first-stage screening of titles and abstracts on the basis of the research question, as well as inclusion and exclusion criteria. Abstracts were then screened for possible inclusion by 2 reviewers (YVP and KS) to determine full-text screening. There were no disagreements between these 2 reviewers, but JH had been identified as the third party to resolve consensus issues. Scientific abstracts were considered if these were published in a peer-reviewed journal and contained adequate data to apply inclusion and exclusion criteria. A total of 2 corresponding authors were contacted via email to obtain further information to be included in the final review of manuscripts. As no responses were received, these 2 abstracts were excluded.
Data Extraction
The information recorded included the following: demographics (age, gender, and country of origin), chronic physical illness, study characteristics (setting, study design, duration, data collection methodology, and sample size), and study outcomes. Any mention of transition was recorded. In addition, and when possible, further details of the app used to deliver an intervention were recorded: app name, platform, app’s purpose, content, education delivered about its use, availability (e.g., was an access code required), as well as parent and health care professional access to the app.

Quality Assessment
The checklist created by Downs and Black [28] for randomized and nonrandomized studies was used to assess the quality of the full manuscripts included in the systematic review. This scale is a 27-item checklist that assesses study reporting, external validity, internal validity in terms of bias and confounding (selection bias), and power. It has good reliability and high internal consistency [28]. The maximum score for the modified checklist was 28. Items were given 1 if the answer was “yes” or 0 if it was “no” or “unable to determine”. A total of 1 item (Are the distributions of principal confounders in each group of subjects to be compared clearly described?) had a maximum possible score of 2. The score of item 27 was modified, as has been done in previous studies [29,30], awarding 1 or 0 points depending on whether there was statistical power to detect a clinically important effect. Score ranges were grouped into 4 categories: excellent (26-28), good (20-25), fair (15-19), and poor (≤14), as previously defined by Samoocha et al [30].

Statistical Analysis
Descriptive statistics were performed to capture the country where research was conducted, research setting, sample sizes, participant characteristics, health condition, study design, outcome measures, features, and usability of the apps. It was not possible to perform a meta-analysis because of the small
number of manuscripts that met inclusion criteria and the heterogeneity of study outcomes.

**Results**

The process of manuscript identification and selection is summarized in Figure 1. A total of 1737 records were identified from the combined electronic searches, from which 854 records were removed as duplicates. A total of 58 full-text articles, in addition to 10 articles identified through hand searching of full-text records’ bibliographies, were selected for full-text review, and 6 articles met inclusion criteria for data extraction.

**Characteristics of Included Studies**

Characteristics of the 6 full manuscripts appear in Table 1. Publication year ranged from 2015 to 2018. The studies describe 6 different apps used as interventions to support self-management or aid in transition of adolescents with different chronic physical illnesses: asthma [31,32], beta thalassemia major and sickle cell disease [33], type 1 diabetes mellitus [25,34], and epilepsy [16]. Of these manuscripts, 2 were pilot studies with an intervention group only [31,33], 1 was a pilot study with a control and intervention group [32], 2 were randomized controlled trials [25,34], and 1 was a prospective cohort study [16]. A total of 3 of the studies [25,32,34] compared 2 study groups, an intervention group in which the participants received usual care plus the intervention (app) and a control group that received only usual care; in 1 of these studies [32], the control group received a “control” version of the app to facilitate data transfer from an inhaler sensor. App features are summarized in Table 2. A total of 4 studies were conducted in North America, 1 in Australia and 1 in Denmark. All studies recruited participants from specialist clinics or pediatric hospitals. The setting details for the studies are outlined in Table 3. Sample sizes ranged from 7 to 151, with a combined sample size of 336. Participant ages ranged from 8 to 22 years, with a median of 14.1. The duration of the studies ranged from 1 to 12 months. There was an average 93% retention across studies.
<table>
<thead>
<tr>
<th>Author, Year</th>
<th>Country</th>
<th>Chronic condition</th>
<th>Initial/ final</th>
<th>Duration (months)</th>
<th>Female/Male</th>
<th>Age (years), mean (range)</th>
<th>Study design</th>
<th>Outcome measures (primary)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farooqui et al, 2015</td>
<td>United States</td>
<td>Asthma</td>
<td>24/21</td>
<td>1</td>
<td>9/12</td>
<td>11.6 (9-16)</td>
<td>Pilot Study</td>
<td>MA ipod e-log(^a), PI(^b) Survey</td>
</tr>
<tr>
<td>Cushing et al, 2016</td>
<td>United States</td>
<td>Asthma</td>
<td>7/5</td>
<td>3</td>
<td>5/2</td>
<td>14.1 (11-18)</td>
<td>Pilot Study</td>
<td>US Interview or FG(^c), RTMD(^d)</td>
</tr>
<tr>
<td>Goyal et al, 2017</td>
<td>Canada</td>
<td>Type 1 diabetes mellitus</td>
<td>92/91</td>
<td>12</td>
<td>51/41</td>
<td>14.1 (11-16)</td>
<td>Randomized controlled trial (RCT)</td>
<td>HbA(_1c), SMBG(^e), DQOLY(^f), DFRQ(^g), SCI(^h), RTCS(^i), 7-point LS(^j), SS(^k) interview</td>
</tr>
<tr>
<td>Leonard et al, 2017</td>
<td>United States</td>
<td>βThal(^l) and SCD(^m)</td>
<td>11/10</td>
<td>6</td>
<td>7/4</td>
<td>12.4 (8-21)</td>
<td>Pilot Study</td>
<td>MA(^n) self-videos, FQ(^o), KA(^p)</td>
</tr>
<tr>
<td>Castensøe-Seidenfaden et al, 2018</td>
<td>Denmark</td>
<td>Type 1 diabetes mellitus</td>
<td>151/148</td>
<td>12</td>
<td>81/70</td>
<td>17.6 (14-22)</td>
<td>RCT</td>
<td>HbA(_1c), PCD(^q), HCCQ(^r), PAID(^s)</td>
</tr>
<tr>
<td>Le Marne et al, 2018</td>
<td>Australia</td>
<td>Epilepsy</td>
<td>51/36</td>
<td>2(^t)</td>
<td>27/24</td>
<td>14.5 (13-19)</td>
<td>Prospective Cohort</td>
<td>SKEQ(^u), AKEQ(^v), SSES-C(^w), CATIS(^x), MA(^y), parent log, MARS(^z)</td>
</tr>
</tbody>
</table>

\(^a\)MA ipod e-log: medication adherence assessed through electronic logging in iPod Touch.  
\(^b\)PI Survey: postintervention survey, in house, no details available.  
\(^c\)US Interview or FG: Unstructured interview or focus group to discuss experience with inhaler and app, no details available.  
\(^d\)RTMD: Real Time Medication Data from the sensor.  
\(^e\)SMBG: Self-monitoring Blood Glucose.  
\(^f\)DQOLY: Diabetes Quality of Life for Youth Questionnaire, to measure quality of life.  
\(^g\)DFRQ: Diabetes Family Responsibility Questionnaire, to measure adolescent-guardian interaction around care.  
\(^h\)SCI: Self-Care Inventory, to measure adherence to treatment recommendations.  
\(^i\)RTCS: Readiness to Change Survey, to assess participant self-management.  
\(^j\)7-point LS: 7-point Likert Scale, to assess overall satisfaction with the “bant” app.  
\(^k\)SS interview: semistructured interview, in house, no details available.  
\(^l\)βThal: beta thalassemia major.  
\(^m\)SCD: sickle cell disease.  
\(^n\)MA self-reported videos: medication adherence self-reported videos “selfies.”  
\(^o\)FQ: Feasibility Questionnaire, to assess parents and participants feasibility, adherence, satisfaction, and ease of use of the Intensive Training Program mobile app.  
\(^p\)KA: Knowledge Assessment, to assess understanding of educational material presented in the modules.  
\(^q\)PCD: Perceived Competence in Diabetes, assesses patients’ experience of being able to manage diabetes successfully.  
\(^r\)HCCQ: Health Care Climate Questionnaire, assesses the degree to which patients perceived their health care providers as supporting their autonomy.  
\(^s\)PAID: Problem Areas in Diabetes, assesses diabetes-related distress.  
\(^t\): mean duration 70 days (SD 39.9).  
\(^u\)SKEQ: Self Knowledge of Epilepsy Questionnaire modified version.  
\(^v\)AKEQ: Adolescent Knowledge of Epilepsy Questionnaire, assesses general epilepsy knowledge.  
\(^w\)SSES-C: Seizure Self-Efficacy Scale for Children and Adolescents with Epilepsy, measures self-reported efficacy in managing patient’s own seizure disorder.  
\(^x\)CATIS: Child Attitude Toward Illness Scale, measures attitudes and feelings about having epilepsy.  
\(^y\)MA parent log: medication adherence logged by the parent or caregiver.  
\(^z\)MARS: Mobile Application Rating Scale, survey to collect feedback about the app.
### Table 2. Features and usability of the apps.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>App name</th>
<th>App training</th>
<th>App content</th>
<th>Platform</th>
<th>App use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farooqui et al, 2015 [31]</td>
<td>AsthmaCare</td>
<td>NR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Daily reminders (medication use and personalized triggered avoidance strategies), interactive asthma treatment plan, and gamification features</td>
<td>AP&lt;sup&gt;b&lt;/sup&gt;/iTouch</td>
<td>100% of the participants used it once daily, with 81% of the participants using it multiples times a day for a period of 30 days</td>
</tr>
<tr>
<td>Cushing et al, 2016 [32]</td>
<td>Asthmahero</td>
<td>NR</td>
<td>Medication usage and reminders, medication adherence graphics</td>
<td>AP mobile/tablet</td>
<td>NR</td>
</tr>
<tr>
<td>Goyal et al, 2017 [25]</td>
<td>“bant”</td>
<td>1-hour tutorial</td>
<td>Automatic Data Transfer, Electronic Logbook, Trends, Trend Wizard, Reward System, banter, and Personal Health Record</td>
<td>AP/mobile</td>
<td>35% of the participants had a moderate&lt;sup&gt;c&lt;/sup&gt; or high use</td>
</tr>
<tr>
<td>Leonard et al, 2017 [33]</td>
<td>ITP&lt;sup&gt;d&lt;/sup&gt; app</td>
<td>Day 0 of a 90-day program</td>
<td>“real time” adherence tracking, education modules, and patient support (reminder alert messages and behavioral reinforcement)</td>
<td>AP mobile/tablet</td>
<td>81% of the participants used it daily for a period of 90 days</td>
</tr>
<tr>
<td>Castensøe-Seidenfaden et al, 2018 [34]</td>
<td>Young with Diabetes</td>
<td>10-min tutorial</td>
<td>My Page, My Department, Chat Room, Carbohydrate Counting, Information About, Tips Package, To Parents, and Reminder Function</td>
<td>AP and AN&lt;sup&gt;e&lt;/sup&gt; mobile/tablet</td>
<td>70% of the participants used it for at least 5 days out of 64 days</td>
</tr>
<tr>
<td>Le Marne et al, 2018 [16]</td>
<td>EpApp</td>
<td>Download appointment</td>
<td>Patients’ epilepsy profiles, medication reminders, seizure diary, and personalized seizure statistics and graphs</td>
<td>AP and AN mobile/tablet</td>
<td>23% of the participants used it daily for 28 days</td>
</tr>
</tbody>
</table>

<sup>a</sup>NR: not recorded.  
<sup>b</sup>AP: Apple.  
<sup>c</sup>Moderate: data upload less than 3 of 7 days; High: data upload ≥3 of 7 days.  
<sup>d</sup>ITP: Intensive Training Program app.  
<sup>e</sup>AN: Android.

### Table 3. Study outcomes.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Setting</th>
<th>Mention of transition in manuscript</th>
<th>Significant outcomes&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Farooqui et al, 2015 [31]</td>
<td>Outpatient Clinic Ohio State University and Wexner Medical Center, United States</td>
<td>No</td>
<td>Increased treatment adherence (85%) and avoidance of asthma triggers (69%). All participants reported better knowledge of asthma after using the app.</td>
</tr>
<tr>
<td>Cushing et al, 2016 [32]</td>
<td>Mount Sinai Hospital Pediatric Outpatient Clinics (New York, United States)</td>
<td>No</td>
<td>Increased treatment adherence and asthma control confidence improved through the use of mobile app message reminders that led to changes in the medication use routine.</td>
</tr>
<tr>
<td>Goyal et al, 2017 [25]</td>
<td>The Hospital for Sick Children Toronto and University of Toronto, Canada</td>
<td>No</td>
<td>No significant differences: glycated hemoglobin, impact on self-management.</td>
</tr>
<tr>
<td>Leonard et al, 2017 [33]</td>
<td>Department of Pediatrics Duke University, North Carolina, United States</td>
<td>No</td>
<td>Increased treatment adherence (80%) and knowledge retention (96%). Clinically relevant decrease in serum ferritin at 6 months (P=.07).</td>
</tr>
<tr>
<td>Castensøe-Seidenfaden et al, 2018 [34]</td>
<td>Nordsjælland, Hervel, Roskilde, and Køge Hospitals and Steno Diabetes Center Copenhagen Denmark</td>
<td>Abstract, keywords, and Conclusions</td>
<td>No significant differences: glycated hemoglobin, impact on self-management.</td>
</tr>
<tr>
<td>Le Marne et al, 2018 [16]</td>
<td>The Sydney Children’s Hospitals Network at Sydney, Australia</td>
<td>Introduction and Discussion</td>
<td>Increased treatment adherence (P=.045). Increased knowledge (P≤.005). No significant improvement in seizure burden or psychosocial measures.</td>
</tr>
</tbody>
</table>

<sup>a</sup>Results were statistically significant if P≤.05.

### User Input Preapp Development

A total of 3 studies tested the preliminary app design and incorporated the adolescents’ feedback in the most recent design of the app [16,25,34]. The design principles for the “bant app” were derived from thematic analysis of interviews conducted with adolescents who had type 1 diabetes, as well as their parents [20]. A total of 20 adolescents aged 12 to 16 years, with type 1 diabetes, were then recruited for a 12-week evaluation phase. The pilot trial study showed that daily average frequency...
of blood glucose measurements increased by 50% ($P = .006$). HbA$_1c$ did not change significantly ($P = .11$). Satisfaction with the “bant” app was high, with 88% of the participants stating that they would continue to use the app.

Workshops, mail panel, and feedbacks, including young people with type 1 diabetes, their parents, and health providers, were performed for the development of the “Young with Diabetes” app [35]. A feasibility study was conducted for 5 weeks among health care providers and young people. Participants found the app helpful, providing them with a range of self-management supports, such as the opportunity to write to their health care providers. They all reported that they would recommend the app to peers. Health care providers described the app as both intuitive to use and relevant to collaborating with young people with type 1 diabetes mellitus.

Le Marne et al obtained feedback for the “EpApp” on preliminary design concepts, planned features, usability, draft educational content, and potential app names through initial focus groups composed by adolescents with epilepsy and their parents, which was evaluated in a prospective cohort study [16].

The Apps

A total of 4 of the included studies provided a screenshot of the mobile app used as an intervention, and these screen shots are reproduced as Figure 2. App features are summarized in Table 2.

Figure 2. Screenshots of 4 apps.

Goyal et al [25] and Castensøe-Seidenfaden et al [34] used apps targeted at improving type 1 diabetes control. Le Marne et al’s app was for education and self-management of adolescents with epilepsy [16]. Cushing et al [32] and Farooqui et al [31] targeted asthma self-management skills, and Leonard et al addressed beta thalassemia major and sickle cell disease and chelation therapy [33].

The participants of 4 out of the 6 studies [16,25,33,34] had some app training before the use of the app (Table 2). Relevant concepts and medical terminologies [16], hardware setup, introduction to app features, username creation, troubleshooting step for potential issue [25], guidance session [34], and initial education module about iron overload and chelation therapy [33] were provided as part of this training.

Table 2 provides details on the interactive features of the different apps. All of the apps allowed participants to set medication reminders. A total of 5 apps came with a feature that graphically displays medication adherence [16,25,31,33,34], whereas one of the apps measured medication adherence through “selfie” video recording [33]. A total of 4 of the apps provided disease-related information [16,34,31,33], and 1 app also provided information on specific topics such as sex, alcohol, and holding a driver’s license having diabetes [34]. A total of 2 apps included a feature for social media interaction with peers [25,34]. The Intensive Training Program app used by Leonard et al allowed providers to send weekly messages to the patients, providing feedback and reinforcing the participants’ adherence behaviors [33]. A total of 3 of the apps provided rewards to encourage self-management behaviors [25,31,32]. The “bant” app participants [25] could redeem their points for iTunes gift cards, whereas the AsthmaCare [31] and Asthmahero [32] apps used gamification features with rewarding points to encourage medication adherence.

A total of 5 of the 6 studies reported frequency of app usage, but the grading of frequency varied among studies, as did the measurement chosen for usage (Table 2). For instance, Farooqui et al measured frequency in terms of electronic logging of medication use [31], whereas Leonard et al measured frequency in terms of data transfer (selfie videos) [33]. The grading of frequency also varied and generally relied on data upload frequency. Goyal et al reported the app use on the basis of the total number of days that the participants wirelessly uploaded blood glucose readings to the app over the 12 months [25]. They
used 4 levels of engagement: very low, low, moderate, and high. “Young with Diabetes” use was defined as using the app for at least 5 out of 64 days [34]. On the contrary, Le Marne et al categorized app use as “daily,” “weekly,” “monthly,” “occasionally,” or “never” [16].

There were a variety of features relevant to convenience and privacy. For example, 2 studies [25,31] required the participant to carry a device other than the participant’s own smartphone (iPhone or iPod Touch). This was provided as part of the intervention. A total of 3 studies [16,33,34] allowed the participants’ parents to access the app, whereas 2 studies allowed health care professionals to [33,34] access the app. Only 2 studies mentioned the word transition [16,34]. Castensøe-Seidenfaden et al mentioned that “young people often struggle to self-manage type 1 diabetes during the transition from childhood to adulthood” and that “health care providers should routinely address sensitive topics and be aware of parents’ need for guidance as to how to effectively support their child during the transition from childhood to adulthood” [34]. Le Marne et al stated that “self-management tools have the potential to help scaffold adolescents as they transition to adulthood” and that “developing independence and responsibility for medication is an important step in transitioning from adolescence to adulthood” [16]. None of the included studies assessed effective transition from pediatric to adult health care services as an outcome.

A total of 1 study made a reference to cost, the app being freely available via Android and Apple platforms [16]. Technical specifications varied across the apps, as did reports of problems encountered. A total of 3 studies [16,33,34] provided an app access code that permitted analytics on app usage. A total of 3 studies reported on technical issues: faulty alerts on Android devices [16], unable to open the app (Apple), unable to upload photos (Android), app not opening because of update and reinstatement needed (Apple) [34], and video recording problems [33].

**Outcomes**

Table 3 presents the outcome data for the 6 studies. Neither of the type 1 diabetes mellitus studies showed improvement in HbA1c or self-management [25,34]. Exploratory analysis by Goyal et al showed that users who had more frequent self-monitoring of blood glucose had improvements in HbA1c [25]. Castensøe-Seidenfaden et al concluded that the app might be a useful tool to complement self-management in adolescents with type 1 diabetes [34]. The other 4 studies reported increased knowledge of the condition and increased therapy adherence, including increased medication adherence through the use of “selfie videos” of the participant receiving daily chelation therapy [16,31-33].

Participants’ satisfaction was reported for all studies. A total of 3 quarters of the participants were very satisfied with the “bant” app [25] and 96% of the participants reported that they would continue to use the app if it were available to them outside of the trial. A total of 45% of the subjects ranked the trending feature, which reports consecutive out-of-range blood glucose readings and prompts the user to identify the likely cause and potential solution of the trend, as the most useful component of the app [25]. A total of 78% of the participants reported that the “Young with Diabetes” app was helpful, and 85% of the participants reported they would recommend it to others [34]. The “chat room” and “my page” were the most popular features. Topics such as sex, diabetes, driver’s licenses, alcohol, and parties were the most retrieved from the information feature of the app [34]. Participants in the “EpApp” study identified themes relating to information content and reminders as the most helpful app features [16]. “Asthmahero” [32] helped as a medication reminder and improved the participants’ confidence about asthma control. The gaming aspects of the app served as motivation for treatment adherence. All “Asthmacare” users reported better understanding of their asthma after the intervention, and 95% of the participants preferred using an app for asthma education over other modalities [31]. Participants of the Intensive Training Program for chelation reported that the app was easy to use and endorsed the statement that continuous use of the app would be helpful for therapy adherence [33].

**Quality Assessment**

The quality of the included full manuscripts varied, with individual scores shown in Multimedia Appendices 2 and 3. A total of 2 of the studies were rated as being “good,” 3 studies were rated to be “fair,” and 1 study was rated as “poor.” The mean score of the included studies was 17.3 (range 14-22). Studies scored poorly on the following quality assessment items: clearly describing the distribution of principal confounders (4/6), participant blinding (6/6), blinding of the outcome appraiser (6/6), subject randomization (4/6), and failure to adjust for confounding factors in the analysis (4/6). None of the studies described the entire participant population and as a consequence the external validity of all the studies was rated “poor.” Only 2 studies reported power to detect any clinically important effect [25,34].

**Discussion**

**Principal Findings**

The first aim of this systematic review was to evaluate the utility and effectiveness of mobile or Web-based health interventions targeting adolescents with chronic physical illnesses. Despite the proliferation of health apps over the past 5 years [18], our systematic review identified only 6 new studies. This may reflect the cost and smaller potential user base for what are quite complex apps. Few studies reached statistical significance in any of their multiple chosen outcome measures despite the relevance of these outcomes. Possible reasons for this finding include inadequate power, too short a duration of use, and failure to sufficiently engage adolescent users. A total of 2 studies specifically commented on a fixed design, which did not allow tailoring to adolescent needs [25,34]. Furthermore, when significant outcomes were reported, these related to adherence, except in diabetes, the most frequent specialist-to-specialist transition [36]. The latter may be because of the intrinsic utility of the app or because of inadequate duration of the study to influence the outcome measure of HbA1c.
The use of apps is promoted as having the potential to improve patterns of self-management support [37] that are necessary during the transition process to adult care. However, most studies identified in the initial searches focused on mobile or Web-based health interventions for adult self-management, rather than for adolescents. The data from adult studies likely have limited generalizability to adolescents. Adolescents have grown up in a technological era, fully embracing technology as a way to interact with others and becoming both expert and selective in electronic media and on social networking sites [38]. Apps developed for adults tend to be more directive [39,40], as opposed to delivering features that might engage young people [41]. Only 3 studies reported adolescents in predevelopment design, but it was difficult to assess if this codesign had an impact on outcomes.

The secondary aim of the study was to describe features of the apps that might explicitly or implicitly facilitate the transition of adolescents with chronic physical illness from pediatric to adult care. We were unable to draw any conclusions related to this aim. None of the studies measured transition process as an outcome; indeed, there are no established, validated successful outcome criteria for the transition process of adolescent and young adults with chronic illness [42]. In addition, the duration of most of the included studies was less than 6 months, which would not provide an adequate length of time to measure transition outcomes.

Education was a feature in 4 apps [16,31,33,34]. Educating the patient is an important aspect for the development of self-management skills. The ongoing accessibility of illness-specific educational themes in an electronic device allows patients to easily obtain reliable information. Nevertheless, education alone is insufficient to increase medication adherence and the development of self-management skills [9,43], and adding features, such as reminders, goal setting, rewards, and social media interaction with peers, may enhance better outcomes [43].

A total of 2 apps [25,34] included a feature that allowed the participants to share their experiences with other peers through social media to complement education and reassurance of common lived experiences. In addition, 2 apps [31,32] included gamification features, and 5 apps included graphical displays of illness-specific control measures. Patients liked the gaming aspects of these mobile apps and felt that earning points served as motivation for medication adherence and continuous app use. This feature would add considerably to future app development. Knowing what features patients like in the apps might assist in the development of a generic rather than an illness-specific app that could incorporate these identified common features and be easily tailored for purpose through simple “in-app” modifications.

No study presented an economic evaluation. Even though mobile health interventions are often described as cost-effective tools for patients living with chronic illnesses, there are limited economic data to support this [44]. A total of 2 systematic reviews have been conducted to assess the literature on the economic value of mobile health interventions. Both reviews concluded that there was a lack of economic data to support mobile health interventions for patients with chronic illness [45,46]. Iribarren et al suggested that studies should follow the established economic reporting guidelines to improve the available data [45], whereas Badawy and Kuhns highlighted the need for comprehensive economic evaluation of these interventions to understand the association between their cost-effectiveness while supporting self-management of patients with chronic illnesses [46].

A limitation of our review was the small number and heterogeneity of the studies that precluded meta-analysis. The lack of data about app development strategies that included adolescent input is an important limitation around feasibility and utility. The strength of this review is that it provides an up-to-date overview of apps as these relate to health care in adolescents with chronic illness. The small number of studies identified allowed us to describe apps in more detail, which may be helpful to those considering app development.

**Conclusions**

In conclusion, this review has found that there remain limited data about the utility and effectiveness of mobile and Web-based apps facilitating self-management and the transition of adolescents with chronic illness from pediatric to adult health care services. The latter is a key time when independent adolescent-friendly assistance is required. This potentially reflects the lack of commercial appeal of such apps and the high cost of developing apps that compete with the thousands available to young people. Future studies could consider cocreation with adolescents, financial assistance from lay illness support groups, and easy but confidential ways to report feedback through the app.
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Abstract

Background: People living with HIV and depression have high rates of suicide. Studies of mobile health (mHealth) interventions have shown feasibility, acceptability, and efficacy in improving mental health in people living with HIV and depression. However, few studies have examined the mechanisms and effects of mHealth interventions on suicide.

Objective: This study was designed to examine the mechanisms and effects of a WeChat-based intervention, Run4Love, on suicide among people living with HIV and depression in China, while considering perceived stress and depressive symptoms as mediators.

Methods: A sample of 300 People living with HIV and depression was recruited from the outpatient clinic of a large HIV or AIDS treatment hospital and was randomized to the Run4Love group or a control group. Data were collected at baseline, 3-, 6-, and 9-month follow-ups. Path analysis modeling, with longitudinal data, was used in data analyses.

Results: The Run4Love mHealth intervention had a direct effect on reducing suicide rate at the 6-month follow-up (beta=−.18, P=.02) and indirect effect through reducing perceived stress and depressive symptoms at the 3-month follow-up (beta=−.09, P=.001). A partial mediating effect between perceived stress and depressive symptoms accounted for 33% (−0.09/−0.27) of the total effect.

Conclusions: Through path analyses, we understood the mechanisms and effects of an mHealth intervention on suicide prevention. The findings underscored the importance of stress reduction and depression treatment in such a program. We call for more effective suicide prevention, especially mHealth interventions targeting the vulnerable population of people living with HIV and depression.

Trial Registration: Chinese Clinical Trial Registry ChiCTR-IPR-17012606; http://www.chictr.org.cn/showprojen.aspx?proj=21019

https://www.jmir.org/2019/11/e14729
Introduction

Background
People living with HIV have high rates of depressive symptoms. For example, a nationally representative survey in the United States reported that 36% of people living with HIV had depression [1]. In China, the rate of depression among people living with HIV was 50.8%, according to a recent review study [2]. Out of 37.9 million people living with HIV in the world [3], more than 12 million are living with depression [4]. The literature has shown a causal relationship between depression and suicide [5,6]. Previous studies have also reported high suicide rates in people living with HIV. A survey of 1560 people living with HIV in the United States revealed that 26% of the participants had a suicidal ideation and 13% had a suicidal attempt [7]. According to a recent survey in China, 32.4% of people living with HIV had had suicidal ideation or behavior since HIV diagnosis [8]. Such high rates of suicide and depression warrant effective interventions targeting the vulnerable population of people living with HIV and depression, especially the interventions that can reach a large number of people living with HIV and depression efficiently, such as mobile health (mHealth) interventions.

Reviews
According to a recent systematic review, the majority of the existing mHealth interventions targeting people living with HIV were focused on medication adherence or retention in care [9]. Only a small number of mHealth interventions were implemented to improve mental health outcomes or decrease suicidal risks among people living with HIV and depression [9-11]. In a pilot mHealth intervention, Swendeman and colleagues developed a self-monitoring program, which showed initial efficacy in reducing stress in people living with HIV [12]. Van Luenen and colleagues tested a Web-based cognitive behavioral therapy program via a randomized controlled trial (RCT) with 188 people living with HIV and depression. The intervention successfully reduced depressive symptoms and anxiety of the intervention group at 8-week and 12-week follow-ups compared with the control group [13]. Despite the growing interest and initial efficacy of mHealth interventions to deliver mental health services and prevent suicide among people living with HIV and depression, no study existed on the potential mechanism of the intervention in mental health outcomes, especially on the basis of a longitudinal design.

Aims
Accordingly, in this study, we aimed to examine the mechanisms of the mHealth intervention Run4Love in a suicide outcome in a sample of people living with HIV and depression by conducting path model analyses, using longitudinal data from an RCT [14]. The Run4Love was a WeChat-based intervention, comprising 2 major components: the adapted cognitive-behavioral stress management (CBSM) course and physical activity promotion. It was designed to reduce stress through multiple coping strategies.

The literature has documented the importance of stress reduction in depression prevention [15-18]. Previous studies also showed that depressive symptoms mediated perceived stress and suicidal behaviors [19-21]. However, no study has investigated the mechanisms of stress and depressive symptoms in suicide in the context of mHealth intervention. On the basis of the associations among perceived stress, depressive symptoms, and suicide illustrated in the previous studies [19-21], we hypothesized that perceived stress and depressive symptoms at a 3-month follow-up served as mediators on the effects of the mHealth intervention on suicide at a 6-month follow-up. The hypothesized model is depicted in Figure 1.

Figure 1. Hypothesized path model of intervention, perceived stress, depressive symptoms, and suicide in people living with HIV and depression.
Methods

Research Setting
A total of 300 participants were recruited from an outpatient clinic of the only designated hospital for HIV or AIDS treatment in Guangzhou, China. As the capital city of Guangdong Province, Guangzhou is the third largest city in China. According to the AIDS Prevention and Treatment Report in 2017, more than 53,600 people living with HIV live in Guangdong province [22].

Participant Eligibility and Recruitment
We recruited participants in the waiting room of an outpatient clinic. A member of the research team invited patients to participate in a research study. Those who showed initial interest were invited to a private space for further explanation and screening. The participation criteria included the following: (1) at least 18 years old, (2) HIV-seropositive status (registered in the hospital system or with an official document), (3) having clinically significant depressive symptoms (Center for Epidemiologic Studies-Depression; CES-D score ≥ 16), and (4) having a mobile phone and WeChat account. Patients were excluded if they were (1) currently under psychiatric or psychological treatment, (2) unable to finish the questionnaire, (3) unable to read or listen to the materials on WeChat, and (4) unable to engage in physical activities because of medical reasons.

Participants who met the eligibility criteria and provided written informed consent were invited to participate. They completed a baseline survey before they were randomized to the intervention group or control group of the Run4Love trial. All participants received breakfast (milk and bread) as an incentive. The study protocol was approved by the Institutional Review Board of the Sun Yat-sen University.

The Run4Love Intervention
The Run4Love intervention was adapted from the CBSM program [23], which was designed as a face-to-face intervention program for people living with HIV, and it has demonstrated good efficacy in various populations and settings [24-26]. We adapted the CBSM into a multimedia format and delivered it via WeChat, the most popular social media platform in China, with over 1 billion active users [27]. The intervention protocol is detailed elsewhere [14]. Briefly, participants assigned to the intervention group received a series of adapted CBSM courses, and they were encouraged to do regular physical activities for 3 months. Multimedia information, with automatic progress tracking and personalized feedback, was delivered via the Run4Love WeChat account (Figure 2). The main purpose of the program was to alleviate people living with HIV’s depressive symptoms and improve their quality of life by reducing perceived stress. Participants in the wait-list control group received a brochure on HIV-related nutrition. Outcomes were assessed at baseline, 3, 6, and 9 months. All participants in the control group would receive the intervention after the completion of the trial.
Figure 2. WeChat users’ interfaces in the Run4Love Program. CBSM: cognitive-behavioral stress management.

**Measurements**

**Demographic Characteristics**
Participants’ demographic characteristics assessed in the study included age, gender, sexual orientation, marital status, education, and duration since HIV diagnosis.

**Depressive Symptoms**
Depressive symptoms were assessed using the Chinese version of the CES-D scale at baseline and each follow-up [28]. The scale has been validated in various Chinese chronic patients, and it demonstrated high levels of validity and reliability [29,30]. The CES-D comprises 20 items, such as *My appetite was poor* and *I could not shake off the blues*. Participants were asked to select the frequencies of physiological symptoms during the past week. The total scores ranged from 0 to 60, with a higher
score indicating a higher level of depressive symptoms. Participants with scores of 16 or higher were considered as having clinically significant depressive symptoms [31]. The Cronbach alpha of the scale was .77 in this study.

Perceived Stress

Perceived stress was assessed with the 10-item Chinese version of Perceived Stress Scale (PSS-10) at baseline and each follow-up [32]. The scale was the most widely used instrument to measure perception of stress; the validity and reliability of the scale had been validated and established in the Chinese population [33-35]. Participants were asked about their feelings and thoughts in the past month (eg, How often have you felt nervous and stressed?). The total scores of the scale ranged from 0 to 40, with higher scores indicating higher levels of perceived stress. Scores ranging from 0 to 13, 14 to 26, and 27 to 40 were considered as low, moderate, and high levels of perceived stress, respectively [36]. In this study, the Cronbach alpha of the PSS-10 was .67.

Suicide

Suicide was defined as having had suicidal ideation or attempt in this study. Suicidal ideation referred to the planning or thinking of committing suicide, and suicidal attempt was the actual behavior of committing suicide. Participants were asked how many times they had had thought about committing suicide and how many times they had actually attempted suicide in the past 3 months at baseline and each follow-up. Participants who answered yes to either of the 2 questions were considered as having had suicide. Those who answered no to both of the questions were considered as not having had suicide (dummy coded as 0=not having had suicide, 1=having had suicide).

Data Analysis

First, descriptive analyses were used on demographic characteristics, perceived stress, depressive symptoms, and suicide. The continuous variables with skewed distribution (eg, age, duration since HIV infection, perceived stress, and depressive symptoms) were described using median (interquartile range; IQR), and categorical variables were described using frequencies and percentages.

Second, treatment group comparisons for the outcome and mediating variables at 3 assessment points were conducted using Wilcoxon rank-sum test for continuous variables with skewed distribution (eg, perceived stress and depressive symptoms) and Chi-square test for categorical variables (eg, suicide). Third, bivariate analyses of suicide were performed using Wilcoxon rank-sum test (for continuous variables with skewed distribution) and Chi-square test (for categorical variables).

To further examine the mechanisms of how participants’ suicide changed as a result of the intervention, we conducted a path analysis after controlling for the baseline suicide and potential confounders, such as demographics. A mediation model of the path analysis was used to test the hypothesis whether the intervention effect on suicide could be explained by the mediating factors of perceived stress and depressive symptoms. Such modeling was designed to explore the mechanisms and direct and indirect effects of the intervention on suicide. The pathways of intervention→suicide, intervention→depressive symptoms→suicide, intervention→perceived stress→suicide, and intervention→perceived stress→depressive symptoms→suicide were examined, respectively (dummy coded as 0=control group, 1=intervention group). The statistical significance was defined as P<.05.

The model was estimated by weighted least squares means and variance–adjusted estimation. Multiple indicators were used to evaluate the goodness of fit of the model, including Chi-square statistic, Comparative Fit Index (CFI), Tucker-Lewis Index (TLI), root mean square error of approximation (RMSEA), and weighted root mean square residual (WRMR). Smaller Chi-square value indicates better model fit. CFI≥0.95, TLI>0.90, RMSEA≤0.06, and WRMR≤1.00 indicate good model fit [37,38]. Descriptive statistics, bivariate statistics, and correlation analyses were performed using SAS version 9.4 (SAS Institute, Inc). Path analysis was performed using Mplus version 7.0 (Muthen and Muthen) [39].

Results

Baseline Characteristics of the Participants

As shown in Table 1, the median (IQR) age of the 300 participants was 27.5 (24.5, 31.3) years, with a range from 18 to 51. Most (277/300, 92.3%) of the participants were male. More than four-fifths (245/300, 81.7%) of the participants were homosexual, bisexual, or uncertain of their sexual orientations, and 87.3% (262/300) were unmarried. About 60.7% (182/300) of the participants had completed at least some college education. The median duration of HIV infection was 1.7 years (IQR 0.6, 3.8).

At baseline, a majority (256/300, 85.4%) of the participants had a moderate level of perceived stress, followed by 8.3% (25/300) having a high level and 6.3% (19/300) a low level of stress. The median (IQR) of the CES-D score was 23.0 (19.0, 28.0). Approximately 44.0% (132/300) of the participants reported having considered committing suicide and 9.7% (29/300) having tried to attempt suicide in the past 3 months. In total, about 45.0% (135/300) of the participants had suicidal ideation or attempts in the past 3 months.

The proportion of homosexual, bisexual, or sexual orientation–uncertain participants in the intervention group was slightly higher than the control group (130/150, 86.7% vs 115/150, 76.7%; P=.03). Other demographic characteristics, mental health outcomes (depressive symptoms and perceived stress), and suicide were balanced in the 2 groups at baseline.
Table 1. Sample characteristics of people living with HIV and depression (N=300).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>27.5 (24.5, 31.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>277 (92.3)</td>
</tr>
<tr>
<td>Female</td>
<td>23 (7.7)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>55 (18.3)</td>
</tr>
<tr>
<td>Homosexual/bisexual/uncertain</td>
<td>245 (81.7)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>≤High school</td>
<td>118 (39.3)</td>
</tr>
<tr>
<td>&gt;High school</td>
<td>182 (60.7)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>262 (87.3)</td>
</tr>
<tr>
<td>Married</td>
<td>38 (12.7)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>49 (16.3)</td>
</tr>
<tr>
<td>Employed</td>
<td>251 (83.7)</td>
</tr>
<tr>
<td>Duration since HIV diagnosis (years), median (IQR)</td>
<td>20.0 (18.0, 23.0)</td>
</tr>
<tr>
<td>Perceived stress, median (IQR)</td>
<td>20.0 (18.0, 23.0)</td>
</tr>
<tr>
<td>Levels of perceived stress, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low perceived stress</td>
<td>19 (6.3)</td>
</tr>
<tr>
<td>Moderate perceived stress</td>
<td>256 (85.3)</td>
</tr>
<tr>
<td>High perceived stress</td>
<td>25 (8.3)</td>
</tr>
<tr>
<td>Depressive symptoms, median (IQR)</td>
<td>23.0 (19.0, 28.0)</td>
</tr>
<tr>
<td>Suicidal ideation (times in the last 3 months), n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>168 (56.0)</td>
</tr>
<tr>
<td>1-2</td>
<td>84 (28.0)</td>
</tr>
<tr>
<td>≥3</td>
<td>48 (16.0)</td>
</tr>
<tr>
<td>Suicidal attempt (times in the last 3 months), n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>271 (90.3)</td>
</tr>
<tr>
<td>1-2</td>
<td>19 (6.3)</td>
</tr>
<tr>
<td>≥3</td>
<td>10 (3.3)</td>
</tr>
<tr>
<td>Suicide (in the last 3 months), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>135 (45.0)</td>
</tr>
<tr>
<td>No</td>
<td>165 (55.0)</td>
</tr>
</tbody>
</table>

*aIQR: interquartile range.

Changes in Outcomes and Mediating Variables Over Time

The intervention had significant effects on the mental health outcomes over time. A total of 274 participants (91.3%, 274/300) remained at the 3-month follow-up (139 in the intervention group; 135 in the control group), and 265 (88.3%, 265/300) participants remained at the 6-month follow-up (132 in the intervention group; 133 in the control group). As reported in Table 2, the median score of the perceived stress was 20 at baseline in the intervention and control groups; it changed to 17 in the intervention group compared with 19 in the control group at the 3-month follow-up. Similarly, the depressive symptoms in the intervention group reduced from 23 at baseline to 17 at the 3-month follow-up, whereas in the control group, it remained unchanged at 23. The rate of clinically significant
depressive symptoms reduced from 100% to 56.8% (79/139) in the intervention group compared with 79.3% (107/135) in the control group at the 3-month follow-up. The rate of suicide reduced from 44.0% (66/150) at baseline to 31.7% (44/139) at the 3-month follow-up, and it further reduced to 21.2% (28/132) at the 6-month follow-up in the intervention group. The difference in the rate of suicide between the 2 groups was close to 20% (21.2% in intervention group vs 40.6% in control group) at 6 months. The intervention group had improved significantly in 3 variables—perceived stress at the 3- and 6-month follow-ups (both \(P<0.001\)), depressive symptoms at the 3- and 6-month follow-ups (both \(P<0.001\)), and suicide at the 6-month follow-up (\(P<0.001\)).

**Table 2.** Mental health and behavior outcomes at baseline and follow-ups.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline ((T_0))</th>
<th>3 months ((T_1))</th>
<th>6 months ((T_2))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(P(n=150))</td>
<td>(C(n=150))</td>
<td>(P(n=139))</td>
</tr>
<tr>
<td>Perceived stress, median (IQR)</td>
<td>20 (17, 22)</td>
<td>20 (18, 23)</td>
<td>.14(^d)</td>
</tr>
<tr>
<td>Depressive symptoms, median (IQR)</td>
<td>23 (19, 28)</td>
<td>23 (19, 27)</td>
<td>.81(^d)</td>
</tr>
<tr>
<td>Clinically significant depressive symptoms, n (%)</td>
<td>150 (100.0)</td>
<td>150 (100.0)</td>
<td>(_e)</td>
</tr>
<tr>
<td>Suicide, n (%)</td>
<td>66 (44.0)</td>
<td>69 (46.0)</td>
<td>.82(^f)</td>
</tr>
</tbody>
</table>

\(a\) Intervention group.

\(b\) Control group.

\(c\) IQR: interquartile range.

\(d\) Wilcoxon rank-sum test.

\(e\) Chi-square test is not applicable in this cell. All participants had depressive symptoms in both the intervention and control groups.

\(f\) Chi-square test.

**Bivariate Analysis of Suicide**

Results of bivariate analyses between demographic characteristics and suicide indicated that only employment was significantly associated with suicide. Specifically, employed participants reported lower rates of suicide than the unemployed (104/251, 41.4% vs 31/49, 63.3%, \(P=0.005\)). Therefore, employment should be controlled as a covariate in the hypothesized path model.

**Path Model**

After 3 months of the *Run4Love* intervention, 16 (5.3%) participants were lost to follow-ups, without their data of perceived stress and depressive symptoms at the 3- and 6-month assessments. The characteristics of the 16 participants were not significantly different from the remaining participants. The path model was estimated using data from the remaining 284 participants. The hypothesized model was examined, and there were 2 significant pathways: intervention → suicide and intervention → perceived stress → depressive symptoms → suicide. In this model, perceived stress did not appear to be significantly related to suicide (\(beta=-.05, P=.71\)), and the intervention did not affect depressive symptoms directly either (\(beta=-.06, P=.08\)). In addition, both employment and suicide at baseline were controlled as potential confounders in the hypothesized model, whereas only suicide showed statistical significance (\(beta=.44, P<0.001\)). Consequently, employment as a covariate and the 2 nonsignificant pathways were removed in the final model.

The final path model showed good model fit (\(\chi^2=6.1, \text{df}=19, \text{CFI}=0.99, \text{TLI}=0.97, \text{RMSEA}=0.04\), and WRMR=0.55). Standardized regression coefficients for the final model are summarized in Table 3 and Figure 3. Results indicated that the intervention reduced participants’ perceived stress at the 3-month follow-up (\(beta=-.32, P<.001\)), which was positively associated with depressive symptoms at the 3-month follow-up (\(beta=.83, P<.001\)); reduced depressive symptoms consequently resulted in reduced suicide at 6 months (\(beta=.34, P<.001\)). The pathway from perceived stress to depressive symptoms had the strongest effect size in the mediation model (\(beta=.83, P<.001\)). The direct, indirect, and total effects of the path model are summarized in Table 3. The direct effect of the intervention on suicide at the 6-month follow-up was significant (\(beta=-.18, P=.02\)). The indirect effect of the intervention on suicide via perceived stress and depressive symptoms was also significant (\(beta=-.32*.83*.34=-.09; P<.001\)). In summary, there was a partial mediating effect of perceived stress and depressive symptoms, accounting for 33% (~0.09/-0.27) of the total effect of the intervention on suicide.
Table 3. Coefficients of the pathways in the final model (n=284).

<table>
<thead>
<tr>
<th>Pathways</th>
<th>Coefficient (beta)</th>
<th>Standardized coefficient (beta)</th>
<th>95% CI</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention→perceived stress(^a)</td>
<td>−3.67</td>
<td>−.32</td>
<td>−5.03 to −2.31</td>
<td>0.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intervention→suicide(^b)</td>
<td>−.41</td>
<td>−.18</td>
<td>−0.76 to −0.07</td>
<td>0.18</td>
<td>.02</td>
</tr>
<tr>
<td>Perceived stress(^a)→depressive symptoms(^a)</td>
<td>1.44</td>
<td>.83</td>
<td>1.31 to 1.57</td>
<td>0.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Depressive symptoms(^a)→suicide(^b)</td>
<td>.04</td>
<td>.34</td>
<td>0.02 to 0.06</td>
<td>0.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total effect</td>
<td>−.62</td>
<td>−.27</td>
<td>−0.96 to −0.28</td>
<td>0.17</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Direct effect**

| Intervention→suicide\(^b\)                   | −.41               | −.18                            | −0.76 to −0.07    | 0.18| .02     |

**Indirect effect**

| Intervention→perceived stress\(^a\)→depressive symptoms\(^a\) | −.21               | −.09                            | −0.33 to −0.09    | 0.06| .001    |
| Intervention→perceived stress\(^a\)→suicide\(^b\)               |                    |                                 |                   |     |         |

\(^a\)3-month follow-up.
\(^b\)6-month follow-up.

Figure 3. Estimation of the final path model of intervention, perceived stress, depressive symptoms, and suicide in people living with HIV and depression.

**Discussion**

**Principal Findings**

This study was among the first efforts to explore the mechanisms of how an mHealth intervention reduced suicide in people living with HIV and depression, with a longitudinal design. Understanding the mechanisms is important to discern the processes between an intervention and mental health outcomes [40,41]. Better understanding of such mechanisms can facilitate targeted mHealth intervention to prevent suicide among people living with HIV and depression. Our data analyses revealed that the mHealth intervention had both direct and indirect effects on suicide, suggesting that the mHealth intervention had effectively reduced the participants’ suicide. These findings demonstrated that suicide in people living with HIV and depression could be reduced through a WeChat-based CBSM intervention, such as Run4Love. The mechanisms of the indirect effects were mediated through reduced perceived stress and depressive symptoms, which consequently resulted in reduced suicide.

**Implications of the Path Model**

Consistent with the existing literature [15-18], perceived stress had a strong positive association with depressive symptoms, as evidenced by the large effect size shown in this study. This finding underscored the importance of reducing perceived stress to alleviate depressive symptoms in people living with HIV and depression. Many effective mHealth interventions that targeted depressive symptoms in people living with HIV have included stress management as a main component of the intervention, such as Web-based cognitive behavioral therapy [42].
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The results also indicated the causal relationship between depressive symptoms at the 3-month follow-up and suicide at the 6-month follow-up. Consistent with previous studies conducted in the general population or psychiatric outpatients [5,6], the findings demonstrated that suicide might be effectively reduced through mitigating depressive symptoms. Furthermore, this study confirmed this relationship in the vulnerable population of people living with HIV and depression, who needed targeted intervention because of high rates of suicide. Some studies screened people living with HIV for depression before targeted intervention, and these demonstrated good efficacy [43-45]. Our data also suggested the importance of targeted suicide prevention intervention in people living with HIV and depression.

The direct effect of the mHealth intervention on suicide might also be explained by factors other than perceived stress and depressive symptoms, such as reduction of stigma and improvement of self-efficacy, positive coping, and social support. Further research is needed to better understand the roles and mechanisms of these potential factors on suicide.

Another finding of this study that needs to be noted is that people living with HIV and depression who committed suicide reported lower level of employment. Previous studies found that unemployment was a risk factor for suicide [46]. As a stressful event, unemployment could lead to financial distress and social isolation, which was associated with elevated stress and depression and, eventually, suicide [47,48]. Although the relationship was significant in bivariate analysis, it was no longer significant when other factors (perceived stress, depressive symptoms, and suicide at baseline) were controlled.

The data showed that the Run4Love mHealth intervention alone was effective, compared with the blank control group. Currently, the professional psychologists cannot meet the treatment demands of large number of people living with HIV and depression, especially in resources-limited settings, such as China. Therefore, an mHealth intervention can be an alternative resolution for people living with HIV and depression who cannot access psychotherapy. Alternatively, such an mHealth intervention can also be integrated with other traditional psychotherapies because of its easy access and adaptability. Future studies are needed to examine the effect of a stand-alone mHealth intervention compared with the one adjunct to psychotherapy.

This study suggested that public policies and coordinated efforts should be made to improve mental health outcomes, especially to reduce suicide among people living with HIV and depression. At the health care level, depression treatment and suicide prevention for people living with HIV are urgently needed. Although the guideline of HIV treatment has recommended integrating mental health screening into regular HIV care [49], such a practice was rarely implemented because of limited psychological resources, perceived stigma of people living with HIV, and extra commute burden of face-to-face psychotherapy [42]. In middle- and low-income countries, such as China, mHealth interventions such as the WeChat-based Run4Love can reach more people in a cost-effective manner [13]. Run4Love platform also provides useful functions, such as automatic progress tracking and personalized feedback, which are necessary for an effective intervention. Our data underscore the importance of integrating mental health services into routine HIV health care by mobile apps, such as WeChat. At the community level, we call for more mHealth interventions, such as Run4Love, to reduce stress and improve mental health outcomes of people living with HIV and depression.

Limitations

Several limitations of this study should be noted. First, the participants were recruited from 1 hospital in a metropolitan area, and the majority of them were men. Therefore, the results might not be generalizable to all people living with HIV and depression in China, especially women or those in rural areas. Second, the measures in this study were self-reported, with potential recall or self-report biases. We did not include a standardized measurement of suicide, and we only had 2 items about suicidal ideation and suicidal attempt. Nevertheless, self-reported suicide assessment has shown a high level of agreement with a clinician-delivered face-to-face assessment, and this could serve as an efficient and reliable method to assess suicide outcome [50]. Third, like all modeling studies, assumptions were embedded in the current path model, for example, linear relationship among variables. Finally, the pathway model included only a limited number of covariates, and other potential factors that might affect mental health outcomes were not included.

Conclusions

In conclusion, this was the first study to examine the mechanisms of an mHealth intervention, Run4Love, in reducing suicide through both direct and indirect pathways, using longitudinal data from an RCT. Besides direct effect, the indirect effect was mediated by reduced perceived stress and depressive symptoms, which consequently resulted in reduced suicide. To reduce suicide in people living with HIV and depression, perceived stress and depressive symptoms are both key intervention targets. We call for targeted intervention to prevent suicide in people living with HIV and depression, especially mHealth programs that can reduce perceived stress.
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Abstract

Background: Internet-based mindfulness interventions are a promising approach to address challenges in the dissemination and implementation of mindfulness interventions, but it is unclear how the instructional design components of such interventions are associated with intervention effectiveness.

Objective: The objective of this study was to identify the instructional design components of the internet-based mindfulness interventions and provide a framework for the classification of those components relative to the intervention effectiveness.

Methods: The critical interpretive synthesis method was applied. In phase 1, a strategic literature review was conducted to generate hypotheses for the relationship between the effectiveness of internet-based mindfulness interventions and the instructional design components of those interventions. In phase 2, the literature review was extended to systematically explore and revise the hypotheses from phase 1.

Results: A total of 18 studies were identified in phase 1; 14 additional studies were identified in phase 2. Of the 32 internet-based mindfulness interventions, 18 were classified as more effective, 11 as less effective, and only 3 as ineffective. The effectiveness of the interventions increased with the level of support provided by the instructional design components. The main difference between effective and ineffective interventions was the presence of just-in-time information in the form of reminders. More effective interventions included more supportive information (scores: 1.91 in phases 1 and 2) than less effective interventions (scores: 1.00 in phase 1 and 1.80 in phase 2), more part-task practice (scores: 1.18 in phase 1 and 1.60 in phase 2) than less effective interventions (scores: 0.33 in phase 1 and 1.40 in phase 2), and provided more just-in-time information (scores: 1.35 in phase 1 and 1.67 in phase 2) than less effective interventions (scores: 0.83 in phase 1 and 1.60 in phase 2). The average duration of more effective, less effective, and ineffective interventions differed for the studies of phase 1, with more effective interventions taking up more time (7.45 weeks) than less effective (4.58 weeks) or ineffective interventions (3 weeks). However, this difference did not extend to the studies of phase 2, with comparable average durations of effective (5.86 weeks), less effective (5.6 weeks), and ineffective (7 weeks) interventions.

Conclusions: Our results suggest that to be effective, internet-based mindfulness interventions must contain 4 instructional design components: formal learning tasks, supportive information, part-task practice, and just-in-time information. The effectiveness of the interventions increases with the level of support provided by each of these instructional design components.

(J Med Internet Res 2019;21(11):e12497) doi:10.2196/12497
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Introduction

Background

Many medical conditions are accompanied by experiences of discomfort, worry, rumination, and anxiety [1,2]. The practice of mindfulness helps individuals who suffer from medical and psychological conditions by decreasing the perceived effects of their symptoms and increasing psychological well-being [3,4]. Central to the concept of mindfulness is the idea of cultivating a nonjudgmental and accepting awareness of present experiences (ie, thoughts, feelings, and bodily sensations) as they arise [5]. As mindfulness is a complex skill that requires learning and practice, mindfulness-based interventions have been developed and implemented to assist individuals in mastering this skill [6,7]. Mindfulness-based interventions are typically administered in person but face challenges in terms of their dissemination and implementation. Internet-based mindfulness interventions are a promising new approach to address these challenges [8]. Several recent reviews provide insights into the effectiveness of internet-based mindfulness interventions for a variety of outcome measures [9-15]. However, no research has yet investigated how the design of those interventions is associated with intervention effectiveness. This study closes this gap in the literature by identifying instructional design components of internet-based mindfulness interventions and providing a framework for the classification of those components, relative to the intervention effectiveness.

Internet-Based Mindfulness Interventions

Internet-based mindfulness interventions, as a subcategory of internet-based health interventions, have the potential to reach a large number of potential users, extend intervention accessibility to individuals with economic and transportation restrictions, increase intervention convenience through greater flexibility in use and application, avoid social stigma of therapeutic settings, and increase cost-effectiveness for both providers and clients [16-18]. In the past 5 years, 7 reviews have systematically investigated the effectiveness of internet-based mindfulness interventions. Spijkerman and Bohlmeijer [9] examined 15 randomized controlled trials, comparing internet-based mindfulness interventions with control conditions. They found the internet-based mindfulness interventions to have significant small-to-moderate effects on mental health.

Fish et al [10] reviewed 10 technology-based mindfulness interventions aimed at clinical outcomes of mental health (stress, depression, and anxiety) and found that 8 studies produced significant effects but with varying effect sizes. The authors point out that they found it difficult to draw conclusions about intervention effectiveness relative to design components of the interventions, such as construction, length, and delivery, and explicitly call for further research to investigate this issue [10].

Toivonen et al [11] reviewed 16 internet-based mindfulness interventions aimed at physiological symptoms (eg, cancer, chronic pain or fibromyalgia, irritable bowel syndrome, epilepsy, heart disease, tinnitus, and acquired brain injury). They found that the majority of the studies reported positive effects of the internet-based mindfulness interventions compared with traditional treatment on a multitude of outcomes, including pain acceptance, coping mechanisms, and symptoms of depression [11]. The authors found mixed results when comparing internet-based mindfulness interventions to active control groups receiving, for example, cognitive behavioral therapy [11].

Heber et al [12] reviewed the effectiveness of internet- and computer-based stress management interventions in a meta-analysis including 26 comparisons. The authors found large effect sizes for the investigated interventions, relative to control groups, in terms of stress reduction; small effects were obtained for depression [12]. Subgroup analyses revealed that guided interventions were more effective than unguided interventions, and the authors found differences in intervention effectiveness based on the design characteristics of duration and intervention content [12], thereby highlighting the need for more research on the design of internet-based interventions and potential relationships between design and intervention effectiveness.

Lyzwinski et al [13] reviewed 21 internet-based mindfulness interventions for stress, maladaptive weight-related behaviors, and weight loss. They found that most interventions were effective for stress reduction. Conclusions about intervention effectiveness for weight-related behaviors could not be drawn because not enough studies with weight-related outcomes were identified [13].

Mikolasek et al [14] reviewed 17 empirical studies on internet-based mindfulness or relaxation interventions for medical conditions (eg, irritable bowel syndrome, cancer, chronic pain, surgery, and hypertension). This review found that the internet-based mindfulness or relaxation interventions were mostly effective, with varying effect sizes, but it found no effects for stress [14]. In the discussion of their findings, the authors point to differences in intervention design, such as intervention dose and regularity, as potential sources for the heterogeneity in intervention effectiveness [14].

Finally, Sevilla-Llewellyn-Jones et al [15] reviewed 12 internet-based mindfulness interventions for mental health in clinical populations and found that the internet-based mindfulness interventions were effective in reducing depression and anxiety while enhancing the quality of life and mindfulness skills, particularly in individuals with clinical anxiety. The authors point to challenges in the interpretation of the results based on the heterogeneity of the interventions and their components [15], providing further incentive to investigate the design of internet-based mindfulness interventions.

Overall, the reviews show heterogeneous, but predominantly encouraging, results in support of the effectiveness of internet-based mindfulness interventions aimed at a variety of mental and physical health conditions [9-15]. The authors of...
the majority of those reviews point out that the extent to which such findings can be generalized is limited by the large variety in components of internet-based interventions, including differences in content, scheduling, guidance, and support [10,12,14,15]. As a result, it is unclear which design components are associated with intervention effectiveness, and more research is needed to investigate the design of internet-based mindfulness interventions relative to their effectiveness.

Relevant Components of Internet-Based Mindfulness Interventions: Instructional Design Perspective

Employing instructional design process models increases learning outcomes across a variety of contexts [19]. The need for instructional design in developing internet-based interventions is based on the premise that technology components are more likely to have positive effects on learning processes and outcomes when intervention designers take a learner-centered and need-based approach [19]. As mindfulness can be viewed as a complex skill demanding extensive amounts of practice to be learned and mastered [5], instructional design models provide powerful tools to identify relevant design components. An instructional design model that is particularly suitable to apply to complex learning processes, such as establishing and mastering mindfulness, is the 4-component instructional design (4C/ID) model [20]. The 4C/ID model comprises 4 core components.

The first component comprises learning tasks (LTs) that are authentic whole-task experiences. In the context of internet-based mindfulness interventions, LTs are represented by formal mindfulness exercises, typically guided meditations in the format of audio files. LTs are further specified in terms of their content and scheduling and whether they are tailored to specific conditions or target specific populations [21,22]. All of these aspects of LTs are relevant to intervention effects [21-23] and are, therefore, considered in this review.

The second component in the 4C/ID model refers to supportive information (SI) assisting learners in the acquisition and performance of nonrecurrent aspects of the LT to help establish correct mental models and appropriate cognitive strategies. In the context of internet-based mindfulness interventions, SI is represented by reflection exercises, psychoeducative information, and peer support in forums or chat rooms. SI seems to facilitate intervention effects for internet-based health interventions, but the effects are difficult to gauge because the SI is typically presented in addition to the main intervention [24].

The third component in the 4C/ID model refers to just-in-time information (JIT) that concerns information supporting the performance of recurrent aspects of the LT. In terms of self-help programs, Cavanagh et al [25] found larger effects for programs with guiding prompts than for unguided programs. In internet-based mindfulness interventions, JIT is represented by prompts and reminders encouraging continuous, regular practice.

The fourth component in the 4C/ID model comprises part-task practice (PTP) that refers to the additional practice of selected recurrent skills that demand a certain level of automation. In internet-based mindfulness interventions, PTP is represented by informal practice exercises aimed at practicing the established mindfulness skills during everyday activities, such as mindful eating or walking.

In face-to-face interventions, both formal and informal practices have been recognized to play a key role in the development of mindfulness [3] and are, therefore, considered relevant to this review. For an overview of the components of internet-based mindfulness interventions mapped onto the components of the 4C/ID model, see Figure 1.

Figure 1. Four-component instructional design model.
Research Questions
With reference to the 4C/ID model, we applied the critical interpretive synthesis (CIS) method [26] to address the following 2 research questions:

1. Which instructional design components can be identified in existing internet-based mindfulness interventions?
2. How can these design components be classified relative to the intervention effectiveness?

Methods

The Critical Interpretive Synthesis Method
A typical approach to answering research questions from the existing literature is the Cochrane-style systematic review [26]. The CIS method provides an alternative to systematic reviews whenever the literature does not provide a sufficient foundation for a meta-analysis. As thus far, no empirical studies have investigated the instructional design of internet-based mindfulness interventions, we utilized strategic elements of systematic reviews but implemented those within the more flexible CIS method [21]. In contrast to systematic reviews, CIS does not rely on exhaustive literature searches, rigid inclusion criteria, and quality assessments but employs techniques from qualitative research, such as diversity sampling, to generate hypotheses and systematically explore those in an iterative and dynamic review process [26]. To address our research questions, we implemented CIS in 2 phases.

Phase 1: Diversity Sampling and Generation of Hypotheses

Aim
The aim in phase 1 was to obtain a diverse sample of the existing literature on internet-based mindfulness interventions to identify instructional design components and generate a framework for classifying the effectiveness of the interventions relative to their design components.

Inclusion and Exclusion Criteria
With regard to population, we applied no restriction criteria because the transdiagnostic applicability of mindfulness is likely to result in a great variability of outcomes for varying populations, and we were interested in obtaining a diverse sample of the literature. With regard to the inclusion criteria for the intervention, we defined that interventions had to be delivered through the internet (ie, via a website or a mobile phone app) and contain formal mindfulness exercises as their main component to ensure the comparability of LTs across studies. In consequence, studies employing multicomponent interventions such as the Acceptance and Commitment Therapy [26] were not considered. Furthermore, interventions had to be delivered asynchronously, excluding interventions with live delivery, for example, via videoconferencing, to ensure the comparability of guidance and support components across studies. Only studies with control groups (typically waitlist controls) were considered. The intervention outcomes had to be indicative of mental or physical health. Relevant empirical studies had to have been published in an international peer-reviewed journal in English language. As both mindfulness- and internet-based interventions have predominantly emerged within the past two decades, no time restrictions were applied.

Search Strategy
A literature search was conducted in the databases PsycINFO, PsycARTICLES, PubMed, and Web of Science between February 2016 and October 2018.

After conducting a set of preliminary searches to identify the most accurate key words, the following search terms were included in all 4 databases (*mindfulness OR *mindful OR *meditation) AND (*internet OR *web OR *online OR *smartphone OR *app OR *mobile). The titles and abstracts of all search results were first screened for relevance. After removing duplicates of the publications identified as relevant, unavailable results were requested from the authors. On the basis of the results identified as dissertations, an additional author search was conducted to determine if the reported trials had been published in the meantime. All remaining studies were then subjected to a full-text screening. In the last step, the references of the included studies were screened to identify relevant research not covered by the database searches.

Quality Assessment in Terms of Risk Bias
Risk bias was assessed with the guidelines developed by the Cochrane Back Review Group [27] that had been successfully employed in a previous review on mindfulness-based interventions [28]. Assessment criteria focused on whether (1) methods of randomization were reported, (2) intervention outcomes were assessed with standardized measures, (3) a follow-up assessment was performed, (4) analyses included an intention-to-treat analysis, (5) sample characteristics were reported, (6) characteristics of withdrawals and dropouts were reported, and (7) studies contained detailed intervention descriptions. For each of the 7 criteria, 2 points were awarded if the criterion was reported and adhered to, 1 point if the criterion was reported but not adhered to, and 0 points if the criterion was not reported. The sum of the awarded points serves as an indicator of study quality, with 0 to 7 points indicating low, 8 to 11 indicating moderate, and 12 to 14 indicating high quality.

Review Strategy
For each included study, general information including authors, publication year, and country was recorded. The quality of the included studies was assessed in terms of risk bias. Sample characteristics including gender, age, and medical indications were retrieved. Outcome measures and characteristics of the control group were recorded. Group differences were assessed in terms of between- and within-group effects. The ranges of the effect sizes for the main outcome measures were recorded whenever effect sizes were reported in the original studies. Whenever effect sizes were not reported, we recorded reported $P$ values instead. The effectiveness of the interventions was assessed with the criteria for defining intervention effectiveness [21]. The operationalization of those criteria is shown in Table 1.

The instructional design components of each intervention were identified and mapped onto the 4 components of the 4C/ID
In addition, information on the duration and scheduling of the interventions were recorded, and reports of adherence and acceptance were included whenever they were reported in the original studies.

**Table 1.** Criteria for defining intervention effectiveness according to Morrison et al (2012).

<table>
<thead>
<tr>
<th>Intervention code</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>More effective</td>
<td>• The intervention led to improvement on majority of outcomes measures.</td>
</tr>
<tr>
<td></td>
<td>• The intervention was at least as effective as comparison groups.</td>
</tr>
<tr>
<td></td>
<td>• The intervention was more effective than waiting list or no intervention control groups.</td>
</tr>
<tr>
<td>Less effective</td>
<td>• The intervention led to improvement on minority of outcomes measures.</td>
</tr>
<tr>
<td></td>
<td>• The intervention was not necessarily as effective as comparison groups.</td>
</tr>
<tr>
<td></td>
<td>• The intervention was more effective than waiting list or no intervention control groups.</td>
</tr>
<tr>
<td>Ineffective</td>
<td>• The intervention did not lead to improvement on any of the outcome measures.</td>
</tr>
<tr>
<td></td>
<td>• The intervention was no more effective than waiting list or no intervention control groups.</td>
</tr>
</tbody>
</table>

**Generation of Hypotheses for Phase 2**

To systematically evaluate the instructional design components of the interventions relative to the intervention effectiveness, we constructed and implemented the following scoring system: each intervention received points in the range from 0 to 2 for each of the 4C/ID components. The operationalization of those points relative to the 4C/ID components is reported in Table 2.

Each intervention was scored according to this system. In a next step, average scores were computed for each of the 4C/ID components and mapped onto intervention effectiveness. These rating processes were conducted by two independent raters, and interrater reliability was computed.

On the basis of the review of this first set of studies, we systematically generated hypotheses regarding the association between instructional design components of internet-based mindfulness interventions and intervention effectiveness. According to the CIS procedure [26], a second literature search (representative sampling) was then conducted to explore whether the hypotheses from phase 1 were generalizable and consistent.

**Table 2.** Intervention ratings for 4-component instructional design components (duration was 1 point per week, and in case of varying data count, the duration was longest).

<table>
<thead>
<tr>
<th>Score (points)</th>
<th>Learning task</th>
<th>Supportive information</th>
<th>Part-task practice</th>
<th>Just-in-time information</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Not existent</td>
<td>Not existent</td>
<td>Not existent</td>
<td>Not existent</td>
</tr>
<tr>
<td>1</td>
<td>Exist but not described; formal exercises implemented less than twice per week; formal exercises stable in content</td>
<td>Exist but not described; educational material provided only once; optional contact in case of questions or problems</td>
<td>Exist but not described; 1 informal exercise on a single distinct topic; exercises only once per week or less</td>
<td>Exist but not described; reminders once per week or less; reminders only when adherence was absent</td>
</tr>
<tr>
<td>2</td>
<td>Described formal exercises with varying content; implemented at least twice per week</td>
<td>Continuously accessible educational, supportive material; reflection exercises (eg, as diary or log writing)</td>
<td>Several unstructured informal exercises across a variety of topics; implemented at least twice per week</td>
<td>1 reminder ahead of each scheduled practice; adjustable reminders; prompts with monitoring information</td>
</tr>
</tbody>
</table>

**Phase 2: Representative Sampling**

**Aim**

The aim of phase 2 was to explore the extent to which the hypotheses from phase 1 were consistent and generalizable across an additional set of empirical studies.

**Inclusion and Exclusion Criteria**

Inclusion and exclusion criteria were identical to those in phase 1.

**Search Strategy**

To identify a representative sample of studies that may include more recent research, a systematic literature search was conducted to identify systematic reviews on the topic of internet-based mindfulness interventions published over the last 4 years. The studies reported in those reviews were identified, inclusion and exclusion criteria were applied, and the remaining studies were compared with the studies from the search in phase 1. This comparison revealed that all studies from the reviews matching our inclusion criteria were already represented in our search in phase 1. Therefore, a hand search in JMIR-relevant journals of the past 3 years was conducted, and the databases PubMed, PsycARTICLES, and PsycINFO were searched again for more recent studies in the years 2017 to 2019. For this hand search, the search string from phase 1 was used, titles and abstracts were scanned for relevance, duplicates were removed, and the remaining articles were subjected to a full-text screening.

**Review Strategy**

The review strategy from phase 1 was applied again, with the goal of identifying any instructional design components that might have not occurred in phase 1. Then, the associations between instructional design components and intervention effectiveness were examined.
Results

Phase 1: Diversity Sampling and Generation of Hypotheses

The search process from the keyword search to the final study selection is visualized in Figure 2. The systematic literature search across the 4 databases revealed 1181 results. In the title and abstract screening, 258 search results were identified as relevant, of which 125 were identified as duplicates. Of the remaining 133 studies, 112 were accessible. Of the nonaccessible 21 studies, 7 were identified as dissertations and conference papers, 3 did not employ control groups, and 2 were nonempirical. Of the remaining 5 nonaccessible studies, 1 study did not include author information. The remaining 4 nonaccessible studies were requested directly from the authors via email, with a return of 2 studies that were then added to the pool of studies for a full-text screening. This procedure resulted in 114 studies that were subjected to a full-text screening with regard to the defined inclusion and exclusion criteria. Of these 114 studies, 18 studies matched the inclusion criteria and were, therefore, included in this systematic review [29-46].

Figure 2. The study selection process in phase 1.

General Description and Intervention Effectiveness

The general descriptions of the characteristics of the 18 studies included in phase 1 are reported in detail for each study (authors, year of publication, study design, follow-up measures, sample size, age, and indication) in Multimedia Appendix 1. The quality scores in terms of risk bias are also reported in Multimedia Appendix 1. In summary, 3 studies achieved a quality score of 14, 9 a score of 13, 3 a score of 12, 1 a score of 10, and 2 a score of 9. The majority of interventions (n=12) were aimed at psychological symptoms such as stress, anxiety, depression, and general well-being. A total of 4 interventions were aimed at physiological symptoms (eg, fibromyalgia, chronic pain, and heart disease). A total of 2 interventions were aimed at work-related issues (eg, work-life balance and work-related well-being).

A detailed overview of intervention effectiveness (ie, outcome measures, control groups, within- and between-group effects, and computed effectiveness ratings or ERs) is reported in Multimedia Appendix 2. Upon applying the criteria for defining intervention effectiveness [21], 11 studies were classified as more effective, 6 as less effective, and 1 as ineffective.
**Intervention Design and Effectiveness**

The intervention design, duration and scheduling, and adherence and acceptance of the interventions are reported in detail in Multimedia Appendix 3. For an overview of intervention design relative to its effectiveness, ERs are reported again in this overview.

**Intervention Ratings for 4-Component Instructional Design Components**

Tables 3 and 4 report the ERs for the interventions identified in phase 1 relative to the ratings for their design components in the 4C/ID model, namely, LT, SI, PTP, and JIT. For an overview of the exact scoring rules, refer to Table 2 in the Methods section. All studies were rated by 2 independent raters. Initial interrater reliability was determined with the intraclass correlation coefficient (ICC). The ICC was 0.969 with a 95% confidence interval 0.950 to 0.981 (F(72,2)=33.077; P<.01). A total of 4 cases in which raters 1 and 2 differed were identified and discussed until consensus was reached.

### Table 3. Intervention effectiveness and ratings for 4-component instructional design components in phase 1.

<table>
<thead>
<tr>
<th>Author (year), country</th>
<th>Effectiveness rating</th>
<th>Learning task</th>
<th>Supportive information</th>
<th>Part-task practice</th>
<th>Just-in-time information</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allexandre et al (2016), United States [29]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Boettcher et al (2014), Sweden [30]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Carissoli et al (2015), Italy [31]</td>
<td>+</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Cavanagh et al (2013), United Kingdom [32]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Davis and Zautra (2013), United States [33]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Dimidjian et al (2014), United States [34]</td>
<td>++</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Dowd et al (2015), Ireland [35]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Glick and Maercker (2011), Austria [36]</td>
<td>+</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Gotink et al (2017), The Netherlands [37]</td>
<td>++</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Howells et al (2014), United Kingdom [38]</td>
<td>+</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td>Ly et al (2014), Sweden [39]</td>
<td>+</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Mak et al (2015), China [40]</td>
<td>+</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Michel et al (2014), Germany [41]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Morledge et al (2013), United States [42]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Noguchi et al (2017), Japan [43]</td>
<td>+</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>O’Leary and Dockray (2015), Ireland [44]</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Querstret et al (2017), United States [45]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Younge et al (2015), The Netherlands [46]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>12</td>
</tr>
</tbody>
</table>

a++ indicates that the intervention was rated as more effective.
b+ indicates that the intervention was rated as less effective.
c0 indicates that the intervention was rated as ineffective.
Table 4. Average ratings for 4-component instructional design components by effectiveness in phase 1.

<table>
<thead>
<tr>
<th>Intervention code</th>
<th>Average score</th>
<th>Supportive information</th>
<th>Part-task practice</th>
<th>Just-in-time information</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More effective (n=11)</td>
<td>1.91</td>
<td>1.91</td>
<td>1.18</td>
<td>1.35</td>
<td>7.45</td>
</tr>
<tr>
<td>Less effective (n=6)</td>
<td>1.83</td>
<td>1.00</td>
<td>0.33</td>
<td>0.83</td>
<td>4.58</td>
</tr>
<tr>
<td>Ineffective (n=1)</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>3.00</td>
</tr>
</tbody>
</table>

On the basis of the average ratings reported above, we drew the following conclusions that served as the hypothesis for phase 2 of CIS:

- More effective interventions implement formal mindfulness exercises of varying content at least twice per week. Moreover, they continuously provide supportive educational material or reflection exercises, or both. Furthermore, they provide informal PTP opportunities about once per week, provide JIT in the form of reminders at least once per week or when adherence declines, and last for an average of 7 weeks.
- Less effective interventions also implement formal mindfulness exercises of varying content at least twice per week, but SI is only provided once or upon demand. The interventions contain hardly any informal PTP and provide JIT in the form of reminders only about once per week or when adherence declines. The average duration of less effective interventions is 5 weeks.
- Ineffective interventions implement formal mindfulness exercises less than twice per week and provide no SI, no JIT, and hardly any PTP opportunities. The average duration of ineffective interventions is 3 weeks.

Phase 2: Representative Sampling

The search and review strategy for phase 2 is described in detail in the Methods section. The search in phase 2 yielded 14 additional empirical studies that matched our search criteria [47-60]. The 14 studies and their interventions are described in detail further.

General Description and Intervention Effectiveness

The general descriptions of the characteristics of the 14 studies (eg, authors, year of publication, study design, follow-up measures, sample size, age, and indication) included in phase 2 are reported in detail for each study in Multimedia Appendix 4. The quality scores in terms of risk bias are also reported in Multimedia Appendix 4. In summary, 2 studies achieved a quality score of 14, 1 a score of 13, 3 a score of 12, 2 a score of 10, 2 a score of 9, and 1 a score of 7. The vast majority of interventions (n=12) were again aimed at psychological symptoms, such as stress, anxiety, depression, and general well-being. Only 1 intervention was aimed at weight in relation to stress.

A detailed overview of intervention effectiveness (eg, outcome measures, control groups, within- and between-group effects, and computed ERs) is reported in Multimedia Appendix 5. In summary, 6 of the 14 studies were classified as more effective, 6 as less effective, and 2 as ineffective.

Intervention Design and Effectiveness

The intervention design, duration and scheduling, and adherence and acceptance of the interventions are reported in detail in Multimedia Appendix 6. For an overview of intervention design relative to its effectiveness, ERs are reported again.

Intervention Ratings for 4-Component Instructional Design Components

Tables 5 and 6 below report the ERs for the interventions identified in phase 2, relative to the ratings for their design components in the 4C/ID model, namely, LT, SI, PTP, and JIT. For an overview of the exact scoring rules, refer to Table 2. All studies were rated by 2 independent raters. Initial intrarater reliability was determined with the ICC. The ICC was 0.918 with a 95% confidence interval from 0.854 to 0.953 (F56,2=13.167; P<.01). A total of 5 cases in which raters 1 and 2 differed were identified and discussed until consensus was reached.

As the same intervention was implemented across 3 separate studies, an average rating score across those 3 studies was computed for each of the instructional design components. Hence, the number of reported interventions (N=12) does not match the number of reviewed studies (N=14) in Table 6 for phase 2.
Table 5. Intervention effectiveness and ratings for 4-component instructional design components in phase 2.

<table>
<thead>
<tr>
<th>Author (year), country</th>
<th>Effectiveness rating</th>
<th>Learning task</th>
<th>Supportive information</th>
<th>Part-task practice</th>
<th>Just-in-time information</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antonson et al (2018), Sweden [47]</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Bostock et al (2018), United Kingdoma [48]</td>
<td>++b</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Champion et al (2018), United Kingdoma [49]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Joyce et al (2019), Australia [50]</td>
<td>++c</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Kvillemo et al (2016), Sweden [51]</td>
<td>+</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Lindsay et al (2018), United States [52]</td>
<td>+</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Lyzwinski et al (2019), Australia [53]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Ma et al (2018), China [54]</td>
<td>+</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Nguyen-Feng et al (2017), United States [55]</td>
<td>+</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Querstret et al (2018), United Kingdom [56]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Shore et al (2018), United Kingdom [57]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>van Emmerik et al (2018), The Netherlands [58]</td>
<td>++</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Wahbeh and Oken (2016), United States [59]</td>
<td>0d</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Yang et al (2019), United Statesa [60]</td>
<td>++</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

a Intervention Headspace.
b ++ indicates that the intervention was rated as more effective.
c + indicates that the intervention was rated as less effective.
d 0 indicates that the intervention was rated as ineffective.

Table 6. Average ratings for 4-component instructional design components by effectiveness in phase 2.

<table>
<thead>
<tr>
<th>Intervention code</th>
<th>Average Rating Score for each of the 4 instructional design components</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Learning task</td>
<td>Supportive information</td>
</tr>
<tr>
<td>More effective (n=5)</td>
<td>2.00</td>
<td>1.93</td>
</tr>
<tr>
<td>Less effective (n=5)</td>
<td>1.40</td>
<td>1.80</td>
</tr>
<tr>
<td>Ineffective (n=2)</td>
<td>2.00</td>
<td>1.50</td>
</tr>
</tbody>
</table>

On the basis of the average ratings reported above, we drew the following conclusions for phase 2 of CIS:

• More effective interventions implement formal mindfulness exercises of varying content at least twice per week. Moreover, they continuously provide supportive educational material or reflection exercises, or both. Furthermore, they provide PTP opportunities implemented at least twice per week, and provide JIT in the form of reminders for each practice, which are sometimes adjustable or contain prompts for self-monitoring. The average duration of more effective interventions in phase 2 is 6 weeks.

• Less effective interventions implement formal mindfulness exercises less than twice per week. Moreover, they continuously provide supportive educational material or reflection exercises, or both. Furthermore, they provide PTP opportunities about once per week, and provide JIT in the form of reminders for each practice, which are sometimes adjustable or contain prompts for
self-monitoring. The average duration of less effective interventions is 6 weeks.

- Ineffective interventions implement formal mindfulness exercises of varying content at least twice per week. Moreover, they continuously provide supportive educational material or reflection exercises, or both. Furthermore, they provide PTP opportunities about once per week, but they provide no JIT. The average duration of ineffective interventions is 7 weeks.

**Discussion**

**Principal Findings**

This paper addressed the following 2 research questions:

1. Which instructional design components can be identified in existing internet-based mindfulness interventions?
2. How can these design components be classified relative to the intervention effectiveness?

With reference to the 4C/ID model [20], the CIS method [26] was applied across 2 phases (diversity sampling and representative sampling) to source for relevant literature. We determined the effectiveness of the identified studies in accordance with the criteria for defining intervention effectiveness (Table 1) [21] and rated the effectiveness of the interventions relative to intervention design components in accordance with the system we developed for this paper (Table 2). Phase 1 yielded 18 studies with 18 different interventions (Multimedia Appendices 1-3); phase 2 yielded an additional 14 studies with 12 different interventions (Multimedia Appendices 4-6). In the 32 studies identified across phases 1 and 2, 5 achieved a risk bias quality score of 14, 10 a score of 13, 6 a score of 12, 3 a score of 10, 4 a score of 9, and 1 a score of 7. The majority of studies (n=24) aimed at psychological symptoms, such as stress, anxiety, depression, or general well-being. A total of 5 studies aimed at physiological symptoms related to fibromyalgia, chronic pain, heart disease, and body weight. A total of 2 interventions aimed at work-life balance and work-related well-being. The 32 studies contained 30 different interventions. Of those interventions, 17 classified as more effective, 12 as less effective, and 3 as ineffective. When comparing the results of phases 1 and 2, the following picture emerges.

More effective interventions consistently implemented formal mindfulness exercises of varying content at least twice per week, continuously provided educational and supportive material and/or reflection exercises, provided informal PTP opportunities at least once per week, and provided JIT in the form of reminders at least once per week or when adherence declined. The average duration of more successful interventions across phases 1 and 2 was 6.5 weeks.

Less effective interventions also consistently implemented formal mindfulness exercises of varying content at least twice per week. These provided SI at least once and contained informal PTP opportunities about once per week or less. JIT in the form of reminders was provided at least once per week or when adherence declined. The average duration of less effective interventions across phases 1 and 2 was 5.5 weeks.

Ineffective interventions implemented formal mindfulness exercises at least once per week but varied strongly in the level of SI they provided. These provided informal PTP opportunities only up to once per week and did not provide any JIT (ie, no reminders). The average duration of ineffective interventions across phases 1 and 2 was 5 weeks.

In summary, the overwhelming majority of internet-based mindfulness interventions are more or less effective, and the effectiveness of the interventions increases with the level of support provided by instructional design components. The difference between effective and ineffective interventions is the presence of JIT in the form of reminders, in addition to the availability of LTs (ie, formal mindfulness exercises), SI (ie, educational material and/or reflection exercises), and PTP (ie, reminders to practice and/or prompts for self-monitoring). We thus conclude that to be effective at all, internet-based mindfulness interventions must contain all 4 4C/ID design components. The difference between more effective and less effective interventions is the presence of continuous support with information in the form of educational materials and/or self-reflection exercises, as compared with SI that is optional or only provided once. The duration of the interventions alone does not seem to be systematically related to intervention effectiveness when taking into account the findings of phases 1 and 2 of our CIS. Phase 1 suggested that ineffective interventions are shorter (average duration 3 weeks) than less and more effective interventions (average durations between 5 and 7 weeks). However, this notion was not supported in phase 2 that revealed no systematic differences in intervention effectiveness based on duration.

**Limitations**

This CIS is limited, naturally, by its scope and search criteria. For example, only studies in international peer-reviewed journals were considered, and there might be a number of interesting dissertations, conference presentations, and thesis projects, which may contribute to a further understanding of the design components and effectiveness of internet-based mindfulness interventions, that remained unidentified in this review. In addition, there are limitations regarding search terms and sensitivity. As this literature review relied heavily upon relatively broad search criteria such as meditation, it attempted to detect studies on internet-based mindfulness interventions with high sensitivity. However, it is likely that a number of studies remained undetected by the applied search strategy. We addressed this issue by extending our original searches with an additional hand search in phase 2, thus identifying an additional 14 studies. In contrast to systematic reviews, the CIS method [26] does not require an exhaustive literature search. Nonetheless, we made efforts to identify all published papers that matched the focus of this investigation.

On the level of the individual studies, limitations relate to small sample sizes in some cases and uneven gender distributions. Regarding statistical analyses, some studies reported only results for per-protocol analyses and not for intention-to-treat analyses that attempt to reduce bias resulting from missing data of dropouts and withdrawals. However, high attrition rates and intention-to-treat analyses may diminish the power to detect...
group differences [61]. Risks of bias can also be derived from the requirement for participants to have regular access to an internet-enabled device, which points to the digital divide, that is, the gap in internet access between the general population and underserved populations [18] that might be in more need of health-improving interventions [18]. Another potential source for bias concerns the publication bias, that is, the circumstance that predominantly studies with significant effects are published, and studies with nonsignificant results for the same interventions may go unnoticed [21].

In terms of interpreting the results of this CIS, we noticed that it would be insightful to contrast the instructional design components of experimental and active control groups. Although addressing this interesting question exceeds the scope of this investigation, it provides ample incentive and opportunity for future research.

Comparison With Previous Studies

In the past 4 years, 7 major reviews were published on the topic of internet-based mindfulness interventions [9-15]. Those reviews focused on intervention effects and revealed heterogeneous, but predominantly encouraging, results in support of internet-based mindfulness interventions for a variety of mental and physical health conditions [9-15]. Of these 7 reviews, 4 [10,12,14,15] specifically point to design components as the potential sources of variance in intervention effectiveness and call for research to address this issue. This paper serves the purpose.

Conclusions

The vast majority of internet-based mindfulness interventions that were identified for this CIS were more or less effective in producing significant changes in the assessed outcome measures. The main difference between effective and ineffective interventions is the presence of JIT in the form of reminders, in addition to the availability of the other 3 design components—LTs, SI, and PTP. The main difference between more effective and less effective interventions is the presence of continuous support with information in the form of educational materials and/or self-reflection exercises, as compared with SI that is optional or only provided once. In summary, we conclude that the effectiveness of the interventions increases with the level of support provided by the instructional design components.
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Abstract
Background: High sedentary time, low physical activity (PA), and low physical fitness place older adults at increased risk of chronic diseases, functional decline, and premature mortality. Mobile health (mHealth) apps, apps that run on mobile platforms, may help promote active living.

Objective: We aimed to quantify the effect of mHealth app interventions on sedentary time, PA, and fitness in older adults.

Methods: We systematically searched five electronic databases for trials investigating the effects of mHealth app interventions on sedentary time, PA, and fitness among community-dwelling older adults aged 55 years and older. We calculated pooled standardized mean differences (SMDs) in these outcomes between the intervention and control groups after the intervention period. We performed a Cochrane risk of bias assessment and Grading of Recommendations, Assessment, Development, and Evaluation certainty assessment.

Results: Overall, six trials (486 participants, 66.7% [324/486] women; age mean 68 [SD 6] years) were included (five of these trials were included in the meta-analysis). mHealth app interventions may be associated with decreases in sedentary time (SMD=0.49; 95% CI =-1.02 to 0.03), increases in PA (506 steps/day; 95% CI =-80 to 1092), and increases in fitness (SMD=0.31; 95% CI =-0.09 to 0.70) in trials of 3 months or shorter and with increases in PA (753 steps/day; 95% CI =-147 to 1652) in trials of 6 months or longer. Risk of bias was low for all but one study. The quality of evidence was moderate for PA and sedentary time and low for fitness.

Conclusions: mHealth app interventions have the potential to promote changes in sedentary time and PA over the short term, but the results did not achieve statistical significance, possibly because studies were underpowered by small participant numbers. We highlight a need for larger trials with longer follow-up to clarify if apps deliver sustained clinically important effects.

(J Med Internet Res 2019;21(11):e14343) doi:10.2196/14343
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Introduction

Background

Older adults spend an average 9.4 hours of their day being sedentary [1] and are not meeting current physical activity (PA) recommendations [2,3]. High sedentary time, low PA, and low fitness levels place older adults at increased risk of chronic diseases [4-10], declines in functional and cognitive health [11-13], sarcopenia [14], and premature mortality [15]. Interventions to reduce sedentary time, increase PA, and improve fitness could potentially enhance the health and well-being of older adults. However, sustained positive changes in PA [16-18] and sedentary time [19,20] beyond 12 months have not been consistently achieved through traditional interventions.

Mobile health (mHealth) apps, software apps that run on a mobile platform such as a mobile phone or tablet [21], may provide an alternative approach as they circumvent many of the limitations of traditional professional-led interventions. Common traditional interventions include advice from health care professionals and educational materials. The limitations of these methods are restricted access to professionals and limited reach. Furthermore, there is considerable cost associated with training and employing the professionals required to deliver these interventions. The duration of monitoring and feedback may also be limited by cost and time restraint, and therefore, there is no provision for frequent or any follow-up. Other traditional methods such as educational materials lack tailoring.

Apps have the potential to be more cost-effective than traditional interventions [22]; although this field is developing, cost-effectiveness analyses are not widely available. They can overcome barriers to accessing health care as they can be used independent of a health care provider, and they appeal to healthy individuals and those with medical conditions and therefore have the potential to reach a larger percentage of the population. In addition, app technologies allow GPS monitoring, tailored feedback, and reminders throughout the day. In 2017, there were 325,000 health apps available in major app stores [23]. Older adults are traditionally not seen as app users, but mobile phone use among older adults is significant and increasing [24-26], as is the use of health apps.

mHealth is defined as health interventions involving mobile devices [1], and apps are one such intervention. mHealth interventions themselves are a subset of electronic health (eHealth; an umbrella term that includes any information and communication technologies utilized in the health care field). mHealth apps confer unique advantages over other eHealth (static computer, internet, landline use, text messaging, and mobile telephone calls) as they can allow continuous monitoring that provides the basis for individualized feedback and goal setting.

Health-related apps are currently recommended in a range of health contexts. This includes the management of a variety of health conditions such as depression, dementia, diabetes, and chronic obstructive pulmonary disease [27]; medication adherence and rehabilitation; use as symptoms checkers; and managing clinical records. Apps can provide quick advice, support from peers, and the ability to self-monitor. There is a growing interest in using apps to modify behaviors such as PA or sedentariness to improve or maintain health. These apps commonly feature self-monitoring of behavior, either through self-inputting data or by linking to a monitoring device (eg, pedometer or smart watches). With these data, the apps can provide feedback, prompts, goal setting, rewards, and social connectivity.

Two recent systematic reviews investigated the effectiveness of eHealth interventions on PA [28,29], although no meta-analyses were done. Both reviews reported that eHealth interventions promote PA in the short-term among adults older than 55 years and that evidence regarding the long-term effects is still lacking.

Objectives

There is no existing review examining the specific role of mHealth app interventions on PA in older adults. Furthermore, there is no existing systematic review or meta-analysis examining the effect of mHealth app interventions on sedentary time or fitness in older adults.

Such a review is needed to inform the development of scalable and effective activity interventions among older adults. To fill this gap in knowledge, we aimed to synthesize the existing evidence on the effectiveness of mHealth app interventions on sedentary time, PA, and fitness in older adults and to identify common behavioral change techniques (BCTs) utilized in effective interventions.

Methods

Protocol and Eligibility Criteria

We published a Prospective Register of Systematic Reviews (PROSPERO) protocol before undertaking this review (CRD42018106195). We included trials (randomized or nonrandomized) that compared the effectiveness of an mHealth app intervention with either a modified dose of intervention (modified volume of intervention or modified version of same app), different app, nonapp intervention, or no intervention. To be eligible, the trials had to include community-dwelling adults aged 55 years and older. The outcomes assessed in this study were PA (moderate- to vigorous-intensity physical activity [MVPA] measured by accelerometer and steps/day measured by pedometer), physical fitness (maximal oxygen uptake [VO2 max], gait speed, and 6-min walk), or sedentary time (sedentary time measured by accelerometer). The outcome measures had to be objectively assessed. We only included trials in the meta-analysis that reported outcome values pre- and postintervention. We limited the searches to human studies published after 2008 as the emergence of mHealth apps occurred after this time. We excluded trials that included nonapp interventions only (ie, other types of eHealth or mHealth interventions only and no apps).

Information Sources and Search

We systematically searched 5 medical electronic databases for trials investigating effects of mHealth app interventions on...
sedentary time, PA, and fitness among community-dwelling older adults aged 55 years and older. These included MEDLINE via OVID, PsycINFO via Ovid, Web of Science, Cochrane Central Register of Controlled Trials, and Physical Education Index. We identified key search terms and further expanded this list by running medical subject headings searches. Search terms were classified under 3 main headings: age (aged, elderly, old, and senior), intervention (application, M-health, “mobile health”, and e-health), and outcome (sedentary, sitting, physical activity, steps, VO2 max, exercise, fitness, and functional aerobic capacity). We then conducted Boolean searches to systematically tie the clustered terms (and their variations through truncation) to identify potential articles (example strategy for MEDLINE in Multimedia Appendix 1). We searched for additional papers in the reference lists of review articles, protocols, key commentary articles, and the final included papers.

Study Selection
Two authors (DAY and DRY) independently carried out all steps of the study selection and data collection detailed below. This included screening the titles and abstracts of the search results to identify articles that met the inclusion criteria and retrieving the full text of identified articles. The full-text articles were then screened. We used the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines (flow diagram and checklist) to ensure that we adhered to a high standard of reporting [30].

Data Collection
We extracted data using the Cochrane Public Health Group Data Extraction and Assessment Template [31]. This included study information, participant characteristics, intervention information (duration, intensity, setting, and BCTs employed), outcomes, and risk of bias assessment information.

The BCT taxonomy [32] is used to classify BCTs employed in interventions. It was created as an agreed language of 93 distinct BCTs that could be used to describe the active ingredients in interventions. Two authors (DAY and DRY) independently underwent the Web-based training to be able to identify BCTs within interventions and then utilized this training to identify BCTs in the included studies.

Data Analysis
For each included study, we calculated the mean difference between the postintervention outcome values of the intervention arm and the control arm. To account for the heterogeneity in the units of the outcome measures, we calculated the standardized mean difference (SMD) between the postintervention values of the intervention arm and the control. We utilized a random-effects model to estimate the pooled effect of interventions on PA, fitness, and sedentary time. Where a study reported more than one outcome, we included the measure that was most homogenous to the other included studies. We used STATA 15.0 for all analyses (StataCorp LP).

To assess heterogeneity, we calculated P values and visually inspected forest plots. We did not examine funnel plots to examine for publication bias given that SMDs are naturally correlated with their standard errors and can produce spurious asymmetry. Furthermore, when there are less than 10 studies included in the meta-analysis, the power of the tests is too low to distinguish chance from real asymmetry.

Risk of Bias Assessment
We assessed the internal validity of each study using the Cochrane Collaboration’s tool for assessing risk of bias [33]. Studies were categorized as having high, low, or undetermined risk of bias.

Certainty Assessment
The results from the meta-analysis and risk of bias assessment were used to complete a Grading of Recommendations, Assessment, Development, and Evaluation (GRADE) certainty assessment [34].

Results
Study Selection
There were no discrepancies between the articles retrieved or extracted data by the 2 authors. A total of 11,829 study titles were identified, with 6559 left once duplicates were removed (Figure 1). We assessed 198 full-text articles for eligibility against the inclusion criteria, with reasons listed in Figure 1. Overall, 6 studies were eligible for inclusion in the systematic review, 5 of which were eligible for inclusion in the meta-analysis.
Study Characteristics

The included articles were published between January 2013 and March 2017. Across the 6 studies, the number of participants in each study ranged from 19 to 263 (mean 81, total N=486; Table 1). In addition, 5 studies used a parallel group randomized controlled trial (RCT) design [35-38], and 1 study was nonrandomized [39]. Studies were conducted in the United States [36,37], Switzerland [39], and Canada [35,38,40]. Participants were aged on average 68 years (SD 6), and 66.7% (324/486) of them were female. The duration of the interventions ranged from 2 to 6 months and the duration of follow-up ranged from 2 to 12 months (Table 1). None of the studies specified whether the apps, or other elements of interventions such as fitness trackers, were taken away from participants at the end of the monitored intervention or left with them to be used until follow-up.
Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>First author, year</th>
<th>Total number of participants</th>
<th>Number in intervention group</th>
<th>Number in comparator group</th>
<th>Age (years), mean (SD)</th>
<th>Sex female, n (%)</th>
<th>Country</th>
<th>Study design</th>
<th>Duration of intervention (months)</th>
<th>Follow-up measurement (months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashe, 2015 [35]</td>
<td>19</td>
<td>12</td>
<td>7</td>
<td>64 (4.6)</td>
<td>19 (100)</td>
<td>Canada</td>
<td>2-arm RCT</td>
<td>6</td>
<td>3 and 6</td>
</tr>
<tr>
<td>Bickmore, 2013 [36]</td>
<td>263</td>
<td>132</td>
<td>131</td>
<td>71.3 (5.4)</td>
<td>161 (61.2)</td>
<td>United States</td>
<td>2-arm RCT</td>
<td>2</td>
<td>2 and 12</td>
</tr>
<tr>
<td>Silveira, 2013 [39]</td>
<td>44</td>
<td>Ind b 14; Soc c 13</td>
<td>17</td>
<td>Ind 74 (5); Soc 75 (6); Cont d 76 (15)</td>
<td></td>
<td>Switzerland</td>
<td>2-arm non-RCT</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Knight, 2014 [40]</td>
<td>60</td>
<td>SB e 14; EX f 15; CC g 16</td>
<td>15</td>
<td>63 (4)</td>
<td>39 (65)</td>
<td>Canada</td>
<td>3-arm random, no control</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Lyons, 2017 [37]</td>
<td>40</td>
<td>20</td>
<td>20</td>
<td>61.5 (5.6)</td>
<td>34 (85)</td>
<td>United States</td>
<td>2-arm RCT</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Knight, 2014 [38]</td>
<td>60</td>
<td>SB 14; EX 15; CC 16</td>
<td>15</td>
<td>63 (4)</td>
<td>39 (65)</td>
<td>Canada</td>
<td>4-arm RCT</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bInd: individual intervention group.
cSoc: social intervention group.
dCont: control group.
eSB: sedentary behavior intervention.
fEX: physical activity intervention.
gCC: combined intervention.

All app interventions but one involved syncing the app to wearable technology (Table 2). Overall, 3 studies had users syncing or inputting data from pedometers [36,38,40] to apps, and 2 studies [35,37] had users syncing a wearable smart device (Fitbit Inc and UP24 [Jawbone]) with apps. In 4 studies [35-37,39], app functionality allowed goal setting and tailored feedback or prompts related to progress to goals. In addition, 2 studies included apps that only allowed monitoring of step count, blood pressure, and blood glucose with no goal setting or prompts [38,40].

mHealth app interventions were delivered through smartphones in 3 studies [35,38,40] and tablet computers in 3 studies [36,37,39]. The app was the primary focus of the intervention in 3 studies [36,37,39], whereas the app was used in combination with educational classes and phone calls with health care professionals in 3 studies [35,38,40]. In addition, 2 studies had a no-content comparator group [37,40] (Table 2), 2 studies had nontechnology comparator groups [35,39], and 1 study had a technology nonapp comparator group [36]. In 1 study [38], all groups included mHealth app interventions, and therefore, this study was not included in the meta-analysis. Of the 6 studies, 4 reported the effectiveness of their intervention on PA [35-38], 2 on sedentary time [35,37], and 3 on physical fitness [37,39,40].
Table 2. Intervention and comparator group characteristics.

<table>
<thead>
<tr>
<th>First author, year</th>
<th>Outcome (measurement)</th>
<th>Intervention description</th>
<th>App characteristics</th>
<th>Comparator description</th>
<th>Intervention frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashe, 2015 [35]</td>
<td>PA&lt;sup&gt;a&lt;/sup&gt; (minutes/day, Actigraph), sedentary time (% sedentary time/day, Actigraph)</td>
<td>Group education, individualized PA prescription, Fitbit with Fitbit app use</td>
<td>App syncs with wearable device. Can view daily steps, calories burned, active minutes, and sleep and track food and weight. Allows monitoring trends, goal setting and tailored daily prompts. Social networking forums.</td>
<td>Educational sessions without PA component</td>
<td>4 weekly sessions, then 5 monthly sessions</td>
</tr>
<tr>
<td>Bickmore, 2013 [36]</td>
<td>PA (steps/day, pedometer)</td>
<td>Tablet with ECA&lt;sup&gt;b&lt;/sup&gt; app and pedometer</td>
<td>App syncs with pedometer. Can view step counts. Has virtual coach. Allows monitoring trends and goal setting, identifies barriers, and negotiates new goals. Gives exercise tip of the day.</td>
<td>Pedometer and self-monitoring</td>
<td>Instructed to have 1 conversation with ECA per day</td>
</tr>
<tr>
<td>Silveira, 2013 [39]</td>
<td>Fitness (m/s, fastest gait speed)</td>
<td>Introductory class with iPad and active lifestyle app (either individual or social version)</td>
<td>App has strength-balance training plans, with videos to support exercises. Sends praise/reward messages if there is progress in goals (eg, has a flower that grows if session is completed). Allows monitoring trends. Bulletin board to discuss progress with experts and friends in social version.</td>
<td>Physical exercise manual and paper log</td>
<td>Patient guided</td>
</tr>
<tr>
<td>Knight, 2014 [40]</td>
<td>PA (steps/day, pedometer)</td>
<td>Introduction and prescription of PA (exercise, sedentary, or both) then use of smartphone + app, pedometer, glucometer, blood pressure monitor</td>
<td>App syncs with blood pressure and blood glucose monitors. User manually inputs steps/day from pedometer. Allows monitoring trends.</td>
<td>No comparator, all groups had apps</td>
<td>Patient guided</td>
</tr>
<tr>
<td>Lyons, 2017 [37]</td>
<td>PA (minutes/day, activPAL); steps/day, (pedometer), sedentary time (sitting time/day, activPAL), fitness (meters, 6-min timed walk)</td>
<td>iPad and app/UP24 Jawbone wearable device. Initial visit then telephone counseling</td>
<td>Syncs with wearable device. Allows monitoring trends of step count, heart rate, sleep, food, and weight. Has a smart coach that offers tailored advice based on progress, goal setting, and prompts.</td>
<td>Control, no intervention wait list</td>
<td>Weekly telephone counseling</td>
</tr>
<tr>
<td>Knight, 2014 [38]</td>
<td>Fitness (maximal oxygen uptake)</td>
<td>Introduction and prescription for a specific intensity of PA (exercise, sedentary, or both) then use of smartphone + app, pedometer, glucometer, blood pressure monitor</td>
<td>App syncs with blood pressure and blood glucose monitors. User manually inputs steps/day from pedometer. Allows monitoring trends.</td>
<td>Control, no intervention</td>
<td>Patient guided</td>
</tr>
</tbody>
</table>

<sup>a</sup>PA: physical activity.  
<sup>b</sup>ECA: embodied conversational agent.

Effectiveness of Interventions

The pooled SMD across sedentary time, PA, and fitness outcomes was 0.18 (95% CI −0.03 to 0.39; Figure 2). There was evidence of statistical heterogeneity ($I^2=54\%$).
Sedentary Time

**Shorter-Term Effects (≤3 Months)**

The pooled SMD for sedentary time across the 2 studies was $-0.49$ (95% CI $-1.02$ to $0.03$) with no statistical heterogeneity ($I^2=0\%$). The effect of mHealth app interventions was inconclusive for the studies by Lyons et al [37] ($-60.5$ min/day in sitting time; 95% CI $-161$ to $40$) and Ashe et al [35] ($-5.1%$ sitting time per day; 95% CI $-10.8$ to $0.31$).

**Longer-Term Effects (≥6 Months)**

Ashe et al [35] reported an inconclusive effect on percentage sedentary time per day over 6 months of follow-up ($-1.06%$ sitting time/day; 95% CI $-6.35$ to $4.23$).

Physical Activity

**Shorter-Term Effects (≤3 Months)**

mHealth app interventions led to an average increase of 506 steps/day (pooled mean difference 95% CI $-80$ to $1092$) across the 3 studies reporting this outcome [35-37]. Although all of the individual effect estimates were in the same direction, the effect estimates ranged greatly (from $32$ to $3787$ steps/day), and the pooled effect did not reach statistical significance. Statistical heterogeneity was high ($I^2=80.5\%$). Ashe et al [35] reported 2 measures of PA; but we only included steps/day in the pooled mean difference estimate to maximize homogeneity. Ashe et al reported a 22.1 min/day increase in MVPA (95% CI 6.64 to 37.5) [35].

The study by Knight et al [38] was not included in the pooled analysis as there was no control group. In their study, the authors examined the effect of 3 different interventions (1 intervention targeting sedentary time, 1 targeting PA, and 1 targeting both) on steps/day. The effects of all 3 interventions were inconclusive. Mean changes from baseline to 3 months were $460$ steps/day (95% CI $-278$ to $1199$) for the sedentary time intervention, $-76$ steps/day (95% CI $-791$ to $640$) for the PA intervention, and $-454$ steps/day (95% CI $-1134$ to $225$) for the combined intervention.

**Longer-Term Effects (6-12 Months)**

mHealth app interventions led to an average increase of 753 steps/day (pooled mean difference 95% CI $-147$ to $1652$) across the 2 studies reporting this outcome [35,36] (Figure 2). The level of heterogeneity was high ($I^2=78\%$). Ashe et al [35] reported a mean increase of 3013 steps/day (95% CI 743 to 5283) and 19.6 min/day increase in MVPA at 6 months (95% CI 2.2 to 36.9). Bickmore et al [36] reported a mean increase of 332 steps/day (95% CI $-647$ to $1311$) at 12 months.
Physical Fitness

**Shorter-Term Effects (≤3 Months)**

The pooled SMD for fitness across the 3 studies was 0.31 (95% CI −0.09 to 0.70) with no evidence of statistical heterogeneity ($I^2=0\%$). The individual studies reported that their app interventions had mixed effects on fitness. Silveira et al [39] reported that their intervention led to a 0.47 m/s increase in fastest gait speed (95% CI 0.26 to 0.68). Lyons et al [37] reported a 68.3-m increase in 6-min timed walk (95% CI −106 to 243). Knight et al [40] reported mixed effects on VO$_2$ max for their sedentary time intervention (−2.71 mL/min/kg; 95% CI −7.05 to 1.63), their PA intervention (+2.06 mL/min/kg; 95% CI −3.20 to 7.32), and their combined intervention (+1.98 mL/min/kg; 95% CI −2.4 to 6.36).

**Longer-Term Effects (6-12 Months)**

No studies reported on this.

Behavioral Change Techniques

Of the 93 potential BCTs, only 31 were employed in the included studies. Studies included an average of 12 BCTs for intervention groups (range 5-21) and less than or equal to 2 BCTs in comparator groups (Multimedia Appendix 2). The studies by Ashe et al [35] (PA), Lyons et al [37] (PA), and Silveira et al [39] (fitness, individual app) appeared to have the most effective interventions. Both the studies by Ashe et al and Lyons et al utilized apps that were linked to smart activity trackers. Furthermore, frequently employed BCTs in these effective interventions were goal setting (100%), self-monitoring (80%), instructions on how to perform the behavior (80%), social reward (80%), social support (60%), and risk communication (60%).

Discussion

**Principal Findings**

mHealth app interventions may be associated with decreases in sedentary time (SMD=−0.49), increases in PA (506 steps/day), and increases in fitness (SMD=0.31) in trials 3 months or shorter and with increases in PA (753 steps/day) in trials 6 months or longer. Results for all individual outcomes revealed trends in the same direction, but all results were inconclusive as the confidence intervals included zero.

Overall, risk of bias was low for all studies apart from the one by Silveira et al that was a nonrandomized trial (Multimedia Appendix 3, Figure 3), the results of which may have been subject to both selection and detection bias. The majority of studies had an RCT design (5/6 studies) and described random sequence generation (5/6 studies), allocation sequence generation (5/6 studies), and blinded outcome assessment (4/6 studies). All studies were judged at high risk of performance bias as it was not possible to blind participants to an mHealth app intervention. Generally, the study attrition rates were low. In addition, 2 studies were registered in a clinical trial registry [35,37], but the remaining 4 studies did not publish a protocol or register their trial [36,38-40].

Figure 3. Risk of bias summary.

There are a number of factors that contributed to heterogeneity. These include variation in comparator groups (active and nonactive), variation in the intervention package, the length of follow-up, and variation in the outcome measurements.

For PA, the statistical heterogeneity for the pooled estimate was high ($I^2=80.5\%$). We tried to minimize heterogeneity by including the most homogenous measures (steps/day), but we identified a number of other sources of heterogeneity that could account for the $I^2$ value. The effect estimates across the studies were varied (3787 steps/day in the study by Ashe et al [35], 1607 steps/day in the study by Lyons et al [37], and 32 steps/day in the study by Bickmore et al [36]), and the greater success of the interventions by Ashe et al and Lyons et al may have been due to a number of factors.

Although users in all 3 studies synced the app to wearable devices, apps that were synced to smart activity trackers rather...
than pedometers appeared to be more effective (Bickmore et al included a simple pedometer, whereas Ashe et al and Lyons et al used smart activity trackers). Furthermore, intervention packages with apps and some professional input seemed to be more effective than without (the study by Ashe et al included face-to-face group educational sessions, that by Lyons et al included weekly telephone counseling, and that by Bickmore et al had no health professional-led components). The nature of the comparator groups also appeared to influence the results. Participants in the comparator group in the study by Ashe et al had group education sessions not related to PA; in the study by Lyons et al, they underwent no intervention, whereas in the study by Bickmore et al, they were issued with pedometers. Finally, the studies by Ashe et al and Lyons et al had 3-month interventions, whereas the study by Bickmore et al had only 2-month interventions. Altogether, this may have led to Ashe et al and Lyons et al reporting larger effect sizes than Bickmore et al and hence contributed to statistical heterogeneity.

For sedentary time, there was little heterogeneity between the studies by Ashe et al and Lyons et al ($I^2=0\%$), with both studies including smart wearable devices in their interventions and using nonactive comparator groups.

For physical fitness, statistical heterogeneity was zero. The pooled estimate utilized 3 different measures of fitness (6-min timed walk, VO$_2$ max, and fastest gait speed), although we used a standardized estimate to minimize the effect of this.

The overall GRADE certainty assessment of evidence for PA and sedentary time was moderate (Multimedia Appendix 4) and for physical fitness was low. The low certainty estimate for fitness was because the design of 1 of the 3 included trials was nonrandomized, the risk of bias for this same trial was high and risk of imprecision because of small sample size was high across all 3 studies.

Only 2 studies across this review had findings that reached statistical significance [35,39]. Common BCTs to both studies included goals and planning, feedback and monitoring, social support, and reward and threat. Both of these studies utilized wearable technologies that synced to the apps. Interestingly though, there are a number of emerging mHealth apps that use GPS technology on phones to track step count without needing wearable technology, but we found no studies testing their effectiveness in older adults.

**Comparison With the Literature**

A total of 3 reviews in the literature are relevant to this review. First, in their meta-analysis, Direito et al examined the effectiveness of mHealth interventions on PA and sedentary time in adults of all ages [41]. Second, in their systematic reviews, Muellman et al [28] and Jonkman et al [29] examined the effectiveness of eHealth interventions on just PA in older adults.

Direito et al [41] included 21 RCTs ($n=700$, objectively measured PA). Overall, 7 of these 21 interventions included mHealth apps (the rest included other mHealth), and only 1 of these studies included older adults (Knight et al [38]). They found that mHealth interventions led to decreased sedentary time compared with control (SMD$=-0.26$; 95% CI $-0.53$ to 0). Although in the same direction and a similar effect size to our result, their result was statistically significant. Direito et al [41] examined BCTs utilized across the interventions and found that a smaller range of BCTs was employed in interventions (mean 6.9, range 2-12) and a larger range in the control group (mean 3.1, range 0-10) in comparison with our findings. This may be because app technology (in comparison with all other mHealth technology) has the potential to offer more BCTs with minimal increase in time/cost. Only 33% of the included studies by Direito et al utilized apps compared with all of our included studies.

In their narrative systematic reviews, Muellman et al [28] and Jonkman et al [29] concluded that eHealth interventions (including internet-based, telephone-based, and text messaging–based interventions) can promote PA in the short term among adults older than 55 years, but evidence on long-term effects is still lacking. Their meta-analysis was inconclusive in supporting this finding, but we observed a trend of mHealth app interventions leading to increases in step count. Only 1 of the 4 studies [36] that we included in our review reporting PA outcomes was included in the reviews by Muellman et al and Jonkman et al. What could the trends we report here mean in the context of the average behavior levels of an older adult? In their review, Tudor-Locke et al [42] found that healthy older adults take an average of 2000 to 9000 steps/day, a very broad range reflecting the natural diversity of abilities common to older adults. In addition, they concluded that 30 min of daily MVPA accumulated in addition to habitual daily activities in healthy older adults is equivalent to taking approximately 7000 to 10,000 steps/day. We report that mHealth app interventions led to a trend of increasing step count (an extra 753 steps/day). If mHealth app interventions could provide an extra 753 steps/day over the longer term, this may represent over 10% (753/7000) of the step count, which Tudor-Locke et al equate to required daily PA levels. This could be a small but potentially clinically significant change at the population level. Berkemeyer et al [43] reported that men and women aged 60 to 70 years spent 25 min/day and 19 min/day, respectively, doing MVPA (>2000 counts per minute threshold). In this context, the mean increase of 22 min/day in MVPA following an mHealth app intervention reported by Ashe et al [35] would be enough to get individuals to meet activity guidelines. However, as only 1 study reported MVPA as an outcome and the other 2 studies reporting PA reported an inconclusive effect, more studies are needed to reach firm conclusions on whether mHealth app interventions may lead to clinically significant increases in PA levels.

**Strengths and Limitations**

The current meta-analysis is the first to assess the effectiveness of mHealth app interventions on sedentary time, PA, and fitness in older adults. We report here mean in the context of the average behavior levels of an older adult? In their review, Tudor-Locke et al [42] found that healthy older adults take an average of 2000 to 9000 steps/day, a very broad range reflecting the natural diversity of abilities common to older adults. In addition, they concluded that 30 min of daily MVPA accumulated in addition to habitual daily activities in healthy older adults is equivalent to taking approximately 7000 to 10,000 steps/day. We report that mHealth app interventions led to a trend of increasing step count (an extra 753 steps/day). If mHealth app interventions could provide an extra 753 steps/day over the longer term, this may represent over 10% (753/7000) of the step count, which Tudor-Locke et al equate to required daily PA levels. Berkemeyer et al [43] reported that men and women aged 60 to 70 years spent 25 min/day and 19 min/day, respectively, doing MVPA (>2000 counts per minute threshold). In this context, the mean increase of 22 min/day in MVPA following an mHealth app intervention reported by Ashe et al [35] would be enough to get individuals to meet activity guidelines. However, as only 1 study reported MVPA as an outcome and the other 2 studies reporting PA reported an inconclusive effect, more studies are needed to reach firm conclusions on whether mHealth app interventions may lead to clinically significant increases in PA levels.

**Strengths and Limitations**

The current meta-analysis is the first to assess the effectiveness of mHealth app interventions on sedentary time, PA, and fitness in older adults. We report here mean in the context of the average behavior levels of an older adult? In their review, Tudor-Locke et al [42] found that healthy older adults take an average of 2000 to 9000 steps/day, a very broad range reflecting the natural diversity of abilities common to older adults. In addition, they concluded that 30 min of daily MVPA accumulated in addition to habitual daily activities in healthy older adults is equivalent to taking approximately 7000 to 10,000 steps/day. We report that mHealth app interventions led to a trend of increasing step count (an extra 753 steps/day). If mHealth app interventions could provide an extra 753 steps/day over the longer term, this may represent over 10% (753/7000) of the step count, which Tudor-Locke et al equate to required daily PA levels. Berkemeyer et al [43] reported that men and women aged 60 to 70 years spent 25 min/day and 19 min/day, respectively, doing MVPA (>2000 counts per minute threshold). In this context, the mean increase of 22 min/day in MVPA following an mHealth app intervention reported by Ashe et al [35] would be enough to get individuals to meet activity guidelines. However, as only 1 study reported MVPA as an outcome and the other 2 studies reporting PA reported an inconclusive effect, more studies are needed to reach firm conclusions on whether mHealth app interventions may lead to clinically significant increases in PA levels.
perform the behavior, and social reward; and combining apps with professional support. We found that the effectiveness of mHealth app interventions on sedentary time, PA, and fitness has been evaluated in very few studies. Furthermore, those studies that exist have small sample sizes. This review indicates the need for larger, robust RCTs into mHealth app interventions in older adults to power a future meta-analysis to reach firm conclusions on the effectiveness of mHealth app interventions in producing sustained clinical important changes in sedentary time, PA, and fitness levels.

We need to clarify if apps are associated with behavior change in the short term and, more importantly, the degree to which the changes are sustained.

With increasingly time-pressured health care systems, mHealth app interventions that can be tailored, yet delivered fast and cheaply, are potentially useful. Although technology-based interventions are becoming more commonplace in the general adult population, there is a need for a stronger evidence base to underpin interventions and for targeting older adults. The opportunity to utilize mHealth app interventions in older adults, significant numbers of whom now carry smartphones, should not be missed. We report that mHealth app interventions are a relatively underexplored tool to change PA, sedentary time, and physical fitness in older adults and recommend more attention to their utilization.
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Abstract

Background: The use of mobile communication technologies (mHealth: mobile health) in chronic disease management has grown significantly over the years. mHealth interventions have the potential to decentralize access to health care and make it convenient, particularly in resource-constrained settings. It is against this backdrop that we aimed to codevelop (with potential users) a new generation of mobile phone–connected HIV diagnostic tests and Web-based clinical care pathways needed for optimal delivery of decentralized HIV testing, prevention, and care in low- and middle-income countries.

Objective: The aim of this study was to understand ways in which an mHealth intervention could be developed to overcome barriers to existing HIV testing and care services and promote HIV self-testing and linkage to prevention and care in a poor, HIV hyperendemic community in rural KwaZulu-Natal, South Africa.

Methods: A total of 54 in-depth interviews and 9 focus group discussions were conducted with potential users (including health care providers) in 2 different communities. Theoretically informed by the candidacy framework, themes were identified from the interview transcripts, manually coded, and thematically analyzed.

Results: Participants reported barriers, such as fear of HIV identity, stigma, long waiting hours, clinic space, and health care workers’ attitudes, as major impediments to effective uptake of HIV testing and care services. People continued to reassess their candidacy for HIV testing and care services on the basis of their experiences and how they or others were treated within the health systems. Despite the few concerns raised about new technology, mobile phone–linked HIV testing was broadly acceptable to potential users (particularly men and young people) and providers because of its privacy (individual control of HIV testing over health provider–initiated testing), convenience (individual time and place of choice for HIV testing versus clinic-based testing), and time saving.

Conclusions: Mobile phone–connected HIV testing and Web-based clinical care and prevention pathways have the potential to support access to HIV prevention and care, particularly for young people and men. Although mHealth provides a way for individuals to test their candidacy for HIV services, the barriers that can make the service unattractive at the clinic level will also need to be addressed if potential demand is to turn into actual demand.
KEYWORDS
mHealth; antiretroviral therapy; HIV testing; South Africa; candidacy framework

Introduction

HIV Burden in South Africa and KwaZulu-Natal Province

The United Nations’ Sustainable Development Goals herald a major commitment to accelerate the pace of progress made in tackling the HIV epidemic [1]. However, despite huge advances in antiretroviral therapies (ARTs) and antiretroviral-based prevention, many countries are struggling to reach this target, as they do not have the tools or mechanisms to deliver ART at scale to people in need [2,3]. Globally, South Africa (SA) has the highest number of people living with HIV (People living with HIV: estimated 7.9 million), with 20% of the total global antiretrovirals use and an HIV prevalence rate of 14% in 2017 [4,5]. With its large HIV prevention programs, SA has made significant progress in reducing AIDS-related mortality and the number of new HIV infections. However, annual new HIV infections (231,000 in 2017) are still high [4].

The province of KwaZulu-Natal (KZN) is disproportionately affected by the epidemic, with an estimated 18.1% prevalence rate [4], whereas in the uMhanyakude district in the north of the province, the site of the research reported in this paper, it is estimated at 30% in the general population, with 5% to 7% annual HIV incidence rate in young women and men [6]. Furthermore, there is a high HIV-related mortality rate in men and less than 50% annual HIV testing uptake among men under 29 years, and only 50% of those diagnosed in the general population reach clinical services within 1 year. At the same time, clinic attendances for treatment have risen by 300% over the past 6 years, placing huge pressures on health systems, with escalating costs [6,7]. Therefore, there is a need to develop interventions that can close the gap in HIV testing, prevention, and treatment, to reduce HIV incidence and mortality, while reducing the current pressures on primary health care clinics. In this study, we sought to understand the current barriers and facilitators to HIV testing and care services to codvelop with potential users a mobile health (mHealth) intervention that will aid people’s engagement with HIV care services. We used the candidacy framework, described below, to structure our findings. Moreover, the proposed mHealth intervention is described below.

The Limit of Universal HIV Test and Treat and HIV Prevention Technologies

Universal HIV test and treat (UTT) and newer HIV prevention technologies, such as Pre-Exposure Prophylaxis (PrEP), have the potential to be game changers, but all require people to know their HIV status and engage in the cascade of care and prevention [7-10]. A treatment as prevention (TasP) trial conducted in rural SA failed to show an effect, partly because of social and structural barriers to link men and young people to care [7,11]. Similarly, a test and start study in Eswatini found that men still delay HIV testing and treatment until they have advanced disease; this is because of social barriers and stigma associated with accessing HIV care [12]. Although there was an effect on HIV incidence, the HPTN 071 trial (POPART) shows limited linkage to care for young men and women [13]. Despite the potential of UTT to halt HIV transmission, balancing social realities and science is very important to understand the context of HIV prevention across different settings [12,14]. Although stigma and other factors have been a major barrier to HIV care [12], research has shown that various HIV prevention technologies, such as HIV self-testing (HIVST), have the potential to widen access to testing, especially for hard-to-reach groups, such as adolescents and men [15-17].

However, for the game-changing potential of new innovations to be achieved in high-burden settings, such as SA, there is a need for those who test positive to link into immediate ART, as well as those who test negative to access combinations of HIV prevention interventions tailored to keep them negative, including but not limited to condoms, PrEP, and voluntary male circumcision. Therefore, there is an urgent need to identify cost-effective and acceptable technologies for population-based HIV testing, including self-testing with linkage and retention in care.

The Potential of Mobile Health in Closing the Gaps in the HIV Treatment Cascade

The use of mobile communication technologies (mHealth) in chronic disease management has grown significantly over the years. mHealth interventions have the potential to decentralize access to health care and make it convenient, particularly in resource-constrained settings [18-22]. It is well documented that mHealth interventions, such as SMS text messaging, have been used to support management of diseases, such as hypertension and diabetes, and to support HIV treatment [20,23,24]. In fact, the World Health Organization recommended the use of mobile phone–technologies for ART adherence and other chronic disease management [25]. With 76 million mobile phone subscribers, SA has the highest penetration rate in Africa, therefore it has potential for mHealth interventions [26,27]. Current innovations in HIVST, task shifting to community caregivers, and the rise in HIV treatment adherence clubs, try to support chronic disease management and reduce the pressure on health facilities by shifting the focus of HIV testing, treatment, and prevention away from health care facilities to the community. However, in the absence of robust and safe clinical pathways to support these interventions, their reach will be limited. There is now an opportunity with the growth in mobile technologies to provide digital support for these innovations (see Figure 1), while pushing the boundaries further to potentially supporting the entire continuum of HIV care, from primary prevention to long-term treatment and improved sexual health of people living with HIV.
SA has a progressive mHealth strategy [27] to deliver improved HIV care services, but this emerging field is still in its infancy, with currently no safe and acceptable Web-based clinical care pathways and very limited knowledge of the feasibility and acceptability of implementing these technologies within existing care pathways. mHealth interventions are complex interventions that need to involve prospective users and service providers (SPs) in their development—considering the patterns and preferences for technology—to maximize uptake and scalability of interventions using mobile electronic devices, such as mobile phones, for the delivery of health care services and avoid inadvertently worsening health inequity [19,23,28]. The mAfrica study aimed to harness this growth in mobile phone usage and potential for enhanced diagnostic tests using inbuilt phone sensors (eg, camera) to interpret and display results and then direct people to local clinics to support virtual follow-up appointments and potentially provide access to antiretrovirals for both treatment and prevention in the community. In summary, this study aimed to codevelop (with potential users) a new generation of mobile phone–connected HIV diagnostic tests and Web-based clinical care pathways needed for optimal delivery of decentralized HIV testing, prevention, and care in low- and middle-income countries. This paper presents the qualitative data from the formative phase of the study to gain insight into potential users’ perceptions of barriers to HIV testing and treatment, as well as their willingness to use the proposed app to promote HIVST and further linkage to care through Web-based clinical care pathways in rural KZN.

Methods

Overview

The research was conducted with 2 different communities in a rural subdistrict (228,000 population) of uMkhanyakude district in KZN. The 2 communities were different in terms of their development, access to basic amenities, and housing structures. The first community (CA) is a township that is more developed, with more amenities, population, and modern housing structures, compared with the second community (CB) that is rural in nature, with few basic amenities and housing structures. Each community has government-funded health clinics. The research was conducted by a group of social scientists (males and females) trained in qualitative data collection methods and competent in both IsiZulu (local language) and English. A total of 4 social scientists conducted the community in-depth interviews (IDIs) and focus group discussions (FGDs) in the local language, and a senior social scientist conducted the SPs’ interviews in English. Participants were purposively sampled and recruited individually within the research communities to represent different age groups, gender, and geographical locations in the same district. In our experience, group discussions yield richer data around the normative thinking within demographic groups because of intergenerational and gender relationships if we divide groups by gender and age. This was particularly important, given our aims to explore the ways that different groups may respond differently to the intervention. Thus, community members were divided into 4 categories for IDIs and FGDs: young female, young male, older female, and older male. A total of 4 health care providers (2 female pharmacists and 2 male community HIV testing services providers) participated in IDIs, and 9 research nurses (3 males
and 6 females) participated in an FGD together; they were all regarded as SPs. Moreover, both community members and SPs (health care professionals) were regarded as end users in this study.

A total of 54 IDIs and 9 FGDs were conducted, with participants (both sexes aged 18-79 years) in both communities, between November 2017 and March 2018. Although our target was 5 IDIs for each group of community members, we slightly exceeded the numbers with some groups and stopped at saturation. The distribution across communities and categories is summarized in Table 1.

Table 1. Participant demographics and data collection method.

<table>
<thead>
<tr>
<th>Populationa,b</th>
<th>Age range (years)</th>
<th>IDIs conducted (n)</th>
<th>FGDs d conducted (n)</th>
<th>Age range (years)</th>
<th>FGD participants (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community A (township)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young female</td>
<td>23-32</td>
<td>6</td>
<td>1</td>
<td>19-32</td>
<td>6</td>
</tr>
<tr>
<td>Young male</td>
<td>18-32</td>
<td>8</td>
<td>1</td>
<td>18-28</td>
<td>7</td>
</tr>
<tr>
<td>Older male</td>
<td>37-46</td>
<td>7</td>
<td>1</td>
<td>35-67</td>
<td>11</td>
</tr>
<tr>
<td>Older female</td>
<td>43-50</td>
<td>6</td>
<td>1</td>
<td>43-67</td>
<td>6</td>
</tr>
<tr>
<td>Community B (rural area)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young female</td>
<td>18-34</td>
<td>6</td>
<td>1</td>
<td>18-23</td>
<td>10</td>
</tr>
<tr>
<td>Young male</td>
<td>20-33</td>
<td>6</td>
<td>1</td>
<td>19-31</td>
<td>8</td>
</tr>
<tr>
<td>Older male</td>
<td>36-79</td>
<td>6</td>
<td>1</td>
<td>36-58</td>
<td>6</td>
</tr>
<tr>
<td>Older female</td>
<td>35-60</td>
<td>5</td>
<td>1</td>
<td>36-48</td>
<td>6</td>
</tr>
<tr>
<td>Community service providers (SPs) IDIs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pharmacist (F)</td>
<td>28 (SP1)</td>
<td>1</td>
<td>-</td>
<td>28 (SP1)</td>
<td>1</td>
</tr>
<tr>
<td>Pharmacist (F)</td>
<td>34 (SP2)</td>
<td>1</td>
<td>-</td>
<td>34 (SP2)</td>
<td>1</td>
</tr>
<tr>
<td>HTS/counsellor supervisor (M)</td>
<td>53 (SP3)</td>
<td>1</td>
<td>-</td>
<td>53 (SP3)</td>
<td>1</td>
</tr>
<tr>
<td>HTS counsellor (M)</td>
<td>30 (SP4)</td>
<td>1</td>
<td>-</td>
<td>30 (SP4)</td>
<td>1</td>
</tr>
<tr>
<td>Community service providers FGDs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research nurses: (F and M)</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>33-55</td>
<td>9 (6 F and 3 M)</td>
</tr>
</tbody>
</table>

a Data collection period: November 2017 to March 2018.
b General population: 18 to 79 years.
c IDI: in-depth interview.
d FGD: focus group discussion.
e F: female.
f Not applicable.
g HTS: HIV testing services.
h M: male.

All IDIs and FGDs were conducted in participants’ language and places of choice in the community after voluntary informed consent (written and verbal) was obtained. IDIs lasted between 30 and 60 min, whereas FGDs lasted between 90 and 120 min. Through semistructured interviews, we explored participants’ views around barriers to HIV testing and treatment in their communities, as well as their willingness (including their fears and expectations) to use a digital technology to promote HIVST and further linkage to care. Moreover, the group discussions afforded us the opportunity to tease out the complexities, similarities, and differences in what participants said during individual interviews. Moreover, reflective summaries of all interviews conducted, as well as findings, were written down and discussed during several debriefing sessions with other team members. All interviews were digitally recorded, and those conducted in IsiZulu were transcribed verbatim and translated to English for thematic analysis. The data were stored and managed in a Web-based shared drive with limited access. All data were deidentified to protect confidentiality. The data were scrutinized and compared with the recordings by a senior social scientist (OA) and 3 senior research assistant supervisors for quality control. In addition, a 2-day coding and analysis workshop was held with the social scientists who conducted the fieldwork. During the workshop, emerging themes were identified, and coding was crosschecked for consistency across coders. Following a candidacy framework [29,30], as described below, themes were identified from the interview transcripts, manually coded, and thematically analyzed to present the subjective views of the participants. Key themes discussed in this study were agreed upon by the research team.
was approved by the Biomedical Research Ethics Committee of the University of KwaZulu-Natal, South Africa (Reference Number: BE435/17).

Theoretical Framework

The analysis for this paper is based on an adapted candidacy framework to explore community barriers and facilitators to HIV testing and treatment, as well as participants’ willingness to use an mHealth technology [29-31]. The candidacy framework was originally constructed to investigate the process of accessing health care by vulnerable people in the United Kingdom [29], and it has been modified in different ways over the years, including to examine the utilization of health services by young people in KZN [32]. Taking a candidacy approach places the focus on the choices individuals make, as summarized in Table 2.

<table>
<thead>
<tr>
<th>Stages of candidacy</th>
<th>Description of stages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification of candidacy</td>
<td>The process by which individuals come to view themselves as legitimate candidates for particular services</td>
</tr>
<tr>
<td>Navigation of services</td>
<td>Knowing how to interact with appropriate services in relation to identified candidacy</td>
</tr>
<tr>
<td>Permeability of services</td>
<td>Includes the level of explicit or implicit gatekeeping within a service and the complexity of its referral systems, referring to the cultural alignment between users and services</td>
</tr>
<tr>
<td>Appearing at services and asserting candidacy</td>
<td>The actions that individuals must take to assert their candidacy in an interaction with a health care professional</td>
</tr>
<tr>
<td>Adjudication by professionals</td>
<td>Candidacy, as expressed by service users, is validated or otherwise by health care professionals, which influences subsequent service offers</td>
</tr>
<tr>
<td>Offers of, resistance to, services</td>
<td>Emphasizes that follow-up services may be appropriately or inappropriately offered and that these may or may not be acted upon by service users</td>
</tr>
<tr>
<td>Operating conditions and local production of candidacy</td>
<td>This incorporates factors that influence decisions about subsequent service provision (eg, the resources available for addressing candidacy) and the kinds of contingent relationships that develop between professionals and service users over a few encounters</td>
</tr>
</tbody>
</table>

Results

The section is divided into 2 main parts: (1) barriers to the identification of candidacy for HIV testing and care and (2) assessing candidacy through HIVST and mobile phone–enabled linkage to care. The themes under these broad headings engage with key challenges faced by people in identifying their candidacy for HIV testing, treatment or prevention, and the potential of HIVST and mHealth technology to overcome the barriers of identification of candidacy by making it easier for people to assess their candidacy for access to HIV testing and care services.

Barriers to the Identification of Candidacy for HIV Testing and Linkage to Care

In this section, we focus on the barriers people face in recognizing themselves as candidates for HIV testing, treatment, or prevention. We highlight the complexities and multiple intersecting factors that shape people’s everyday experiences of accessing HIV services in their locations.

Everybody Will Die One Day: Barriers to Individual Identification of Candidacy for HIV Testing

Our data show that it is difficult for participants, particularly men in both communities, to test for HIV. It seems some older women have transcended the challenges of HIV testing because of their engagement with sexual and reproductive health services. Men do not see themselves as candidates for HIV testing. They are more afraid of knowing their HIV status than HIV itself. This is partly because of the association of HIV with assumed promiscuity of men. Acquiring HIV is seen to be inevitable for men, and this is reflected in the below excerpt that everyone will die one day. The inevitability of HIV and the need to start HIV treatment one day are juxtaposed with the huge perceived social costs of knowing their HIV status (even if one identifies as a candidate), namely, discrimination and loss of loved ones, leading to delays in accessing HIV care services:

With men there is no specific reason except that it’s a matter of reasoning...I would say they don’t have a concrete reason as to why they don’t want to. But they would say things like everybody has HIV or
HIV-related stigma makes it more complex for some men to identify and assert their candidacy for HIV testing, treatment, or prevention, as they anticipate navigating the available HIV services until their candidacy is adjudicated by health care professionals. The pathway of accessing health care is an iterative process that requires an active response from users, whereas the barriers, people’s health needs, and perception of health services often create vulnerabilities [30,32]. For example, men (both young and old) are often seen as the major drivers of the HIV epidemic [34], and being seen at a local clinic, accessing HIV care, could reinforce suspicion, gossip, and stigmatization, even from local health care workers; therefore, men are reluctant to access HIV care services. As reported, some people (particularly men) are reluctant to test for HIV, as they will be judged to be HIV positive immediately when they are seen at their local clinic, even if just attending for testing. HIV-related stigma and unwillingness of men to utilize public clinic-based HIV testing and care services partly accounted for poor linkage to treatment in a TasP trial in KZN [7,11]. Our findings are supported by similar results from other sub-Saharan African studies on the impact of HIV-related stigma on people’s access to HIV testing, prevention, and care [12,13,32,35-39].

Illness identity is a crucial phase of individuals’ candidacy and multiple intersections that shape how it is navigated and adjudicated within the health care services. Previous studies have shown that people from disadvantaged settings are less likely to use preventive services and more likely to normalize illnesses because of their inability to see the positive side of health and their fear of being stigmatized or blamed by health care providers [30,33]. It was noted during the fieldwork that men are conscious of manliness being incompatible with illness; therefore, most of them living with HIV do not see themselves as candidates for HIV testing, and therefore do not know their status. Similar findings were reported about men across SA in a recent national HIV survey [4]. From the foregoing, perception of HIV identity and the blaming of men as drivers of the HIV epidemic make it more difficult for them to identify their candidacy for HIV testing and care, navigate the available HIV services, and appear at the clinic for their candidacy to be adjudicated by health care professionals. Our findings add to the knowledge and show that the fear of HIV-related stigma hinders people’s access to HIV services, despite the apparent normalization of HIV as an inevitable (and invisible) epidemic among men.

**They Can’t Eat the Sweet While It’s on Paper: Association of HIV With Socially Undesirable Behaviors**

Some participants, particularly young people (males and females), are afraid to test for HIV because of the way in which this could mark them out as having engaged in socially undesirable behaviors, such as unprotected sex, alcohol and drug abuse to health care providers, the community, and even peers. As reported by participants, the metaphorical sweet, which represents unprotected sex, is seen as ubiquitous in males, despite the association with HIV acquisition. Participants’ views are illustrated below:

> From age 18 to age 28 [males and females], they are prone to be at risk of contracting HIV because you know they go to clubs and take alcohol and drugs...
> [IDI, Male, 30, SP4]

> Especially my friends...they say they can’t eat the ‘sweet while it’s on paper’ you see that thing, that’s the thing that can get them infected. [IDI, Young Male, 23, CA]

> Oh! the amount of unprotected sex that goes on here it astonishing and young kids just don’t understand; they don’t understand the implications of their actions... [IDI, Female, 34, SP2]

This association of HIV acquisition with behaviors that are considered socially unacceptable and irresponsible, such as unprotected sex and sex under the influence of alcohol and drugs, makes it difficult for people to identify themselves as candidates for HIV testing at their local clinics. Specifically, for young people, it would be hard for them to identify themselves as candidates for HIV testing, even if they had not engaged in these socially undesirable behaviors, because of the widespread association of HIV with stigmatized behaviors in the community. As discussed above, identification of one’s candidacy for HIV testing is an important stage; however, participants continue to evaluate their candidacy on the basis of various factors, such as stigma. Research conducted elsewhere in rural SA further corroborates our findings that young people often delay seeking health care, particularly HIV testing, because of stigma [4,32,40].

**That Right Turn Is the Problem: Complexities of Navigation, Appearing at Services, and Adjudication**

The layout of their local clinic, long queues, and inconveniences related to accessing services were described as significant barriers for participants in both communities. Most participants complained about the time required to access care. For men, clinic structure and operational hours are not suitable, given that most men in the locality are breadwinners, and they need to work to sustain their families:

> If you go for [HIV] testing and you left home early in the morning, you will see that people [clinics] are full, and you may end up not doing it... [IDI, Older Male, 36, CB]

However, inadvertent disclosure of HIV status and the ways in which people are treated by health care providers were also raised as barriers to care:

> Here in community A, the clinic is split into two and when you go to the HIV section you have to take a right turn. That right turn is the problem because even someone that is passing by in a taxi can see that you are going there and will therefore immediately assume that you are HIV positive. [P3: FGD, Older Female, 43-67, CA]
At the clinic people are complaining about the attitudes. After you have tested, other are being shouted at and you end up think that everyone is looking at you. They call your name “hey! Come this side,” people also fear that. And that a person would be seen by wrong people, I think this is the main challenge they face, it is difficult to go there. [IDI, Young Female, 25, CB]

Our findings corroborate the findings of other studies that have described the structural barriers that hinder people’s (males and females) utilization of HIV services [41-43]. However, these structural barriers were compounded by anticipation that those who want to access HIV services are easily identified and stigmatized if they are seen going to a certain direction in the clinic. Finally, the attitudes of some health care workers (nurses) were frowned at. Almost all the participants in both communities complained about the inappropriate attitudes of some of the nurses at their local clinics. Our data validate and add nuances to growing evidence that HIV testing and treatment in public clinics are hampered by lack of privacy, long waiting times, segregation of services, and discrimination by health care workers [7,44-46]. Put together, the barriers hindering access to HIV testing and care services revealed the intersectionality of multiple factors affecting the recognition of one’s candidacy for HIV services, as well as health worker’s attitude as a key component of the adjudication process.

When You Tell Them to Go to the Clinic, They Say They are Scared: Community-General Anxieties to Accessing HIV Testing and Care

The fear of an HIV identity was common in both communities, and this is reflected in participants’ descriptions of fear of appearing at the clinic for HIV care services. Some participants are afraid of what people would say about them if they see them at the clinic accessing HIV care, whereas others fear finding out they are positive and the unknown life after. For example, a young woman said the following:

I don’t want to stress myself, because once I know my [HIV] status I will now start to think that I am going to die... [IDI, Young Female, 29, CA]

Particularly, men fear the questions they will be asked about the person they date, her HIV status, and number of their sexual partners. Moreover, some men are uncomfortable seeking health care from their local clinics that are often dominated by female clients and health care providers, as they may not be treated as candidates for HIV testing and care services. For example, a young man shared the following:

People don’t want to go to clinic because they [nurses] ask lot of questions because what I see is that they [mostly males] don’t like to be asked question, they are scared of being asked questions, maybe a person [nurse] will ask you how many people have you dated and what was their status? [IDI, Young Male, 21 CB]

The fear of being stigmatized at the local clinics is also a challenge, as HIV care sections are often segregated. A young man shared his sentiment during the FGD:

When you get to the clinic to test for HIV, the rooms for HIV testing are excluded from other rooms.

These are small communities, and information circulates very fast; therefore, there are fears and anxieties of some people, particularly men and young people, about accessing HIV care services in their local communities. For some, knowing their HIV status seems like a death sentence; therefore, they refuse to test. As illustrated by the candidacy framework [30], the prediagnosis is an important phase of awareness or acceptance of one’s candidacy to access HIV testing and care services, which could be marred by barriers, such as fear of unknown consequences. Although we sought to understand how to improve people’s candidacy for HIV care, our findings correspond to the results of other studies conducted in similar environs and show that there is still a general anxiety when it comes to HIV testing and treatment, particularly among young people and men [7,38]. Similarly, an Eswatini study highlights that most men wait until their health deteriorates before they access HIV testing and care because of fear and stigma [12]. Given the local conditions and both internal and external stigma, the prediagnosis phase that was supposed to be the initial recognition of our participants’ candidacy to access HIV testing and care services was characterized by fear of an HIV identity.

Assessing Candidacy Through HIV Self-Testing and Mobile Phone–Enabled Linkage to Care

We now focus on the potential of HIVST and mHealth technology to identify candidates for HIV testing and facilitate linkage to care. We demonstrated HIVST and described the hypothetical functions of the proposed mHealth app to participants in the 2 communities. Our descriptions entail how they would conduct HIVST and be supported via the app, using mobile phone sensors (eg, camera) to interpret and display test results and then direct people to local clinics, to support virtual follow-up appointments and potentially provide access to antiretrovirals for both treatment and prevention (eg, Figure 1). A key finding discussed below is that an mHealth intervention can provide a way for people to test their candidacy for HIV service, which may eventually help to overcome the first barrier in the candidacy cascade.

Potential of HIV Self-Testing to Identify Candidates for HIV Testing

Generally, participants valued the potential privacy and convenience associated with HIVST. Given that HIV-related stigma is widespread in both communities studied, HIVST is generally acceptable, particularly among men and young people, as it gives them control of HIV testing, privacy, and convenience, thereby attracting candidates who were previously deterred by clinic-based testing. Participants are generally enthusiastic about HIVST, as reflected in the following quote from a 23-year-old young man:

I think it [HIVST] gives you that braveness that you test yourself.

A young woman also shared her sentiments about HIVST:
It [HIVST] will help me because, going to the clinic takes time, hence it will save time and money for transport... [IDI, Young Female, 23, CB]

Our data show participants’ high willingness to perform HIVST, and this may be a strategy to identify candidates and improve diagnosis by placing HIV testing and disclosure within individuals’ control. Similarly, HIVST appears highly acceptable in other settings because of its convenience and privacy, despite concerns about counseling and linkage to care [16,20,47].

However, there is a general concern about social harms, such as suicide, depression, and alcoholism, which could come with HIVST. These concerns about HIVST are not peculiar to our study, as they have been documented in other studies [48,49].

A few participants raised concerns that people may commit suicide after testing HIV positive without health care provider support, but this was deemed less of an issue by providers, given the high level of community awareness about HIV management. Abusing alcohol was seen more as a way of coping with their HIV+ identity, as this is widely stigmatized in both communities, than a consequence of HIVST:

I don’t think suicide is a problem now, I think alcoholism. It [HIV+ status] drives them to that now...that’s how they try to deal with it. I don’t think people will kill themselves I know a lot of people that are sick HIV+, and they do get depressed. [IDI, Female, 28, SP1]

Thus, HIVST may allow people (particularly men and young people) to explore their candidacy for HIV testing in private and overcome fears of being assumed to be positive even if one has a negative test in clinic, but it does not erase the fear of the consequences of an HIV identity and other external factors or stigma [50].

Despite people’s concerns and anxieties around new HIVST technology, several studies and systematic reviews have shown high uptake of HIVST; as well as its potential to attract first-time testers, particularly hard-to-reach populations [16,20,47,51].

**Potential of Mobile Health Intervention to Overcome the Barriers of Individual Candidacy for HIV Care Services**

This theme explores the potential of a mobile phone–connected Web-based clinical care pathway to link people to HIV prevention and care. Mobile phone–enabled linkage to care was broadly acceptable to potential users (including providers) because of the ability to test their candidacy for HIV care in private and at their own convenience. Participants, particularly men and young people, believe that linking to HIV care services through their phones provides opportunities to save time and reduce experienced stigma. The privacy and convenience the proposed app may provide is reflected in the following excerpts:

I think it is a good idea that there is technology like this. And I think it will work mostly for young people, because youth are the people that mostly get infected with HIV...Yes, I think they will be motivated, because it entails the privacy. Hence, no one will see other people’s results since people will be testing alone. Then this APP will link with the clinic, then the clinic will continue to help you... [IDI, Young Female, 30, CA]

Because it will be easy by that time to know yourself and not be scared... because the time you link with the clinic you will be able to make an appointment to collect your pills, and if you come to the clinic because you have made an appointment you will just walk in and take your pills and go maybe that can help and prevent the loss of self-confidence I think it will work a lot and I know young people they like to get into things like that. [IDI, Young Male, 26, CB]

To participants, the proposed app, coupled with HIVST, could be a game changer by providing a way for an individual to identify and test their candidacy for HIV services. The particular appeal of the intervention was that it could overcome the experience of stigma and structural barriers of clinic-based testing by providing privacy and convenience. However, it does not completely erase individuals’ fear of an HIV identity (self-stigmatization), as well as the barriers of navigating and appearing at HIV services for further care. The barriers that make the services unattractive at fixed clinic level will need to be addressed if potential demand is to turn into actual demand. Moreover, the development, implementation, and evaluation of the app will provide data about its receptivity and usage, as technology likeness does not mean that an individual automatically identifies as a candidate for its use.

Despite the declared willingness of participants to use the technology, a few concerns were raised about digital literacy and data consumption. Some participants raised concerns that some people would be left out, as they cannot afford smartphones, whereas others (particularly old people) with a smartphone cannot navigate it effectively, which could impede the assertion of their candidacy for the service. The concern around literacy and linkage is reflected in the following excerpt from a male SP:

Yeah, my concern is that if people are not well informed about the service that is linking the client after the self-test, then there might be a problem...

The concern on data is reflected in the following excerpts from an older male FGD participant:

Where can we find the money to access this app? The problem will be airtime.

These echo concerns around how technology and the digital divide can increase rather than reduce health inequalities [20].

Most participants were enthusiastic and willing to use the proposed app that has the potential to provide access to real-time HIV care, interpreting test result, counseling, relevant health information, and further linkage. Our results correspond to the findings of a recent study conducted with men who have sex with men (MSM) in China, using WeChat (app) to identify and assert their candidacy for HIV testing, prevention, and care. That study found that MSM who performed HIVST in private (eg, at home) and tested positive sought support via the app in interpreting their HIV results and linkage to treatment [20]. Other studies have also shown that software apps have the potential to reach and encourage hard-to-reach populations to
assert their candidacy for a particular service [52,53]. Owing to the self-sufficient nature of HIVST in which individuals can test and interpret their HIV results in a private location without the support of a trained counselor, the proposed app will allow people to test whether they are candidates for HIV care, and it may subsequently facilitate HIV testing and linkage to treatment if users see themselves as candidates for the service.

**Partnership for Change: Community Co-creation of Mobile Health Intervention to Improve Access to HIV Care Services**

To cocreate a user-friendly mHealth technology that could be used at home and in clinic settings to overcome some of the barriers identified above, end users and health care providers were asked about additional features they would like to see in the proposed app and whether they are happy to receive health-related messages on their mobile phones. Generally, participants were enthusiastic to receive health messages on their personal mobile phones and happy to describe features they believed would support them assess their candidacy for testing and care. In keeping with other studies, they found the concept empowering, convenient, and with the potential to reduce the experience of stigma [20,54,55]. Key features were therefore to reduce the time spent at the clinic and support privacy and confidentiality, as reflected in these excerpts:

> It’s good because sometimes I need to go to the clinic, yet I don’t go because I am scared of all the people. If I get a message on my phone notifying me of my parcel’s [HIV medication] readiness, I can go to the clinic knowing that I will be in and out quickly. [P2: FGD, Older Female, 36-48, CB]

> I think the counselling one must be there because counselling make person to be positive about that thing...That’s why the App must be locked, you will go there and put your personal details so the other person can’t access your information because that will mean your information is open to everyone if it will be just the password only, there must also be other things like questions that will be asked like a confirm questions. It can ask for your mother’s name or your relative... [P1: FGD, Young Male, 18-28, CA]

Participants in our study tried to limit physical contact with health facilities; therefore, they were interested in the alternative method that is private and confidential and that would help in asserting their candidacy by easing their access to HIV testing and care services. In parallel though, participants wanted counseling and support for some people to be able to cope if they test positive for HIV. This acknowledgment of the need for counseling and support via the app is consistent with findings of other studies [20,54]. Our findings show that participants are important partners in cocreating a sustainable intervention that will improve the health outcomes of the community.

**Study Limitations and Strengths**

Owing to the specific study sites, sampling, and sample size, generalizability of the qualitative results to other settings in uMkhan yakude district or outside KZN province may be limited. Some findings presented in this paper were based on a hypothetical mHealth intervention described to participants; therefore, assessment of actual receptivity and usage of the app for linkage to care and its impact on HIVST behaviors needs to be conducted after it has been developed, as this may differ from how people imagined it to be. Owing to the ever-changing nature of mobile technology and user expectations in app-based communications, the specific recommendations reported in this paper about the proposed app for HIVST promotion and self-administration may have time-limited relevance. Nevertheless, the preformative and main research data gathered from 2 different communities highlight the strength of the study, as it afforded us the opportunity to draw on a range of experiences across 2 sites. The differences and similarities in the experiences of participants across the sites were invaluable and add nuance to our understanding of the current situation, as well as the potential to codevelop (with the community including health care providers) a suitable mHealth intervention to improve people’s health outcomes in a resource-constrained setting.

**Discussion**

Overall, the study shows that mHealth intervention developed with potential end users, including health care providers, may allow people to explore and test their candidacy for HIV testing and treatment or prevention. However, it cannot overcome the fear of an HIV identity (self-stigmatization) and other factors (eg, external stigma) that permeate people’s everyday lives, making it difficult for them to assert their candidacy without improving the quality of HIV care available. Features of HIVST and mobile phone–connected Web-based clinical pathways that have the potential to overcome some of the social costs of HIV testing and treatment are their privacy and convenience, as well as allowing the user to be in control of the process. However, there are residual anxieties around digital literacy and the potential to increase health inequalities. mHealth interventions’ greatest potential will be to support decentralizing HIV testing, care, and prevention services from clinics to key places that are male- and youth-friendly in the community or workplace where men or young people can be reached. To ensure its effectiveness in reducing HIV incidence and mortality, work still needs to be done to tackle the social norms that continue to fuel stigma and the fear of an HIV identity.
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Abstract

Background: Until recently, treatment options were limited for patients with acute myeloid leukemia and myelodysplastic syndrome (AML and MDS) who are ineligible for intensive chemotherapy. Owing to the condition’s rapid progression, it is difficult to identify what is most important to patients when making treatment decisions. Patients’ needs can be better addressed by gaining a deeper understanding of their perspectives, which is valuable in the decision-making process. The Food and Drug Administration recently encouraged the use of social media as a tool to gain insight on patients’ perspectives regarding symptoms experienced and the impacts of their disease.

Objective: This study aimed to use disease-specific social media posts by patients with AML or MDS who are ineligible for intensive chemotherapy and their caregivers to capture factors they feel are most important, and to provide current evidence to inform and characterize these perspectives.

Methods: Posts by patients with AML or MDS and their caregivers were extracted from publicly available discussions on 3 large AML- or MDS–specific sites. These posts were manually reviewed to only include patients who are ineligible for intensive chemotherapy. A total of 1443 posts from 220 AML patients/caregivers and 2733 posts from 127 MDS patients/caregivers met the study inclusion criteria. A qualitative data analysis (QDA) of a sample of 85 patients’/caregivers’ posts was conducted to identify themes, and a targeted QDA of posts from 79 users focused on treatment decision discussions. Posts were manually reviewed, and relevant text segments were coded and grouped into categories and overall themes.

Results: Eighty-six percent (73/85) of users in the overall QDA had relevant information about the key objectives. The most commonly discussed treatment experience theme was the humanistic burden of AML or MDS in terms of emotional/physical impact and impact on family (86%, 63/73 of users), followed by treatment decisions (56%, 41/73) and unmet needs (50%, 37/73).

In the QDA of treatment decisions, 60 posts from 45 users contained relevant information. Patients commonly reported the desire to reach specific milestones, including birthdays and weddings. They wished for a better quality of life over quantity of life, did not want the risk of suffering from side effects, and expressed a clear preference to be at home rather than in a hospital or care home.

Conclusions: This study was a novel application of disease-specific social media. It highlighted experiences in the current treatment of AML and MDS, including information gaps, patient/caregiver uncertainty, and the importance of understanding patients’/caregivers’ goals and opinions. A clear finding from this research was the importance of reaching certain personal life goals and being at home with family and friends. The analysis showed that patients/caregivers face additional challenges, including humanistic impacts and a lack of information regarding treatment options.
social media; health-related quality of life; patient-centric; leukemia; myeloid; acute; myelodysplastic syndromes; natural language processing; patient preference; qualitative research

Introduction

Background

Myelodysplastic syndromes (MDSs) constitute a heterogeneous group of hematopoietic stem cell disorders [1] in which the bone marrow produces immature white blood cells, red blood cells, platelets, or a combination of all three. MDS can be rapidly progressive and is associated with a risk of evolution into acute myeloid leukemia (AML) [2]. AML, an orphan disease, is an aggressive cancer of the blood, consisting of a group of relatively well-defined hematopoietic neoplasms [1]. The disease begins as abnormal blood cells that are produced in the bone marrow and can spread throughout the circulatory system and beyond if not diagnosed and treated quickly [3]. Both AML and MDS are hematologic diseases that generally affect older adults; they are uncommon before the ages of 45 and 50 years and are most commonly diagnosed in patients who are in their late 60s or 70s [4,5].

The annual incidence of AML in the United States is approximately 3.75 cases per 100,000 people, and the incidence rate of MDS is approximately 3.30 cases per 100,000 persons [1]. White men have the highest incidence of MDS (6.9 cases per 100,000 people) [6]. In 2018, there were an estimated 19,520 new cases of AML, and there are approximately 14,275 new cases of MDS annually according to data from 2010 to 2014 in the United States [6]. The number of new cases diagnosed each year is likely to increase as the size of the elderly population increases.

Prognosis is poor for patients with AML and MDS, and effective treatment options are limited. Prognosis for AML generally decreases rapidly with age—5-year survival in adults is estimated to be around 24%; however, this drops to less than 5% in individuals aged 65 years and older [7]. The treatment approach for MDS depends on several factors, including the type and risk group of MDS and the patients’ age and overall health. Most diagnosed patients are older or in poor health and, thus, are not suitable candidates for a stem cell transplant, which is potentially the only cure for MDS. Alternative treatments for MDS, such as supportive care (transfusions or blood cell growth factors) along with chemotherapy, serve only to relieve symptoms and avoid complications and side effects. The standard treatment for patients with AML is intensive chemotherapy, typically involving cytarabine-based regimens, with the goal being to achieve complete remission. Intensive chemotherapy commonly requires prolonged hospitalization as it is associated with severe myelosuppression and an increased risk of treatment-related mortality. As a consequence, elderly patients with AML who present with poor performance status and/or comorbidities are generally not considered candidates for intensive chemotherapy because the risks are thought to outweigh the benefits. Until recently, treatment options for these patients were limited to clinical trials, nonintensive agents (hypomethylating agents or low-dose cytarabine), or best supportive care [8]. Reported treatment patterns in older AML patients vary; however, estimates using data from 2000 to 2014 suggest that only 40% to 60% of these patients receive any therapy for their disease [9], in part, because of a lack of options, but other reasons are not well understood [10,11].

Owing to poor prognosis and limited treatment options for patients with AML and MDS ineligible for intensive chemotherapy, there are corresponding unmet medical needs. These conditions also impair patients’ health-related quality of life (HRQoL) and are associated with high symptom burden [12]. Patients’ needs can be better addressed by gaining a deeper understanding of their perspectives on the disease, treatment options, and the impact of both on their lives and those of their caregivers. This information is valuable in the decision-making process—including end-of-life treatment decisions—but is challenging to capture using traditional methods or data sources (eg, electronic medical records and patient questionnaires) because of the rapid progression of the disease and patients’ age at diagnosis. Recent studies have highlighted the need to evaluate patient-reported outcomes for symptoms of AML or MDS to outline areas of focus for clinicians and researchers [13-15]. However, studies assessing experiences, preferences, and perspectives regarding treatment decisions for patients with AML or MDS are scarce, especially for those who are ineligible for intensive chemotherapy [16,17]. Those studies are crucial to better inform drug discovery and regulatory decisions and imperative for improving the patient experience.

Disease-specific platforms (eg, patient forums and discussion boards) on social media represent a virtual community where patients and their caregivers spontaneously share experiences and perspectives related to their disease and treatments. This information can provide an instant snapshot of the current humanistic and economic burden of illness in patients with AML or MDS and provide insight into the rationale for patients’ treatment decisions. The Food and Drug Administration reinforced this idea in June 2018, when it made recommendations encouraging the use of social media to shed light on the patient’s perspectives regarding symptoms and impacts of their diseases, stressing the opportunity to inform medical product development and enhance regulatory decision making [18].

Objectives

The objective of this study was to use social media on disease-specific platforms to identify themes related to disease and treatment experiences of patients with AML or MDS who are ineligible for intensive chemotherapy and their caregivers. It aimed to capture the most important factors that drive patients’ treatment decisions by identifying patients’ priorities and their reasons for pursuing certain types of treatments over others, including preferences in end-of-life situations.

http://www.jmir.org/2019/11/e14285/
Methods

Data Source

An initial search of disease-specific social media was conducted, focusing on the feasibility of addressing the study objectives (finalized on April 23, 2018). The search strategy focused on identifying AML and MDS–specific social media forums and discussion boards, using key search terms such as AML patient forum and MDS patient discussion. An exhaustive list of search terms used can be found in Multimedia Appendix 1.

Generic social media sites such as Facebook, Google+, and Twitter were not considered because of the added complication of filtering out irrelevant material and because access to data is governed by complex terms and conditions and data access fees. Searches were conducted using US and UK Google search engines, the first 5 pages of results were screened by title, and relevant forums were summarized. The searches yielded 41 sites for consideration for use in the study, which were assessed based on the following criteria:

- Each user has a username within the site, and the user can be easily classified as either a patient with AML or MDS or their caregiver/family member. The site topic must be clear, and posts must be specific to AML or MDS.
- The information contained in the forum must be relevant to the key study objectives (ie, disease symptoms and impacts on patients’ HRQoL, treatment sequence, treatment patterns, adverse events [AEs], and impact on caregivers).
- The forum site must be active and contain posts from recent years.
- The information must be posted in English.
- Material is freely available for anyone to find and read, and no registration is required.
- Posted content must be programmatically retrievable, without any restrictions from the site’s data protection terms and conditions.

Of the 41 sites identified during the initial search, 19 met the selection criteria. The following 3 forum sites with the highest number of posts were selected for this study:

1. AML Online Support Group: an active discussion group for patients with AML—visitors to the site are mainly from India, the United States, Pakistan, Indonesia, and Canada [19,20].
2. MacMillan Cancer Support: AML Online Forum: a support and discussion group for AML patients—visitors to the site are predominantly located in the United Kingdom but are also in the United States, India, Canada, and Australia [21].
3. MDS Foundation: MDS Patient Message Board: a platform where patients are encouraged to ask questions and get answers from fellow patients or MDS experts—the majority of its visitors are from the United States [22].

Social Media Content Extraction and Data Preparation

Data extraction algorithms specific to each site were written in the R computational programming language (version 3.5.1 [23]) to extract posts programmatically from each site. Data extracted included username, post content, thread title, date of the post, and URL. A total of 44,456 posts (AML=21,654 and MDS=22,802) were extracted from 7811 users (AML=6373 and MDS=1438).

All data were programmatically deidentified at the time of extraction, and postal codes and addresses, email addresses, Web links, and telephone numbers were all removed. Following extraction, the data were processed and cleaned. Duplicate posts and non-Unicode Transformation Format-8 characters were removed. Misspellings were corrected using a dictionary of known misspellings in disease-related social media data compiled by the authors. The R hunspell package [24] was then used to identify additional misspellings. Despite these efforts, it is possible that some misspellings remained in the final data. Data were then assembled into individual user posting history files in .txt file format. These files contained all post content from each user chronologically. Extracted posts with the username deleted_user could not be assigned to user posting histories. Therefore, these were retained as individual posts and assumed to be individual users.

Study Population

This study focused on patients with AML or MDS who were ineligible for intensive chemotherapy and their caregivers. The inclusion and exclusion criteria are provided in Textboxes 1 and 2, respectively. Intensive and nonintensive chemotherapies are listed in Textbox 3.

Textbox 1. Inclusion criteria.

- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome who mention that they receive a nonintensive chemotherapy
- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome who mention that they are not treated with intensive chemotherapy
- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome who mention that they are treated with an intensive chemotherapy at a low dose
- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome who mention that they are ineligible for intensive chemotherapy
Textbox 2. Exclusion criteria.

- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome who mention that they are treated with an intensive chemotherapy and who do not mention dose
- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome who mention that they have been treated with an intensive chemotherapy and who do not mention that they are no longer eligible to receive it
- Patients/caregivers of patients with acute myeloid leukemia/myelodysplastic syndrome for whom treatment received is not clear

Textbox 3. Chemotherapy treatments used to treat acute myeloid leukemia and myelodysplastic syndrome by intensity used in consideration of inclusion/exclusion criteria. Brand names are listed in parentheses for each generic drug.

<table>
<thead>
<tr>
<th>Intensive chemotherapy treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Amsacrine (Amsidine)</td>
</tr>
<tr>
<td>• Arsenic trioxide (Trisenox)</td>
</tr>
<tr>
<td>• Cytarabine (cytosine arabinoside and high-dose cytarabine)</td>
</tr>
<tr>
<td>• Daunorubicin (Cerubidin)</td>
</tr>
<tr>
<td>• Etoposide (Eposin, Etopophos, and VePesid)</td>
</tr>
<tr>
<td>• Fludarabine (Fludara)</td>
</tr>
<tr>
<td>• Gemtuzumab ozogamicin (Mylotarg) + intensive chemotherapy</td>
</tr>
<tr>
<td>• Idarubicin (Zavedos)</td>
</tr>
<tr>
<td>• Mitoxantrone</td>
</tr>
<tr>
<td>• Tioguanine (thioguanine and 6-tioguanine)</td>
</tr>
<tr>
<td>• Tretinoin (Vesanoid and all-trans retinoic acid)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nonintensive chemotherapy treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Azacitidine (Vidaza)</td>
</tr>
<tr>
<td>• Decitabine (Dacogen)</td>
</tr>
<tr>
<td>• Gemtuzumab ozogamicin (Mylotarg)</td>
</tr>
<tr>
<td>• Low-dose cytarabine</td>
</tr>
</tbody>
</table>

Sample Size and Saturation of Emerging Themes
Saturation (the point at which no new significant themes emerge from the analysis) was judged and assessed by the research team. At various points throughout the analysis, the team discussed and decided to either add more samples (patient posting histories) from the generated pool of 347 study-eligible patients or stop those analyses if it was felt that saturation had been reached. This was independently done on an objective-by-objective basis.

User Classification
From the user posting histories compiled, an initial sample of posts from approximately 11.42% (892/7811) of randomly selected users was manually reviewed to determine whether the user met the inclusion criteria. The decision to include or exclude a user was based on phrases in post content (i.e., “I have AML and am not eligible for intensive chemo”), and discussion of receiving one of the therapies is listed in Textbox 3.

User Selection
For the identification of themes related to disease and treatment experiences of patients, the research team judged that saturation had been reached and stopped further analysis at 80 AML user posting histories and 5 MDS user posting histories. Search terms relevant to end-of-life decisions were generated (details can be found in Table 1) to capture the most important factors that drive treatment decisions for patients, focusing on those that would help address the study objectives; posts containing any 1 of these search terms were included. For the research objective on treatment decisions, it was felt that saturation had not been reached. Therefore, posts of users included following the manual classification were further searched to maximize the relevant content available for analysis, and only those that contained specific search terms listed in Table 1 were included (79 users).
Table 1. Search terms used in targeted qualitative analysis.

<table>
<thead>
<tr>
<th>Category</th>
<th>Search terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-of-life</td>
<td>end of life, palliative, hospice, comfort care, and passed away</td>
</tr>
<tr>
<td>Treatment</td>
<td>no more treatment, stop treatment, not having any treatment, stopped treatment, no longer having treatment, and withdrawn</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>no more chemo, stop chemo, not having any chemo, stopped chemo, and no longer having chemo</td>
</tr>
<tr>
<td>Living longer</td>
<td>quality of life, keep living, live longer, stop living, determined, worth living, keep fighting, living for, more options, affairs sorted, come home, came home, be at home, and now at home</td>
</tr>
</tbody>
</table>

Analysis

Following the manual review of poster history files, qualitative data analysis (QDA) was undertaken for each of the objectives. Posts were qualitatively reviewed in the R Qualitative Data Analysis Package. Thematic analysis was used, taking a top-down approach to data, using hypothesis coding (themes and codes determined a priori) to develop a coding dictionary based on the key objectives [25]. Text segments relevant to the objectives were highlighted, and open coding was used to add codes based on reviewed data. The occurrence of themes was summarized using descriptive statistics.

Results

Study Population

The posting histories of 892 users (AML=608 and MDS=284) including 20,265 posts (AML=15,435 and MDS=4830) were manually reviewed against the inclusion and exclusion criteria of the study, and, ultimately, 347 users (AML=220 and MDS=127) and 4176 posts (AML=1443 and MDS=2733) were included in the study. For the qualitative review, the 85 users included in the study contributed 1152 posts (AML=1132 and MDS=20). Of the 85 users, 73 (AML=68 and MDS=5) had posts relevant to the study. For the targeted qualitative analysis, 79 users (AML=40 and MDS=39) had posts containing the search terms, and on manual review of posts, 45 users (AML=27 and MDS=18) had posts relevant to the study objectives. For further details, see Figure 1.

Figure 1. Study flow. AML: acute myeloid leukemia; MDS: myelodysplastic syndrome.
Identified Themes Related to Disease and Treatment Experiences

The following 5 overarching themes were identified from the results of the QDA: humanistic burden, treatment decisions, unmet needs, life milestones, and economic burden. The number and proportion of users mentioning each theme are shown in Table 2.

<table>
<thead>
<tr>
<th>Overall QDA (N=73)</th>
<th>Description</th>
<th>Users discussing themes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humanistic burden</td>
<td>Impact on social life, impact on family, inability to do day-to-day activities, physical impact, and psychological impact</td>
<td>63 (86)</td>
</tr>
<tr>
<td>Treatment decision</td>
<td>Reasons for declining or not having treatment, reasons for pursuing one treatment over another, and stakeholders involved in the treatment decision</td>
<td>41 (56)</td>
</tr>
<tr>
<td>Unmet needs</td>
<td>Emotional support, management of symptoms and side effects, and treatment options</td>
<td>37 (50)</td>
</tr>
<tr>
<td>Life milestones</td>
<td>Spending time at home during the end-of-life period, putting affairs in order, and family and social events</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Economic burden</td>
<td>Medical expenses, travel expenses, and inability to work</td>
<td>9 (12)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Treatment decision–targeted QDA (N=45)</th>
<th>Description</th>
<th>Users discussing themes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health-related quality of life</td>
<td>Severity of side effects, ability to leave hospital, ability to travel, and being able to socialize</td>
<td>20 (44)</td>
</tr>
<tr>
<td>Home and family</td>
<td>Being at home, reaching specific events, and spending time with family</td>
<td>19 (42)</td>
</tr>
<tr>
<td>Physician decision</td>
<td>What the physician thinks is the best treatment option for the patient</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Patient and family wishes</td>
<td>What the patient and their family want to do regarding treatment</td>
<td>4 (9)</td>
</tr>
<tr>
<td>Affairs in order</td>
<td>Finances, childcare, and writing wills</td>
<td>4 (9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>High-level themes/subthemes</th>
<th>Description</th>
<th>Users discussing themes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall QDA (N=73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Humanistic burden</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment decision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmet needs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Life milestones</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic burden</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment decision–targeted QDA (N=45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home and family</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician decision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient and family wishes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Affairs in order</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aQDA: qualitative data analysis.
bA total of 16 users included in the overall QDA had posts in the targeted treatment decision search; therefore, the total number of users mentioning the treatment decision theme in the study was 70. However, as no targeted search was conducted for the other themes, this number is not compared in the table above.

**Humanistic Burden**

The humanistic burden of AML and MDS was felt strongly by patients and caregivers and sometimes affected daily activities and HRQoL. Patients with AML or MDS were mostly burdened by physical impacts of the disease and/or treatment and most frequently mentioned feeling fatigue or weakness, followed by experiencing infections and fever. Patients experienced AEs that included coughing, headaches, loss of appetite (and subsequent weight loss), nausea and vomiting, pain, mouth blisters, nose bleeds, and hair loss. Many of these impacted daily activities such as eating, sleeping, and going out:

My mother is very frail and suffers with fatigue. She also has an infection so her doctors are holding off on any chemotherapy. [Caregiver]

Posts by patients with AML or MDS revealed various psychological and emotional impacts of the disease. On diagnosis, many patients felt scared and anxious about their upcoming treatment. Many patients and their caregivers were unfamiliar with the disease before diagnosis, and they were left feeling confused because of their lack of knowledge about the disease and treatment options; in turn, this made them more likely to feel desperate and hopeless. The disease and/or treatment sometimes took a toll on patients’ cognitive abilities, affecting their concentration and memory as well as their mood:

I am very anxious at the moment and am not sleeping because I am waiting for my test results. I’m scared that I may not have much longer left. [Patient]

Every day I feel fatigued, cannot concentrate and generally feel down. I’ve also begun to struggle with anger. [Patient]

When my treatment stopped I was on the verge of having a breakdown, and since then have also been diagnosed with depression and PTSD. I also struggle sleeping and with nightmares so I am taking anti-depressants. [Patient]

Family members felt an increasing responsibility to share caring duties and to provide emotional and financial support for patients with AML or MDS. The emotional impact on family was described as heartache, feelings of stress, confusion, fear, and guilt. As caregivers, patients’ families sometimes had to assume additional responsibilities such as making decisions on behalf of the patient, looking after the home, handling paperwork, and taking care of the patient and other relatives. This additional pressure on caregivers sometimes impacted their emotional and psychological well-being as well:
I have felt desperate and helpless, and I find it difficult to talk to friends about. It's difficult to manage visits to the hospital as well as the same time as working. [Caregiver]

I feel that I am useless to my husband, who now has to care for the children, me and manage our finances. I worry that he will resent me. [Patient]

Treatment Decisions
The results of the QDA further categorized treatment decisions into the following 5 subthemes: HRQoL, home and family, physician decision, patient and family wishes, and putting affairs in order. The number and proportion of users mentioning each theme are provided in Table 2. The themes mentioned by the largest proportion of users were HRQoL and home and family (20/45, 44% and 19/45, 42%, respectively). The themes mentioned less commonly were patient and family wishes and putting affairs in order (both were 4/45, 9%).

Patients who discussed reasons for declining or not receiving chemotherapy and the stakeholders involved in the decision commonly mentioned avoiding potential AEs to maintain HRQoL as an important factor in their decisions. Patients (and their caregivers) expressed that they would rather have a better HRQoL over quantity of life and did not want to take the risk of suffering from side effects in the time they had left; as a result, some patients preferred not to receive treatment:

The doctors decided not to give him more chemotherapy the side-effects outweighed the benefits and threatened his life [...] the physician offered a chemotherapy with no side effects, but he does not want the risk. He is stronger and on good days we walk and go for drives, but he does get tired. [Caregiver]

My mom said that the quality of her life is a priority over quantity. because of this she does not want to try the azacitidine [...] it makes me sad but her decision makes sense and I respect it. [Caregiver]

In many cases, it was the physician who decided that a patient would not receive any treatment. Sometimes this aligned with the wishes of the patient and family; however, in some posts, it was clear that the patient/caregiver disagreed with the physician. They felt that the physicians did not want to fight the disease for the same amount of time as they did:

It felt like the doctors gave up before the patient did, so I kept fighting with my father and for my father. [Caregiver]

For patients who discussed the reasons for pursuing certain types of treatments over others and the stakeholders involved in this decision, the most commonly reported reason for choosing a certain treatment was the desire for the patient to be at home rather than in a hospital or care home; this was expressed by both patients and caregivers. Treatments that allow patients to be at home and offer a comparable prognosis were the preferred option:

She has the option to go to a hospital closer to home and be able to go home every day. She said that all she wants is to be able to go home. This chemotherapy treatment will let her go home and give her as good prognosis. [Caregiver]

As would be expected, physicians’ opinions played an important role in pursuing a particular treatment. Caregivers did not always agree with the treatment decision recommended by the physicians, and in some cases, felt that physicians were going too far and compromising the patients’ quality of life (QoL). The patient’s own wishes regarding their treatment—to explore all options and fight until the very end or to stop treatment—were also an important factor:

He had multiple rounds of azacitidine he isn’t improving [...] it seems like my father is their experiment, the doctors were offended when I said this. But his health and life quality has gone downhill and I am tired and annoyed and don’t know what to do. [Caregiver]

My grandmother often felt weak, or was in pain, some days she cried or was confused, but, despite this, she did not succumb to it. Now, she’s on a ventilator in the hospital and I am fighting for her wish. [Caregiver]

Unmet Needs
Patients and their caregivers expressed that they had run out of options or that there were not enough treatments available to them. The lack of treatments for elderly patients was also a topic of discussion, and some patients and caregivers expressed a view that age should not interfere with a patient’s ability to obtain treatment:

There aren’t a lot of solutions and no miracle drug. [Patient]

Other posts identified the view that there was a lack of information and support from physicians. Some patients and caregivers expressed that they felt like their physicians did not provide adequate details needed for them to make informed decisions regarding treatments. Patients and caregivers also indicated a lack of empathy from physicians, which was perceived by them as the physicians refusing to continue treating the patients:

His results are being sent for a second opinion and so we can find a new doctor. our current oncologist isn’t helpful or supportive. [Caregiver]

The doctor point-blank told her they wouldn’t resuscitate if something happened, almost like saying there was no point. [Caregiver]

Patients and caregivers reported receiving inadequate information about specific treatments. Some mistakenly thought that the treatment would be a potential cure, and this sometimes led to disappointment and uncertainty regarding the effectiveness of the treatment and its impact on survival:

I was wrong thinking this was what would cure me, which was a stupid thought, rather than an opportunity to live. [Patient]

No one is really sure how this treatment works, everything occurred so fast and wasn’t explained...
Overall, patients and caregivers expressed that there was a lack of information being provided to them regarding prognosis. They were often uncertain about what they had been told and needed clarity on the meaning of poor prognosis. Caregivers particularly mentioned a lack of warning about the potential for the disease to progress extremely rapidly and the way this could affect the patient. Some caregivers indicated that they would have made different decisions had they known this:

Doctors said he isn’t a candidate for high-dose chemotherapy so instead he’s getting a milder dose and he has a poor prognosis. what does this mean? [Caregiver]

I'm trying to research disease progression because we've all been given broad ranges of days, weeks, or months. [Caregiver]

When I went to see her at the hospital she didn't recognize me. I didn’t expect this, nor did I think it would happen. [Caregiver]

Life Milestones

Patient priorities and preferences in end-of-life situations revolved around being able to spend time with family/friends and was extremely important to both patients and caregivers. This included making the most of the time left or fulfilling the desire to spend their final moments with loved ones. Many patients wished to live long enough to reach a specific event (eg, wedding, Christmas, and birthday), and less frequently, they wanted to survive a specified amount of time that was not tied to a specific occasion:

It was his wish to live until Christmas and our wedding anniversary. he died in peace at home just when he wanted. [Caregiver]

We have a vacation booked soon and we clearly want to go, it’s in another country. it’s the only opportunity when he wanted. [Patient]

Today was sad because there are no plans to bring my father home. i had hopes and plans of being together as a family for the weekend and things being normal. [Caregiver]

Patients had to balance accomplishing certain tasks with the impact a treatment would have on their mental and physical capacity to conduct such tasks. Many patients prioritized putting their affairs in order in preparation for when they passed away, including finances (selling houses and settling bills), funeral plans, and arrangement for their family members:

I keep deteriorating. I am sorting out our assets, our land is being sold, I found new homes for our children and am taking care of my husband. [Patient]

It is a strange situation: planning my funeral, writing my obituary, and taking care of other affairs, all while fighting with all of my power to live. [Patient]

Economic Burden

The economic burden of AML or MDS was not frequently mentioned in the analyzed posts. When it was discussed, however, topics related to a lack of income because of the patient’s physical inability to work, caregivers not being able to work their standard hours because of additional pressures, and costs of treatment:

As a carer it’s very difficult, and sometimes I feel desperate, I have lost my job and now have to manage financial pressures too. [Caregiver]

Discussion

Principal Findings

Patients’ perspective is a vital component to understanding treatment decisions patients make and better informing future decisions. The treatment landscape for patients with AML or MDS particularly lacks this frame of reference. Previous research has examined the definition of patients with AML or MDS who are ineligible for intensive chemotherapy, available treatment options, end-of-life care, and health care resource utilization [26-29]. However, no published research, to the best of our knowledge, has investigated patient preferences for treatment of this population or has explored the use of social media via disease-specific forums to research the experiences of these patients and their caregivers. This study was a novel design that combined the use of unstructured social media text and natural language processing with an established text analysis technique, QDA, to attempt to better characterize and understand the perceptions and priorities of patients with AML or MDS who are not eligible for intensive chemotherapy.

Although the focus of this study was patients with AML who are not eligible for intensive chemotherapy, some findings agreed with those of previously published studies that surveyed the more general AML population. The burden of physical impacts of the disease and/or treatment, including fatigue and weakness, infections, and fever, was frequently reported in this study and in published works that examined similar impacts [30,31]. This study also showed how important psychological and emotional impacts (eg, anxiety, depression, fear, and confusion) were to patients. These impacts were often caused by a lack of knowledge of the condition and its treatment or anticipated test results; these aspects were also reflected in previous studies [31].

Social media also provide caregivers and family members with a wider platform to discuss how they are impacted. This study demonstrated the impact on these individuals who were burdened by additional responsibilities to manage the patient’s affairs on top of their usual roles and duties. In turn, these burdens sometimes had a negative effect on the emotional and psychological well-being of the caregivers.

The study indicated that patients felt there was a lack of treatment options and did not feel that age alone should be a reason to not receive a particular treatment. There was also a clear theme around a general lack of information and knowledge regarding the condition and treatment options, resulting in the
feeling that the patients and caregivers were unable to make fully informed decisions.

This study provided a unique perspective on the experiences and views of patients dealing with end-of-life situations, a situation not easily explored with a survey-based approach. Patients discussed goals that were broader and more complex than simply extending survival. Patients and caregivers highly valued time at home and with family or desired to reach certain life milestones or family events. These priorities might be considered less by clinicians and researchers, but their impact on mental well-being, survival, and HRQoL can be equally as important as qualitative markers and should be considered during the treatment decision-making process.

A recent survey of patients with AML concluded that treatment options that slow disease progression and do not compromise HRQoL are important in this population [15]. In keeping with this, our targeted analysis found that 44% of patients discussing treatment choices mentioned impact on HRQoL as a key influence in opting for one therapy over another. Surprisingly, aspects related to home and family (42%) were equally influential in choosing a treatment. Patients continued to emphasize the importance of being at home, reaching specific life events, and spending time with family. Interestingly, the negative effect of treatments on HRQoL was most cited in reasons for refusing certain treatments, with patients often stating a preference for higher HRQoL over quantity of life for this condition. Influences under the home and family theme were cited as reasons for making or accepting certain treatment choices.

The use of social media offers a unique and complementary approach to capture the perspectives of patients and their caregivers. Published studies that aimed to characterize AML patients’ perspectives using a patient survey approach varied in sample size from 32 to 82 patients [30-32]. However, these studies looked at a range of AML patient groups and ages and covered signs, symptoms, impacts, positive and negative concepts, receiving information, and making treatment decisions. Buckley et al [30] and LeBlanc et al [32] recruited patients from a single hospital setting, which could have resulted in a lack of more general representation.

This social media study is the first, to our knowledge, to look specifically at the experience of AML and MDS patients ineligible for intensive chemotherapy, and the approach was uniquely adaptable to include more patients as needed. A pool of 347 patients qualified for this study—saturation was reached at 85 for the QDA of objectives other than treatment decisions, and 45 patients were used for a targeted analysis of treatment decision making. The sample sizes in this study were comparable with the largest of the published studies for AML and far exceeded guidelines for sample sizes discussed in the literature [31,33].

The use of social media has the added benefit of providing a more geographically diverse sample and reducing timelines for collecting information. Just as important, if not more so, this approach has the potential to collect unprompted responses by patients and caregivers. Many patients may be too weak or frail to participate in patient surveys and in health-related social media forums, whereas caregivers often participate on the patient’s behalf. The inclusion of the experiences of caregivers provides a unique and potentially more comprehensive perspective to the approach of using social media.

A recent publication compared the use of disease-related social media, concept elicitation interviews, and group concept mapping to understand the perspectives of patients with ankylosing spondylitis. The study found that disease-related forums on social media uncovered the most concepts/perceptions, used the least amount of resources, and allowed access to a larger amount of material [34]. Our study also found the use of social media to be an efficient and cost-effective way to collect data of this type. In addition, this study presented a novel insight into the experiences and opinions of a patient group that had not been previously studied. Considering the rarity of the condition and the difficulties in recruiting patients with AML who are not eligible for intensive chemotherapy, this study drew from a relatively large sample size for a more representative look at this patient group. Another strength of this study was that the themes and concepts were driven by the discussions between the patients and caregivers themselves—they were not guided by any moderator, medical professional, or researcher and are therefore less likely to be impacted by information bias than traditional questionnaire or interview studies. Instead, they offer a more accurate and novel reflection of issues that are most important to patients and caregivers.

Social media, however, are a fairly unregulated source of information and should be used with caution. Compared with traditional patient interview studies, the biases present in disease-related social media data are currently not well understood; therefore, it is difficult to characterize the types of bias that could impact the results of this study. However, it should be noted that no study is free of all bias.

Conclusions

Social media provide a window into patients’ and caregivers’ perspectives using a previously untapped approach. The ability to get a more representative and current depiction of what matters to patients with AML or MDS and their caregivers can have an important influence on the treatment landscape and the resulting decision-making process.

This work highlighted the themes that are important to patients with AML or MDS and their caregivers, which have previously been given little consideration but, nonetheless, have a clear influence on their experiences and treatment decisions. The following themes were considered as very important: improved quality of life, living to reach certain milestones. This study also confirmed what had been previously reported in the more general AML population—physical impacts on QoL, such as AEs are important to patients and play a role in treatment decisions. Our approach, however, offered the unique ability to examine a wider range of unsolicited topics and provided a more in-depth look at these discussions.

Physicians and other medical staff should consider these softer preferences and goals and use this knowledge to engage in more
comprehensive, informative discussions with patients and caregivers, especially given the lack of treatment options for this patient population. This knowledge also emphasizes the need to close the information gap for patients and caregivers regarding treatment options and can help clinicians make better-informed recommendations for their patients. Furthermore, the findings of this study can be used to inform further research in this population and allow for patients’ preferences to be taken into account during drug development and for regulatory decisions.
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Abstract

Background: While marketing for electronic cigarette refill liquids (e-liquids) is widespread on Instagram, little is known about the post elements that create appeal among young adult Instagram users. Further information is needed to help shape regulatory strategies appropriate for social media.

Objective: This study examined young adult Instagram user perceptions of actual e-liquid marketing posts and US Food and Drug Administration (FDA)–mandated nicotine addiction warning statements on Instagram.

Methods: A series of 12 focus groups (n=69) were held with non–tobacco users, vapers, smokers, and dual users in Wisconsin between September and December 2018. Participants discussed the elements of posts that they found appealing or unappealing, in addition to completing a survey about each post and e-liquid. Focus group transcripts were analyzed by smoking status using a framework analysis approach.

Results: Although willingness to try e-liquids was highest among nicotine users, focus group discussions indicated that Instagram posts promoting e-liquids held appeal for individuals across smoking statuses. The primary elements that created appeal were the perceived trustworthiness of the Instagram account, attractive design and flavor visuals, and promotion of flavors and nicotine levels that met personal preferences. Post appeal was reduced by references to vaping subcultures, indicators that the post creator did not take nicotine addiction seriously, and FDA-mandated nicotine warning statements. Non–tobacco users were particularly drawn to posts featuring nicotine-free e-liquids with attractive visual designs and flavors known from foods.

Conclusions: Young adults consider a broad range of elements in assessing the appeal of e-liquid marketing on Instagram, with minor but notable distinctions by smoking status. Non–tobacco users are uniquely drawn to nicotine-free e-liquids and are more deterred by the FDA’s mandated nicotine addiction warning statements than those from other smoking statuses. This suggests that it may be possible to tailor policy interventions in a manner that helps to reduce novel uptake of vaping without significantly diminishing its potential harm-reduction benefits.

(J Med Internet Res 2019;21(11):e15441) doi:10.2196/15441
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Introduction

With the growing popularity of refillable electronic cigarettes (e-cigarettes) [1], marketing for the aerosolized electronic cigarette refill liquids (e-liquids) used with devices has become increasingly prevalent. Early estimates suggested that there were thousands of flavors of e-liquids available for sale online [2]. Considering the extremely large variety of e-liquids on the market, brands have sought to distinguish their products using creative flavors, names, label designs, and advertising visuals [3,4]. Many e-liquids are promoted on the visual social media platform Instagram, which is used by 71% of young adults aged...
18 to 24 in the United States [5]. While Instagram bans paid advertising for tobacco products, both e-liquids and e-cigarettes are regularly promoted through posts made by vendors, brands, and sponsored users [3,6,7]. This content remains largely unregulated, except for US Food and Drug Administration (FDA) regulations requiring nicotine addiction warning statements to be placed on all visual advertising for e-liquids containing nicotine. The FDA has clarified that these provisions apply to advertising “communicated via mobile telephone, smartphone, microblog, social media Web site, or other communication tool” [8].

Despite the rapid growth of this content, little is known about the elements of promotional e-liquid posts that shape appeal among young adults. Analyses of Instagram post metadata suggest that e-cigarette posts focused on products receive more likes than explicitly promotional posts [7]. Experimental studies using artificial posts indicate that celebrity endorsements of e-cigarettes on Instagram are associated with greater intent to use e-cigarettes [9,10], although formal celebrity vaping promotions are not currently prevalent on Instagram [3,11]. Exposure to cartoons on e-liquid bottles has also been shown to be associated with a susceptibility to use e-cigarettes [12]. Studies of Instagram promotion from other fields suggest that high quality images and avoiding resemblances to traditional advertising are key to establishing appeal and authenticity [13,14]. There is also limited evidence on the ways in which FDA-mandated nicotine warnings might alter the appeal of posts. To date, only one study has considered these warnings on social media. Focusing on a sample of e-cigarette users, the study found that warnings on tweets from a fictional e-cigarette company reduced perceptions of healthiness but did not increase perceptions of harm or reduce willingness to try e-cigarettes [15].

To address current gaps in the literature and determine the post elements that shape appeal, this study examined perceptions of actual Instagram posts that promote e-liquids through a series of twelve focus groups with young adults. Evidence suggests that young adults are at higher risk of initiating e-cigarette use than youth [16], making this a particularly important population for study. Considering both the importance of e-cigarettes as a harm reduction tool for smokers and the challenges of growing uptake of e-cigarettes by nonsmokers [17], we also considered how perspectives differ by smoking status. Finally, we examined the impact of FDA-mandated warning statements about nicotine addiction. Study insights can help to determine priorities for the regulation of e-cigarette promotions on visual social media.

**Methods**

**Summary**

Young adults in the Milwaukee, Wisconsin area were recruited through ads on Facebook, Instagram, and Craigslist, as well as flyers distributed at local vape and tobacco stores, coffee shops, libraries, and one public and one private university. To be eligible, participants had to be aged 18-24 years old, speak English, and view their Instagram account at least once per week. Participants were screened by a graduate research assistant and those who met the above criteria were invited to join the study. Participants were assigned into focus groups based on their status as a smoker, vaper, dual user, or non–tobacco user. Former smokers who did not currently vape were excluded from enrollment. Participants were provided with a meal and a $50 gift card as an incentive. The Institutional Review Board at the University of Wisconsin-Milwaukee approved the research protocol.

**Data Collection**

Overall, 12 focus groups were held between September and December 2018. Prior research suggests that most themes are identified in the first three focus groups, so we aimed for three groups per smoking status [18]. Focus groups were stratified by smoking status and sizes ranged from four to eight participants. Each focus group lasted approximately 90 minutes. A semistructured interview guide was developed to elicit perceptions of five real world Instagram posts promoting e-liquids. Posts were chosen to be representative of common themes, user types, and practices found in e-liquid promotions on Instagram [3]. Specifically, posts were chosen to reflect both vendors and individual users with commercial ties to brands. Posts were also chosen to reflect elements such as warning statements, flavor descriptions and visuals, cartoon illustrations, nicotine and nicotine-free e-liquids, and the presence of a person vaping. To protect the privacy of the accounts whose posts were included, Multimedia Appendix 1 includes a written description of posts rather than post reproductions. To capture greater variation in post elements and include more posts with the FDA nicotine warning statements, which became mandatory effective August 2018, three of the posts were switched out for new ones after the completion of the first focus group for each smoking status. Mandated warnings comprise 20% of the visual element of the post, and state: “WARNING: This product contains nicotine. Nicotine is an addictive chemical.”

Following informed consent, participants completed questionnaires on self-described demographics, tobacco use, and prior e-liquid marketing exposure. Participants were also presented with printed copies of each post. To provide participants with the full context needed to assess posts, these were paired with images of the user profile pages associated with posts (containing the user’s profile information and small versions of their three most recent Instagram posts). For each post, participants were asked to circle elements they found appealing or unappealing and complete a survey indicating if they would like, comment on, or repost the post, their willingness to purchase or try the e-liquid, and their perception of the e-liquid using a response scale, modeled after prior research on perceptions of e-cigarette ads [19] and based on the following word pairs: delicious/disgusting, enjoyable/unenjoyable, healthy/unhealthy, safe/dangerous, fun/boring, and cool/not cool. For each word pair, participants used a 5-point scale to indicate which word better captured their impressions (eg, fun would be a 5 and boring would be a 1). Led by a professional, independent moderator, each post was discussed one at a time, with participants prompted to explain elements that they found appealing or unappealing. All focus groups were audio-recorded.
Data Analysis

First, quantitative data from the survey were analyzed across smoking status groups. Because each individual participant rated 5 Instagram images and therefore those 5 ratings are nonindependent, meaning that ratings are clustered within each individual (a total of 345 ratings by 69 participants), analyzing such nonindependent data as if they were independent can lead to biased estimates. To account for nonindependence, we employed mixed-effects models (mixed-effects logistic models for binary variables, and mixed-effects regression models for the 5-point Likert scale values) [20]. All statistical analyses were conducted using STATA 14 (StataCorp, College Station, Texas).

Following transcription of focus group discussions, qualitative data were analyzed using a framework analysis approach [21]. The first transcript from each smoking status was independently coded line-by-line by the lead (LL), second (KP), and third (MS) authors to allow for discussion of commonly found themes and the creation of an initial codebook. Themes were identified using an inductive process, with initial codes being grouped into higher level codes through team discussion [22]. Following this, the codebook was applied to all transcripts by the first author (LL) and second author (KP) using MAXQDA 2018 (VERBI Software, Berlin, Germany). All coding was discussed, with any disagreements resolved and updates to code definitions made as needed. Following coding, all data were charted by primary theme and smoking status into a spreadsheet matrix to facilitate analysis and interpretation. Additionally, memos were used to summarize and explore relations between themes, identify differences by smoking status, and highlight illustrative quotes. Memos took the form of multiple collaborative Word documents exploring different themes to assist with data immersion and the leap from “the concrete to the conceptual” [23].

Results

Overview

We conducted a total of 12 focus groups with 69 individuals; three focus groups each with vapers (n=20), dual users (n=18), smokers (n=12), and non–tobacco users (n=19). Overall, the sample was 58% male (n=40) and 41% female (n=28), with an average age of 21.10. One participant identified as nonbinary. See Table 1 for further participant demographics. A total of 45% (n=9) of vapers were former smokers, while 58% (n=7) of smokers reported having tried e-cigarettes at least once. Overall, 50% (n=9) of dual users and 83% (n=10) of smokers reported smoking cessation attempts in the past year. Post surveys indicated that about one third of participants would like the posts if they saw them on their Instagram feed. Only 7% (n=5) and 4% (n=3) of them would comment or repost, respectively. The group difference on these opinions was found not to be statistically significant. However, vapers were more likely to rate e-liquids “healthy” and “safe” than nonusers. All nicotine user statuses also expressed a greater willingness to try the e-liquids if offered by a close friend and to buy them for themselves. See Table 2 for full post ratings and Table 3 for full e-liquid ratings. In Table 3, means represent ratings from 1-5, with 5 representing the most favorable rating of the e-liquid. Standard errors were adjusted for clustering of the measures within respondents.
Table 1. Participant characteristics by smoking status.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=69)</th>
<th>Nonuser (n=19)</th>
<th>Cigarette smoker (n=12)</th>
<th>Vaper (n=20)</th>
<th>Dual user (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (mean, SD)</strong></td>
<td>21.10 (1.91)</td>
<td>21.11 (2.08)</td>
<td>22.92 (1.31)</td>
<td>19.75 (1.21)</td>
<td>21.39 (1.65)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40 (58.0)</td>
<td>9 (47.4)</td>
<td>9 (75.0)</td>
<td>14 (70.0)</td>
<td>8 (44.4)</td>
</tr>
<tr>
<td>Female</td>
<td>28 (40.6)</td>
<td>9 (47.4)</td>
<td>3 (25.0)</td>
<td>6 (30.0)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>1 (1.4)</td>
<td>1 (5.2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>43 (62.3)</td>
<td>9 (47.4)</td>
<td>3 (25.0)</td>
<td>17 (85.0)</td>
<td>14 (77.8)</td>
</tr>
<tr>
<td>African American/black</td>
<td>11 (15.9)</td>
<td>6 (31.6)</td>
<td>3 (25.0)</td>
<td>0 (0)</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>Hispanic/Latinx</td>
<td>3 (4.4)</td>
<td>0 (0)</td>
<td>3 (25.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>6 (8.7)</td>
<td>1 (5.3)</td>
<td>2 (16.7)</td>
<td>1 (5.0)</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>American Indian</td>
<td>1 (1.5)</td>
<td>1 (5.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Biracial</td>
<td>5 (7.2)</td>
<td>2 (10.5)</td>
<td>1 (8.3)</td>
<td>2 (10.0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>9 (13.2)</td>
<td>1 (5.6)</td>
<td>1 (8.3)</td>
<td>4 (20.0)</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td>Some college or technical training</td>
<td>47 (69.1)</td>
<td>11 (61.1)</td>
<td>8 (66.7)</td>
<td>16 (80.0)</td>
<td>12 (66.7)</td>
</tr>
<tr>
<td>College graduate or more</td>
<td>12 (17.6)</td>
<td>6 (33.3)</td>
<td>3 (25.0)</td>
<td>0 (0)</td>
<td>3 (16.7)</td>
</tr>
<tr>
<td><strong>Seen/heard promos for e-cigs\textsuperscript{b}/e-liquids\textsuperscript{c}, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In stores</td>
<td>45 (66.2)</td>
<td>13 (72.2)</td>
<td>10 (83.3)</td>
<td>11 (55.0)</td>
<td>11 (61.1)</td>
</tr>
<tr>
<td>TV</td>
<td>11 (16.2)</td>
<td>7 (38.9)</td>
<td>0 (0)</td>
<td>2 (10.0)</td>
<td>2 (11.1)</td>
</tr>
<tr>
<td>Radio</td>
<td>2 (2.9)</td>
<td>1 (5.6)</td>
<td>1 (8.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Instagram</td>
<td>40 (58.8)</td>
<td>12 (66.7)</td>
<td>6 (50.0)</td>
<td>12 (60.0)</td>
<td>10 (55.6)</td>
</tr>
<tr>
<td>Other social media</td>
<td>40 (58.8)</td>
<td>13 (72.2)</td>
<td>5 (41.7)</td>
<td>11 (55.0)</td>
<td>11 (61.1)</td>
</tr>
<tr>
<td>Website banner ads</td>
<td>20 (29.4)</td>
<td>7 (38.9)</td>
<td>1 (8.3)</td>
<td>8 (40.0)</td>
<td>4 (22.2)</td>
</tr>
<tr>
<td>Billboards</td>
<td>7 (10.3)</td>
<td>2 (11.1)</td>
<td>2 (16.7)</td>
<td>2 (10.0)</td>
<td>1 (5.6)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}n=18. One nonuser did not list education or prior marketing exposure.

\textsuperscript{b}e-cigs: electronic cigarettes.

\textsuperscript{c}e-liquids: electronic cigarette refill liquids.

Table 2. Ratings of the posts by smoking status.

<table>
<thead>
<tr>
<th>Ratings</th>
<th>Total proportion (SD)</th>
<th>Nonuser proportion (SD)</th>
<th>Cigarette smoker proportion (SD)</th>
<th>Vaper proportion (SD)</th>
<th>Dual user proportion (SD)</th>
<th>( P ) value\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Would like post</td>
<td>0.33 (0.04)</td>
<td>0.28 (0.06)</td>
<td>0.48 (0.10)</td>
<td>0.33 (0.06)</td>
<td>0.30 (0.07)</td>
<td>.93</td>
</tr>
<tr>
<td>Would comment on post</td>
<td>0.07 (0.02)</td>
<td>0.13 (0.06)</td>
<td>0.08 (0.04)</td>
<td>0.05 (0.03)</td>
<td>0.02 (0.02)</td>
<td>.11</td>
</tr>
<tr>
<td>Would repost</td>
<td>0.04 (0.01)</td>
<td>0.01 (0.01)</td>
<td>0.08 (0.05)</td>
<td>0.02 (0.02)</td>
<td>0.05 (0.03)</td>
<td>.27</td>
</tr>
</tbody>
</table>

\textsuperscript{a}\( P \) values were obtained from mixed-effect models with nonusers as a reference group.
Table 3. Ratings of the electronic cigarette refill liquids by smoking status.

<table>
<thead>
<tr>
<th>Ratings</th>
<th>Total, mean (SD)</th>
<th>Nonuser, mean (SD)</th>
<th>Cigarette smoker, mean (SD)</th>
<th>P value(^a)</th>
<th>Vaper, mean (SD)</th>
<th>P value(^a)</th>
<th>Dual user, mean (SD)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delicious</td>
<td>3.21 (0.08)</td>
<td>3.03 (0.15)</td>
<td>3.17 (0.21)</td>
<td>.48</td>
<td>3.19 (0.13)</td>
<td>.45</td>
<td>3.41 (0.15)</td>
<td>.08</td>
</tr>
<tr>
<td>Enjoyable</td>
<td>3.31 (0.08)</td>
<td>3.10 (0.15)</td>
<td>3.27 (0.21)</td>
<td>.53</td>
<td>3.37 (0.16)</td>
<td>.23</td>
<td>3.48 (0.15)</td>
<td>.10</td>
</tr>
<tr>
<td>Healthy</td>
<td>2.51 (0.10)</td>
<td>1.95 (0.14)</td>
<td>2.51 (0.15)</td>
<td>.05</td>
<td>3.04 (0.19)</td>
<td>&lt;.001</td>
<td>2.47 (0.20)</td>
<td>.04</td>
</tr>
<tr>
<td>Safe</td>
<td>2.85 (0.10)</td>
<td>2.37 (0.13)</td>
<td>2.90 (0.22)</td>
<td>.07</td>
<td>3.30 (0.21)</td>
<td>&lt;.001</td>
<td>2.78 (0.19)</td>
<td>.11</td>
</tr>
<tr>
<td>Fun</td>
<td>3.44 (0.09)</td>
<td>3.13 (0.14)</td>
<td>3.64 (0.32)</td>
<td>.07</td>
<td>3.46 (0.16)</td>
<td>.17</td>
<td>3.58 (0.13)</td>
<td>.07</td>
</tr>
<tr>
<td>Cool</td>
<td>3.04 (0.12)</td>
<td>2.62 (0.20)</td>
<td>3.22 (0.35)</td>
<td>.09</td>
<td>3.14 (0.17)</td>
<td>.08</td>
<td>3.21 (0.21)</td>
<td>.05</td>
</tr>
<tr>
<td>Would try</td>
<td>3.61 (0.12)</td>
<td>2.80 (0.29)</td>
<td>3.54 (0.21)</td>
<td>.02</td>
<td>4.01 (0.12)</td>
<td>&lt;.001</td>
<td>3.97 (0.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Would buy</td>
<td>2.15 (0.10)</td>
<td>1.52 (0.15)</td>
<td>2.24 (0.23)</td>
<td>.007</td>
<td>2.26 (0.16)</td>
<td>.003</td>
<td>2.57 (0.21)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) P values were obtained from mixed-effect models with nonusers as a reference group.

Focus Group Discussions

Overview

Through framework analysis we identified the following themes in how young adults assess the appeal of e-liquid marketing posts on Instagram: (1) accounts must be trustworthy; (2) visuals are key to grabbing attention; (3) flavor mimicry, in which flavors resemble known foods and beverages, is favored; (4) nicotine levels should be clear and have options; (5) references to vaping culture repel users and nonusers alike; (6) marketing should be sensitive to nicotine addiction; and (7) warning statements reduce post appeal. Each of these and their subthemes are covered below, with discussion of any differences tied to smoking status. Illustrative quotes are found in Table 4.

Accounts Must be Trustworthy

Participants of all smoking statuses frequently reflected on the importance of the trustworthiness of the users who made the posts. Limited trust in a user, or the company they were promoting, diminished interest in trying a product due to both safety and ethical concerns. Without the ability to try a product in person, participants relied on proxy measures for quality. The number of followers, likes, and comments were frequently mentioned as a good sign that a poster was trustworthy (Table 4: Q1.1). Several participants were concerned about the ratios of followers to following and about fake followers, which caused trust to significantly diminish. Across all the groups, many participants found posts from individual Instagram users with brand/store sponsorships to be appealing and authentic and therefore more trustworthy than more explicitly commercial posts made directly by brands or stores (Table 4: Q1.2). The more the post felt like organic, unpaid content, the more trust increased. For many there was a sense of inherent trust in the posters, and sponsorship conferred some sense of the product having been vetted. One non–tobacco user felt that sponsored posts were particularly reliable because:

*you’re not going to just like let yourself be sponsored by anything.*

However, when sponsored users crossed the line into being “someone who just has sponsors for money,” their higher levels of appeal begin to diminish (Table 4: Q1.3).
Table 4. Selected quotes highlighting key themes in responses to e-liquid promotion posts.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Quote</th>
</tr>
</thead>
</table>
| Accounts must be trustworthy and authentic. | 1.1 The more [followers] you have the more accountable you are to more people, so I trust something from someone who has a lot more followers than someone who has a lot less. [V 47]  
1.2 I just feel more trust for this post than I would someone that’s like purely trying to sell me something... It’s just more of a personal picture because it could be one of my friends posting a picture of what they’re smoking rather than like a graphic that someone obviously spent money for a designer [to create]... [DU 26]  
1.3 Like maybe he’s not a company, but he’s definitely like a promoter and someone is paying him to do this... it takes me out of the whole personal thing, it doesn’t feel as personal. [DU 32] |
| Visuals are key to grabbing attention. | 2.1 Regardless of the how good the flavors sound, you’re not going to look in the description unless you like the main picture... [DU 20]  
2.2 I’m not going to lie, I marked like it looked fun mostly because of the colors within it... [NU 2]  
2.3 ...it’s easy to look at that and I think of the flavor the strawberry and imagining like how it kind of does make you think of gum and like you can easily imagine what a fruity minty gum tastes like and so, even though it’s not gum obviously, but it’s easy to image what that would be like tasting it and also I smoke menthol cigarettes so, the whole- the specific thing of like refreshing, minty, and then ice cubes it’s like “yes, that’s- I like that, that’s up my alley”. [CS 21] |
| Flavor mimicry is favored. | 3.1 If I didn’t use it, this would be the one that would make me want to, simply because I like candy and it’s something that I know I would like if it actually did imitate the taste or something like that, so I thought it was cool. [NU 21]  
3.2 Yeah, I mean I love coffee so it definitely stood out as intriguing, caught my attention. [NU 26]  
3.3 Because it doesn’t have nicotine and it looks like a pie flavor so, I have smoked regular cigarettes and it’s not like you have these kinds of flavors. It’s just something that I may want to explore... It’s something that I might want to explore, you know, to try different flavors like in a smoking experience. [CS 23] |
| Nicotine levels should be clear and have options. | 4.1 I hit mine just for the buzz, I don’t really see the point of hitting for a cloud [of vapor]... I wouldn’t buy it because I don’t really see the point. [V 47]  
4.2 I know the difference between lights and Marlboro lights and Marlboro reds and menthol and that kind of stuff but, if someone tells me like, “Okay, this vape has 21 milligrams of nicotine,” I have no idea what that amounts to....So, instead of just putting out numbers make it easier in a way to understand people that look at this as, this has more nicotine as compared to a normal one. This is something which has less. [CS 27]  
4.3 If I were to vape, I would probably start with something that doesn’t have nicotine and, how am I supposed to know, if it had like a label that’s probably what I’m going to reach for. [NU 09] |
| References to vaping culture repel users and nonusers alike | 5.1 It makes me not want to buy it like at all... Yeah. I don’t know, it’s just overly masculine. Yeah “be like us use this e-liquid” or whatever, just like some Chad. I don’t know, I hate everything about this ad. [V 31]  
5.2 There’s no imagery of like vaping in movies and shit...you don’t see like a Swashbucklers, like a cool character, or like bad boy with a vape. It’s always a cigarette. [CS 18]  
5.3 None of [the posts] seem like they are at all geared towards quitting smoking, it’s just promoting the hobbyist side of vaping...I don’t know, if I were to go through the process of quitting something, I wouldn’t want to make it this glamorized thing of like “oh now I’m joining this cool vaping community.” I’d just be like “oh wow, I’m damaging my body every day and I want to try to damage my body a little bit less.” I don’t know if I would necessarily buy into that as “this is my new hobby now,” like it’s the same as if someone said that their hobby was going sober and not drinking alcohol... [DU 20] |
| Marketing should be sensitive to nicotine addiction | 6.1 I feel like it’s representing the vape community poorly and makes it seem like we’re trying to market, or they’re trying to market, to young people and there are just a bunch of average people like us who vape, for whatever reason that we do, and aren’t trying to promote this negatively. So, I think it just reflects poorly. [V 30]  
6.2 The whole point of e-cigarettes is to help people use a healthier alternative to smoking and eventually quit nicotine or cigarettes all together, but this guy is treating it as a hobby which is like super lame. For example, like the zero milligrams and he even has a hashtag that says “stop smoking.” Like there’s really no point of him even putting this in his lungs if he’s smoking zero milligrams. [CS 18] |
Warning statements reduce post appeal

7.1  It’s kind of like album artwork when they have the explicit sign on it and it’s really pretty album artwork it’s like – I get it, it has swearwords, why did you have to put that there? You just ruined the album artwork. And it’s kind of the same idea. [V 40]

7.2  I already smoke cigarettes, there’s already nicotine in that so- (laughs). [CS 4]

7.3  I don’t know, it’s like putting ’warning’ on like a beer thing, “warning this beer will get you drunk,” like yeah, no shit, it will. [V 31]

Visuals are Key to Grabbing Attention

All participant groups favored good visual design, defined largely by how well posts met conventions for “good Instagramming” (eg, not too many hashtags, not reposting identical images, use of aesthetically appealing filters), the clarity with which posts conveyed flavors and nicotine levels, and personal preferences for colors, visuals, and themes used in marketing. Given the Instagram ecosystem, in which users must choose to stop on a post and read it rather than continuing to scroll through their feed, some participants explicitly recognized the importance of initial post impression (Table 4: Q2.1).

Although thematic and aesthetic preferences were highly individual, with participants in the same group often strongly divided on the visual appeal of a post, most users favored fun and bright-colored posts (Table 4: Q2.2). Pop culture themes were also attractive to many. A post featuring an e-liquid with an anthropomorphic cartoon banana on the label and the caption “This flavor is B-A-N-A-N-A-S” was particularly popular and made several participants think of a song by pop artist Gwen Stefani. Overly edgy themes were more broadly disliked due to heightened risk perceptions and a sense of companies trying too hard to be cool. Visuals depicting flavors were almost universally appreciated when the foods aligned with their own taste preferences. Flavor visuals allowed participants, including non–tobacco users, to conjure up a vivid image of the flavor (Table 4: Q2.3).

Flavor Mimicry is Favored

As suggested above by the importance of flavor visuals, the flavors of the e-liquids being marketed were critical for determining appeal. Although individual flavor preferences were varied, which suggests that multiple flavor options are critical, most participants expressed liking flavors that mimicked tastes that they already knew and enjoyed in the context of real foods and beverages. Several non–tobacco users expressed strong interest in known flavors (Table 4: Q3.1, Q3.2). Specific named items like branded candies were particularly appealing because they were considered to be increasing the odds of flavors tasting good.

Unlike non–tobacco users, who mainly felt that flavors seemed appealing, vapers, dual users, and smokers had concerns with flavor fidelity and the extent to which flavors accurately captured the flavor they were intended to portray. Several e-liquids were deemed unappealing because the users felt that manufacturers probably failed to capture the flavor correctly. Vague e-liquid names and posts without clear flavor information also reduced post appeal. Many vapers and dual users felt that visuals were important for initial appeal, but flavor was what that ultimately shaped their perception of the e-liquids. As a result of this, several participants indicated that they would be willing to try e-liquids in the posts but would not outright buy them in case they disliked the flavor. For smokers who did not currently vape, e-liquid flavors presented a distinct point of interest because it was a way to branch out from the taste of tobacco. Some smokers indicated that they might entertain the idea of vaping because of the flavors depicted in the posts (Table 4: Q3.3).

Nicotine Levels Should be Clear and Have Options

Participants from all smoking statuses wanted posts to provide clear information about nicotine levels. Among nicotine users, there was a desire to know about the availability of higher nicotine levels than the ones depicted in the post. This was particularly the case for posts depicting bottles with 0 to 3 milligrams of nicotine, which many nicotine users found to be insufficient to meet their own needs (Table 4: Q4.1). Still, most vapers and dual users felt more inconsistently than deterred by unappealing nicotine levels because they indicated that the e-liquid flavor would likely be sold in multiple nicotine levels if they looked it up online. Smokers seemed less aware of the variety of nicotine levels available and were not always clear on which level of nicotine would meet their needs (Table 4: Q4.2). Overall, nicotine users also had an appreciation for e-liquids offered in a variety of nicotine levels, with several noting that nicotine users could gradually taper their nicotine levels for health or cessation.
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Non–nicotine users wanted to know which e-liquids were nicotine-free and considered clear labeling to be useful. Some suggested this could be like peanut-free or sugar-free labeling, which was partially out of concern for former smokers who they envisioned might want to vape but not use nicotine, while others appeared to consider their own potential use of e-liquids (Table 4: Q4.3). The presence of nicotine was seen as elevating the risks of the product, while non–nicotine products were more welcoming and less risky.

References to Vaping Culture Repels Users and Nonusers Alike

Participants felt that several of the Instagram posts captured images, themes, and language that were representative of vaping culture. The presence of these post elements reduced appeal among large numbers of participants across all smoking status groups. A post depicting a tattooed man in a baseball cap vaping and holding an e-liquid elicited particularly negative responses. The frequent use of vape culture hashtags referencing women (eg, #girlswithvape, #drippigirls), despite the lack of depiction of women in posts, was particularly unappealing to female participants. Several of the hashtags used, such as #vapeordie and #swag, were seen as “cringe” and off-putting. Despite their own e-cigarette use, vapers and dual users were also extremely put-off by post elements referencing their visions of stereotypical vaping culture (Table 4: Q5.1). Non–nicotine users and smokers both suggested that the posts were trying too hard to be appealing and that vaping was less cool than smoking (Table 4: Q5.2).

Negative responses to marketing elements drawing on vaping culture were grounded in a preexisting, extremely negative view of stereotypical vapers. Across the smoking statuses, stereotypical vapers were commonly made fun of as “douches,” “Chads,” “neck-beards,” and “bros.” Several smokers and non–tobacco users suggested that vaping was inherently less cool than smoking. Participants from all smoking statuses were reluctant to be associated with vaping culture. Vapers and dual users spoke of trying to dissociate themselves from the culture depicted in the posts, while smokers were concerned that vaping would automatically lump them into the vaping culture. One smoker felt that the post sent a message that “if you vape, you will become like this.” The poor perception of vaping culture appeared to serve as a deterrent for some dual users and smokers to switch entirely to vaping (Table 4: Q5.3).

Marketing Should be Sensitive to Nicotine Addiction

Across all smoking statuses, several participants were upset about the ways in which e-liquids marketing strategies that targeted children or would lead to continued addiction. Hashtags such as #vapemadepicid created particularly negative responses (Table 4: Q6.3).

Warning Statements Reduce Post Appeal

Several participants across smoking statuses felt that the FDA-required warning statements about nicotine being addictive reduced post appeal. However, the impact on risk perception and appeal of the products promoted in posts was more ambiguous. Primarily, the warnings were seen as diminishing appeal because they were so large that they ruined the aesthetics and visual design of the post (Table 4: Q7.1). Some questioned the judgement of the Instagram user for applying such large and frequent warnings, not realizing that they were mandated. Other participants were aware of the requirement but were unclear about when the statements were required, particularly regarding sponsored users and e-liquids without nicotine. At the same time that they expressed dislike over the visual impact of the warnings, many nicotine users felt that the presence of the warnings was important to deter youth and novel users, although they were not always sure that the warnings would actually work to deter anyone.

Regarding personal risk perception, nicotine users were largely nonplussed by the warnings about nicotine addiction due to their current nicotine addictions and product familiarity (Table 4: Q7.2, Q7.3). Others felt that warning statements were so omnipresent in their lives, particularly on foods, that they tuned them out altogether. However, a few nicotine users did explicitly suggest that it was an unwelcome reminder of the potential harms of their vaping. For non–tobacco users, the warning statements had a clearer impact on risk perception and reduced product appeal. Many saw themselves as non–nicotine users, as reflected in the higher appeal of zero milligram nicotine e-liquids. Accordingly, the presence of the nicotine warnings reduced product appeal, and products in posts without warnings were often seen as safer. One non–tobacco user explained that the warnings were like a “road closed do not go here sign.”

Discussion

Primary Findings

The findings from this focus group study suggest that Instagram posts promoting e-liquids may hold appeal for individuals across smoking statuses, including non–tobacco users. The primary elements that create appeal are the trustworthiness of the Instagram account, the use of attractive design and flavor visuals, and the promotion of flavors and nicotine levels that meet personal preferences. The importance of visuals, particularly those depicting flavors, suggests that Instagram posts are well positioned for highlighting the often detailed and vivid art on e-liquid bottles. By contrast, post appeal is reduced by references to vaping subcultures, themes and hashtags that suggest post creators do not take nicotine addiction seriously, and the use of FDA-mandated warning statements. In short, participants weighed the account creator, the post content, and the product being promoted in making their assessment of posts. Each of these represent an area for potential regulatory action.
The elevated appeal and sense of authenticity created by sponsored users is of concern since Instagram is home to large volumes of posts made by users who indicate a sponsor or affiliate relationship with e-liquid and e-cigarette brands [3]. Prior Instagram research also supports that ads that resemble user-generated posts are considered more authentic and appealing than those that resemble traditional advertising [14,24]. Given the spread and appeal of sponsored promotions for e-liquids, this represents an important area for future research and action by both the FDA and the US Federal Trade Commission.

While findings suggest that limiting flavor options would likely help reduce post appeal among non–tobacco users, it would likely have a similar effect on smokers and dual users who may, in the absence of full cessation, benefit from a full transition to e-cigarette use. Several prior studies have also suggested that non–tobacco flavors may play a role in smoking cessation for young adults [25,26]. Regulating the use of colors and cute/cartoon visuals on labels, which were a significant driver of initial appeal and a source of concern for some nicotine users, may be a more pragmatic approach. Further research should explore the viability of limiting appeal specifically among non–tobacco users. FDA-mandated warning statements on images do appear to have a promising effect on reducing the appeal of posts. Attractive and platform normative visuals play an essential role to establishing marketing appeal on Instagram [13,14], and it appears that large warnings may disrupt the positive effects of an otherwise good visual. This impact is distinct from the actual risk messaging of the warning, which had a more limited negative effect that was largely limited to non–tobacco users. Echoing findings from Guillery et al [15], the actual content of the warnings may not be effective for nicotine users given that they already experience nicotine addiction. Further, regulators should ensure that the warning mandate does not inadvertently lead to more posts marketing nicotine-free e-liquids to avoid applying the warnings. Focus group findings suggest that an increase in marketing for zero milligram e-liquids may cause increased interest from non–nicotine users, while having minimal effects on e-cigarette users.

Finally, references to vaping subculture appeared to be the element that most strongly reduced the appeal of posts among participants. While early studies suggested that young adults found vaping to be “cool” [27,28], more recent work suggests that vaping has shifted into a stigmatized “uncool” behavior [29-32]. In this case, it appears that one of the most unappealing things an e-liquid post can do is prominently feature an image of a person who is seen as a stereotypical vaper. This is a particularly notable finding given earlier research suggesting that images of a person using an e-cigarette created appeal among smokers [33,34]. Both the drivers of this shift and the implications for e-cigarette uptake need further study. The health equity risks of stigmatizing e-cigarette users in a similar fashion to smokers should also be considered [35].

Limitations
This study has several limitations. Although focus group participants were recruited from multiple social media platforms and offline settings, they may not be representative of all young adults. The overall number of smokers enrolled was also smaller than other status groups due to a low prevalence of smokers among those who contacted the study team to enroll. Additionally, smoking status was self-reported, and some participants may have been placed in focus groups not reflecting their true smoking status. The use of real Instagram posts and brands prevented a narrow focus on the impact of individual post elements in isolation, but significantly strengthened ecological validity.

Conclusion
This research suggests that young adults consider a broad range of elements in assessing the appeal of e-liquid marketing on Instagram. Although flavors are important for ultimate appeal, participants also mentioned factors such as visual design, nicotine levels, and account trustworthiness as critical. The intersection between Instagram, as a visual platform, and the often-elaborate art on e-liquid bottles is particularly notable for those seeking to reduce the appeal of e-liquid marketing. For young adults who did not currently use tobacco, posts featuring attractive e-liquid designs in multiple flavors and zero milligrams of nicotine were particularly appealing and therefore of concern. Warnings reduced the visual appeal of posts among participants, although the specific phrasing mandated by the FDA may have limited impact on those who already face addictions to nicotine. Overall, the identification of nuances in post perceptions across smoking status groups suggests that it may be possible to target regulatory approaches specifically toward minimizing vaping appeal among non–tobacco users.
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Abstract

Background: Using social media for research purposes is novel and challenging in terms of recruitment, participant knowledge about the research process, and ethical issues. This paper provides insight into the recruitment of European parents of children with specific congenital anomalies to engage in coproduction research by using social media. Secret Facebook groups, providing optimal security, were set up for newly recruited research-aware parents (RAPs) to communicate privately and confidentially with each other and for the research team to generate questions and to interpret findings.

Objective: This study aimed to use social media for the recruitment and engagement of parents in research and to determine the research priorities of parents who have children with Down syndrome, cleft lip with or without cleft palate, congenital heart defects, and spina bifida.

Methods: The design was exploratory and descriptive with 3 phases. Phase 1 included the recruitment of RAPs and generation of research questions important to them; phase 2 was a Web-based survey, designed using Qualtrics software, and phase 3 included analysis and ranking of the top 10 research questions using an adapted James Lind Alliance approach. Simple descriptive statistics were used for analysis, and ethical approval was obtained from the Ethics Filter Committee of the Institute of Nursing and Health Research, Ulster University.

Results: The recruitment of 32 RAPs was a sensitive process, varying in the time taken to consent (mean 51 days). However, parents valued the screening approach using the State-Trait Anxiety Inventory as a measure to ensure their well-being (mean 32.5). In phase 1, RAPs generated 98 research questions. In phase 2, 251 respondents accessed the Web-based survey, 248 consented, and 80 completed the survey, giving a completeness rate of 32.3% (80/248). Most parents used social media (74/80, 92%). Social media, online forums, and meeting in person were ranked the most preferable methods for communication with support groups networks and charities. Most respondents stated that they had a good understanding of research reports (71/80, 89%) and statistics (68/80, 85%) and could differentiate among the different types of research methodologies (62/80, 78%). Phase 3 demonstrated consensus among RAPs and survey respondents, with a need to know the facts about their child’s condition, future health, and psychosocial and educational outcomes for children with similar issues.
Conclusions: Social media is a valuable facilitator in the coproduction of research between parents and researchers. From a theoretical perspective, ocularcentrism can be an applicable frame of reference for understanding how people favor visual contact.

(J Med Internet Res 2019;21(11):e15847) doi: 10.2196/15847
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Introduction

Background

The European Commission [1] highlights the value of using social media for communication and engagement with the public and acknowledges that it is a “beneficial tool to connect with others” and to “find new research partners.” Parents require health-related information about their children [2], and an increasing number seek this information from the internet and on social media platforms [3-5], with many going to online forums to discuss specific issues [6]. This is particularly true for parents who have a child with a chronic health condition [7]. Parents strongly feel that they can and must have a voice in health and education research that will have a positive impact on their child’s everyday life [8,9]. Across Europe, awareness of the benefits of patient and public involvement (PPI) in health care research is rapidly increasing [10]. Lander et al [11] has identified a number of benefits of actively engaging with service users, including the development of research goals that are congruent with those of the public and “assessing the impact and value of health technologies and health services.” However, there remains wide variation among countries in the opportunities to do so [10]. In the United Kingdom, PPI in research refers to researchers and patients, carers, and the public working in collaborative partnership to add value to the research process in an accessible and meaningful way [12]. The UK National Institute for Health Research (NIHR) incorporates and funds INVOLVE [12] to “support active public involvement in the National Health Service, public health and social care research.” “INVOLVE defines public involvement in research as research being carried out ‘with’ or ‘by’ members of the public rather than ‘to,’ ‘about’ or ‘for’ them” [12].

Social media platforms can provide the basis for reciprocal, real-time discussion and sharing of valuable, high-quality information among members with a strong human-to-human connection [13]. Russell et al [14] developed a study to connect parents participating in research and researchers in Canada. Using a secret Facebook group, an online discussion network was developed. The group was built by and for parents of children with special needs working with researchers to develop relevant research questions and priorities. The families involved stated that it was a valuable resource for social support and sourcing information in a secure and private way. They felt that the platform provided them with an opportunity to have their voice heard and this was empowering. Researchers involved in the study reported that they were able to connect and discuss with parents directly, which gave them a clearer understanding of the daily life and struggles of families who have a child with special needs [14].

From a theoretical perspective, understanding how and why people value technology for its combination of electronic touching and instantaneous access to visible data is an important determinant in their preference for the use of social media [15]. The term ocularcentrism has become familiar to researchers in social media and is a phenomenon that is built on the theory that seeing is believing [16]. Messages, communicated using technology that is embedded in social media with illustrative and graphical sophistication, optimize the visual representation of data in three dimensions, word, text, and video, making it more powerful, believable, and acceptable.

Objectives

Establishing a linked European Cohort of Children with Congenital Anomalies (EUROlinkCAT) is a European project with a number of aims, one of which is connecting researchers and families of children with specific congenital anomalies (CAs), such as Down syndrome (DS), cleft lip with or without cleft palate (CLP), congenital heart defects (CHD), and spina bifida (SB), under the banner of ConnectEpeople. The aim of this project was to actively involve parents in setting research priorities and ensuring that research results are disseminated in a meaningful way by establishing a sustainable electronic forum (e-forum), called ConnectEpeople, to provide regional, national, and international support to families through maintaining the links between the European Surveillance of Congenital Anomalies’ (EUROCAT) registries and families [17]. Therefore, this online forum was designed to maximize public and professional engagement in research by establishing a public Facebook page, 4 private Twitter accounts, a YouTube channel, and 4 secret Facebook groups as a cohesive moderated platform: the ConnectEpeople e-forum (Figure 1).

The aim of ConnectEpeople was to use social media for recruitment and engagement of parents in research and to determine the research priorities of parents who have children with DS, CHD, CLP, and SB.
Methods

Overview
The design was exploratory and descriptive and used a mixed methods approach in 3 phases. Parents who had a child with 1 of the 4 CAs were actively recruited via social media to participate in an online research forum using secret Facebook groups. Participating parents were known as research-aware parents (RAPs). Working in partnership with RAPs, an online introduction to the overall project objectives of EUROlinkCAT [18] was made available, and participants were asked to familiarize themselves with the content at the beginning of the study. RAPs provided the research team with questions that were important to them in relation to their child’s condition. A Web-based survey was developed, which was open to any parent of a child with 1 of the 4 conditions. The findings from the survey were analyzed and discussed with the RAPs for further feedback and clarification.

Study Phases
Phase 1: Parent Engagement and the Generation of Research Questions
Parent Engagement and Recruitment
Parent support organizations across 9 European countries identified by the research team were contacted [19]. Those who agreed to act as gatekeepers provided information about the ConnectEpeople project to their members via their social media profiles, via group newsletters, in person, on the telephone, and via other communication networks. The researcher contacted the parents, provided them with the participant information sheet, and arranged a time to discuss details about the project and the parents’ research needs face-to-face using Skype, WhatsApp, or FaceTime, via video chat on Facebook Messenger, or meeting in person.

Parents living in Croatia, France, Germany, Italy, Netherlands, Poland, Portugal, Spain, and the United Kingdom interested in joining the ConnectEpeople project were invited to do so if they met the following inclusion criteria: they were a parent of a child with CLP, DS, CHD, or SB; a member of a recognized CA parent organization; their child was aged between 1 and 11 years; they had access to social media; and they were able to understand English. Potential participants were screened to ensure they were in good psychological health to participate in the study. The screening procedure involved a self-completion measure of their current anxiety level by completing the State-Trait Anxiety Inventory (STAI) [20] online. Various reliability and validity tests have been conducted on the STAI and have provided sufficient evidence that it is an appropriate, reliable, and adequate measure for studying anxiety in research and clinical settings [21] and indicates anxiety levels for a single point in time. The average STAI scores for working adult (aged 19-69 years) females is 35.2 (SD 10.61) and males is 35.72 (SD 10.40); the score is also dependent on the age of the respondent [20]. In a South American validation study of the STAI and the Beck Depression Inventory, the mean STAI scores for anxious participants was 52.8 (SD 11.4) [22]. Therefore, given the nature of the medical conditions under consideration, STAI anxiety scores above the average for this population were expected, and the cutoff score was set at 65. Once parents completed the STAI,
which was available in 13 languages, and received their score, they were asked to sign a consent form and a project-specific social media policy that outlined the standards ConnectEpeople required participants to observe when using social media. Following this, parents were invited to join the ConnectEpeople secret Facebook group. Secret Facebook groups are not visible to the public, and membership was by invitation only from the moderators (MS/JMcC). In the group, communication was restricted to the specific CA cohort, thus increasing confidentiality and encouraging open dialogue. Recruitment ran from January 2018 to March 2019.

Generation of Research Questions
Research questions for inclusion in the Web-based survey were identified with RAPs using Facebook, WhatsApp, Skype, and video chat, during the ConnectEpeople recruitment process. RAPs used email, telephone, and discussion in secret Facebook groups to identify questions. During the discussions with RAPs, the researcher provided details about the EUROlinkCAT project’s aims and specific research objectives to collect data on education, morbidity, and survival and the role of ConnectEpeople. All RAPs were asked the open question “Is there a research question that you already have that you would like an answer to?” Questions generated through this process were compiled and reviewed by 2 researchers for inclusion or exclusion in the project survey.

Phase 2: Survey Development
A Web-based survey was developed using Qualtrics software. The survey was designed in English and translated into Polish, Portuguese, and Spanish. The translation process included changes necessary to ensure that the survey was culturally, socially, and regionally acceptable to the respondents. The survey was reviewed for face and content validity with 12 researchers with experience in using Web-based surveys and/or CAs and 7 RAPs, all of whom were based in Poland, Portugal, or the United Kingdom. Following this pilot stage, minor amendments were made. The duration and the complexity of the survey were reduced by applying survey logic, and thus, only the questions that were relevant to each respondent, based on previous answers, were displayed. The incorporation of a back button allowed respondents to change their answers.

The Web-based survey comprised 62 items, and duplicate entries were avoided by preventing users’ access to the survey twice. In addition to seeking verification on research questions generated by RAPs in phase 1, on a 4-point Likert scale of really important, important, not sure, or definitely not important, additional questions were focused on obtaining information on demographics, modes of communication with support groups, research knowledge, and use of the internet for research.

Respondents were asked to rate questions on the use of the internet for research-related searches on a 5-point Likert scale of strongly agree, somewhat agree, neither agree nor disagree, somewhat disagree, and strongly disagree. The survey finished with an open request for parents to identify a question on their research needs related to their child’s conditions.

All survey data and personal data were stored in 1 password-protected Qualtrics account and an appropriate password-protected computer on a password-protected network within the Institute of Nursing and Health Research, Ulster University, United Kingdom.

Phase 3: Data Analysis of Survey
Following the closure of the survey, all data were cleaned, checked for errors, and analyzed within the Qualtrics system using simple descriptive statistics. For analysis purposes, the Likert items were recoded into 3 categories; research questions generated by RAPs that were reported as really important and important were combined. Similarly, for the questions related to research needs, responses of strongly agree and somewhat agree were combined and strongly disagree and somewhat disagree were combined. Following the identification of the most important research questions, the RAPs in the 4 ConnectEpeople secret Facebook groups were consulted to seek consensus on relevancy and ranking.

The James Lind Alliance (JLA) [23] is a research initiative that brings patients, carers, and clinicians together in “Priority Setting Partnerships (PSPs) to identify and prioritize the Top 10 unanswered questions or evidence uncertainties that they agree are the most important” [23]. The overall aim was to ensure that researchers and funding bodies understand the key health questions that the patients and the public view as research priorities. Therefore, drawing from the JLA guidelines, the research team sought to use an adapted approach to develop a list of parent’s top 10 research priorities. Survey respondents’ rating of the proposed research questions were reviewed and confirmed for relevancy by the RAPs in their secret Facebook groups.

Ethical Considerations
Ethical approval for the study was obtained from the Ethics Filter Committee of the Institute of Nursing and Health Research, Ulster University, on November 21, 2017.

Results
Research-Aware Parents
Recruitment took place online for all participants and was welcomed by parents who found working online was easier for them. Following the notification of interest in ConnectEpeople, 105 parents were contacted, of whom 54/105 (51.4%) responded, 38/105 (36.2%) completed the screening process, and 32/105 (30.5%) entered the secret Facebook element of the ConnectEpeople e-forum (Figure 2). RAPs came from 7 countries: Croatia, Germany, Italy, Poland, Portugal, Spain, and the United Kingdom. The average duration for recruitment from first contact by the parent until entry into the secret Facebook groups was 51 days.
The inclusion of the STAI for screening purposes demonstrated to parents that the ConnectEpeople research team cared about their health and well-being:

…no one ever cared about my mental health before. [RAP, DS, Poland]

The mean STAI scores across all 4 CAs were below the cutoff score identified for use in this project, and all parents who were screened were invited to take part. The average STAI score across all 4 groups was 32.5; the lowest scores were for RAPs whose children had CLP, and the highest scores were for those with a child with CHD (Multimedia Appendix 1). No parent was excluded based on their STAI score.

A total of 98 questions were identified through conversations with RAPs for inclusion in the survey; 28 questions were generated by RAPs who had a child with DS, 23 questions by RAPs who had a child with CLP, 22 questions by RAPs who had a child with SB, and 25 questions by RAPs who had a child with CHD. In the secret Facebook groups, RAPs discussed the survey respondents’ rating of the questions. Rating of research questions demonstrated a high level of consistency between RAPs and survey respondents for all 4 CA groups.

**Survey Respondents**

A total of 251 parents accessed the survey, 248 consented to take part, and 227 completed the first page of the survey. Respondents were from the following 17 countries: Bulgaria, Croatia, Germany, India, Ireland, Lithuania, Netherlands, Panama, Peru, Poland, Portugal, South Africa, Spain, Turkey, the United Arab Emirates, the United Kingdom, and the United States. Overall, 100 partially completed surveys from parents of a child with DS (35/100), SB (39/100), CLP (16/100), and CHD (10/100) provided sufficient data for analysis. Moreover, 80 respondents fully completed the survey, giving a completeness rate of 32.3% (80/248). **Table 1** illustrates the demographic profile and use of social media.
Table 1. Demographic details of ConnectEpeople survey respondents who fully completed the survey and their use of social media (N=80).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent, n (%)</td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>75 (94)</td>
</tr>
<tr>
<td>Father</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>38 (6.77)</td>
</tr>
<tr>
<td>Relationship status, n (%)</td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>74 (93)</td>
</tr>
<tr>
<td>No partner</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Member of a parent support organization, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>66 (83)</td>
</tr>
<tr>
<td>No</td>
<td>14 (17)</td>
</tr>
<tr>
<td>Use of social media, n (%)</td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>74 (93)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>66 (83)</td>
</tr>
<tr>
<td>Twitter</td>
<td>20 (25)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>16 (20)</td>
</tr>
<tr>
<td>Instagram</td>
<td>6 (8)</td>
</tr>
<tr>
<td>Able to speak English, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>79 (99)</td>
</tr>
<tr>
<td>No</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Educational attainment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Secondary education</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Diploma</td>
<td>14 (18)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>29 (36)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>33 (41)</td>
</tr>
<tr>
<td>Condition of child, n (%)</td>
<td></td>
</tr>
<tr>
<td>Down syndrome</td>
<td>28 (35)</td>
</tr>
<tr>
<td>Spina bifida</td>
<td>28 (35)</td>
</tr>
<tr>
<td>Cleft lip with or without cleft palate</td>
<td>16 (20)</td>
</tr>
<tr>
<td>Congenital heart defects</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Country of residence, n</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>32 (40)</td>
</tr>
<tr>
<td>Portugal</td>
<td>14 (18)</td>
</tr>
<tr>
<td>Poland</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Ireland</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Germany</td>
<td>2 (2.5)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2 (2.5)</td>
</tr>
<tr>
<td>Spain</td>
<td>2 (2.5)</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Croatia</td>
<td>1 (1)</td>
</tr>
<tr>
<td>India</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Lithuania</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Panama</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>
Use of Social Media and the Internet

In total, 73/80 (91%) respondents used a number of methods to communicate with support groups; Multimedia Appendix 2 demonstrates their communication preferences. Social media was preferred because of its accessibility, speed of contact, visual choices, ease of use, multiple links, and 24-hour availability. Mobile phones were the main method of connecting to the internet (62/80, 78%).

Face-to-face discussion was convenient and preferred for personal and confidential conversations, and discussion forums were the most popular because of the opportunity for personal sharing among people who have similar issues of concern. This was supported by comments from respondents and RAPs:

Using technology and social media is the way forward and the best way to get parents involved as practically it can be difficult to have the time to meet face to face or at particular times, this is more flexible. [RAP, SB, United Kingdom]

It gives the broader range of possibilities, you can not only read and watch but you can contribute, you can share links. [Respondent, DS, Poland]

Most respondents felt that it was important for parents to be able to understand basic research (71/80, 89%). The majority had a good understanding of research reports (71/80, 89%) and statistics (68/80, 85%) and could differentiate between different types of research methodologies (62/80, 78%).

Research Questions

Tables 2-5 show the top 10 questions for each CA ranked by importance based on the survey results. Further thematic analysis resulted in the identification of the following 4 main subthemes:

- Facts: All parents were concerned about the facts concerning their child’s condition; however, the ranking order demonstrated that parents with a child who had CHD considered these questions to be top priority.
- Health: Most parents were concerned about a wide range of health issues, and this was ranked the highest by parents who had children with DS.
- Education: There was consensus among all parents about the importance of education, and this was particularly important in the ranking for parents of children with SB.
- Psychosocial impact: This issue was ranked to be of equal importance across all groups.

Table 2. Ten most important research questions of ConnectEpeople survey respondents with children who have Down syndrome (N=35).

<table>
<thead>
<tr>
<th>Question</th>
<th>Really important/important, n (%)</th>
<th>Not sure, n (%)</th>
<th>Definitely not important, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How can I maximize my child’s educational attainment?</td>
<td>34 (97)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What dietary supplements should my child be taking?</td>
<td>34 (97)</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Does exercise enhance the immune system of children with Down syndrome?</td>
<td>33 (94)</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Would early intervention, eg, tummy time, creeping, and crawling enhance my child’s development?</td>
<td>33 (94)</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>How many children, with the same condition as my child, go to mainstream school?</td>
<td>32 (91)</td>
<td>1 (3)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Where would I find specialized information such as video clips of parents feeding a baby with my child’s condition?</td>
<td>32 (91)</td>
<td>0 (0)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Is obesity a problem with my child’s condition?</td>
<td>32 (91)</td>
<td>0 (0)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>What is the latest genetic research relating to my child’s condition?</td>
<td>32 (91)</td>
<td>3 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What is the psychosocial impact of my child’s condition on my child and our family?</td>
<td>32 (91)</td>
<td>1 (3)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>What complementary therapies are beneficial for my child?</td>
<td>32 (91)</td>
<td>2 (6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Question</td>
<td>Definitely not important, n (%)</td>
<td>Not sure, n (%)</td>
<td>Really important/important, n (%)</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>---------------------------------</td>
<td>----------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>How many children have surgery and how many survive?</td>
<td>0 (0)</td>
<td>2 (5)</td>
<td>37 (95)</td>
</tr>
<tr>
<td>What is the psychosocial impact of my child’s condition on my child and our family?</td>
<td>0 (0)</td>
<td>2 (5)</td>
<td>37 (95)</td>
</tr>
<tr>
<td>What is the normal milestone development for a child with the same condition as my child?</td>
<td>36 (92)</td>
<td>2 (5)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>If my child has to take time out of school, will their education continue?</td>
<td>36 (92)</td>
<td>3 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>How can I maximize my child’s educational attainment?</td>
<td>36 (92)</td>
<td>3 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What complementary therapies are beneficial for my child?</td>
<td>36 (92)</td>
<td>2 (5)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>What dietary supplements should my child be taking?</td>
<td>35 (90)</td>
<td>3 (8)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>What devices or products are the best to buy for my child at different life stages?</td>
<td>35 (90)</td>
<td>3 (8)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>How many children, with the same condition as my child, go to mainstream school?</td>
<td>35 (90)</td>
<td>3 (8)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>What type of operations are available for babies in the womb to reduce the effect of their condition?</td>
<td>34 (87)</td>
<td>4 (10)</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question</th>
<th>Definitely not important, n (%)</th>
<th>Not sure, n (%)</th>
<th>Really important/important, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is the rate of reoccurrence of cleft lip with or without cleft palate among siblings?</td>
<td>16 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Are there lactation consultants with expertise in supporting parents who have a child like mine?</td>
<td>16 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What are the genetic and environmental causes of cleft lip with or without cleft palate?</td>
<td>16 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Where would I find specialized information such as video clips of parents feeding a baby with my child’s condition?</td>
<td>16 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What is the best age for children with a cleft to have surgery?</td>
<td>16 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What is the latest genetic research relating to my child’s condition?</td>
<td>15 (94)</td>
<td>1 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>How can I maximize my child’s educational attainment?</td>
<td>14 (88)</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What complementary therapies are beneficial for my child?</td>
<td>14 (88)</td>
<td>2 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What is the psychosocial impact of my child’s condition on my child and our family?</td>
<td>14 (88)</td>
<td>0 (0)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>What is the normal milestone development for a child with the same condition as my child?</td>
<td>13 (81)</td>
<td>2 (13)</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>
Table 5. Ten most important research questions of ConnectEpeople survey respondents with children who have congenital heart defects (N=10).

<table>
<thead>
<tr>
<th>Question</th>
<th>Really important/important, n (%)</th>
<th>Not sure, n (%)</th>
<th>Definitely not important, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>If my child is diagnosed with a heart condition in the womb, are there any medications I can take to help my baby?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Is it okay for my child to get vaccinated?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Is there an increased number of hospital admissions during winter with children with heart defects?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Is obesity a problem with my child’s condition?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What is the latest genetic research relating to my child’s condition?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>How can I maximize my child’s educational attainment?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What is the psychosocial impact of my child’s condition on my child and our family?</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Can you pick up heart defects during pregnancy and reduce the damage?</td>
<td>9 (90)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>How many children have heart surgery and how many survive?</td>
<td>9 (90)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>What age is my child likely to live to?</td>
<td>9 (90)</td>
<td>1 (10)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The key finding from this social media research is that parents with children who have CAs value social media for connecting with others and to obtain information about their child’s condition, future health, well-being, educational outcomes, and psychosocial issues. This study affirms growing parental preference for information and support via interactive social media and less interest in commonly perceived useful sources of support for parents, such as advice chat lines (online or telephone).

Social Media

By using secret Facebook groups, the ConnectEpeople e-forum enabled a process of engaging in a consultative dialogue online between researchers and parents living in European countries who have children with DS, CLP, SB, and CHD. Parents were able to contribute and collaborate to identify and prioritize research questions in a private, confidential, and secure online community. The Web-based survey respondents clearly identified social media as a popular and preferable method of communicating with others. Online discussion forums were important for parents to communicate and connect with others with shared life experiences (living with children who have CAs). The traditional method of connecting, namely, meeting in person, remains desirable when communicating with others; therefore, our approach of connecting online, using visual technology (WhatsApp, Skype, and other forms of video chat) to overcome distance, enabled the parents to see each other and connect with a person as opposed to making a connection with a text or a voice. Theoretically, this is what we value in ocularcentrism, where people need to see each other first and then they can communicate more effectively using text, etc.

Heath et al [24] identified that the choice of communication method can greatly enhance the research participant’s willingness and ability to speak openly and honestly. Flexibility in the data collection approach from RAPs adopted by the ConnectEpeople study has yielded valuable and comprehensive information on parent’s research priorities.

The ConnectEpeople survey was presented as a chance for respondents to voice their research wants and needs. To demonstrate that the parent’s views were highly valued, respondents were given the opportunity to submit a research question of their own. Analysis of the additional research questions collected in the open question revealed themes consistent with the questions presented to and prioritized by survey respondents. This suggests that still much needs to be done globally to ensure that all parents of children with CAs have timely access to robust evidence-based information that they feel they need to meet the needs of their children and provide them with the best possible opportunities, care, and treatments.

Ocularcentrism

From a theoretical perspective, understanding how and why people value visible data is an important determinant in their preference for the use of social media. The term *ocularcentrism* has become familiar to researchers in social media and is a behavior that is built on the theory that *seeing* is believing and that we naturally favor visual contact [16]. In this research, we see parents who use “technology that is manifested in the use of social media” possibly because of its illustrative and graphical potential to optimize visual representation in person first, then in word, text, and audio [16]. The online behavior is almost second nature to the expert user who controls the software, as if they drive a car, and after a time, the behavior techniques become so normalized and intrinsic that they are almost subconscious. Current research highlights the preferences by the public for using social media [25]. Although the findings of the ConnectEpeople survey confirm this, it sheds light on the high value that parents continue to place on traditional meeting in-person communication. Therefore, given that online video chat is widely accessible, convenient, and inexpensive, it is a valuable component to facilitate meeting in person for collaborative research with geographically distant teams.
Face-to-face contact is significant in building trust and rapport and enabling team members to speak their mind. Therefore, developing opportunities for research participants in other countries to meet researchers face-to-face online will facilitate a higher level of collaboration and engagement and is in keeping with our understanding of the value we place on seeing not only words, text, and video but also the human person and is in keeping with our reference to ocularcentrism [16].

Research Priorities

We expected, based on our review of the literature, that by working with parents, very different views and needs would be expressed. Therefore, the decision was taken to use the JLA approach, which has demonstrated expertise in the area of identifying research priorities. The aim of this work was to give parents who have children with CAs a platform to voice their opinion on what issues are important to them and rank them in the order of importance.

Parents had a varied response to the identification of key research questions, and RAPs who reviewed the lists of questions were not surprised by the findings and agreed with the value and importance of the research questions generated and the rankings. Maintaining good health, maximizing educational attainment, and improving psychosocial aspects were among the top concerns across all 4 CAs. The areas of interest for respondents and the parents who developed the list of questions were concerned with a range of issues, eg, achieving childhood developmental milestones, infant feeding, complementary therapies, and exercise. There may be a lack of available information for parents in these areas that would resonate with the research by McHugh et al [26] who made a strong argument for collaborative research for children with chronic health conditions. Their work demonstrated that parents’ and investigators’ research needs are often incongruent and researchers do not clearly understand the issues that are important to parents. Parents and carers of children participating in research need to be involved in the process of prioritizing research questions. Morris et al [27] demonstrated the benefits of a British Academy of Childhood Disability, JLA Research PSP for children with disabilities, working with a wide range of stakeholders, including parents. Together, the multiprofessional team developed a Top Ten List of research priorities that led to the identification of funding opportunities from the NIHR and National Institute for Health and Care Excellence (NICE) guidelines. Therefore, the onus is placed on researchers and health professionals to address these information needs and keep abreast of parents’ changing needs.

Additional Findings

Although the recruitment process was lengthy, it was ethically appropriate and was a clear demonstration of our sensitivity and human caring for parents. This was confirmed when organizations and parents commented on the value of the face-to-face recruitment approach and using the STAI as a measure of well-being. We report this finding as new knowledge about the value of a screening tool such as the STAI to facilitate ethical recruitment in sensitive research cases.

Limitations

The research limitations include the need for RAPs to be able to understand English, be able to access the survey online, have a child aged between 1 and 11 years, and be users of social media/technology for communication. In addition, 77% (62/80) of the survey respondents who fully completed the survey were educated to degree or postgraduate level. The survey was live from May 24, 2018, to October 8, 2018, over the holiday period, and the sample size was small.

Conclusions

The use of social media and online parental engagement in research within the ConnectEpeople project enabled the identification of parent’s research priorities. Working online and using face-to-face apps and technology can build trust and foster the collaboration by exploiting multiple communication channels to maximize engagement and partnership between researchers and parents to produce accessible, meaningful, and usable information. The survey revealed that meeting in person continues to be highly valued alongside social media and discussion forums. The agreement in research priorities between the survey respondents and the RAPs and the wide geographical distribution of participants and the sample size was small.

Acknowledgments

The authors wish to thank all the parents involved in the study for providing research questions and generously sharing their experiences and expertise and their open and honest feedback and review. The authors also wish to thank Dr Paul Slater for his statistical advice. This project has received funding from the European Union’s Horizon 2020 research and innovation program under grant agreement number 733001.

Authors’ Contributions

MS conceptualized the study. MS and JEMMcC led the social media data collection. All authors developed the survey tool. JEMMcC analyzed the data. MS and JEMMcC drafted the manuscript. All named authors contributed with improvements and critical revisions and approved the final version for publication.

Conflicts of Interest

None declared.
Multimedia Appendix 1
Mean state anxiety scores (95% CI), based on the State-Trait Anxiety Inventory, of screened parents according to the congenital anomaly of their child.
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Multimedia Appendix 2
ConnectEpEpeople survey respondents’ communication preferences with support group(s), networks, or charities (n=65).
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Abstract

Background: Cognitive behavioral therapy (CBT) for young people is increasingly being provided using technology-assisted formats. Although there is increasing evidence regarding the efficacy of such approaches, as illustrated by quantitative systematic reviews, the literature has also highlighted challenges with implementation factors, including high attrition rates and variable user engagement. Qualitative review methods can help to address the factors that impact young peoples’ experience of technology-assisted cognitive behavioral therapy (tech-assisted CBT) and, thus, enable us to better understand such implementation factors. To date, no such qualitative synthesis exists.

Objective: The primary aim of this review was to systematically identify and synthesize the qualitative literature concerning the experiences of young people who have used tech-assisted CBT.

Methods: This systematic review applied Thomas and Harden’s 2008 qualitative thematic synthesis approach. This involved line-by-line coding of the results sections of included studies and an inductive analysis on identified themes, followed by the generation of analytical themes through a process of iteration and interpretation of the descriptive themes. PsycINFO, ACM Digital Library, PubMed, EMBASE, and JMIR Publications databases were searched. The inclusion criteria were (1) studies involving school-aged young people over preschool age (6 years) but under the age of 18 years, (2) use of any form of tech-assisted CBT for any time period, (3) a stated focus of qualitative data to document the experiences of participants, and (4) studies published in English. The exclusion criteria were (1) interventions only provided face-to-face with no technological component, (2) only focused on the performance of the technology rather than participant experience, and (3) numerical data that sought to represent qualitative data.

Results: A total of 14 studies were included in this review. Overall, these studies represented interventions on low mood and anxiety (n=10), trauma or self-harm (n=2), and physical difficulties (n=2). Overall, 5 analytical themes emerged on young people’s experiences with tech-assisted CBT: (1) helpfulness, (2) therapeutic process, (3) transferability, (4) gameplay experience, and (5) limitations. In addition, these analytical themes contained the following subthemes: positive experiences, tech-assisted CBT versus face-to-face CBT, understanding of a CBT model, process of change, skills development, application to everyday life settings, parental involvement, character relatedness, playability, negative experiences, and broad content.

Conclusions: Overall, young people’s experiences with tech-assisted CBT were mostly positive. The use of gaming environments, relatable characters, concrete metaphors, and age-appropriate narratives contributed to these positive experiences. Evidence suggests that technology can help to mediate face-to-face relationships with therapists and help young people to understand the CBT model. Clear barriers also emerged, including over-reliance on reading and writing skills and dissatisfaction with overly generalized content and comparison with commercial technologies.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42018103388; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42018103388
Introduction

Background
Cognitive behavioral therapy (CBT) is used in a range of psychological services for different populations. Given the weight of evidence underpinning CBT [1], it has been recommended as the first response to low levels of anxiety and depression [2]. However, because of resource limitations within mental health services and the notable differences to consider when providing CBT to younger populations [3], CBT has been blended with technology to provide greater accessibility. Digital CBT for depression in young people is now provisionally recommended by the National Institute for Health and Care Excellence as the first line of intervention [4]. Multidisciplinary fields, including psychology, psychiatry, health informatics, and human-computer interaction (HCI), have demonstrated the effectiveness of a range of technology-assisted cognitive behavioral therapy (tech-assisted CBT) interventions for adults and young people across different settings, primarily using quantitative approaches, including formalized trials and systematic reviews [5]. Comparatively, there have been limited systematic qualitative reviews concerning the experiences of young people using tech-assisted CBT. This review commences with a brief clarification on the operationalized definition of tech-assisted CBT, followed by a theoretical summary of CBT. Thereafter, the current gap in the literature is outlined in the context of the limitations of effectiveness research. Finally, this review addresses this gap by applying a qualitative thematic synthesis approach to addressing the experiences of young people using tech-assisted CBT in what is, to our knowledge, the first of its kind to date. This is of importance for future tech-assisted CBT design and evaluations by contextualizing how and why tech-assisted CBT interventions are effective across different settings from the perspective of the young people who have used it.

Defining Technology-Assisted Cognitive Behavioral Therapy
The introduction of first-generation forms of tech-assisted CBT, commonly referred to as computerized cognitive behavioral therapy (cCBT), was motivated by the need to address the accessibility challenges within mental health services provision. Where demand for such services exceeded the supply, cCBT was primarily envisioned to be a viable method to enhance the reach of evidence-based low-intensity interventions, in addition to being a cost-effective means of doing so [6]. Many of these interventions targeted adults and were mainly internet-based with minimal face-to-face contact [7]. However, within this period, the focus on the potential user experience brought about through providing CBT via technology or on the potentially unintended outcomes and experiences of key stakeholders was less.

This has led to a new wave of different tech-assisted CBT interventions. In addition to acknowledging the economic and accessibility advantages of these interventions, this new wave of tech-assisted CBT has identified the need to continually optimize the design of technologies, learn from user experiences, and measure implementation variables to maximize and sustain positive outcomes [8]. In addition, there is now a wider consideration of the factors that may differentiate tech-assisted CBT from traditional face-to-face CBT, including potentially novel therapeutic barriers and facilitators [9-11]. As a result, there is now a diverse range of interventions that use different technological ingredients to support the CBT process, including mobile phone and tablet apps [12], game-based software [13], interactive websites [14], virtual reality [15], and telecommunications [16]. Increasingly, these new interventions are embedded within a stepped care model [17]. Therefore, tech-assisted CBT can be defined in a variety of ways. Indeed, several descriptors for this intervention are observed throughout the literature, including internet-CBT, cCBT, CBT apps, CBT games, tele-CBT, and virtual reality CBT. For the purposes of this review, tech-assisted CBT is broadly considered as any CBT-based intervention that uses technology to facilitate, support, supplement, or replace traditional face-to-face CBT.

Theoretical Overview
The theoretical foundation to cognitive behavioral theory posits that there is a complex relationship between one’s thoughts, feelings, and behaviors (TFBs) [18]. Beck [19] suggests that, for those experiencing mental or physical difficulties, automatic surface-level thinking (level 1) can often be negative, thereby perpetuating a cycle that can sustain or intensify the initial difficulty. These problematic thinking-feeling-behavior cycles can be maintained via intermediate cognitive processes (level 2), such as memory, attention, beliefs or attitudes, and interpretation. Underpinning these processes is a schematic structure, referred to as core beliefs, that implicitly informs one’s worldview, view of others, and view of self. To identify and address each of these interdependent cognitive levels, CBT provides a structured intervention that necessitates the use of metacognition (thinking about one’s thinking) to recognize problematic patterns adversely impacting the individual. As such, CBT represents a complex exercise requiring significant psychoeducational engagement in both therapeutic and real-world settings.

The complexity of the generic CBT model is further amplified when offered to young people who present different developmental needs. For CBT to be effective with young people, it needs to be appropriately tailored to their developmental stage [20]. By using child-friendly content, tech-assisted CBT interventions have the potential to make core CBT concepts more accessible to young people. Relatedly, as the generic cognitive model is underpinned by a highly
structured information-processing paradigm, it is particularly amenable to computer-assisted implementation [21]. Indeed, the integration of age-appropriate content within this process using narrative-based metaphors and accessible characters has been suggested as a developmentally appropriate way to scaffold core CBT concepts [22].

**Rationale for Qualitative Synthesis Within Systematic Reviews**

The *gold standard* methodological approach favored by the human and social sciences has long been the randomized controlled trial (RCT) [23]. The procedures stipulated by RCTs allow for the minimization of bias and, thus, the detection of valid and reliable intervention effects. Within behavioral sciences, it is also recognized that high-quality RCTs can have a qualitative component embedded to meaningfully complement the overall dataset [24]. The quantitative method for evaluating the overall effectiveness of an intervention is meta-analysis. This allows for a robust and cumulative appraisal of the effectiveness of an intervention across many studies [25]. Overall, these quantitative approaches significantly contribute to building and (re)evaluating evidence bases and, thus, scientific advancement and eventual impactful policy [26]. However, the qualitative component of outcome studies has often not been included in traditional systematic reviews.

More recently, there has been an advancement of similar high-quality reviewing processes for qualitative data [27]. This has occurred in response to the sometimes restrictive nature of RCTs and what can be missed by not collecting qualitative data. In addition, evidence-based and ethical policy making making increasingly necessitates the inclusion of the *voice* of those at whom a policy or intervention is aimed. Indeed, in the area of mental health policy, this is reflected in the embedded role of service user perspectives across research and government institutions [28]. Similarly, in the HCI field, this is observed in participatory or user-centered iterative design approaches [29]. These inclusive methodologies are considered especially relevant for young people, who are often not included within decision-making processes.

Although the apparent objective versus subjective nature of qualitative and quantitative data has long been debated in psychology [30], there has been a notable refinement on how to situate qualitative data within high-quality frameworks of evidence [31]. It is now more conventional to see an evidential framework for an intervention to include a meta-analysis reviewing the current status, followed by an adaptive RCT that is complemented by a qualitative evaluation with participants from within the trial. Such evaluations, therefore, allow for participant experiences, positive and negative feedback, and discursiveness to be aligned with the quantitative outcomes, thereby providing a richer dataset overall.

Despite the proliferation of tech-assisted CBT meta-analyses and RCTs, there have been no qualitative syntheses of the experiences of young people who have used such interventions. Given the vast body of studies demonstrating the feasibility, acceptability, and effectiveness of various tech-assisted CBT interventions [32], this study aimed to synthesize qualitative data from young people who have used tech-assisted CBT for a range of mental and physical issues. Furthermore, this study aimed to collate the overall qualitative themes from these studies to describe the experiences of young people using tech-assisted CBT. Thereafter, the qualitative synthesis can establish analytical themes that can further inform key concepts, understandings, or hypotheses [33]. In doing so, the findings can inform the future design and evaluation of tech-assisted CBT.

**Added Value of Qualitative Synthesis**

Systematic reviews that use qualitative synthesis methodology are in keeping with the *moving beyond effectiveness* trajectory within evidence synthesis [34]. Moreover, it is particularly relevant for technology-based interventions by examining the contextual and implementation factors concerning how any intervention is performed and why [8]. Therefore, this study will complement the existing wealth of quantitative studies on tech-assisted CBT by providing an insight into the overall experiences of young people who have used these interventions.

**Methods**

A fully accessible protocol for this review was registered on PROSPERO, the international prospective register for systematic reviews [35].

**Search Strategy**

A broad search strategy was used across the following databases to capture research bridging psychology, HCI, and related fields: PsycINFO, ACM Digital Library, PubMed, EMBASE, and JMIR Publications (full-text search engine).

The search strategy applied the database-specific methods of using the following search terms: (cognitive OR cognitive therapy OR CBT OR cCBT OR e-therapy OR web-assisted OR tech-assisted OR game-based OR internet) AND (child OR adolescent OR youth OR young people OR young person OR kid OR teen) AND (experience OR perspective OR view OR opinion OR feedback OR interview OR thought OR focus group OR qualitative). A full breakdown of the search terminology is provided in the appendices. In addition, of the selected studies, reference sections were hand-searched for any overlooked literature. The search was conducted in March 2018 and uploaded to Rayyan [36] for storage and screening purposes.

**Inclusion and Exclusion Criteria**

Given the wide applicability of tech-assisted CBT, broad inclusion criteria were chosen to facilitate the capture of a wide range of data. As such, the following studies were sought: Studies that are exclusively qualitative by design; studies that have a significant qualitative component alongside quantitative measures; and formal qualitative studies of established or emerging technologies that applied, or sought to apply, tech-assisted CBT.

With respect to the population, the following criteria were applied.

**Inclusion Criteria**

The inclusion criteria were as follows: School-aged young people under the age of 18 years and over the age of preschool...
(age 6 years); use of any form of tech-assisted CBT-based program for any period (including cCBT, Web-based/assisted CBT, CBT games, CBT mobile apps, blended cCBT, and face-to-face CBT); a stated focus on qualitative data documenting the experiences of the participants that allowed them to express their thoughts, feelings, reflections, both positive and negative feedback, and overall perspectives; and studies published in English.

**Exclusion Criteria**

The exclusion criteria were as follows: CBT is delivered only face to face, with no technological component; only focused on the performance of the technology rather than the participant experience; and numerical data that seek to represent qualitative data.

**Screening and Data Extraction**

Owing to the difficulty of locating qualitative data within major databases [37], both the titles and abstracts were screened by DM for potential eligibility. For example, RCTs embed rich qualitative evaluations but may not make this explicit in study abstracts. Following this process, full papers were assessed for eligibility wherein papers that did not utilize qualitative methods could be excluded, and any indecision was recorded via Rayyan. Using the eligibility criteria, 2 independent researchers screened 10% of the overall search and screening by DM. The resulting indecision and disagreement (2%) were discussed and clarified by the review team until consensus reached.

Thereafter, author DM extracted all data within the results or findings section that contained direct quotations from the population. It was decided that, as many research papers apply an interpretative voice to qualitative data, this could skew the voice of the young person. Therefore, only direct quotes from participants in studies meeting the inclusion criteria were extracted. All quotations were extracted and entered into the qualitative software program NVivo 12 [38].

**Quality Assessment**

There is considerable debate surrounding the quality assessment of qualitative research, and even if this can ever be appropriately appraised [39]. There is contention about whether quality assessment should be used to exclude lower-quality studies or to offer a means of assessing the weight of different included studies, given that lower-quality studies can still generate new insights [40]. As there is no consensus regarding methods for excluding studies on the grounds of their interpreted quality [33], all identified studies were included in this review. However, the quality of all included studies was assessed using the 7 quality criteria proposed by Harden et al [41] (see Multimedia Appendix 1), whereby quality is assessed within the context of young people’s views. This refers to the extent to which studies were capable of addressing the review question concerning young people’s overall tech-assisted CBT experiences. All studies were critically appraised on the criteria relating to the theoretical framework, clear statements of study aims, clear context description, clear description of sample and its recruitment, clear description of methods and analysis, validity and reliability, and originality of data.

**Thematic Synthesis**

We have selected the thematic synthesis approach laid out by Thomas and Harden [33]. This method involves (1) a line-by-line coding of each papers’ results section, (2) identification of descriptive themes, and (3) generating analytical themes that extend the initial findings. All quotations were coded line by line and the development of descriptive themes occurred by employing an inductive approach using the Query and Explore functions within NVivo. Following the grouping of these descriptive codes, analytical themes were developed by DM alongside the research team using an iterative process of interpretation and reinterpretation of all descriptive themes and supporting quotations. In line with the Thomas and Harden approach, a process of inference throughout these steps generated the analytical themes for the overall experiences of young people and tech-assisted CBT. The resulting analytical themes should be interpreted by the variety and richness of experiences reported rather than the quantification of quotes.

**Results**

**Overview**

The search strategy produced 3214 records. Using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart (Figure 1), 14 studies were deemed eligible for inclusion. These 14 studies comprised data that investigated the experiences of young people with tech-assisted CBT for low mood or anxiety (n=10), trauma or self-harm (n=2), and physical difficulties (n=2). All studies were published between 2013 and 2018. A significant portion of the studies originated from New Zealand (n=6), but there was also broader international coverage with studies from the United States (n=2), the United Kingdom (n=2), the Republic of Ireland (n=1), Sweden (n=1), South Africa (n=1), and Spain (n=1). Of these studies, 9 different types of tech-assisted CBT interventions were investigated within a combined sample of 289 young people. A full breakdown of the characteristics for each study is provided in Multimedia Appendix 2 [42-68] with details of the intervention type, aims and context in which it was applied, participant characteristics, methods, and key themes reported.

Overall, 5 analytical themes describing young people’s experiences of tech-assisted CBT arose, with each of these containing several descriptive themes. To illustrate this synthesis, a table of selected supporting quotations from across the studies is provided (Table 1) in addition to a thematic summary diagram (see Multimedia Appendix 3).
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart.
The ability tech-assisted CBT because of their expressed preference for it compared with traditional face-to-face interventions. The ability of tech-assisted CBT to use tech-assisted CBT (or adjuncts to tech-assisted CBT, such as apps) encouraged help-seeking behaviors among young people (5 and 12). Moreover, young people felt that technology was easier to engage with than speaking with adults; this was because of the feeling of less stigmatization, the ability to control the pace of the game, and disliking talking (1, 3, 4, 7, and 10).

Theme 2: Therapeutic Process Within Technology-Assisted Cognitive Behavioral Therapy for Young People

This next theme provided an insight into the ways in which the therapeutic process was observed in young people’s reported experiences. The underlying descriptive themes were understanding the CBT model, process of change, and skills development.

Understanding the Cognitive Behavioral Therapy Model

Numerous studies illustrated that young people understood key CBT concepts (1, 6, 7, and 12). Young people spoke about the role of thinking about one’s thinking and recognizing negative thoughts and feelings without judging oneself.
Process of Change
Related to the above theme, young people were evidently applying CBT concepts to enact change as well. Several studies highlighted how young people’s experiences of applying positive coping mechanisms and noticing negative automatic thoughts before they manifested as negative behaviors led to positive change in their home, school, or family life (3, 6, 12, and 14). Another study using tech-assisted CBT for trauma indicated that young people were able to utilize tech-assisted CBT technology to confront difficult memories to elicit the therapeutic process of understanding and overcoming them (11).

Skills Development
Participants across the studies indicated that many of the skills taught within tech-assisted CBT were directly therapeutic to them. Young people spoke about how focusing on breathing or progressive muscular relaxation exercises were all very helpful and made them feel calmer (6, 8, and 14).

Theme 3: Transferability of Technology-Assisted Cognitive Behavioral Therapy for Young People
The recognition from young people about the potential transferability of tech-assisted CBT in both their lives and the lives of others was a further analytical theme in the data. Young people communicated a variety of ways in which tech-assisted CBT could be transferred, as explored in 2 descriptive themes: application to everyday life settings and parental involvement.

Application to Everyday Life Settings
Young people were able to reflect on their own experiences with tech-assisted CBT. They also believed tech-assisted CBT could be applied in everyday life settings (1, 3, 6, and 12). Nonetheless, young people were mindful of some caveats to this. Young people mentioned that having components of tech-assisted CBT to share with others would be beneficial, but that some aspects of the content they used within tech-assisted CBT may not be applicable in some settings, such as school or family settings (unless privacy and discreetness were ensured). Indeed, young people acknowledged that tech-assisted CBT is applicable for many young people experiencing mental or physical health difficulties, but not all young people.

Parental Involvement
A small number of young people noticed the potential concurrent role that tech-assisted CBT could play for their parents, either as a support for their own progress or as an intervention specifically for parents (5, 10, and 12).

Theme 4: Technology-Assisted Cognitive Behavioral Therapy Gameplay Experience for Young People
The fourth theme in the synthesis is related to the features implicit in the gameplay or user experience of the respective technologies in this review. The 2 underpinning descriptive themes were character relatedness and playability.

Character Relatedness
Young people were mostly appreciative of the characters embedded within many of the tech-assisted CBT interventions (1, 3, 4, 5, 6, and 9). Many felt that the characters were relatable and that they allowed the communication of CBT content to, therefore, be easier. Notably, in studies concerning minority groups (1 and 3-6), this was especially relevant to participants who were pleased with the inclusion of Maori identities in the game. In addition, this descriptive theme extended to the personalization of young people’s own role within the game. The autonomy afforded to young people in selecting their interactions with characters or personalizing avatars was considered an important gameplay feature.

Playability
Though only a minor theme, there were some mixed experiences from young people in relation to the actual playability of some tech-assisted CBT interventions (1, 3, 4, 6, 7, and 12). Some young people expressed the view that tech-assisted CBT was lacking in its gaming experience, especially when compared with commercial games. However, other young people felt that playing tech-assisted CBT games was easy, familiar, and intuitive.

Theme 5: Limitations of Technology-Assisted Cognitive Behavioral Therapy for Young People
This final theme gave an insight into the limitations of tech-assisted CBT that young people experienced. Despite many positive findings in the preceding themes, young people were also aware of the drawbacks of tech-assisted CBT. Within this, 2 descriptive themes were recorded: negative experiences and broad content.

Negative Experiences
There were a number of studies with a notably small number of young people that outlined some negative experiences with tech-assisted CBT (1, 4, 7, 8, and 12). Some young people stated that there remains a stigma associated with using tech-assisted CBT and that it is challenging to discuss psychological or physical problems with an adult, irrespective of the presence of tech-assisted CBT. Other negative experiences that were mentioned included feeling worse on occasions, not experiencing change, feeling frustrated when returning to face-to-face therapy, and feeling distracted.

Broad Content
Finally, a negligible descriptive theme arose in relation to the nature of the content in tech-assisted CBT (5, 7, and 14). Some young people identified the broad content of the psychoeducational materials to be problematic and sometimes confusing. Similarly, too much reading and writing content was also seen as a limitation of tech-assisted CBT.

Discussion
Why Do These Themes Matter?
The aim of this study was to synthesize the qualitative literature regarding the experiences of young people who have used tech-assisted CBT for a range of mental or physical difficulties. Using a qualitative synthesis approach, 5 analytical themes and 11 descriptive themes emerged from the included studies containing a diverse sample of young people. Overall, these
themes can be understood to be conceptually interrelated and are of interest for several reasons.

Taken together, themes 1 through 4 can be interpreted to broadly support the theoretical foundations of CBT, as suggested by the supporting quotation (Table 1). Young people’s reported experiences of using exercises connecting TFBs were associated with themes of helpfulness and the therapeutic process. Many young people were able to think about the connections between their surface-level TFBs (“Oh yeah, I used to get some of those gnats”) and engage with deeper cognitive processes including memory and attention (“...actually if I look back to the diary I can see that there were days when I was happy”), alongside some suggestions of developing more beneficial core beliefs (“but now I am all positive”). Furthermore, as effective CBT requires appropriate tailoring for young people [20], this review provides evidence that tech-assisted CBT is one effectual approach of doing so. Many of the interventions that were reviewed had applied unique ways of using technology to connect with young people, including the use of personalized avatars, child-friendly narratives, and computer game–based designs, with some young people specifying these factors as relatable ("he [referring to character] was kind of going through some anxiety too").

The first theme—the helpfulness of tech-assisted CBT for young people—corroborated the dominant trend evident in the quantitative literature, that is, young people who completed tech-assisted CBT interventions were significantly more likely to report positive outcomes versus control groups [5]. This review has provided the context to these positive trends by synthesizing what young people are saying about tech-assisted CBT, thereby offering an insight into why tech-assisted CBT is proving effective. It should be noted that young people reported the following reasons as to why tech-assisted CBT was helpful for them: they described a range of positive experiences within tech-assisted CBT and appeared to favor it over traditional face-to-face interventions. Moreover, the second analytic theme demonstrated that a range of young people in different settings experienced a therapeutic process that facilitated positive change. This is in keeping with the intended theory-to-practice model applied by core CBT approaches. Indeed, that young people highlighted the unique characteristics of tech-assisted CBT over face-to-face interventions underscored the value of offering tech-assisted CBT to appeal to young people. This is noteworthy because of the many concerns about the increasing role of technology in CBT interventions and its effect on the attitudes, acceptability, and uptake from different stakeholders over time [69,70]. This synthesis broadly validates the incorporation of technology into mental health interventions from the perspective of young people’s reported experiences.

A further theme that was of interest was young people’s perceived transferability of tech-assisted CBT in not only their lives but also the lives of others. Related to the therapeutic process discussed above, young people were able to recognize that their experiences in completing tech-assisted CBT were directly applicable to their different roles in school and with family and friends, and they were able to evidence these with examples. By extension, although it was a minor theme, it was also felt that parental involvement could be explored further within tech-assisted CBT interventions. This is of relevance given the potential relationship between parental anxiety and child anxiety [71], but it also suggests that there could be future adaptations of tech-assisted CBT that could further engage parents or other stakeholders. It should be noted that young people provided both supportive and unsupportive feedback regarding the involvement of parents. Similarly, young people provided several caveats to the transferability of tech-assisted CBT (eg, only some of their tech-assisted CBT content would be appropriate, and there were concerns about privacy). These considerations may be suggestive of potential subgroups of young people that might benefit from different adaptations of tech-assisted CBT that could support their individualized needs and preferences to maximize the transferability of tech-assisted CBT to key areas in their lives. As concerns remain about the long-term effectiveness of tech-assisted CBT beyond their evaluative timeframes [72], these suggestions could be especially important given that tech-assisted CBT can only maintain its effectiveness if core CBT principles are transferred to everyday life. For example, relapse-prevention strategies within tech-assisted CBT necessitate the effective transfer of CBT psychoeducation to the respective areas of young people’s lives. Therefore, any strategies that can support this transfer should be explored. Nonetheless, it was apparent that young people in this review were widely transferring lessons from their tech-assisted CBT experiences into different areas of their lives.

In the context of traditional mental health interventions, tech-assisted CBT is unique given its technological mode of delivery, often guided in person by appropriately trained mental health professionals. The fourth theme—the tech-assisted CBT gameplay experience—was particularly insightful regarding the benefits of using gaming technology to support interventions. There was widespread appeal of tech-assisted CBT characters for young people, which was found to be a key factor in fostering a sense of relatedness and autonomy. This was particularly noticeable in the smart, positive, active, realistic, X-factor thoughts (SPARX) adaptations for different minority groups, where character relatedness was a recurring subtheme discussed within young people’s positive experiences. This is an important dynamic because of the influential role of social learning for young people [73] and reinforces the need for continued development of personalization features for tech-assisted CBT characters that span youth cultures and identities. As a result, the experiences young people described were demonstrative of enhanced engagement with CBT content, partly because of the gameplay mechanism of interaction. However, this must be considered alongside some mixed feedback regarding the playability features of tech-assisted CBT where young people observed a contrast with commercial games.

This is a worthwhile comparison for tech-assisted CBT facilitators as these contrasts could develop into intervention resistance or disengagement. This also suggests that managing young people’s expectations for tech-assisted CBT is important in optimizing their subsequent engagement; however, no standardized approaches for doing so were evident in this review.
The final theme emphasized some of the limitations of tech-assisted CBT from the perspective of young people. Although this was also a minor theme, young people commented on the sometimes broad content of tech-assisted CBT in addition to a small number of negative experiences—a finding echoed in the research on adult experiences [9]. The precise reasons as to why these themes arose were unclear, but it is advisable that stakeholders factor in the persistent role of stigmatization and intervention nonresponse for a minority of young people.

**Limitations**

Compared with the quantitative literature, there was a significant lack of qualitative studies on this topic. Consequently, only 14 studies were included in this review. Although this proved sufficient to extract a threshold of data, the combined dataset was still relatively small in comparison with meta-analyses. In addition, most of the studies involved young people who had consented to research and who had completed their intervention. This means that the data did not include young people who may have dropped out or were incapable of research participation because of psychological or physical difficulties. Although only 1 analytical theme reflected negative experiences, it is possible that these attrition challenges reduced the ability of this review to identify the negative aspects of tech-assisted CBT or new findings related to tech-assisted CBT experiences for young people. The reasons for such attrition or nonparticipation are especially important in the critical appraisal of the uptake of tech-assisted CBT but were beyond the scope of this review. Had there been qualitative studies analyzing the experiences of those who dropped out or disliked tech-assisted CBT, a richer thematic structure regarding negative experiences or unintended consequences would have emerged.

It should also be noted that a large portion of the included studies come from 1 intervention (SPARX) that has a significant evidence base demonstrating its effectiveness. As such, the overall synthesis may be disproportionately attributable to the characteristics of this intervention. Moreover, some of these studies pertained to the design or prototyping of the intervention [43,49,51], and therefore, they may be liable to desirability biases that do not reflect the experiences of real-world adherence. This disproportionate coverage also reiterates the lack of qualitative studies for a variety of tech-assisted CBT interventions across the extant literature.

A further limitation is that only direct quotes from young people were included in the analysis and not the full results sections of papers. Although this decision was made to ensure that only the voice of young people was analyzed, it may have limited the potential insights and reliability of the overall synthesis.

In addition, as this review purposively used a broad definition of tech-assisted CBT, it is not known if the reported themes would emerge with specific variants of CBT—for example, are game-based designs of tech-assisted CBT experienced significantly differently to Web-based or app-based versions?

**Future Research and Recommendations**

Future research would benefit from further well-designed qualitative studies that focus exclusively on the experiences of young people. Specifically, studies should endeavor to also include the experiences of young people who find tech-assisted CBT to be unhelpful or those who drop out. This would be particularly useful in ascertaining what intervention adaptations could be made or built in to the technology to mitigate against attrition risks. The continued debate about the merits of qualitative research could be addressed by the implementation of enhanced quality assessment for evidence syntheses. In addition, the use of standardized questions when evaluating tech-assisted CBT could enhance the comparability of reviews.

As the tech-assisted CBT experience could be both positively or negatively affected by the absence of common factors that typify face-to-face CBT, this review has provided an insight into, and support for, the suggestion that computerized therapies, such as tech-assisted CBT, have their own unique common factors [9]. In particular, the subthemes discussed in this review illustrated novel factors brought about because of the technological component of CBT (namely, tech-assisted CBT vs face-to-face CBT, character relatedness, and playability). Therefore, in addition to appropriately applying the underlying CBT theory, future research and design can improve positive outcomes for young people by focusing on these novel factors. In practice, this means that designers of tech-assisted CBT should consider how to best enhance the personalization process for young people, the sophistication of child-friendly and psychologically appropriate narratives or avatars, and maximizing pathways for young people to transfer their learning to everyday life. For tech-assisted CBT practitioners, future research needs to further develop our qualitative understanding of these novel factors and how they relate to the therapeutic process, successful implementation of tech-assisted CBT, and the early identification of potential intervention nonresponders.
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Abstract

Background: Depression is a common and serious problem among adolescents, but few seek or have access to therapy. Internet-delivered cognitive behavioral therapies (ICBTs), developed to increase treatment access, show promise in reducing depression. The inclusion of coach support in treatment is desired and may be needed.

Objective: The aim of this study was to determine the efficacy of an ICBT protocol blended with weekly real-time therapist sessions via chat; blended treatment, for adolescent depression, including major depressive episode (MDE). The protocol has previously been evaluated in a controlled study.

Methods: In a two-arm randomized controlled trial, adolescents 15 to 19 years of age were recruited through a community setting at the national level in Sweden (n=70) and allocated to either 8 weeks of treatment or to minimal attention control. Depression was assessed at baseline, at posttreatment, and at 12 months following treatment (in the intervention group). The primary outcome was self-reported depression level as measured with the Beck Depression Inventory II at posttreatment. The intervention was offered without the need for parental consent.

Results: Over two weeks, 162 adolescents registered and completed the baseline screening. Eligible participants (n=70) were on average 17.5 years of age (SD 1.15), female (96%, 67/70), suffered from MDE (76%, 53/70), had no previous treatment experience (64%, 45/70), and reported guardian(s) to be aware about their depression state (71%, 50/70). The average intervention completion was 74% (11.8 of 16 modules and sessions). Following the treatment, ICBT participants demonstrated a significant decrease in depression symptoms compared with controls (P<.001), corresponding to a large between-group effect (intention-to-treat analysis: d=0.86, 95% CI 0.37-1.35; of completer analysis: d=0.99, 95% CI 0.48-1.51). A significant between-group effect was observed in the secondary depression outcome (P=.003); clinically significant improvement was found in 46% (16/35) of ICBT participants compared with 11% (4/35) in the control group (P=.001).

Conclusions: The results are in line with our previous study, further demonstrating that adolescents with depression can successfully be engaged in and experience significant improvement following ICBT blended with therapist chat sessions. Findings on participants’ age and baseline depression severity are of interest in relation to used study methods.

Trial Registration: ClinicalTrials.gov NCT02363205; https://clinicaltrials.gov/ct2/show/NCT02363205
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Introduction

Background

Unipolar depressive disorders are the leading cause of disability-adjusted life years among adolescents aged 15 to 19 years globally [1]. Early age of onset of depression is a risk factor for recurrent depression [2,3], is associated with poor academic achievement, unemployment, and impaired quality of life [2,4-6] and predicts additional and worsened mental and physical illness [7-9]. Despite the high level of disability, only a small fraction of young people in need have access to any kind of intervention [10,11].

Internet-Delivered Psychological Treatment

At this time, psychological treatment in the form of cognitive behavioral therapy (CBT) is considered one of the best empirically supported behavioral interventions to reduce depression [12-15]. The theoretical framework of CBT is rooted in the central assumption that depression is caused and maintained by unhelpful cognitions and behaviors, with treatment accordingly focused on improving function in these domains with the application of skill-based behavioral strategies [16,17]. Worldwide, adaptations of in-person psychotherapy protocols into Web-based formats, the majority involving CBT, are emerging to bring mental health interventions to individuals who for different reasons are not reached by regular services. In internet-delivered CBT, often referred to as ICBT, content in the form of text, video, or audio is arranged into weekly modules or sessions and delivered inside a Web-based treatment platform along with homework assignments [18]. Programs are offered as self-help or involve a clinician with the role of guiding the participant through the program and providing brief feedback on treatment progress. Clinician support is often provided asynchronously (eg, email), with the administration time typically not extending 20 min per participant and week [19].

The Role of Support in Internet-Delivered Cognitive Behavioral Therapy

Concerning ICBT and other computer and Web-based interventions for depression, one of the most consistent findings is that human support matters. The social element—having someone to talk to or just knowing that someone is there monitoring and listening, seems important in maintaining motivation to continue treatment and experiencing improvement from it. Although there are exceptions in the literature (eg [20]), coached programs are shown to be more effective than self-guided programs in the treatment of adult depression [21-23] with guided ICBT demonstrating effects similar to those found with in-person CBT [24,25]. In comparison, self-guided ICBTs produce small treatment effects that sometimes merely surpass the lower cut-off point for what is considered clinical relevance in the treatment of depression [26,27]. True self-help ICBTs, delivered freely to anyone and without any human interaction in connection to the intervention (eg, interview and administrative contact), show among the highest dropout rates and smallest effects in the field [28]. A study on patients’ perspectives on ICBT for depression points out the importance of guidance in making treatment work [29]. Existing ICBT programs produce benefits for youth depression, but there is considerable variation in populations, measures used, and outcomes [11,30-32]. The influence of support on outcomes in computer and Web-based intervention for youth depression and anxiety, however, was recently reported in a meta-analysis by Grist et al [33], in line with results for ICBT with adult populations. On the basis of 34 studies with 3113 children and adolescents, programs that included >90 min supportive contact yielded higher effect sizes (g=0.87) than purely self-help programs (g=0.24), although interventions based on theoretical frameworks other than CBT were included in the analyses. A review focusing on how Web-based depression programs for adolescents work, including ICBT programs, found that completion rates increased if the treatment was delivered with real-time guidance from a doctor, therapist, or teacher [34]. Even programs that included automated reminders, praise, or suggestions were only able to optimize adherence with real-time, in-person contact. On the individual study level, depression prevention studies with youth have found an almost 10-fold difference in program completion between ICBT when offered with teacher support or monitoring as opposed to self-help [35], and that adolescents report stopping intervention because of the need to talk to someone, rather than doing a program [36]. It is not necessarily a problem that unguided behavioral interventions offered to communities are associated with limited effects—no additional cost is associated with repeated use of the intervention, and despite, for example, high dropout rate, a large number of individuals will still potentially benefit from the interventions. However, for the treatment of clinical depression and in the treatment of youth—a particularly vulnerable population—the apparent ability of coach support to improve outcomes in ICBT warrants consideration of how support can be strengthened and provided to adolescents.

A Text-Based Blended Treatment Approach

To include a strong therapist interaction in the form of sessions is in line with aggregated findings that support is desired and boosts the effect of ICBT. Indeed, emerging blended treatment approaches [37,38] that integrate some in-person therapist sessions with mobile or internet sessions in the same protocol—with the rationale of providing a strong therapist interaction while keeping the advantage of reliable self-help components—show promise in outcomes [39,40] and acceptability [41,42] for adult depression. Among young people, the preference for real-time texting and instant messaging (chat) is well established [43,44]. In the United States, nearly 1 in 3 (32%) of adolescents and young adults with moderate to severe depressive symptoms report having used texting. Web-based
Objective
This study investigated a treatment protocol consisting of ICBT modules blended with weekly therapist chat sessions for adolescent depression, including major depressive episode (MDE). We have previously evaluated the treatment in a controlled trial with promising results (d=0.71 against minimal attention control [47]). In line with participant feedback, the protocol was subsequently revised to include longer sessions while the conceptual model of delivery was kept intact. The main objective of this study was to further establish the effect of the treatment model, using comparable eligibility criteria and study methods, including allowing adolescents aged 15 to 17 years to participate without parental involvement. We hypothesized that the intervention would outperform the control condition in reducing depression, corresponding to at least moderate between-group effect.

Methods

Study Design and Participants
In a 2-arm randomized controlled trial, adolescents were recruited in a community setting at the national level in Sweden and randomized (1:1 ratio) to ICBT (n=35) or to minimal attention control (n=35). Enrollment and baseline assessments took place between January 26 and February 10, treatments were conducted between February 13 and April 9, and posttreatment assessments (at 8 weeks) were conducted between April 10 and 16, 2017. Controls were given access to treatment following the posttreatment assessment (8 weeks), and ICBT participants were reassessed 12 months following treatment (April 2018). Eligible participants were 15 to 19 years, suffered depressive symptoms (≥14 points on the Beck Depression Inventory II; BDI-II [48]), and presented at least 4 symptoms including 1 core symptom, or fulfilled criteria for major depressive episode (MDE) according to The Mini-International Neuropsychiatric Interview (MINI 7.0 [49]). We excluded individuals who were receiving psychological therapy, were alcohol or drug dependent, showed severe suicidal ideation, or who had severe comorbid psychiatric conditions (eg, bipolar disorder or psychotic symptoms). Comorbid anxiety disorder(s) were allowed if depression was the principle concern. Medication for anxiety, depression, or Attention deficit hyperactivity disorder was accepted if the dose had been stable for ≥1 month before the study. Minors aged 15 to 17 years were included in line with Swedish research legislation, which states that individuals aged 15 to 17 years can consent to research without parental involvement if possessing sufficient maturity to freely undertake study participation with awareness of possible adverse consequences.

Participants were recruited by social media posts from study staff including one guest post in a wide-reaching Instagram account focusing on coping with mental health issues. Posts described the opportunity to receive Web-based psychological treatment within a research study. Information was also distributed to schools, youth centers, and clinics across Sweden. Potential participants were directed to the study website and registered for the study by creating a user account, providing informed consent (checking a box), and completing a Web-based screening form (demographics and self-reported outcome measures). An encrypted Web-based treatment platform, Iterapi, was used to collect screening data [50]. Individuals who showed initial eligibility were invited to a phone interview with study staff to confirm eligibility using the full MINI, to determine maturity to participate, to obtain verbal consent, and to confirm identity (name, address, and personal identity number). The principal investigator decided on final eligibility. Before the randomization, eligible participants were requested to sign a digital consent sheet (full name with digital date stamp) to confirm their willingness to participate in the study. After consent was agreed and baseline data collected, participants were stratified according to depression severity (fulfilling DSM-5 criteria for MDE or not), and thereafter randomized in a 1:1 ratio. A person not involved in the study executed the randomization procedure using a computer-generated sequence service. Treatment was given open label. The Research Ethics Board in Linköping, Sweden, gave approval for the study (Reg. no. 2014/427-31). The study was registered at ClinicalTrials.gov (NCT02363205). Participants were not offered financial compensation for treatment or assessment completion at any time.

Interventions: Internet-Delivered Cognitive Behavioral Therapy Program
The treatment included 8 ICBT modules, and 8 individual therapist sessions delivered via chat; the entire intervention lasted 8 weeks. Treatment took place within an encrypted Web-based treatment platform: Iterapi [50]. Modules comprised text material and videos, fictional storylines, reflection tasks and homework assignments, and entailed the behavioral and cognitive approach of CBT. Core techniques included behavioral activation: detecting unhelpful behavior, and reinstating and reinforcing behaviors that increase positive consequences, thus elevating mood [51,52], and cognitive restructuring: correcting maladaptive thinking patterns and inaccurate beliefs (negatively biased views of oneself, of the world in general, and of the future) to reduce depression [53]. Table 1 presents an overview of modules. Therapist chat sessions were coscheduled by participant and therapist each week and were conducted inside the treatment platform. Sessions dealt with the previous and current module and focused on process-related aspects of treatment: identifying problems, examining the patient’s cognitions, encouragement, answering questions, and assisting with homework assignments. Participants who agreed were sent reminders before sessions, those who missed a session were offered a new time on the basis...
of their therapists’ remaining availability for the week. In addition to sessions, therapists responded to homework assignments and questions within 24 h on weekdays. The treatment was to be completed on a preset pace of 8 weeks, thereafter participants had access to the program for 4 additional weeks without therapist support.

Compared with our previous study [47], the treatment protocol was revised according to participants feedback: sessions were prolonged from 30 to 45 min, texts in some modules were revised to present more clearly (eg, reworked sentences, a more clear description of the rationale for exposure), and information procedures given to participants about weekly themes and goals were standardized. The overall conceptual model of delivery was kept intact.

Controls were assigned to a therapist and received an introductory personal platform in-mail from their therapist, informing them that there would be weekly assessments and that their assessments were to be viewed by their therapist to monitor their mental health state. They were informed that their therapist might contact them to follow-up on their wellbeing. While being in the control group, participants were allowed to seek regular care, which in Sweden is for free for adolescents.

**Table 1. Internet-delivered cognitive behavior therapy intervention overview.**

<table>
<thead>
<tr>
<th>Week</th>
<th>Web-based session</th>
<th>Assignment/exercise</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Psychoeducation</td>
<td>Write history, set goals</td>
</tr>
<tr>
<td>2</td>
<td>Analysis of behavior</td>
<td>Identify dysfunctional and functional schemas</td>
</tr>
<tr>
<td>3</td>
<td>Behavioral activation</td>
<td>Mood-activity diary</td>
</tr>
<tr>
<td>4</td>
<td>Behavioral activation</td>
<td>Mood-activity diary</td>
</tr>
<tr>
<td>5</td>
<td>Cognitive restructuring</td>
<td>Identify and challenge thoughts</td>
</tr>
<tr>
<td>6</td>
<td>Psychoeducation (anxiety)</td>
<td>Anxiety management, graded exposure</td>
</tr>
<tr>
<td>7</td>
<td>Emotional recognition</td>
<td>Coping strategies, self-esteem, affect regulation</td>
</tr>
<tr>
<td>8</td>
<td>Maintenance</td>
<td>Relapse prevention, treatment summary</td>
</tr>
</tbody>
</table>

**Therapists and Safety Procedures**

In total, 6 CBT therapists in training conducted study assessments and treated 5 to 6 ICBT participants and monitored 5 to 6 control participants each. Before assessments, therapists received training in clinician interview (½ day), ICBT (written material), and how to navigate the treatment platform (½ day, on demand). Therapists received 60 min of clinical supervision on a weekly basis from clinical psychologists with expertise in adolescent psychopathology and delivery of ICBT. Communication and records (eg, chat, platform messages, and study consent) were available for the participant and therapist to view at any time. A short version of the Mood and Feelings Questionnaire (MFQ-13) and the suicidal ideation item from the Patient Health Questionnaire were used for weekly monitoring of depression. Participants were instructed to immediately contact their therapist in the event of feeling worse and were informed that their therapist might contact them in case of noncompletion. Scores and messages were monitored on a daily basis. In cases of suicidal ideation or significant deterioration, participants were immediately followed up by email and phone. The study collected participants personal identity number and address, and informed participants that in the event of imminent crisis, the study would break confidentiality to pursue appropriate follow-up.

**Outcomes**

The primary outcome was self-reported depression severity at posttreatment, measured by the BDI-II [48]. Secondary outcomes included the MFQ [54]; the beck anxiety inventory (BAI) [55]; the social interaction anxiety scale (SIAS) [56]; the general self-efficacy scale (GSE) [57]; the credibility expectancy questionnaire [58]; the working alliance inventory (WAI-S) [59] and the Brunnsviken Brief Quality of life scale (BBQ) [60]; all self-report scales were completed over Web. The MINI was readministered over phone at posttreatment to assess depression diagnosis, assessors were not blinded to participant allocation at posttreatment.

**Analyses**

Our previous study [47] was used as a reference for power calculations. To detect a similar effect size (Cohen $d=0.70$) at posttreatment, with a 2-tailed 5% significance level and a power of 80%, a total sample size of 72 was required. $A \textit{ priori}$: Participants were included in statistical analyses according to the intention-to-treat (ITT) principle. Missing data were handled using multiple imputations. Differences in primary outcomes were evaluated pre- to posttreatment by analysis of covariance (ANCOVA) using baseline values as covariate at the $P<.05$ level. Effect sizes were calculated based on imputed values and observed standard deviations. $\textit{Post hoc}$: Independent t tests and Pearson chi-square tests were used to detect possible baseline differences between groups and percentage decrease in symptoms, respectively. Little missing completely at random test was performed to test the assumption of data missing at random. Levene test was performed to test the assumption of equal variance between groups. Completers were included in complementary statistical analyses for the primary and secondary outcomes. Clinically significant change [61] was determined by investigating the number of participants falling 2 SD below the pretreatment mean for both conditions on the primary outcome, while fulfilling The reliable change index criteria [62], a psychometric criterion used to determine whether an individual change score between baseline and posttreatment assessment is significantly greater than a difference that could have occurred because of random measurement error. A criterion
of 30% or more increase on the primary outcome from baseline to posttreatment was used to determine significant deterioration.

**Results**

**Participant Flow**

Figure 1 presents a Consolidated Standards of Reporting Trials diagram of the participant flow through the study. During 2 weeks of registration, 162 individuals completed the initial Web-based screening, out of whom, 12 identified as males. For included participants, the mean time from initial screening to the initiation of treatment or control was 12.7 days (range 4-17 days). No significant between-group differences were found at baseline regarding demographics or outcome measures. Table 2 presents the study sample baseline characteristics. During the treatment period, the average completion of the weekly assessment (both allocations) was 93% (range 84%-100%). Table 3 presents completion rates for primary and secondary outcomes at posttreatment. Post hoc analyses showed no differences between those lost to posttreatment and the rest of the sample on any outcome measures at baseline.

Figure 1. Participants’ flow through the study. MINI: Mini-International Neuropsychiatric Interview; ICBT: internet-delivered cognitive behavioral therapy; BDI-II: Beck Depression Inventory-II.
### Table 2. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>ICBT*(n=35)</th>
<th>Control (n=35)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>32 (91)</td>
<td>35 (100)</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>17.5 (1.1)</td>
<td>17.5 (1.2)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Studying full time</td>
<td>28 (80)</td>
<td>32 (91)</td>
</tr>
<tr>
<td>Hiatus/dropout</td>
<td>2 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Working</td>
<td>5 (14)</td>
<td>3 (9)</td>
</tr>
<tr>
<td><strong>Residence, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>10 (29)</td>
<td>7 (20)</td>
</tr>
<tr>
<td>Small town/country side</td>
<td>25 (71)</td>
<td>28 (80)</td>
</tr>
<tr>
<td><strong>Family, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-parent household</td>
<td>17 (49)</td>
<td>9 (26)</td>
</tr>
<tr>
<td>Other</td>
<td>18 (51)</td>
<td>26 (74)</td>
</tr>
<tr>
<td>Parent(s) country of birth other than Sweden</td>
<td>7 (20)</td>
<td>7 (20)</td>
</tr>
<tr>
<td><strong>Major depressive episode</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>18-19 years</strong></td>
<td>14 (74)</td>
<td>16 (80)</td>
</tr>
<tr>
<td><strong>15-17 years</strong></td>
<td>13 (81)</td>
<td>10 (67)</td>
</tr>
<tr>
<td><strong>Comorbid anxiety diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any</td>
<td>25 (71)</td>
<td>24 (69)</td>
</tr>
<tr>
<td>Generalized anxiety disorder</td>
<td>14 (40)</td>
<td>15 (43)</td>
</tr>
<tr>
<td>Social anxiety disorder</td>
<td>16 (46)</td>
<td>10 (29)</td>
</tr>
<tr>
<td>Panic disorder</td>
<td>11 (31)</td>
<td>11 (31)</td>
</tr>
<tr>
<td>Agoraphobia</td>
<td>4 (11)</td>
<td>7 (20)</td>
</tr>
<tr>
<td>Guardians informed about mental health state</td>
<td>25 (71)</td>
<td>25 (71)</td>
</tr>
<tr>
<td><strong>Previous treatment history, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychotherapy treatment</td>
<td>10 (29)</td>
<td>14 (40)</td>
</tr>
<tr>
<td>Psychotropic medication</td>
<td>1 (3)</td>
<td>4 (11)</td>
</tr>
<tr>
<td><strong>Current treatment, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counselor support</td>
<td>3 (9)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Psychotropic medication</td>
<td>5 (14)</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

---

*aICBT: internet-delivered cognitive behavioral therapy.*

*bConfirmed in The Mini-International Neuropsychiatric Interview 7.0.*

*cOne participant had experience of psychotherapy treatment as well as psychotropic treatment, thus total n=10.*

*dSome participants had experience of both types of treatment.*

*eSome participants had current experience of both types of treatment.*
Table 3. Participants’ assessment completion.

<table>
<thead>
<tr>
<th>Measure completed</th>
<th>Posttreatment</th>
<th>12 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ICBT</td>
<td>Control</td>
</tr>
<tr>
<td>BDI-II</td>
<td>31 (89)</td>
<td>35 (100)</td>
</tr>
<tr>
<td>BBQ</td>
<td>31 (89)</td>
<td>35 (100)</td>
</tr>
<tr>
<td>MFQ</td>
<td>31 (89)</td>
<td>34 (97)</td>
</tr>
<tr>
<td>BAI</td>
<td>31 (89)</td>
<td>34 (97)</td>
</tr>
<tr>
<td>SIAS</td>
<td>31 (89)</td>
<td>34 (97)</td>
</tr>
<tr>
<td>GSE</td>
<td>31 (89)</td>
<td>34 (97)</td>
</tr>
</tbody>
</table>

\text{a}ICBT: internet-delivered cognitive behavioral therapy. 
\text{b}BDI-II: Beck Depression Inventory II. 
\text{c}Data not applicable. 
\text{d}BBQ: Brunnsviken Brief Quality of Life Inventory. 
\text{e}MFQ: Mood and Feelings Questionnaire. 
\text{f}BAI: Beck Anxiety Inventory. 
\text{g}SIAS: Social Interaction Anxiety Scale. 
\text{h}GSE: General Self-Efficacy scale.

Primary Outcome

Table 4 presents pre and posttreatment assessments including effect sizes, means, and standard deviations for both groups, at pre and posttreatment. For the primary outcome measure BDI-II, analyses with ANCOVA with baseline scores as covariate revealed a significant effect between groups ($F_{1,67}=22.23, P<.001$) at posttreatment. The corresponding between-group effect size was $d=0.86$ (95% CI 0.37-1.35). A post hoc completer analysis ($n=66$) showed a similar result ($d=0.99$, 95% CI 0.48-1.51; $P<.001$). Figure 2 illustrates within-group improvements on the BDI-II. The ICBT group was reassessed 12 months following treatment. Analysis with paired $t$ test from posttreatment to follow-up (ITT analysis) indicated that there was no difference in depression level from posttreatment assessment to the follow-up (BDI-II, $P=.96$).
### Table 4. Means (SD) and effect sizes (Cohen $d$) with 95% CI for continuous outcome variables, with missing data imputed.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline, mean (SD)</th>
<th>Posttest, mean (SD)</th>
<th>12 Months, mean (SD)</th>
<th>Cohen $d$ between-group posttest (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BDI-II</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>31.6 (10.0)</td>
<td>16.0 (11.3)</td>
<td>15.9 (16.1)</td>
<td>0.86 (0.37 to 1.35)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Control</td>
<td>28.8 (7.9)</td>
<td>24.8 (10.4)</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td><strong>MFQ</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>36.0 (10.7)</td>
<td>24.3 (12.8)</td>
<td>21.7 (17.4)</td>
<td>0.58 (0.10 to 1.06)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Control</td>
<td>35.2 (9.4)</td>
<td>31.0 (9.8)</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td><strong>BBQ</strong>&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>35.8 (18.1)</td>
<td>46.7 (21.3)</td>
<td>48.3 (27.0)</td>
<td>0.34 (0.19 to 1.15)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Control</td>
<td>38.7 (17.2)</td>
<td>39.1 (15.7)</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td><strong>BAI</strong>&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>28.6 (11.9)</td>
<td>16.6 (10.3)</td>
<td>15.8 (12.7)</td>
<td>0.30 (–0.17 to 0.77)</td>
</tr>
<tr>
<td>Control</td>
<td>25.5 (11.2)</td>
<td>20.0 (9.3)</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td><strong>SIAS</strong>&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>45.2 (19.2)</td>
<td>35.4 (19.0)</td>
<td>37.4 (22.9)</td>
<td>0.05 (–0.41 to 0.52)</td>
</tr>
<tr>
<td>Control</td>
<td>39.5 (16.4)</td>
<td>35.1 (14.3)</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
<tr>
<td><strong>GSE</strong>&lt;sup&gt;j&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBT</td>
<td>21.3 (5.6)</td>
<td>22.9 (7.5)</td>
<td>24.3 (9.6)</td>
<td>0.10 (–0.37 to 0.56)</td>
</tr>
<tr>
<td>Control</td>
<td>22.2 (4.6)</td>
<td>23.0 (5.0)</td>
<td><em>d</em></td>
<td><em>d</em></td>
</tr>
</tbody>
</table>

<sup>a</sup>BDI-II: Beck Depression Inventory II.

<sup>b</sup>ICBT: internet-delivered cognitive behavioral therapy.

<sup>c</sup>$P<.001$.

<sup>d</sup>Data not applicable.

<sup>e</sup>MFQ: Mood and Feelings Questionnaire.

<sup>f</sup>$P<.01$.

<sup>g</sup>BBQ: Brunnsviken Brief Quality of Life Inventory.

<sup>h</sup>BAI: Beck Anxiety Inventory.

<sup>i</sup>SIAS: Social Interaction Anxiety Scale.

<sup>j</sup>GSE: General Self-Efficacy Scale.
Figure 2. Change over time in depression severity (95% CIs) at baseline, posttreatment, and 12-month follow-up. ICBT: internet-delivered cognitive behavioral therapy.

Response and Remission

We performed post hoc analyses to further investigate potential change in depression symptom level, with missing cases (ICBT n=4) categorized as not improved. At posttreatment, a higher proportion of ICBT participants (46%, 16/35) than controls (11%, 4/35) showed clinically significant improvement ($\chi^2_{1,70}=10.1; P=.001$), defined as scoring 2 SD below the pretreatment mean for both conditions on the BDI-II, while also fulfilling the reliable change index criteria [62]. In addition, the number of participants presenting a decrease of $\geq 30\%$ in BDI-II score from baseline to posttreatment assessment, and BDI-II $\geq 13$, and BDI-II $\geq 10$ at postassessment was investigated as these measures have previously been used to define significant changes or cut-offs [48]. Significant differences between groups were found for all measures ($P=.004$, $P=.004$, $P<.001$). Participants were reassessed with the MINI at posttreatment. Of those participants that had fulfilled DSM-5 criteria for MDE at baseline (ICBT n=27; Control n=26), a higher proportion of ICBT participants (56%, 15/27) than controls (27%, 7/26) no longer met diagnostic criteria at posttreatment ($\chi^2_{1,53}=2.0; P=.03$); missing cases were categorized as not improved (ICBT n=7; Control n=4).

Secondary Outcomes

At posttreatment, a significant effect was found for the secondary depression outcome MFQ ($F_{1,67}=9.33; P=.003$), corresponding to a medium between-group effect of $d=0.58$ (95% CI 0.10-1.06). A post hoc completer analysis (n=66) showed a similar result ($d=0.67; 95\%$ CI 0.18-1.17; $P=.002$). Analysis with paired $t$ test from posttreatment to follow-up (ITT analysis) indicated that there was no difference in depression level from posttreatment assessment to the follow-up (MFQ, $P=.25$). The ANCOVA for posttreatment change in quality of life (BBQ) revealed a significant effect between groups ($F_{1,67}=8.73; P=.004$). The ANCOVA for pre to posttreatment change in anxiety (BAI) showed no significant effect between groups ($F_{1,67}=3.95; P=.051$), nor did the ANCOVAs for self-efficacy (GSE; $P=.81$) or social anxiety (SIAS, $P=.86$).

Program Use

ICBT participants logged into the treatment platform for a mean of 28.4 times (SD 14.6) and completed on average 78% of available modules (mean 6.2 of 8 modules, SD 2.28), and on average 71% of available therapist sessions (mean 5.7 of 8 sessions, SD 2.67). The average total completion was 74% of all 16 available sessions and modules (11.8/16, SD 4.82). In total, 17% participants (6/35) completed less than half of the available treatment modules. No relationship was found between the number of completed sessions and modules and treatment outcome ($P=.10$). Therapists spent on average 43.6 min (SD 19.4) on each participant every week (if only including recordings that included therapist sessions, mean 55.8 min on each participant every week). ICBT participants’ ratings of treatment credibility (C-scale) showed an average rating of 18.5 (SD 4.17) out of a maximum total of 27 (highest credibility). The average score on items of therapeutic alliance (WAI-S) was 4.95 (SD 0.63) out of a maximum of 7 (highest satisfaction).
Negative Outcomes
One participant in the ICBT group deteriorated significantly during the course of treatment and was directed to standard care services while being maintained in the study. Post hoc analyses showed that no participant deteriorated significantly following treatment, defined as an increase of 30% or more on the BDI-II from baseline to posttreatment. If those lost to posttreatment assessment were categorized as having deteriorated (n=4), the rate in the ICBT group would be 11%.

Discussion
We examined whether ICBT blended with weekly synchronous therapist chat sessions was effective in reducing depression when compared with minimal attention control. The intervention was evaluated with adolescents 15 to 19 years of age (mean 17.5 years) suffering from depressive symptoms, including but not restricted to, MDE. Our report demonstrates the efficacy of the intervention and highlights the potential of a Web, text-based CBT approach to reach and treat adolescents suffering depression.

Principal Findings
We found superiority for the intervention based on the primary outcome measure (BDI-II score at week 8), corresponding to a large between-group effect size ($d=0.86$). Significant effects on depression symptom level were also observed in the secondary self-reported depression outcome (MFQ, $d=0.58$), as well as in the number of cases in remission from a major depressive episode (determined using the MINI), further supporting that the intervention was effective. At the 12-month follow-up, depression levels in the treatment group were similar to those observed at posttreatment, follow-up data were not available for the control group. The results for the depression outcomes are in line with, and for the primary outcome surpass, the findings in our previous study that examined the intervention [47]. Although it is important to consider that we made changes to the protocol between studies—foremost, session time was prolonged—the overall conceptual model of delivery was kept intact, and we used comparable design, measures, and procedures across studies. We therefore consider that the findings in this study provide further support for the efficacy of ICBT modules blended with chat sessions to reduce adolescent depression.

Relation to Previous Research
Our protocol included more therapist support than typically found in ICBT. We learned in our previous study that therapist sessions were utilized (completion, mean 78%) but perceived short, and in line with participants’ feedback, we prolonged session time in this study. Sessions were completed at a similar degree in this study (mean 71%) with fewer comments on sessions length. Possibly, the extension in time resulted in chat sessions being perceived as sufficient. Modules and sessions were completed at a similar degree, and few participants completed less than half of the treatment. This may explain why we found no association between dose and depression outcomes. Our tentative conclusion, based on participant feedback, program completion, and findings with the therapist work-alliance (WAI-S), is that real-time therapist interaction is indeed desired when offered in tandem with ICBT material, and that completely text-based sessions seem to generate a meaningful therapeutic relationship for young individuals. We treated participants with high depression severity, and it may be that an ICBT format with strong therapist support, blended treatment, can better address clinical levels of depression than highly automated interventions do, because blended treatment can be tailored to suit individual needs, help with motivation, and provide more opportunity to monitor signs of improvement and deterioration, respectively [37,63]. In this context, Sethi et al have previously reported a blended approach, consisting of Web-based ICBT and in-person sessions, to be superior to stand-alone Web-based ICBT, and similar to in-person CBT in reducing depression in young adults (mean 19.5/20.1 years [64,65]). Chat sessions in group format to deliver ICBT with adolescents and young adults (mean 20.9 years) has previously been evaluated in a study by van der Zanden et al [66]. They too reported a large effect size on depressive symptoms against waitlist at posttreatment ($d=0.94$), and similar rate of clinically reliable change (56%) as in this study.

On a general level, the completion rate in this study compares favorably with what is reported for Web-based interventions [67], including for youth [33], and it should be considered that we did not offer any payment for completion or assessment. The depression reduction observed in this study is moreover in line with meta-analyses suggesting that computer and Web-based ICBT for youth depression produces effect [11,32], and more broadly, that coached Web-based interventions fare better than self-guided [33]. Existing studies, however, vary considerable in relation to the populations, delivery mode, and measures in focus, making comparison difficult. For example, our obtained effect size is in line with the larger effect size found for computer-based and Web-based CBT with adolescents aged >13 years against waitlist ($g=0.95$), as compared with children ($g=0.51$), reported in a meta-analysis subanalysis [11], but the authors did not report interventions for anxiety and depression programs separately or differentiated on level of coach support. Most of previous RCT’s that have focused on elevated depression in adolescents and young adults [68-78] have evaluated ICBT self-guided programs [68-72]; telephone calls could occur [69], or interventions that are not ICBT models, but rather computerized programs (eg, fantasy games) with support or oversight at education site, school, or at home [73-78]. To the best of our knowledge, no previous ICBT programs have involved individual therapist sessions with adolescents with current major depressive episode. Although our results are promising and could be associated with the level of therapist support, this was not established by the methods used, and we cannot rule out that other factors have played a role, for example, time to treatment, and initial depression severity. This should be addressed in future studies.

Clinical Implications
This study focused on efficacy, nevertheless findings may in several aspects have clinical implication. First, we used a recruitment strategy that is similar to the way in which some young individuals enroll for Web-based mental health intervention [79], thus giving ecological validity to this study.
and the population with which it is conducted. Second, our findings support that reducing adolescent depression, including major depressive episode, is possible using a genuinely Web-based CBT approach. Third, our results compare favorably with those reported in meta-analyses on in-person CBT with youth depression as compared with active and nonactive control conditions [80-82], and more broadly, with effects for in-person psychotherapies for youth depression (g=0.29) [83]. Fourth, observed diagnosis remission rates are in the lower range compared with studies that have reported remission for in-person CBT: 61% to 87% [84-86]. Participants in our study had high depression scores initially, with large reductions needed to reach the criteria for remission. It has been suggested that young people who access mental health resources over Web are likely to be in greater distress in comparison with those accessing in-person services (given more rapid access to Web, they are closer in time to their symptoms [87]), which point toward the relevance of Web-based behavioral interventions extending to address clinical depression. Fifth, there are concerns among stakeholders about the safety and effectiveness of internet interventions for depression, particularly regarding offering such interventions to youth [88,89], which is why this study reports on potential negative effects related to intervention. We found 1 participant deteriorating significantly during the course of treatment. In comparison, it has been reported that 14% to 24% of young people receiving psychotherapy in US outpatient mental health services experience significant deterioration following treatment [90]. Concerning ICBT, a review reports 5.8% of adult study participants experiencing significant deterioration following self-guided programs [91]; no review has investigated youth. Sixth, in contrast to clinical practice [92] and research in many places, this study did not require participants to visit a care facility or school counselor or inform their guardians to receive treatment. This was to acknowledge that some adolescents do not want to, or cannot involve, their parents in their difficulties [93], and that this reluctance may delay or impede evaluation and treatment [94]. We found the intervention to attract young individuals (mean 17.5 years), some reporting that they had not informed parent(s) about their mental state (29%). The findings on participants’ characteristics, as well as the other findings reported on here, are very similar to those in our previous study [47], and further contribute to reveal who may be reached and treated when similar interventions are offered. If the aim is to treat young individuals, at an early stage of the disorder, the conditions required to receive treatment may benefit from becoming more inclusive.

Strengths and Limitations
Strengths of the study include a rigorous design, use of a primary outcome with strong psychometric evidence, and adequate power with regards to detecting between-group differences in the included depression outcomes. In relation to the reproducibility challenges in psychology, it is positive that our results are in line with those in our previous studies on ICBT, although independent evaluations are necessary. We consider it a strength that the intervention was investigated with adolescents 15 to 19 years of age as opposed to a wider age range. It is indicated that the causes and constructs of depression may differ between children and adolescents [3], thus studies including both groups could possibly suffer from these differences interacting and interfering with treatment outcomes.

A number of limitations should be considered: this study is one of the first on chat-supported ICBT, thus we believed that no evidence-based treatment control group would be appropriate. Nevertheless, it is a limitation that an active control intervention was not included. In line with discussions [21] regarding what is considered an intervention, we moreover labeled our control condition an attention control, as controls were thoroughly assessed and monitored and interacted with. The appropriateness of the label can be discussed. Treatment was open label and participants’ awareness of their allocation may have affected self-reported outcomes; similarly, the clinical interviews were not blinded at posttreatment, which calls for caution when interpreting remission rates. The reduction on anxiety ratings cannot be explained by the treatment as the control group also improved. As the intervention focused on depression, it is possible that it was not effective enough to result in major reductions in anxiety in the treatment group. Participants in the study were almost entirely female, so results cannot be generalized to males. Depression is more prevalent among women but gender distributions for Web-based interventions and support can be even more skewed [87,95-96]. There are differences in internet use patterns and preferences between adolescent girls and boys [43], and possibly these differences interact with Web-based interventions as they currently are offered. It has been discussed that young boys are more likely than girls to seek help as a consequence of being influenced by others, and this could explain their relatively low enrollment in Web-based interventions, given that such enrollment is often more dependent on self-motivation and in many cases self-referral [87]. Our study recruited via social media, and moreover via an account focusing on coping with mental health issues; this may have influenced gender uptake as well as attracted particularly motivated participants. Although ours and previous findings point to the need of alterations in recruitment and design so that similar Web-based intervention can reach boys, the positive findings with girls should not be undervalued and the intervention should be regarded complementary among others. Not limiting to gender, focused (tailored) approaches rather than broad and universal interventions may be more relevant to desired target groups, and thus possibly more successful. For example, using a narrow age span, in our experience, facilitates the creation of content that is developmentally appropriate. Finally, while our positive findings may relate to the novel features of the intervention, the study contributes limited information on how the effects were achieved, for example, on the specific impact of therapist support. Lacking information on what factors influence outcomes in ICBT with youth is a common study limitation [34].

Future Research
The next step is to extend focus to uncovering the effect of therapist interaction, and other theoretical and contextual treatment components in ICBT, to contribute to our understanding of what components positively affect treatment outcomes in psychotherapy with youth depression and how they do so. Multiphase optimization strategies that include factorial
experimental designs pose as viable options [97]. Technology-based treatment enables new evaluation strategies and the current approach in particular produces vast amounts of data from patient-therapist correspondences that benefit from natural language processing to help understand and refine conversation [98,99]. Qualitative investigation will help to ensure that components perceived essential by young individuals are not lost but enhanced in further developments.

Conclusions
This study investigated treatment consisting of Web-based CBT self-help material and weekly therapist chat sessions, blended treatment, for adolescent depression. The intervention attracted adolescents in need of mental health assistance and demonstrated positive completion rates in combination with substantial improvement in depression symptoms. The results are similar to those in our previous study, further demonstrating the potential of a text-based blended model to deliver CBT in accordance with the urgent need for accessible behavioral intervention for youth.
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Abstract

Background: Although internet-based cognitive behavior therapy (iCBT) interventions can reduce depression symptoms, large differences in their effectiveness exist.

Objective: The aim of this study was to evaluate the effectiveness of an iCBT intervention called Thrive, which was designed to enhance engagement when delivered as a fully automated, stand-alone intervention to a rural community population of adults with depression symptoms.

Methods: Using no diagnostic or treatment exclusions, 343 adults with depression symptoms were recruited from communities using an open-access website and randomized 1:1 to the Thrive intervention group or the control group. Using self-reports, participants were evaluated at baseline and 4 and 8 weeks for the primary outcome of depression symptom severity and secondary outcome measures of anxiety symptoms, work and social adjustment, psychological resilience, and suicidal ideation.

Results: Over the 8-week follow-up period, the intervention group (n=181) had significantly lower depression symptom severity than the control group (n=162; P<.001), with a moderate treatment effect size (d=0.63). Moderate to near-moderate effect sizes favoring the intervention group were observed for anxiety symptoms (P<.001; d=0.47), work/social functioning (P<.001; d=0.39), and resilience (P<.001; d=0.55). Although not significant, the intervention group was 45% less likely than the control group to experience increased suicidal ideation (odds ratio 0.55).

Conclusions: These findings suggest that the Thrive intervention was effective in reducing depression and anxiety symptom severity and improving functioning and resilience among a mostly rural community population of US adults. The effect sizes associated with Thrive were generally larger than those of other iCBT interventions delivered as a fully automated, stand-alone intervention.
internet-based cognitive behavior therapy; iCBT; depression symptoms; rural populations; RCT; randomized controlled trial; CBT

Introduction

Depression is the leading cause of disability globally [1] and is associated with impaired function [2], higher morbidity and mortality [3,4], greater health care use [5], and higher risk of suicide [6]. In the United States, the 12-month and lifetime prevalence of major depressive disorder is 10.4% and 20.6%, respectively [2].

Cognitive behavior therapy (CBT), when delivered by clinicians, is an evidence-based psychotherapy for treating acute depression symptoms that also reduces relapse risk [7-9]. However, many barriers to receiving CBT exist, including geographic location, cost of insurance and care, long waitlists, and stigma for seeking treatment for mental illness [10]. For the approximately 46 million Americans living in rural regions [11], access to adequate mental health care is often limited or nonexistent [12]. In Montana (the focus of this study), 65.0% of residents live in rural regions [13]; the state also has a higher prevalence of depression than the national average and has had one of the highest suicide rates in the United States over the past four decades [14,15]. Despite the state's clear need for mental health services, 60% of the population live in mental health care professional shortage areas (defined as <1 psychiatrist/30,000) and only 13.3% of the total mental health provider need is met [12].

An attractive option for treating mental disorders in rural regions is the use of affordable, internet-delivered psychotherapy that requires little or no human intervention. Several studies of traditional face-to-face CBT and internet-based CBT (iCBT), herein defined as a class of online software apps that emulate in-person psychotherapy, have shown similar effectiveness for treating depression symptoms [16-18]. Additionally, a recent meta-analysis showed comparable effectiveness of iCBT interventions for reducing depression and anxiety symptoms among urban and rural populations outside the United States [19]. These results, combined with increasing broadband access in US rural communities [20], suggest that effective iCBT interventions have the potential for widespread public health impact by expanding the availability of low-cost, effective depression treatments [21,22] and providing an attractive alternative or complementary delivery strategy for populations that face the aforementioned barriers. However, no randomized controlled trials (RCTs) of iCBT interventions for depression have been conducted among US adult rural residents [21,22].

Although, in theory, the use of iCBT interventions to treat depression symptoms in US regions lacking sufficient mental health care services is an attractive treatment strategy, determining which iCBT intervention might be most effective is complicated by the considerable differences that exist in iCBT program design (eg, static text and pictures vs video-centric formats), support (fully automated to extensive human supports), adherence, and demonstrated effectiveness for treating depression symptoms in adults with a range of symptom severities (mild to severe) and diagnoses (none, major depressive disorder, unipolar affective disorder, or dysthymia) [10,21,22]. Additionally, participant engagement has been a significant challenge for some depression iCBT interventions. Fully automated, stand-alone iCBT interventions generally have higher treatment dropout rates (74%) than those provided with therapist or administrative support (28% and 38%, respectively) [23]. Lower engagement likely decreases the effectiveness of iCBT interventions for depression. For example, in three studies that reported participants completing fewer than three mean intervention sessions, two found no significant difference in depression symptoms for the intervention compared to the control [24,25] and the third found a small effect size (0.26) [26] for depression symptoms. To date, six of the seven studies of fully automated, stand-alone versions of iCBT have demonstrated small-to-medium clinical effects [26-31] and one found no significant effects [25]. Thus, improvements in iCBT interventions and delivery strategies are needed.

The intervention evaluated in this study, Thrive, is a fully automated, stand-alone iCBT intervention designed to reduce depression symptoms using a video-based platform. The intervention incorporates classic cognitive behavior therapy themes in modules on Constructive Thinking (Cognitive Restructuring) [32], Pleasant Activities (Behavioral Activation) [33,34], and Assertive Communication (Social Skills Training) [35]. Each module consists of 10 lessons, and there is an introduction lesson that offers suggestions for choice of a first module (31 total lessons). Within each module, Thrive's algorithms personalize content, exercises, and recommendations for participants based on their input and progress. A pilot feasibility study of Thrive in a US primary health care setting included 37 patients with depression (Symptom Checklist-20 score>1.75), of whom 59% (22/37) had suicidal thoughts at baseline (Symptom Checklist-20 item 13) [36]. At the 4-month follow-up, 52% (16/31) had ≥50% reduction in depression, 46% (14/31) had a clinically significant decrease in depression symptoms, and fewer reported having recent suicidal thoughts (35% vs 59% at baseline) [36]. Thrive was also offered to employees of four businesses located in four states. A total of 227 individuals with baseline depression symptom severity (Patient Health Questionnaire-9 item [PHQ-9] [37]) scores between 5 and 27 (mean score 10.5) and at least one follow-up PHQ-9 score logged into Thrive an average of 10.5 times and experienced an average PHQ-9 improvement of 4.4 points (42%) over an average of 7 weeks (B. Coleman, personal communication, 3 Sept 2019). Thus, preliminary data suggested that Thrive might be efficacious. Given the lack of evidence of
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iCBT depression interventions in rural US settings, the primary objective of this RCT was to evaluate the short-term effectiveness of Thrive to reduce depression symptom severity when delivered directly to a community population of adults with depression symptoms living in Montana, one of the least densely populated states in the United States [38]. Because the Thrive intervention required no clinician interaction or support for delivery and assessments, findings are likely predictive of the use and impact of the Thrive intervention in real-world settings and support the promise of iCBT to address unmet mental health care needs in rural US regions and possibly beyond.

Methods

Trial Design

An RCT compared the efficacy of the fully automated, stand-alone Thrive intervention to a waitlist control (WLC) in reducing depression symptoms among adults. Participants were recruited from communities across Montana and immediately randomized 1:1 to the intervention group (Thrive) or a WLC group (delayed access to Thrive until the 8-week follow-up assessment) after meeting the inclusion criteria and providing electronic informed consent on the study website [39] (Multimedia Appendix 1). Participants in both groups were assessed for primary and secondary outcomes at baseline and 4 and 8 weeks postenrollment. Enrollment occurred between September 2017 and January 2018, and all assessments were completed by March 2018. The Montana State University Institutional Review Board approved the protocol and all related materials (#MS033017-FC) prior to study initiation. The study is registered at ClinicalTrials.gov (NCT03244878).

Participants

Participants were recruited using community fliers, public service announcements, local newspaper advertisements, newsletters, and community social media sites. The study was also promoted through select state organization email listservs, large employers, local health care providers, Facebook, a Craigslist community page, community meeting events, and Montana State University Extension faculty communications with their respective counties. All methods directed potential participants to a study website, which informed potential applicants about the study expectations; determined their eligibility; and guided those eligible through the informed consent, randomization, and assessment process [39].

Inclusion criteria included adults aged ≥18 years with mild-to-severe depression severity (PHQ-9 score >5) [37]; Montana residency; a valid email address; and regular access to broadband internet via a computer, tablet, or smartphone. At enrollment, potential participants who indicated recent suicidal ideation (PHQ-9 item 9 score >0) were asked to confirm that they could stay safe and those responding that they could not were considered ineligible (see the safety protocol description below for the handling of cases of suicidal ideation and Multimedia Appendix 4). All participants provided electronic informed consent prior to study participation. All participants were informed that they were free to obtain and use any additional care available throughout their participation in the trial. In total, 463 participants were enrolled, and of these, 109 were deemed fraudulent identities and their data were removed prior to analyses (Multimedia Appendix 2). Additionally, three individuals provided invalid email addresses, which led to their exclusion from study participation, and data from two control participants were discarded, as they were accidentally provided access to the intervention immediately. Six participants were excluded because of missing baseline data on the covariate “currently receiving psychosocial therapy for depression,” which was required for data analysis. The final analytic sample included 343 participants (intervention: n=181; control: n=162), of which 86 (25%) participants did not complete any follow-up assessments (Multimedia Appendices 2 and 3).

Intervention Group

Thrive is a fully automated, stand-alone, individually tailored iCBT intervention for depression developed by Waypoint Health Innovations [40]. Participants accessed the intervention with a Web browser or mobile app. Intervention content is largely delivered by video with minimal text and employs three structured interactive modules focused on behavioral activation, cognitive restructuring, and social skills training CBT techniques. Based on user input and usage patterns, the intervention uses algorithms to personalize feedback and tailor user progression through each therapeutic modality. Based on the study results from a qualitative study on the acceptability of Thrive [41], 6 of the 320 videos were replaced with videos depicting scenarios and settings characteristic of rural Montana to enhance engagement among the study population.

Control Group

The control group received a link to general depression information at the National of Institute of Mental Health [42]. Participants in the control group were also provided a link to Montana’s National Alliance on Mental Illness resource page [43]. The control group was granted access to Thrive after completing the 8-week assessment.

Assessments

Participants completed study assessments on the study website at baseline, 4 weeks, and 8 weeks. Automated email reminders were sent when each assessment was due, with two additional follow-up automated reminder emails sent within 7 days to those who had not completed the assessment. If the participant did not complete the scheduled assessment within a 10-day window, data were considered lost to follow-up for that assessment (Multimedia Appendix 10). A US $25 Amazon gift code was sent following completion of each assessment.

Outcomes

The primary outcome measure was participants’ self-reported depression symptom severity PHQ-9 score. Prespecified secondary outcomes included anxiety symptom severity, daily functioning, and resilience. Suicidal ideation was added as a secondary outcome after the original protocol was developed, but prior to the start of analyses.

Measures

All outcomes were assessed using self-reported, validated measures automatically administered via the study website.
Depression symptom severity was evaluated using the PHQ-9, which incorporates the major depressive disorder “A criterion” symptoms of Diagnostic and Statistical Manual of Mental Disorders (DSM)-IV and DSM-5 (score range: 0-27, with higher scores indicating worse symptoms) [37]. Anxiety symptom severity was measured with the Generalized Anxiety Disorder Scale (GAD-7, score range: 0-21), with higher scores indicating worse symptoms [44]. Daily functioning was measured using the Work and Social Adjustment Scale (WSAS, score range: 0-40), with higher scores indicating a greater impact of depression on daily functioning [45]. The abbreviated version of the Conner-Davidson Resilience Scale (CD-RISC-10) measured resilience (score range: 0-40), with higher scores indicating greater resilience [46]. Lastly, suicidal ideation was assessed using item 9 of the PHQ-9 measure (“Thoughts that you would be better off dead or of hurting yourself” in the past two weeks). Item 9 was treated as an ordinal scale that ranged from 0 (“not at all,” no suicidal ideation) to 3 (“nearly every day”) [37].

Safety

When study applicants endorsed having at least some suicidal ideation (PHQ-9 item 9 score ≥0) at study enrollment, the study website displayed multiple sources of immediate help (Multimedia Appendix 4) and asked applicants to declare whether they were sure they could stay safe. Applicants answering that question negatively were considered ineligible to participate in the study. Notably, no applicants reported that they could not stay safe. Regardless of the response to the “stay safe” question, the study website prompted the individual to seek help and provided the same sources of help described in Multimedia Appendix 4. If an enrolled participant indicated s/he had at least some suicidal ideation during the 4- or 8-week assessments (PHQ-9 item 9 score ≥0), the study website immediately prompted the individual to seek help and provided the same sources of help. Additionally, the Thrive intervention directed individuals with PHQ-9 scores ≥20 at any assessment and those with PHQ-9 scores ≥10 on the third assessment to seek help from a doctor. A thorough description of all safety measures used is described in Multimedia Appendix 4. Participants were provided email addresses (lead investigator and IRB Chair) for reporting of any adverse experiences or events.

Covariates

An initial pool of 10 variables was selected a priori for analysis as potential covariates of depression severity, anxiety, functional impairment, resilience, and suicidal ideation (Multimedia Appendix 5).

Statistical Analysis

Outcomes were assessed at baseline and at 4 and 8 weeks. The change over time in each continuous outcome and suicidal ideation was compared between the intervention and control groups using a linear mixed model analysis of repeated measures and an ordinal logistic regression model within a Generalized Estimating Equation framework, respectively. A separate model was conducted on each outcome measure. Each model contained fixed-effects terms for treatment (intervention vs control), time, treatment × time interaction, and respective baseline measure (prior to the intervention) as covariates. Receiving therapy for depression (yes/no) at the baseline assessment was also included as a covariate in each model. Least squares means (adjusted treatment means) and adjusted odds ratios (OR) were estimated as part of the mixed model and ordinal logistic model, respectively, to interpret the treatment effect. For the ordinal logistic regression, the cumulative probabilities were modeled over the higher-ordered suicidal ideation scale scores (more suicidal ideation).

Statistical analyses were performed using SAS software, version 9.4 (SAS Institute, Inc, Cary, North Carolina). Maximum likelihood estimators allow efficient parameter estimation using only available data under an assumption of missing at random [47-49]. The level of significance was set at \( \alpha = 0.05 \) (two-tailed), and the Bonferroni method was implemented to control false-positives over the multiple tests. The 95% CIs for the point estimates of treatment group effects were also adjusted to match the Bonferroni adjustment to significance levels in the corresponding test. A priori evaluable sample size for a statistical power of 80% was estimated (Multimedia Appendix 6).

Results

Participant Characteristics

Participant baseline characteristics are described in Table 1. The cohort was predominately female (290/343, 85%) and Caucasian (319/343, 93%), with a mean age of 42.9 (SD 13.3) years. Most participants were married (198/343, 58%); employed, or in school (265/343, 77%); had some higher education (318/343, 93%); and lived in rural regions (287/343, 84%). In addition, 59% (202/343) of participants were receiving medication, psychosocial therapy, or other treatment for depression or anxiety at baseline. No significant differences for any outcome measure were observed at baseline (Table 2) nor did the baseline depression symptom severity differ between groups (Multimedia Appendix 7). Participants randomized to the intervention group completed a mean of 8.7 lessons. No adverse experiences or adverse events were reported by either study group.
Table 1. Baseline characteristics in the intent-to-treat population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample (N=343), n (%)</th>
<th>iCBT&lt;sup&gt;a&lt;/sup&gt; group&lt;sup&gt;b&lt;/sup&gt; (n=181), n (%)</th>
<th>Control group (n=162), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>42.9 (SD 13.3)</td>
<td>42.1 (12.8)</td>
<td>43.8 (13.8)</td>
</tr>
<tr>
<td>Female</td>
<td>290 (85.0)</td>
<td>160 (88.4)</td>
<td>130 (81.2)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>319 (93.0)</td>
<td>170 (93.9)</td>
<td>149 (92.0)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (7.0)</td>
<td>11 (6.1)</td>
<td>13 (8.0)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>145 (42.3)</td>
<td>78 (43.1)</td>
<td>67 (41.4)</td>
</tr>
<tr>
<td>Married/domestic partnership</td>
<td>198 (57.7)</td>
<td>103 (56.9)</td>
<td>95 (58.6)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed or student</td>
<td>265 (77.3)</td>
<td>136 (75.1)</td>
<td>129 (79.6)</td>
</tr>
<tr>
<td>Retired or unemployed</td>
<td>78 (22.7)</td>
<td>45 (24.9)</td>
<td>33 (20.4)</td>
</tr>
<tr>
<td>Veteran</td>
<td>15 (4.4)</td>
<td>7 (3.9)</td>
<td>8 (4.9)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school degree or less</td>
<td>25 (7.3)</td>
<td>10 (5.5)</td>
<td>15 (9.3)</td>
</tr>
<tr>
<td>Some college, bachelor or associate degree, or trade school</td>
<td>236 (68.8)</td>
<td>129 (71.3)</td>
<td>107 (66.0)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>82 (23.9)</td>
<td>42 (23.2)</td>
<td>40 (24.7)</td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>244 (71.1)</td>
<td>140 (77.3)</td>
<td>104 (64.2)</td>
</tr>
<tr>
<td>Public</td>
<td>74 (21.6)</td>
<td>32 (17.7)</td>
<td>42 (25.9)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (2.6)</td>
<td>5 (2.8)</td>
<td>4 (2.5)</td>
</tr>
<tr>
<td>None</td>
<td>16 (4.7)</td>
<td>4 (2.2)</td>
<td>12 (7.4)</td>
</tr>
<tr>
<td><strong>Rural classification</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>56 (16.3)</td>
<td>27 (14.9)</td>
<td>29 (17.9)</td>
</tr>
<tr>
<td>Large rural</td>
<td>73 (21.3)</td>
<td>42 (23.2)</td>
<td>31 (19.1)</td>
</tr>
<tr>
<td>Small rural</td>
<td>116 (33.8)</td>
<td>60 (33.2)</td>
<td>56 (34.6)</td>
</tr>
<tr>
<td>Isolated</td>
<td>98 (28.6)</td>
<td>52 (28.7)</td>
<td>46 (28.4)</td>
</tr>
<tr>
<td><strong>Receiving mental health treatment</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>202 (58.9)</td>
<td>103 (56.9)</td>
<td>99 (61.1)</td>
</tr>
<tr>
<td>No</td>
<td>141 (41.1)</td>
<td>78 (43.1)</td>
<td>63 (38.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>iCBT: internet-based cognitive behavior therapy.

<sup>b</sup>Thrive intervention group.

<sup>c</sup>Defined using rural urban commuting area codes [50].

<sup>d</sup>Defined as receiving any clinical care or taking medication(s) for depression symptoms.
Table 2. Baseline clinical measures for total sample and treatment groups.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Total sample (N=343), mean (SD)</th>
<th>iCBT group (n=181), mean (SD)</th>
<th>Control group (n=162), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome measure</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression symptom severity</td>
<td>13.6 (5.0)</td>
<td>13.7 (5.0)</td>
<td>13.4 (5.0)</td>
</tr>
<tr>
<td><strong>Secondary outcome measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety symptom severity</td>
<td>10.3 (4.7)</td>
<td>10.3 (4.7)</td>
<td>10.2 (4.6)</td>
</tr>
<tr>
<td>Work and social functioning</td>
<td>20.2 (7.9)</td>
<td>20.2 (8.0)</td>
<td>20.2 (7.8)</td>
</tr>
<tr>
<td>Resilience</td>
<td>22.2 (6.2)</td>
<td>22.2 (6.6)</td>
<td>22.2 (5.9)</td>
</tr>
</tbody>
</table>

a iCBT: internet-based cognitive behavior therapy.

b Thrive intervention group.

c Patient Health Questionnaire-9 score range=0-27.

d Generalized Anxiety Disorder Scale 7-Item score range=0-21.

e Work and Social Adjustment Scale score range=0-40.

f Connor-Davidson Resilience Scale 10-Item score range=0-40.

Clinical Outcomes

Primary Outcome

Significant main effects of treatment ($F_{1,248}=28.67$; raw $P<.001$, adjusted $P<.001$) and time ($F_{1,216}=11.94$; raw $P<.001$, adjusted $P<.001$), favoring the Thrive intervention, were observed for depression symptom severity (Table 3), and a moderate treatment effect size ($Cohen\ d=0.63$, $P<.001$; Table 4) was found. The pattern of the overall least squares treatment group means showed that depression severity (following 8 weeks of intervention) was significantly lower for the intervention group than for the control group (7.702 [SE 0.336] vs 10.224 [SE 0.328], raw $P<.001$, adjusted $P<.001$; $d=0.63$; Table 4). The same pattern was observed with simple treatment group effects at weeks 4 and 8 (raw $P<.001$, adjusted $P<.001$; PHQ-9, Table 4).

Table 3. Main effects of treatment, time, and treatment by time interaction effects from the mixed model and ordinal logistic regression analysis for depression symptom severity, anxiety symptom severity, work/social functioning, resilience, and suicidal ideation.

<table>
<thead>
<tr>
<th>Covariates and effects</th>
<th>Depression symptoms (PHQ-9)</th>
<th>Anxiety symptoms (GAD-7)</th>
<th>Functioning (WSAS)</th>
<th>Resilience (CD-RISC-10)</th>
<th>Suicidal ideation (PHQ-9)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ statistic (df)</td>
<td>$P$ value</td>
<td>$F$ statistic (df)</td>
<td>$P$ value</td>
<td>$F$ statistic (df)</td>
</tr>
<tr>
<td>Baseline outcome\nBaseline scores for PHQ-9, GAD-7, WSAS, and CD-RISC-10.</td>
<td>F (1, 245) =28.67</td>
<td>&lt;.001</td>
<td>F (1, 253.6) =133.56</td>
<td>&lt;.001</td>
<td>F (1, 251.7) =181.17</td>
</tr>
<tr>
<td>Therapy\nReceiving treatment for depression at baseline.</td>
<td>F (1, 249) =7.58</td>
<td>.006</td>
<td>F (1, 254.1) =8.29</td>
<td>.004</td>
<td>F (1, 250.7) =8.82</td>
</tr>
<tr>
<td>Effects\nThrive iCBT intervention or control.</td>
<td>F (1, 248) =28.67</td>
<td>&lt;.001</td>
<td>F (1, 252.8) =16.14</td>
<td>&lt;.001</td>
<td>F (1, 249.4) =11.09</td>
</tr>
<tr>
<td>Time (weeks)\nThrive intervention or control.</td>
<td>F (1, 216) =11.94</td>
<td>&lt;.001</td>
<td>F (1, 221) =4.68</td>
<td>.03</td>
<td>F (1, 217.5) =.49</td>
</tr>
<tr>
<td>Treatment $\times$ time\nThrive iCBT intervention or control.</td>
<td>F (1, 216) =.12</td>
<td>&gt;.99</td>
<td>F (1, 221) =.43</td>
<td>&gt;.99</td>
<td>F (1, 217.5) =3.66</td>
</tr>
</tbody>
</table>

a PHQ-9: Patient Health Questionnaire-9.
b GAD-7: Generalized Anxiety Disorder 7-Item scale.
c WSAS: Work and Social Adjustment Scale.
d CD-RISC-10: Connor-Davidson Resilience Scale 10-Item.
e Baseline scores for PHQ-9, GAD-7, WSAS, and CD-RISC-10.

f Receiving treatment for depression at baseline.

#Thrive iCBT intervention or control.

$P$ values adjusted by the Bonferroni method.
Table 4. Effect of the intervention on depression severity, anxiety severity, work/social functioning, and resilience.

<table>
<thead>
<tr>
<th>Outcome and group</th>
<th>Week 4, LSM (SE), (95% CI)</th>
<th>Week 8, LSM (SE), (95% CI)</th>
<th>Overall timed-average (weeks 4-8), LSM (SE), (95% CI)</th>
<th>Overall treatment group main effect (weeks 4-8)</th>
<th>F statistic (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression severity (PHQ-9)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>8.165 (0.373), (7.430 to 8.899)</td>
<td>7.240 (0.385), (6.481 to 7.998)</td>
<td>7.702 (0.336), (7.039 to 8.365)</td>
<td>N/A c</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>10.602 (0.371), (9.873 to 11.33)</td>
<td>9.845 (0.367), (9.122 to 10.568)</td>
<td>10.224 (0.328), (9.576 to 10.871)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>LSM group difference</td>
<td>N/A</td>
<td>N/A</td>
<td>–2.521 (0.471), (–3.448 to –1.593), (–3.743 to –1.298) d</td>
<td>F (1, 248)=28.67 &lt;.001; &lt;.001 e</td>
<td>0.628</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Anxiety severity (GAD-7)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>7.121 (0.346), (6.439 to 7.803)</td>
<td>6.481 (0.358), (5.777 to 7.185)</td>
<td>6.801 (0.312), (6.186 to 7.415)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>8.724 (0.344), (8.047 to 9.401)</td>
<td>8.382 (0.341), (7.710 to 9.053)</td>
<td>8.553 (0.304), (7.953 to 9.153)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>LSM group difference</td>
<td>N/A</td>
<td>N/A</td>
<td>–1.752 (0.436), (–2.610 to –0.893), (–2.883 to –0.620) d</td>
<td>F (1, 252.8)=16.14 &lt;.001; &lt;.001 e</td>
<td>0.470</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Work/social functioning (WSAS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>16.433 (0.602), (15.249 to 17.617)</td>
<td>15.407 (0.621), (14.185 to 16.629)</td>
<td>15.920 (0.542), (14.852 to 16.988)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>18.205 (0.597), (17.029 to 19.380)</td>
<td>18.682 (0.592), (17.517 to 19.848)</td>
<td>18.443 (0.529), (17.401 to 19.486)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>LSM group difference</td>
<td>N/A</td>
<td>N/A</td>
<td>–2.523 (0.757), (–4.016 to –1.031), (–4.487 to –0.558) d</td>
<td>F (1, 249.4)=11.09 .001; &lt;.005 e</td>
<td>0.389</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Resilience (CD-RISC-10)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>24.899 (0.382), (24.148 to 25.652)</td>
<td>25.646 (0.395), (24.868 to 26.424)</td>
<td>25.273 (0.341), (24.601 to 25.945)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A c</td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>22.749 (0.379), (22.003 to 23.496)</td>
<td>23.254 (0.376), (22.514 to 23.995)</td>
<td>23.002 (0.332), (22.346 to 23.657)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A c</td>
<td></td>
</tr>
<tr>
<td>LSM group difference</td>
<td>N/A</td>
<td>N/A</td>
<td>2.271 (0.476), (1.332 to 3.209), (1.035 to 3.506) d</td>
<td>F (1, 243.6)=22.71 &lt;.001; &lt;.001 f</td>
<td>0.552</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aLSM: least squares means.
bPHQ-9: Patient Health Questionnaire-9.
cN/A: not applicable.
dBonferroni-adjusted 95% CIs.
eP values adjusted by the Bonferroni method. The adjusted P value was associated with the test (F statistic) of the overall timed-average difference of the LSM estimate between the groups (Thrive intervention vs control).
fGAD-7: Generalized Anxiety Disorder 7-Item scale.
#WSAS: Work and Social Adjustment Scale.
hCD-RISC-10: Connor-Davidson Resilience Scale 10-Item.
Secondary Outcomes

The results of the time interaction effect from the mixed model and ordinal logistic regression analysis for the secondary outcomes of anxiety, functional impairment, resilience and suicidal ideation are reported in Table 3. Anxiety symptom severity, work and social functional impairment, and resilience were significantly improved for the Thrive intervention group compared to the control group (raw $P<.001$, adjusted $P<.001$ for all; $d=0.47$, $d=0.39$, and $d=0.55$, respectively; Table 4). This pattern was also observed with simple treatment group effects at weeks 4 and 8 (Multimedia Appendix 8).

Suicidal ideation was reported by 41%, 19%, and 16% of participants at baseline, week 4, and week 8, respectively. The predicted odds of increased suicidal ideation (PHQ-9 item 9) for the intervention group showed a lower trend than that of the control group, but did not reach significance (OR 0.55, 95% CI 0.26-1.11, $P=10$, adjusted $P=49$; Multimedia Appendix 9). Thrive intervention group participants were 45% and 58% less likely than controls to experience increased suicidal ideation following the entire 8-week follow-up period and at week 8, respectively (Multimedia Appendix 9).

Discussion

Principal Results

This study evaluated the effectiveness of a fully automated, stand-alone, video-centric iCBT intervention (Thrive) for reducing depression symptom severity among adults residing in Montana. The design incorporated features of practical, pragmatic, and community-based effectiveness trials: liberal inclusion criteria (mild to severe depression symptoms), allowance for any past and concurrent treatments, and broad (symptom, functional, and resilience) outcomes. Over 8 weeks, depression symptom severity (primary outcome) in the Thrive intervention group was significantly reduced as compared to the control group. Additionally, the Thrive intervention group showed significant improvements in anxiety symptoms, work and social functioning, and resilience compared with the control group.

Although the Thrive intervention, like other iCBT interventions for depression in non-US populations [19], may be equally effective in rural and urban populations, the intervention has several characteristics that may make it appealing to rural US residents as an alternative or supplemental mental health intervention for depression symptoms. A previous qualitative study of Thrive among rural Montana adults led to an adaptation of 6 of the >300 videos to better reflect scenarios and settings common in rural communities [41], which may improve user engagement. Thrive can be performed in the privacy of one’s home, which might offset mental health-related stigma, a frequent barrier to seeking mental health services experienced by rural US residents [51]. Thrive is accessible from any location with internet access and can be used on smartphones, tablets, and computers, making it an easily accessible, cost-effective alternative for rural residents who often have to drive long distances for in-person mental health care [41].

Comparison With Prior Work

To our knowledge, the clinical effect of the Thrive intervention on depression symptoms is one of the largest reported for an iCBT intervention delivered without clinician interaction. Omitting clinician support allows for broader generalizability to community populations by limiting costs and avoiding barriers associated with an undersourced mental health workforce. A recent meta-analysis of 16 self-guided iCBT studies by Karyotaki et al [21] and a systematic review by Lorenzo-Luaces et al [22] of the same 16 and an additional 5 self-guided iCBT studies reported that 7 studies evaluated iCBT interventions that, like Thrive, had no clinician contact [25-31]. The impact of Thrive on depression symptoms ($d=0.63$) was greater than or similar to the 7 comparable studies (nonsignificant [25]; $d=0.17$ [26]; $d=0.20$ [28]; $d=0.28$ [27]; $d=0.30$ and 0.65 [for analysis of variance and mixed model analyses, respectively] [29]; $g=0.36$ [31]; and $d=0.50$ [30]). The greater impact of Thrive may be a result of the intervention group completing more lessons on average (8.7) than some other fully automated, stand-alone iCBT interventions [24-26].

Compared to self-guided iCBT interventions delivered with meaningful clinician support, described in Karyotaki et al [21] and Lorenzo-Luaces et al [22], the Thrive intervention yielded a similar or greater effect size for depression symptoms: Four studies that used clinician/research personnel contact to determine eligibility found effect sizes of $d=0.08$ [52], $d=0.38$ [53], $d=0.8$ [54], and $g=0.76$ for depression symptoms [55], although the latter study excluded “outliers” from the primary analysis and stated their inclusion resulted in “nonsignificant findings” and reduced the effect size by an undisclosed amount [55]. Two other studies that used iCBT in combination with contact with a therapist also reported similar or lower effect sizes ($d=0.51$ [56] and 0.38 [31]) than those reported for Thrive. Six studies that included individualized email or SMS check-in reminders or telephone diagnostic interviews produced nonsignificant [57] or small-to-medium effect sizes for four depression symptoms ($d=0.34$ [30]; $d=0.36$ [58]; $d=0.55$ [59]; $d=0.57$ [60]; and $d=0.66$ [61]). Finally, the six studies providing up to weekly nonautomated email or telephone support reported no significant differences compared to the control for two studies [24,62] and small-to-large significant effect sizes for four studies: (1) $d=0.22$ and $d=0.34$ for support upon request and weekly support, respectively [26]; (2) $d=0.4$ (pre-post within-subjects effect size) [63]; (3) $d=0.39$ [64]; and (4) $d=1.14$ [61].

This study found similar or greater effect sizes for secondary outcomes (anxiety symptoms [$d=0.47$], work and social functioning [$d=0.39$], and resilience [$d=0.55$]) compared to the 21 iCBT trials described in the recent meta-analysis and systematic review [21,22]. In the seven studies reporting anxiety symptom outcomes, four identified nonsignificant differences with the control [53,56,60,62] and three found small-to-nearly moderate effect sizes ($d=0.22$ [54], $d=0.25$ [26], and $d=0.43$ [30]). The three studies that assessed life/work functioning (using the same measure reported here [WSAS]) found a nonsignificant difference as compared to the control [62], a significant improvement for iCBT+treatment as usual but not in iCBT compared to the control (effect sizes not provided)
[52], and an effect size of 0.36 [29]. Two other studies found no significant difference [57] and an effect size of 0.65 [54] when measuring life/work functioning with the Sheehan Disability Scale. To our knowledge, no other iCBT studies have evaluated resilience. Lastly, this study found a nonsignificant reduction (58%) in the odds of having greater suicidal ideation in the Thrive intervention group than in the control group at 8 weeks. A small effect size (d=0.20) was found in the single prior study that measured the impact of an iCBT intervention on suicidality [58].

The design of this study supports the generalizability of its findings in community settings. First, the minimal eligibility restrictions indicate the potential applicability of the Thrive intervention in general populations outside the controlled research setting. Of the seven studies described in Karyotaki et al [21] and Lorenzo-Luaces et al [22], only one that delivered a fully automated, stand-alone iCBT intervention like the Thrive intervention had similarly broad eligibility criteria [29]. Second, omitting clinician-administered diagnostic evaluations, as used in several iCBT studies [57,59-61], allows for broader generalizability to community settings. The use of person-administered diagnostics greatly increases costs, limits broad intervention dissemination due to an insufficient mental health workforce, and decreases the potential public health impact of fully automated, stand-alone iCBT interventions.

Limitations
This study had several limitations. Like most iCBT studies [21], assessment completion rates were low, with 68% and 65% of randomized subjects completing assessments at 4 and 8 weeks, respectively. These rates are slightly below the 73% (range 55%-95%) unweighted mean completion rate [24-30,52,55,58-64] for short-term (6-16 weeks) follow-up assessments of all studies in Karyotaki et al [21]. Additionally, the study offered monetary incentives for 4- and 8-week survey completion, which are associated with greater response in electronic questionnaires [65] and retention rates [66], which limits conclusions about uptake of Thrive in nonresearch settings. Monetary incentives have been used in all six RCTs of iCBT interventions for depression in US populations [24,25,27,28,54,57] and three of the seven (43%) RCTs of fully automated, stand-alone iCBT interventions reported in Karyotaki et al and Lorenzo-Luaces et al [21,22,25,27,28]. Although using self-assessments, a common practice in iCBT studies, is a potential weakness of the study, the use of validated, widely used instruments largely addressed this issue. The PHQ-9 (depression symptoms), Generalized Anxiety Disorders Scale-7 (anxiety symptoms), and WSAS-5 (functioning) correlate well with clinician-administered instruments [37,67,68] and are sensitive to interventional effects [45,69,70]. Of note, self-assessments may underestimate the effect of iCBT relative to similar studies using clinician-administered assessments [71]. The study eligibility, which omitted the need for a depressive disorder diagnosis and included participants across the full range of depression symptom severity increases the study’s generalizability. However, the make-up of the recruited study population, with high a proportion of female (85%) and white (93%) participants with at least some education after high school (69%) limits its generalizability. Greater participation of women is a common limitation among studies of iCBT for depression. For example, Karyotaki et al [21] reported that 66% of all participants were female, and among the studies of fully automated, stand-alone iCBT interventions, female participation ranged from 65% to 81% [21]. The high proportion of female participants across iCBT studies could be due, in part, to the greater prevalence of depression in women [2] or as a yet-undefined barrier for men. The relatively high percentage (23.5%) of fraudulent participants identified is another limitation, which is becoming increasingly common in internet-based studies [72]. The number of fraudulent participants in this study is similar to that in several other studies using Web-based surveys: 28.7% [73], 20.5% [74], and 18.7% [75]. Although the study was powered appropriately to detect between-group differences in a priori defined primary and secondary outcomes, even when allowing for corrections for multiple testing (design strength of this study), it was underpowered to detect meaningful difference in the post-hoc assessment of suicidal ideation, as only 41% of subjects experienced suicidality at baseline. In addition, the 8-week evaluation period cannot inform on the long-term impact of the Thrive intervention when delivered in community settings. Longitudinal studies with longer follow-up periods are warranted to determine whether iCBT programs impact the risk of depression relapse [10]. Finally, as a community-based trial, these findings cannot be generalized to clinical settings.

Conclusions
Thrive, a fully automated, stand-alone iCBT intervention, demonstrated greater short-term improvements in depression and anxiety symptoms, work and social functioning, and resilience compared to control participants in a broad community population with mild to severe depression symptoms. A trend toward greater reduction in suicidal ideation was also observed. The magnitude of clinical benefit seen with the Thrive intervention appears to be greater than most other fully automated, stand-alone interventions and similar to those requiring clinician support. Thus, Thrive represents a potentially effective and cost-effective solution for treating depression symptoms in rural regions that often have few or no mental health providers. Evaluations of the impact of the Thrive intervention over longer periods of time and other population settings are warranted.
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Abstract

Background: Young people frequently make use of the internet as part of their day-to-day activities, and this has extended to their help-seeking behavior. Offline help-seeking is known to be impeded by a number of barriers including stigma and a preference for self-reliance. Online help-seeking may offer an additional domain where young people can seek help for mental health difficulties without being encumbered by these same barriers.

Objective: The objective of this systematic literature review was to examine young peoples’ online help-seeking behaviors for mental health concerns. It aimed to summarize young peoples’ experiences and identify benefits and limitations of online help-seeking for this age group. It also examined the theoretical perspectives that have been applied to understand online help-seeking.

Methods: A systematic review of peer-reviewed research papers from the following major electronic databases was conducted: PsycINFO, Cumulative Index of Nursing and Allied Health Literature, PubMed, Cochrane Library, Association for Computing Machinery Digital Library, and Institute of Electrical and Electronics Engineers Xplore. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines were followed. The search was conducted in August 2017. The narrative synthesis approach to reviews was used to analyze the existing evidence to answer the review questions.

Results: Overall, 28 studies were included. The most common method of data collection was through the use of surveys. Study quality was moderate to strong. Text-based query via an internet search engine was the most commonly identified help-seeking approach. Social media, government or charity websites, live chat, instant messaging, and online communities were also used. Key benefits included anonymity and privacy, immediacy, ease of access, inclusivity, the ability to connect with others and share experiences, and a greater sense of control over the help-seeking journey. Online help-seeking has the potential to meet the needs of those with a preference for self-reliance or act as a gateway to further help-seeking. Barriers to help-seeking included a lack of mental health literacy, concerns about privacy and confidentiality, and uncertainty about the trustworthiness of online resources. Until now, there has been limited development and use of theoretical models to guide research on online help-seeking.

Conclusions: Approaches to improving help-seeking by young people should consider the role of the internet and online resources as an adjunct to offline help-seeking. This review identifies opportunities and challenges in this space. It highlights the limited use of theoretical frameworks to help conceptualize online help-seeking. Self-determination theory and the help-seeking model provide promising starting points for the development of online help-seeking theories. This review discusses the use of these theories to conceptualize online help-seeking and identify key motivations and tensions that may arise when young people seek help online.

(J Med Internet Res 2019;21(11):e13873) doi:10.2196/13873
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**Introduction**

**Background**

Mental health is an important health concern for young people around the world, with the World Health Organization estimating that 10% to 20% of young people experience mental health disorders [1]. It is estimated that 50% of all adult mental disorders start in adolescence [2]. Yet, most young people are reluctant to seek help from formal mental health services [3-5]. The help-seeking process is difficult; it is complicated by personal and contextual factors, such as access, stigma, and mental health literacy [3,6,7]. It then becomes critically important to find alternative methods in which to target and assist young people who are not receiving help.

Mental health help-seeking has been defined as “...an adaptive coping process that is the attempt to obtain external assistance to deal with a mental health concern” (p. 180) [8]. That external assistance can be from a wide array of sources. Rickwood et al [3] propose a conceptual model specifically taking into account the needs of young people (Figure 1). They describe help-seeking as a process that involves the following: (1) becoming aware of symptoms and making the appraisal that assistance might be required; (2) expressing the symptoms that they are experiencing and that they are in need of help or support; (3) the person should then be aware of sources of help that are available and accessible to them; and (4) the final step that depends on the willingness of the help-seeker to disclose their difficulties to the selected, available source [3].

**Figure 1.** Rickwood’s Help-seeking model.

Two main types of help-seeking sources have been identified: formal and informal. Formal help-seeking can be understood as seeking assistance from any professional who has a recognized and legitimate role in providing support. Informal help-seeking is understood as pursuing assistance from informal social supports with whom the individual may or may not share a personal relationship [3]. Research shows that most young people have a preference for self-reliance when experiencing personal and emotional concerns and are more likely to make use of informal help sources than formal help sources, when and if they do reach out [3].

Most recently, computer-mediated technologies have begun to influence the help-seeking process. The internet offers another pathway to access care and help when young people are experiencing mental health concerns. Young people use the internet as their main source of information for all of their daily needs; accordingly, this logically extends to accessing information regarding their physical and mental health [9-11]. Various formal online services are readily available, as are informal resources such as discussion boards and social media [12]. Information gained from these sources could facilitate the help-seeking process to the next stage and could influence the way in which individuals form their help-seeking attitudes. The internet also offers unique benefits in the form of anonymity, access, and user control that can sometimes interfere with the offline help-seeking process [13]. The availability of high-quality mental health information and online resources could have a significant impact on the health outcomes of a young person [14].

**Objectives**

Although the potential benefits of online mental health resources have been acknowledged, there are also some concerns. For example, there is a worry that online help-seeking may delay access to formal help sources [10]. It is important to understand how these online resources, both formal and informal, are viewed by young people. Systematic reviews have been conducted in this area with a focus on how young people search for health-related information on the internet [15] and the effectiveness of online mental health services to improve help-seeking [14]; however, this review sought to understand the process and experiences of young people with regard to their online help-seeking experiences. The objectives of this narrative review [16] were to conduct a systematic analysis of the research on this topic and use the research to identify future opportunities for research and design that can improve the online help-seeking experiences of young people. The specific aims of this systematic review were as follows:

1. To examine the strategies employed by young people to search for help online for mental health difficulties.
2. To describe young people’s experiences of online help-seeking for mental health difficulties.
3. To identify the benefits of young people’s use of online mental health resources for help-seeking.
4. To identify the limitations of young people’s use of online mental health resources for help-seeking.
Methods

Search Overview

This review was conducted adhering to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines and was registered on the PROSPERO database (PROSPERO registration number: CRD42017072487). On the basis of the aims of the study, inclusion and exclusion criteria were established to guide the subsequent search process.

Search Strategy

The following 6 databases were searched from database inception (no limits were placed on the publication date as the evidence base in this area is very recent and to the author’s (CP, DCUCD, and DCHSE) knowledge, a systematic review of this nature has not been completed before): PsycINFO, Cumulative Index of Nursing and Allied Health Literature, PubMed, Cochrane Library, Association for Computing Machinery Digital Library, and Institute of Electrical and Electronics Engineers Xplore in August 2017. In addition, the reference lists of all the included studies were scanned for relevant papers. The search terms aimed to represent the primary concepts of online help-seeking, mental health, and young people. Keywords were generated for each of these concepts by examining the terminology used in review papers in the help-seeking literature, and the authors sought the guidance of a trained librarian in the formation of the search string. The search strings are included in Multimedia Appendix 1. In keeping with the emerging youth mental health paradigm as described in the International Declaration on Youth Mental Health [17], the studies were restricted to young people aged 25 years and younger. Only English-language studies were included. All studies identified in the database search were exported to a reference managing software (EndNote X8 for Mac, Clarivate Analytics), and duplicate records were deleted.

The initial search identified 1890 published English-language abstracts (Figure 2). After removing the duplicates, 1300 papers remained. These papers were then reviewed by title and abstract to determine whether they met the inclusion criteria, resulting in 93 potentially relevant studies. At this stage, the full texts of these studies were obtained to confirm whether the inclusion and exclusion criteria listed below were met, resulting in 65 studies being excluded. The remaining 28 studies were included.

A random sample of 10% (130/1300, 10/93, 3/28) of the papers was re-examined at 3 stages (screening by title and abstract, screening by full text, and validity assessment) of the process by the other authors (DCUCD and DCHSE) of this paper. A few discrepancies were noted, and those were resolved by discussion and subsequent double checking to ensure consistency.

Data Extraction

Each paper was read by CP and relevant details were extracted into a Microsoft Excel spreadsheet. There were a number of different protocol details that were examined and recorded for each paper. The coding scheme was used to help identify the components relevant to the study design and to address the research questions. The coding scheme included the year of publication, purpose of the study, country, number of participants, participants’ characteristics (eg, medical conditions and age), theoretical framework, research design, sampling, data collection methods, instruments (including reliability and validity), data analysis, help-seeking model employed, strategies found to be used by young people to seek help online, young...
people’s experiences of online help-seeking, facilitators, barriers, major findings, and study limitations.

**Analysis and Synthesis**

Quality assessment of included studies was conducted using the Critical Appraisal Skills Program (CASP) checklists [18] as there are quantitative and qualitative versions available to allow appraisal across different study designs. The CASP checklists enable the assessment of trustworthiness, relevance, and results of published papers and are divided into 3 sections to assess internal validity, results, and relevance to practice. Quality criteria for surveys included sections on research question and design, sampling framework and participant understanding, instrument metrics, response rate, coding and analysis, and result presentation [19-21].

These sections are assessed by questions that can be answered with yes, no, or can’t tell. Each study received an overall rating of either strong, moderate, or weak, based on the number of questions scored as yes. Studies had to be scored as yes on majority of the questions to be rated strong overall (see Multimedia Appendix 2 tables for details, as criteria differed by study design).

The decision was made to use narrative synthesis as it provides a broad overview of relevant information through a textual approach and is appropriate when it is expected that the studies will be heterogenous. Owing to the nature of the review questions, it was expected that the studies included would investigate help-seeking differently, make use of different research questions, and use different criteria to investigate help-seeking behaviors; thus, it would not be appropriate to make use of statistical synthesis techniques. The Guidance on the Conduct of Narrative Synthesis in Systematic Reviews [16] informed the data synthesis process to ensure that results and analysis were reported accurately. All the data extracted from the papers are presented narratively in text and summary tables.

**Eligibility Criteria**

The inclusion and exclusion criteria are shown in **Textbox 1**.

**Textbox 1. Inclusion and exclusion criteria.**

**Inclusion criteria**

- Young people not older than 25 years;
- Participants who present with psychological distress, self-selected general population samples, and those who have received a diagnosis from a health care practitioner;
- Studies designed to investigate and document the online help-seeking intentions and behaviors of young people;
- Studies that included an intervention or interventions that were designed to improve help-seeking attitudes or increase help-seeking intentions or help-seeking behaviors of young people;
- Web-based help-seeking interventions;
- Online mental health resources;
- Informal and formal help-seeking.

**Exclusion criteria**

- Studies focused on a third party seeking help for the young person;
- Not mental health related;
- Not a Web or mobile app–based;
- Unrelated technology, for example, computer games and their impact on mental health and social media and forums that are not specifically focused on mental health-related topics;
- Studies focused on online treatment methodologies and interventions, for example, computerized cognitive behavioral therapy or online counselling;
- A review paper.

**Results**

**Study Characteristics**

A total of 28 studies met the inclusion criteria (see Multimedia Appendix 3), of which the majority (n=16) were conducted in Australia. Others were conducted in the United Kingdom (n=4), Canada (n=4), the United States (n=2), Ireland (n=1), and the Netherlands (n=1). The studies were published between 2010 and 2017.

The research methodologies of the studies were varied. Only 4 of the 28 included studies mentioned which help-seeking model they employed to inform their study design [6,12,22,23]. These models were limited to Rickwood’s help-seeking model and the theory of planned behavior. Survey research was the most widely employed research design; overall 11 studies [24-33] made use of an online survey and 4 studies [34-37] administered the survey in person to collect data from participants. Survey questions included standardized measures such as the General Health Questionnaire.
Help-Seeking Questionnaire and mental well-being scales such as the Kessler Psychological Distress Scale, but questions regarding technology and internet use varied and no standardized scales seemed to be available. Areas explored in these sections of the surveys included the internet and social media use, use of online mental health resources, perceived usefulness of these resources, and preference regarding these resources. Other study designs included 1 randomized controlled trial [38], 1 feasibility study [39], 2 comparative studies [40,41], and 4 qualitative studies [9,42-44]. These studies aimed to assess the intention to seek help from different help sources, previous help-seeking behaviors from different help sources, level of psychological distress, and preferred modes of delivery of online mental health services.

The number of participants in each study ranged from 23 to 3946. Their ages ranged from 12 to 25 years. The majority of studies had gender-mixed samples; however, 3 studies looked specifically at the online help-seeking behavior of males [9,22,25]. In all, 9 studies recruited participants who were students at a university or high school [9,22,24,27,30,31,35,37,42], whereas 6 studies [25,26,28,29,32,33] used online recruitment strategies. Most studies (n=22) were conducted with samples not selected on the basis of mental health status. However, 5 studies focused on participants who had reported experiencing self-harm and suicidal ideation [24,28,36,43,45], and 1 study specifically recruited participants who had been diagnosed with psychosis and nonpsychotic mood disorders [46].

Methodological Evaluation

Many of the studies achieved a strong or moderate rating on the checklists. However, the survey studies showed poor adherence or failed to report that they had indeed piloted the survey with a small number of young people before administering the surveys. Furthermore, randomized controlled trials showed small treatment effects, and there was poor evidence of rigorous data synthesis methods in the qualitative studies. See Multimedia Appendix 2.

Limitations of the Studies

All of the studies included some notable limitations which indicate specific gaps in the literature and findings that may not be generalizable to other populations. Many of the studies reported having participants, where the majority were female [27-31,33,35,40,45]. Although some studies focused specifically on males, it must be considered that much of the evidence in this area is from a female perspective. Many of the studies were based in Australia, where there is a great deal of investment in youth mental health services compared with other countries in the world. In addition, many of the studies recruited from a university population only [24,27,30,31,43], who are not representative of young people in general. Finally, many of the studies were cross-sectional or retrospective studies [12,24,29,36,47]; these types of studies include recall bias and do not accurately account for actual future behaviors.

How Young People Seek Help Online

In total, 6 studies found that young people made use of text-based queries using search engines to find mental health–related information rather than accessing a specific website [9,27,36,37,43,48] (see Multimedia Appendix 3). Information seeking about symptoms and forms of treatment are common goals when searching online [33]. The study by Birnbaum et al [47] showed that type of mental illness (mood disorder vs psychotic disorder) influenced what young people searched for. In this case, young people experiencing a mood disorder were more likely to search for how to stop symptoms, whereas those with a psychotic disorder preferred to understand why their symptoms had come about. When investigating the terms used by young people to search for mental health help, there was frequent use of mental health, mental health problems, depression, or symptoms of... and treatment of... [30,37,43]. A common theme in the studies is the search for symptoms and treatment for the mental health concern the young person is currently facing [33]. The other types of content accessed that were identified by the studies include YouTube videos, fact sheets, personal stories, and forums [33].

A total of 3 studies found that young people had used social media to locate mental health information [27,47,49]. The use of mental health or government websites varied from study to study. A study by Burns et al [48] found that less than 44.4% of the sample sourced information from mental health websites, similarly the study by Feng et al [27] found that only 26% of their sample had made use of information sites. Conversely, in a more recent study by Wetterlin et al [33], 82.9% of the sample indicated that they would be somewhat likely or very likely to use an information-based website. The study by Best et al [9] found that less of a quarter of their sample would make use of a government website.

Despite the lack of preference for formal mental health or government websites, a number of studies found that young people valued online services run by mental health professionals [9,28,47]. The study by Birnbaum et al [47] found that young people expressed an interest in obtaining help from mental health professionals through social media, whereas the study by Best et al [9] found that young people valued online services run by mental health professionals despite not wanting to use government websites. Haner and Pepler [40] found that the more distress the young person was experiencing the more likely they were to access the Live Chat option with a website providing mental health support to young people. Similarly, Frost et al [28] found that young people who self-harm would prefer an online service that allowed them to directly link with a mental health professional via instant messaging when in crisis.

Online communities and discussion forums also serve as a platform young people use to seek help. In the analysis of an online community, Greidanus and Everall [44] found that help-seekers would come to the forum to post messages seeking help for personal distress, looking for input from other users of the online community. The use of discussion boards or online support groups was reported by 11% of the sample in the study by Feng and Campbell [27] and 48.6% of the sample in a study by Frost et al [28].
Motivating Factors for Young People to Seek Help Online

The studies identified by this review indicated that many young people were going online to look for a space where they could share their feelings without fear of judgement or labelling but at the same time, it was important that these spaces protected their privacy [30,33,43].

Many studies found that there is an association between high levels of psychological distress and engaging in help-seeking online [12,22,36,40,50]. Majority of this help-seeking tends to take place after 11 pm at night [22,48]. The study by Best et al [9] found that a preferred online service would be one run by professionals, available 24 hours a day. The need for services run and recommended by professionals is a recurrent theme throughout all of the studies [25,28,44]. A study by Wetterlin et al [33] found that 83.9% of participants reported that it was important to them to have human contact within an online mental health resource. This need for human contact also includes the need or desire to connect to peers online who can support the online help-seeking process; this is especially true of users of online support communities [30,33,37,41,43,44].

There seems to be a sentiment that there is more help available to young people online than offline, and that young people from minority groups and those with higher levels of psychological distress were more likely to disclose their current difficulties online rather than offline [32,35]. A study by Frost et al [28] indicated that this may be due to many young people finding online spaces to be less judgmental, and the support they received was nonstigmatizing. This is especially important because a number of studies found that those young people with increased levels of psychological distress were likely to access mental health content online but not seek help from offline sources [13,28,29,31,41].

Young People’s Experiences of Online Help-Seeking

The findings regarding the perceived helpfulness of online resources were variable (see Table 1). Ellis et al [26] found that 81.9% of females in their sample reported that talking online had helped, and that they were either satisfied or very satisfied with the process. Similarly, 54.9% males had talked about their problems online, and 81.3% of men found that it had helped and were satisfied with the help they had received. The study by Feng and Campbell [27] found more mixed results with 59% of this sample indicating that the online resources they had made use of didn’t make things better or worse and 40% reported that they had helped a little. Ruppel and McKinley [31] investigated social anxiety and levels of social support in relation to the perceived usefulness of online resources; they found that participants with higher levels of social anxiety and also those with high levels of social support found online support groups to be very useful. The analysis of an online community by Greidanus and Everall [44] found that young people had experienced the online communities (a community message board) as understanding and affirming; this sentiment was especially strong for users who felt misunderstood offline. Overall, the comments indicated that users had found their engagement on the site to be a positive experience.
Table 1. Findings identified in studies: what are young people’s experiences of seeking help online?

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Findings related to young people’s experiences online</th>
</tr>
</thead>
</table>
| Ellis et al (2013) [25] | • Most females said that talking online helped (81.9%), and that they were satisfied or very satisfied with the online help they received. More than half of all male respondents reported that they had talked about their problems online (54.9%).  
• Most said that talking online helped (81.3%), and that they were satisfied or very satisfied with the online help they received (82.9%). |
| Feng and Campbell (2011) [27] | • In total, 59% of participants reported that online resources that they had used didn’t make things better or worse, 40% reported they helped a little, and only 1% of participants reported they helped a lot.  
• Although there is a preference for text-based search engines and information sites, the current sample does not seem to find them to be efficacious. |
| Frost and Casey (2016) [29] | • Over half of these online help-seekers perceived that they had more support available to them online than offline. |
| Frost et al (2016) [28] | • Young people identifying the need for a nonjudgmental (n=68) and safe (n=14) environment and interactions. Many young people used the term nonjudgmental, whereas others indicated that they needed support in a way that was not stigmatizing, did not stereotype them, blame them, or label them as an attention seeker.  
• Safety in online services for self-injury centered around the need for moderation, warnings about triggering content, and the risks of self-injury becoming competitive.  
• Young people with a previous experience of online help-seeking were more likely to endorse the importance of reduced isolation and a supportive online culture. |
| Greidanus and Everall (2010) [44] | • Most messages written by the trained volunteers took the form of an affirmation of some aspect of the help-seeker’s character.  
• A strong sense of community was indicated in several of the threads when help-seekers stated they felt their experiences were understood and shared by other members. This sense appeared to be especially strong for those help-seekers who felt misunderstood by those in their offline lives.  
• Most of the community members authored a number of threads themselves and posted in threads of other members, occasionally making reference to the content of other threads.  
• Participant comments often indicated they found engagement on the site to be a positive experience and provided a place to express feelings, receive support, and obtain referrals. |
| Mars et al (2015) [36] | • Almost a quarter of the sample had come across a site that discussed self-harm or suicide. |
| Ruppel and McKinley (2015) [31] | • Participants with higher social support perceived websites and online support groups as more useful.  
• The perceived usefulness of online support groups was highest among participants who had high levels of social anxiety and high levels of social support. |
| Wetterlin et al (2014) [33] | • Most participants (87.7%) rated their privacy as a user as very important. |

**Benefits of Online Help-Seeking**

Online help-seeking offers a number of benefits to young people experiencing personal and emotional difficulties. A total of 14 studies identified benefits of online help-seeking (see Table 2). These benefits could be grouped into 8 overarching categories which have been included in Table 3.

A total of 8 studies found that the anonymity provided by the internet was an important facilitator to online help-seeking [9,25,30,35,37,44]. Similarly ease of access and the immediacy of the internet plays an important role in its attractiveness to young people [9,12,28-30,35]. The nonstigmatizing nature of internet help-seeking makes it an attractive option for marginalized groups as seen in the study by Haner et al [40]. These groups include migrants and members of the LGBT+ community who may be fearful of disclosing personal concerns to their informal networks [40]. Similarly, a study by Best et al [22] found that online help-seeking was not affected by socioeconomic status or educational attainment.

Young people are finding a sense of community online and are able connect with others who have similar experiences to their own [24,43,46]. They feel they are able to communicate with this community without fear of judgment and, more importantly, they can control their level of disclosure [9,28]. In all, 2 studies indicated that young people who had previously gone online to seek help for self-injury or suicide-related issues were significantly less likely to have disclosed to someone offline [24,28].
Table 2. Benefits of seeking help online by study.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Findings related to benefits of online help-seeking</th>
</tr>
</thead>
</table>
| Bell et al (2018) [24] | • Online help-seeking allows young people to communicate with others (social support but also reducing isolation).  
• Information is readily available.  
• Supportive sense of community and acceptance.  
• Comfort and relief in realizing that they are not alone. |
| Best et al (2016) [9] | • Anonymity  
• Ease of access  
• Immediacy  
• Absence of judgement  
• Can control level of disclosure |
| Best et al (2014) [22] | • Some males may not disclose problems to others, but they are receiving some form of support through help-seeking practices online.  
• Online help-seeking is not affected by Socio Economic Status or educational attainment.  
• Online sources may be providing young males with an additional outlet to seek social support. |
| Birnbaum et al (2017) [47] | • Opportunities for early intervention, as information found online can play an important role in the treatment-seeking decision-making process.  
• Young people are fearful to talk to close others about their symptoms but are comfortable to use the internet for further understanding.  
• Social media gives mental health clinicians the opportunity to engage and meaningfully interact with struggling youth at the earliest phases of illness potentially altering the trajectory to care.  
• Online information seeking plays an important role in the initiation of help-seeking by influencing individual’s understanding of symptoms and their decision to seek professional help. |
| Bradford and Rickwood (2014) [35] | • Anonymity  
• Information that is easily accessible  
• Finding others who have similar experiences. |
| Burns et al (2016) [13] | • Reasons for preference of online resources included the anonymity of the internet, that information was easily accessible, and that there are often people in chat rooms who have been through the same thing.  
• Boys were shown to have a stronger preference for online resources compared with face-to-face help relative to girls. |
| Burns et al (2010) [48] | • Access online mental health resources in crisis outside of working hours (after 11 pm). |
| Collin et al (2011) [12] | • Online help-seeking helps young people to be more willing to ask a professional for help.  
• Upon having positive experience, help-seekers become advocates of help-seeking.  
• Gateway services promote timeous help-seeking. |
• The internet addresses their desire for anonymity and self-help. |
| Frost and Casey (2016) [29] | • Online help-seekers indicated a greater intention to seek help for self-injurious behavior in the future.  
• A significant difference in help-seeking intentions from professionals emerged, with online help-seekers indicating significantly higher intentions to seek professional help compared with individuals who did not seek help online.  
• The internet may have an important role to play in mitigating help negation in young people who self-injure.  
• Young people who sought help online in relation to self-injury indicated a significantly greater intention to seek help for self-injurious behavior in the future, even after controlling for age, gender, and psychological distress. |
| Frost et al (2016) [28] | • Over half of the sample indicated a desire to use the internet as a first step but to later gain support offline.  
• The internet may provide a way of accessing support that is perceived as remaining private and within the control of the young person.  
• Perceived sense of community and belonging for young people who self-injure. |
Findings related to benefits of online help-seeking

Greidanus and Everall (2010) [44]
- It is clear these help-seekers, who reported not feeling comfortable seeking help from professional offline services, were able to use internet-based communication to create a community where they found support and offered support to their peers.
- Children and adolescents who use alternative communication technologies find internet-based communications meaningful and personally relevant.
- Help-seekers identified anonymity, accessibility, and access to peers who understand their experiences as important aspects of online help.
- Help-seekers reported finding it easier to disclose some experiences online than offline.

Horgan and Sweeney (2010) [30]
- Anonymity, privacy, and confidentiality.
- Accessibility, speed, and cost.
- Believed that they would not be judged and believed it would be a good place to get initial information.
- Easier to express themselves.
- Ability to communicate with others in similar situations to find out how they are coping.
- Young people indicated they are less likely to lie online.
- Young people are reluctant to access mainstream mental health services because of fear of judgement and because of the stigma that still exists in relation to mental health problems.

Mar et al (2014) [43]
- Participants recounted using the internet to find others coping with similar problems, research their symptoms and prescribed medications, or understand their diagnosis.
- Participants also emphasized that knowing there is a community of others helps them to recognize that they are not alone with their problems.
- Participants sought a variety of e-mental health features, especially for engaging in active coping, such as journaling.
- Online services may afford them a level of privacy.
- E-mental health services may lessen the burden on providers or provide resources for patients waiting to access care.
- E-mental health services may help to treat those with mild symptoms or those who do not wish to seek professional support.
- Online services may also help direct those in need to the traditional health care system.

Table 3. Key benefit themes and number of studies in which each theme is addressed.

<table>
<thead>
<tr>
<th>Serial no</th>
<th>Benefit</th>
<th>Number of studies</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Early access</td>
<td>2</td>
<td>Bimbaum et al (2017) [47]; Frost et al (2016) [28]</td>
</tr>
<tr>
<td>8</td>
<td>Inclusiveness of different Social Economic Status/cultures/genders</td>
<td>1</td>
<td>Best et al (2016) [22]</td>
</tr>
</tbody>
</table>

Online help-seeking seems to act as a gateway behavior to further help-seeking. It enables young people to access information about their mental health difficulties and, therefore, decide whether there is a need to seek professional help [9,12,28,46,49]. The internet provides alternative routes to access mental health professionals; for instance, Bimbaum et al [47] found that young people would be willing to access opportunities to connect with clinicians over social media. Collin et al [12] investigated the role of an online youth mental health website, ReachOut.com, in promoting young people’s
help-seeking behavior. Users of the website (43.3% of those surveyed) indicated that using the website had helped them to acquire the skills and confidence to seek help if they needed it. Online resources could have a role to play in early intervention as the information found online could help early identification of concerning symptoms but also assist in reaching out to mental health professionals.

The internet also provides access to the information and tools that may assist those young people who have a preference for self-reliance or for informal sources of help [25,44]. In the study by Mar et al [43] participants indicated that they used the internet to search for active coping strategies such as journaling to assist them to cope with their current difficulties.

Limitations to Online Help-Seeking

Limitations to online help-seeking were discussed by 14 studies with 6 common categories of limitations found across all the studies (see Tables 4 and 5).

Young people are motivated to look for help online; however, their ability to access reliable, helpful information is influenced by their lack of mental health literacy and a lack of knowledge of which resources to search for [27,31,43,49]. In the context of help-seeking, mental health literacy can be understood as knowledge and understanding of mental health problems which aid their recognition and management [52]. Formal online services are limited and would need to be familiar to the help-seeker to be accessed [9]. A key concern raised by young people across 3 studies is that they were uncertain whether certain sources are reliable or not and lack an understanding of the indicators of quality [9,23,30]. It appears that young people attribute quality based on superficial characteristics such as rank on Google search results and design and layout of websites [9].

Treatment avoidance is a real risk associated with online help-seeking. Content exists online that can be stigmatizing, triggering, or that may reinforce harmful behaviors and thoughts [24,28]. Certain communities may also perpetuate the stigma surrounding mental health and psychiatric treatment options, which may contribute to a reluctance to seek help from offline, professional services [13,47]. The usual protective measures are not present in unmoderated communities, and it is concerning that risky content may not be removed [24]. This risk is exacerbated as young people may incorrectly attribute certain sources as helpful when in fact, they are dangerous [9,30,36,47]. Rickwood et al [41] expand on this by emphasizing that the self-reliance afforded by online help-seeking may have limited young people’s access to the appropriate help source at the appropriate time because of limits of their own mental health literacy.

Finally, young people are concerned about the implications of making use of online help-seeking. These include fears over protection of privacy, that it may be too impersonal, and that the help found there would be unreliable and untrustworthy [30,39,43]. Mar et al [43] found that young people’s concerns regarding their privacy centered around fears that family and friends would somehow find out about their mental health concern. A concern many of them also have about offline help-seeking.

Table 4. Themes identified in studies: limitations of seeking help online.

<table>
<thead>
<tr>
<th>No.</th>
<th>Limitation</th>
<th>Number of studies</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Difficulty in providing an emergency response</td>
<td>1</td>
<td>Mar et al (2014) [43]</td>
</tr>
</tbody>
</table>
Table 5. Limitations of seeking help online by study.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Findings related to limitations of online help-seeking</th>
</tr>
</thead>
</table>
| Bell et al (2018) [24] | • The risk of triggering or reinforcing suicidal thoughts or behaviors.  
| | • Unmoderated communities are risky as the fail-safe to remove risky content is not there. |
| | • Lack of control of personal information once it is online.  
| | • Lack of confidentiality when disclosing within your own social network.  
| | • Lack of help-seekers’ health literacy.  
| | • Formal online resources are limited and need to be known to be accessed. |
| Birnbaum et al (2017) [47] | • The online environment can be misleading and stigmatizing that reinforces pre-existing misconceptions about mental health and psychiatric treatment options, which may contribute to treatment avoidance. |
| Burns et al (2016) [13] | • There is still an overall orientation to not seek help, and barriers remain to all forms of help. This has concerning implications as it suggests that simply providing help through different means will not increase the likelihood that young people facing these barriers will actually use these new avenues of help. |
| Collin et al (2011) [12] | • Despite overall increased mental health literacy and intentions to seek help, ReachOut.com visitors remain reluctant to seek help from traditional and face-to-face sources. |
| Feng and Campbell (2011) [27] | • Young people are unaware of where to search for mental health concerns. |
| Frost et al (2016) [28] | • It is unclear whether online help-seeking was acting to replace offline help-seeking for these young people or whether the internet facilitates help-seeking in young people who otherwise would not disclose their self-injury to anyone. Similarly, it is unclear whether the failure of these young people to seek help offline may reflect a lack of linking to offline support in current forms of online support for self-injury.  
| | • Young people in the current sample went beyond discussion of the positive aspects of online communities and online culture, expressing concerns about triggering content, unmoderated discussions, and the glorification of self-injury. |
| Haner and Pepler (2016) [40] | • The possibility exists that the online counsellors can misinterpret neutral or positive typed communication with the presence of a vocal cue to suggest warmth of tone. |
| Horgan and Sweeney (2010) [30] | • A number of participants also reported that they believed it would be unreliable (15.1%), untrustworthy (5%), it lacks privacy (2.5%), is too impersonal (7.5%), and that insufficient support would be found (3.9%).  
| | • A number of participants were concerned with the reliability of the information, highlighting that young people may be experiencing difficulty in determining the quality of information online. |
| Kauer et al (2017) [39] | • Lack of trust in the accuracy of the information available on the internet was also a general concern for both the Link and comparison arms. |
| Mar et al (2014) [43] | • Two participants spoke of the importance of advertising the existence of online support offline, explaining that they felt it was not intuitive to look for help online.  
| | • Participants’ concerns over privacy generally linked back to the stigma of having friends or family find out about their mental health concern.  
| | • Providers of e-mental health services for youth must appropriately address high suicide risk while maintaining a youth’s privacy, which may need to be breached in emergency circumstances. |
| Mars et al (2015) [36] | • Young people have difficulties in classifying sites as either helpful or harmful, as some offer concurrent suicide-promoting and help-promoting content. |
| Rickwood et al (2015) [41] | • Greater self-reliance online, with a slightly stronger peer influence, may be cause for concern, as young people and their friends may not be the best guides to appropriate mental health care. |
| Ruppel and McKinley (2015) [31] | • Limited mental health literacy and limited knowledge about which resources are available. |

Discussion

Principal Findings

This review aimed to extend understanding of how young people use online resources to seek help for their mental health concerns. A total of 28 studies were identified. Only 4 studies explicitly identified a theoretical framework of help-seeking that guided the study design. Moving forward, the development of such theoretical frameworks represents a key challenge. Results suggest that the internet serves 3 functions to help-seekers: (1) as a gateway to further information and
knowledge acquisition around their symptomology; (2) as a way to connect with others, professional or peer, around the topic of their mental health difficulties; and (3) as an alternative option to offline help-seeking for those who are most at risk. A text-based query via an internet search engine was the most commonly identified help-seeking approach. But social media, government or charity websites, live chat, instant messaging, and online communities and discussion forums are also used. The perceived benefits of online help-seeking include anonymity and privacy, ease of access, inclusivity, and the ability to connect with others and share experiences. Online help-seeking may also increase young peoples’ sense of control over their help-seeking journey; meet the needs of those with a preference for self-reliance; or act as a gateway to further help-seeking. In contrast, significant limitations were also identified. A lack of mental health literacy can act as a barrier to effective help-seeking, as can concerns about privacy and confidentiality, and uncertainty about the trustworthiness of online resources. There is a concern that online help-seeking can reinforce treatment avoidance or trigger negative behavior.

Theoretical Frameworks in Online Help-Seeking

This review highlights the limited use of theoretical frameworks to help conceptualize online help-seeking and guide the development of improved resources. The full development of such a theory is beyond the scope of this paper. However, we consider 2 potential starting points for such a theory: Rickwood et al’s help-seeking model [3] and self-determination theory (SDT) [53]. In each case, we use the existing theory as a lens through which to analyze the benefits and limitations of online help-seeking identified in this review and how they can either support or frustrate the help-seeking process.

The Help-Seeking Model

Existing theories of help-seeking provide a valuable starting point for the development of online help-seeking theories. The help-seeking model of Rickwood et al [3] provides a stage-based model to understand traditional help-seeking behaviors. It was applied by 2 studies in this review. Best et al [9] have proposed a pathways-based extension of this theory through their pathways to online help-seeking model, which seeks to predict people’s help-seeking decisions on the basis of their mental health literacy and perception of stigma.

Table 6 demonstrates another approach to applying the help-seeking model. It outlines 1 way in which the benefits and limitations identified in this review can be mapped to stages of the help-seeking model. Through such a mapping, we can begin to identify and think about important issues that impact different stages of an online help-seeking process. For example, early access and the potential of online services to act as a gateway to further help-seeking may offer significant benefit at the awareness stage of a help-seeking process. This is offset by the lack of mental health literacy many young people will have at this stage of the process. Similarly, a lack of literacy is also likely to impact the expression stage. However, while young people may struggle to recognize or express their symptoms using formal clinical language, they might benefit from reading the stories of other young people, whose experiences they might relate to, potentially helping them to understand their own symptoms in a more accessible manner, and thus enabling expression.

As shown in Table 6, this approach can also be applied at the availability and willingness stages. In each case the approach provides a structured way to think about benefits we might maximize, while also highlighting limitations that need to be addressed. Such an analysis can guide the design of more effective online help-seeking services. It is also important to note the we do not see the mapping presented here as exclusive. We recognize that other mappings are possible. Our intention is to demonstrate how consideration of distinct benefits and limitations at each stage of a help-seeking model can shed light on key challenges and opportunities in the design of online help-seeking services.

Table 6. A mapping of the benefits and limitations to online help-seeking based on the stages of help-seeking model by Rickwood et al [3].

<table>
<thead>
<tr>
<th>Stage</th>
<th>Awareness</th>
<th>Expression</th>
<th>Availability</th>
<th>Willingness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process</td>
<td>Becoming aware of symptoms, appraising the assistance required</td>
<td>Expressing the symptoms experienced and that they are in need of help or support</td>
<td>Identify sources of help that are available and accessible</td>
<td>Willingness of the help-seeker to disclose difficulties to the selected, available source</td>
</tr>
<tr>
<td>Benefit/support</td>
<td>• Early access • Acts as a gateway to further help-seeking</td>
<td>• Connecting with others with similar experiences</td>
<td>• Ease of access and immediacy • Inclusiveness • Meets the needs of those with a preference for self-reliance</td>
<td>• Anonymity and privacy • Control of help-seeking journey • Connecting with others with similar experiences</td>
</tr>
<tr>
<td>Limitation/frustration</td>
<td>• Lack of mental health literacy</td>
<td>• Lack of mental health literacy</td>
<td>• Lack of immediate, crisis support</td>
<td>• Concerns about privacy and confidentiality • Treatment avoidance • Triggering negative behavior</td>
</tr>
</tbody>
</table>

Self-Determination Theory

SDT is a theory of motivation that has been applied across many settings in education and health care to understand and predict psychological well-being [53,54]. In recent years, it has also been applied in the design of digital technologies that can support mental health and well-being [55,56]. Until now, it has not been applied to online help-seeking.

http://www.jmir.org/2019/11/e13873/
SDT consists of a number of mini-theories; one of which is cognitive evaluation theory [53,54]. This theory proposes that there are 3 primary psychological needs for well-being and motivation: autonomy (to experience choice in line with one’s own interests and values); competence (effectively interact with one’s environment and express one’s abilities); and relatedness (sense of belonging) [57]. SDT postulates that these basic 3 needs are essential for understanding how and why humans pursue certain goals. It asserts that the natural human trajectory is toward vitality, integration, and health [58] and argues that environments can support or frustrate these needs and thus influence well-being and motivation.

Here, we consider how SDT can be applied to conceptualize motivation in online help-seeking. In Table 7, the benefits and limitations of online help-seeking identified in this review are clustered in terms of their impact on autonomy, competence, and relatedness as consistent with SDT. In online help-seeking, the goal might vary from person to person; however, those specific goals could be understood within the broad themes of achieving growth and well-being. One could, therefore, argue that online searches and resources that are designed to support these basic psychological needs will be better able to support young people when they engage in help-seeking.

The evidence from this review suggests that there were mixed responses with regard to young people’s satisfaction with their experiences when looking for help online. This mixed response could be attributed to online resources not fully meeting the needs for autonomy, competence, and relatedness, or these needs only being partially met. An example of this could be the use of a text-based search engine, which facilitates the need for autonomy, but leads to an abundance and variety of search results that could overwhelm the young person, frustrating their need for competence. The mapping also shows how a lack of mental health literacy can be thought of as an issue of competence. Addressing this competence may increase overall motivation for help-seeking. Similarly, the decision to avoid treatment may be a negatively focused expression of autonomy. In such a conceptualization, we might predict that systems which support alternative forms of autonomy, for example, by making control of the journey more explicit, will reduce the likelihood of treatment avoidance.

The importance of connecting with others online, whether professionals or peers, is emphasized by participants in many of the reviewed studies, indicating the importance for a human element in both formal and informal online help sources. Previous research has also shown that knowing someone who has sought help for a mental health difficulty has a positive effect on one’s attitude toward help-seeking [3,53,54]. Viewed through the lens of SDT, engaging with people online or with content that shares the stories of other’s help-seeking journeys helps to provide relatedness and improve mental health literacy. As such the internet may play an important bridging role between different stages of a help-seeking process, first facilitating informal contact, but also increasing motivation toward formal help-seeking.

**Table 7.** A clustering of the benefits and limitations to online help-seeking on the basis of the primary psychological needs identified in self-determination theory.

<table>
<thead>
<tr>
<th>Benefits and Limitations</th>
<th>Autonomy</th>
<th>Competence</th>
<th>Relatedness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefit/support</td>
<td>• Anonymity and privacy</td>
<td>• Acts as a gateway to further help-seeking</td>
<td>• Connecting with others with similar experiences</td>
</tr>
<tr>
<td></td>
<td>• Ease of access and immediacy</td>
<td>• Early access</td>
<td>• Inclusiveness</td>
</tr>
<tr>
<td></td>
<td>• Control of help-seeking journey</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Meets the needs of those with a preference</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>for self-reliance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limitation/frustration</td>
<td>• Concerns about privacy and confidentiality</td>
<td>• Lack of mental health literacy</td>
<td>• Lack of immediate, crisis support</td>
</tr>
<tr>
<td></td>
<td>• Treatment avoidance</td>
<td></td>
<td>• Triggering negative behavior</td>
</tr>
</tbody>
</table>

**Tensions and Opportunities in Online Help-Seeking**

Evidence suggests that the internet has the potential to serve as an inclusive gateway that assists all young people in accessing help, especially those from minority groups and groups who experience a great deal of stigma. It provides immediacy of access and allows people to connect with others, while also preserving the option to remain anonymous and control how much information they reveal, thereby supporting relatedness and also meeting the need for autonomy. However, many young people may feel forced to limit what they reveal or how they search due to concerns around privacy and confidentiality, now limiting their autonomy. This highlights a tension between the potential benefit of human contact versus the need for confidentiality. Relatedly, there is a tension between the preference of some young people for self-reliance versus the benefits of disclosure to formal sources of help.

Rickwood et al’s model emphasizes the importance of the social transactions implicit in traditional offline help-seeking [3]. However, online help-seeking changes the nature of and need for social transactions with others. This review has found that while some online help-seekers prefer online mental health resources that offer the opportunity to connect with others, others prefer to navigate the process on their own and rely on self-help strategies, removing the need for a social transaction. The different types of content on the internet mean that the nature of social transactions has also changed: a help-seeker can now read content regarding another young person’s personal experiences of mental health difficulties without ever directly engaging with the original writer of the content. The writer of the content can still have a profound effect on the help-seeker, not only improving their mental health literacy but also providing an example of someone who has also sought help for...
a mental health difficulty. In this way, help-seekers become the consumers as well as the creators of help-seeking content online.

Online help-seeking can facilitate young people’s autonomy by allowing them to control their help-seeking journey. However, as noted, young people have differing preferences for which online resources they access and which resources they find useful. These preferences are not just different from person to person. They may also differ for any given person, depending on their immediate circumstances. A key challenge for future research lies in providing tailored and appropriate online resources for different preferences and groups that meet all 3 psychological needs. Addressing all 3 needs in an online resource currently appears to be lacking. For example, young people are accessing resources where they can read and share personal stories, which meets their need for relatedness but it is unlikely that they would meet their needs for competence (is this information trustworthy?) and autonomy (is my privacy ensured?) through these resources.

Our analysis suggests that young peoples’ online help-seeking may trigger key tensions between supporting and frustrating the 3 basic psychological needs outlined in SDT; simultaneously, the internet and online resources have the opportunity and capability to address these needs through careful and considered design. Managing these tensions will be important if we are to realize the full potential of systems that support online help-seeking.

**Implications for Practice**

As the internet becomes increasingly a part of everyday life and is seen as an accessible tool for information, it is important to have an understanding of how young people use the internet to meet their mental health needs. A plethora of online resources exist, both good and bad, and we only have a limited understanding of the patterns and characteristics of young people’s mental health–related internet use. Online help-seeking provides an added space for young people to access help sources; however, it is an addition to offline help-seeking and not a replacement. There remains a great need to educate young people to facilitate competent and appropriate help-seeking behavior, both online and offline. Online sources need to be designed with young people’s needs in mind, specifically making services available after-hours and providing access to trained professionals and peers. To increase reach, offline service providers need to consider online/digital strategies to offer a continuum of services to address the mental health needs of young people. Similarly, those developing online resources for young people need to do so in collaboration with professionals and young people.

**Limitations of This Review**

This review has several limitations. Although a number of databases have been included, the choice of keywords may have resulted in missing relevant research. Owing to the exploratory nature of this review, the decision was made to include a wide range of study designs, and the review will ultimately be limited by the design of the studies included. Although strategies to limit bias were included through consultation with the second and third reviewer, the possibility of subjectivity in analyzing the findings is acknowledged. Additionally, the measures used in the studies were varied and samples were heterogenous, making it a challenge to compare outcomes across studies. It is also evident from the studies included in this review that further investigation is needed into the online help-seeking behaviors of young people from populations other than those included in these studies. These data are representative of a mostly female, university student sample, often living in Australia. These findings may not translate well onto other populations such as those young people living in Europe, Asia, or Africa, young men and those young people who have not accessed tertiary education.

**Conclusions**

A key concern for researchers in this area should be the development of a model or framework in which to explain the motivations and benefits of online help-seeking and how it fits in with the overall help-seeking process for young people. The conceptualization of such a model would contribute to the cross-validation of findings and provide the ability to determine patterns. This review has considered the help-seeking model and SDT as valuable starting points for such a theory. It would allow research questions to be framed within the SDT constructs and theories, allowing for comparison and validation.
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Abstract

Background: In most e-mental health (eMH) research to date, adherence is defined according to a trial protocol. However, adherence to a study protocol may not completely capture a key aspect of why participants engage with eMH tools, namely, to achieve personal mental health goals. As a consequence, trial attrition reported as non-adherence or dropout may reflect e-attainment, the discontinuation of eMH engagement after personal goals have been met. Clarifying engagement patterns, such as e-attainment, and how these align with mental health trajectories, may help optimize eMH design and implementation science.

Objective: This study aimed to use clustering techniques to identify real-world engagement profiles in a community of eMH users and examine if such engagement profiles are associated with different mental health outcomes. The novelty of this approach was our attempt to identify actual user engagement behaviors, as opposed to employing engagement benchmarks derived from a trial protocol. The potential of this approach is to link naturalistic behaviors to beneficial mental health outcomes, which would be especially informative when designing eMH programs for the general public.

Methods: Between May 2013 and June 2018, Australian adults (N=43,631) signed up to myCompass, a self-guided eMH program designed to help alleviate mild to moderate symptoms of depression, anxiety, and stress. Recorded usage data included number of logins, frequency of mood tracking, number of started and completed learning activities, and number of tracking reminders set. A subset of users (n=168) completed optional self-assessment mental health questionnaires (Patient Health Questionnaire-9 item, PHQ-9; Generalized Anxiety Disorder Questionnaire-7 item, GAD-7) at registration and at 28 and 56 days after sign-up. Another subset of users (n=861) completed the PHQ-9 and GAD-7 at registration and at 28 days.

Results: Two-step cluster analyses revealed 3 distinct usage patterns across both subsamples: moderates, trackers, and super users, signifying differences both in the frequency of use as well as differences in preferences for program functionalities. For both subsamples, repeated measures analysis of variances showed significant decreases over time in PHQ-9 and GAD-7 scores. Time-by-cluster interactions, however, did not yield statistical significance in both subsamples, indicating that clusters did not predict symptom reduction over time. Interestingly, users who completed the self-assessment questionnaires twice had slightly but significantly lower depression and anxiety levels at sign-up compared with users who completed the questionnaires a third time at 56 days.

Conclusions: Findings suggested that although users engaged with myCompass in different but measurable ways, those different usage patterns evoked equivalent mental health benefits. Furthermore, the randomized controlled trial paradigm may unintentionally limit the scope of eMH engagement research by mislabeling early mental health goal achievers as dropouts. More detailed and naturalistic approaches to study engagement with eMH technologies may improve program design and, ultimately, program effectiveness.

(J Med Internet Res 2019;21(11):e14728) doi:10.2196/14728
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Introduction

Background

In 2005, Eysenbach [1] proposed a law of attrition to refer to the inevitability of substantial participant dropout (ie, dropout attrition) and discontinuation of program engagement (ie, nonusage attrition) from e-mental health (eMH) trials and called for rigorous examination of patterns of attrition to help clarify the impact, uptake, and dissemination of eMH programs. In reply, Christensen and Mackinnon [2] suggested that particular attention be given to users who derive symptom benefits from patterns of program engagement that deviate from trial protocols, particularly if nonusage attrition is common in randomized controlled trials (RCTs). Despite this, engagement in eMH research is still most frequently operationalized as adherence to an RCT protocol [3]. As such, much about program engagement outside the RCT context remains unknown. Where eMH programs are set up as a public health resource, understanding real-world engagement beyond protocol adherence is likely to strengthen eMH implementation science and help clarify patterns of eMH use in the general population. Findings of a recent systematic review of real-world engagement with eMH [4] suggest that attrition is also a common issue in naturalistic settings. Of the eleven interventions that were reviewed, 7% to 42% of sign-ups constituted moderate users who continually engaged with their eMH tool 4 to 6 weeks after registration. Only between 0.5% and 28.6% of users completed all modules or used the eMH program for more than 6 weeks after registration. As Price et al [5] pointed out, high dropout rates “limit the conclusions that can be drawn on the efficacy, feasibility, and public health impact of Web-based treatments.”

Inferring user adoption of open-access eMH programs from participant engagement in an RCT can be problematic. eMH program delivery in the RCT context likely involves more comprehensive and structured user support than would be sustainable in a community setting [6]. Indeed, when eMH program use is compared across RCT and open-access conditions, dropout attrition appears to be delayed or reduced in the RCT environment. For example, Christensen et al [7] provided a comparison between questionnaire completion rates of Australians who signed up to MoodGYM, an internet-delivered mental health intervention, either via the program website or as part of an RCT. The authors found that 66.5% of RCT participants completed a depression measure at registration and at least one depression assessment at follow-up, whereas only 15.6% of general public MoodGYM users did so. Such findings may be due, in part, to follow-up by researchers seeking to maximize study adherence rates [1]. For these reasons, Cavanagh [6] suggested that extrapolating adherence criteria from RCTs and applying these to open-access interventions may be problematic, as RCT protocols are at odds with the design and intent of such programs. More recently, Sieverink et al [8] proposed that treating all eMH programs as linear courses of treatment may create a black box of eMH, where mediating mechanisms and nonlinear patterns of engagement go unexamined, simply because they are off protocol. Yardley et al [9] suggested that researchers give attention to elucidating patterns of effective engagement—that leads to the desired benefits—in addition to more standard RCT-defined adherence measures.

Recent efforts to define adherence and engagement have suggested avenues for improving eMH engagement research. Sieverink et al [10] reviewed definitions of adherence across over 60 eMH trials and found that studies providing clear adherence criteria (eg, completing 75% of modules) often provided no theory or data to support these criteria, and most studies defined adherence as simply the more use, the better. These authors recommended that future definitions of adherence include multiple metrics of engagement, be data-driven, and reflect both the goals of the technology (eg, symptom reduction) and the goals of the individual (eg, subjective states of well-being). In their recent scoping review, Pham et al [11] concluded that, although engagement metrics are increasingly consistent across studies, it is still unclear how patterns of engagement relate to mental health outcomes. Furthermore, Ryan et al [3] identified 8 theoretical frameworks in which adherence could be defined but found that few studies reported comprehensive program adherence data, with almost no consistency in the frameworks used to define engagement, attrition, and adherence. In line with Eysenbach [1] and Christensen and Mackinnon [2], Ryan et al [3] highlighted the ongoing risk of conflating engagement with adherence and the need to extend our understanding of eMH engagement beyond efficacy trials.

Eysenbach [1] proposed that a potential way forward was to examine the shape of attrition curves, a procedure that could hint at the presence of behavioral groupings, from low users to hardcore users. This suggests that one method for studying effective program engagement may be to identify engagement profiles within eMH cohorts and to examine whether program benefits (if any) vary between them. Some efforts have already been made to identify such usage profiles within RCTs. For instance, Donkin et al [12] examined which behaviors predicted clinically significant reductions in depressive symptoms among adherent users of a Web-based intervention targeting depression in cardiovascular disease. Activities per user session predicted significant improvement, whereas time spent on the intervention or the total number of modules and activities completed did not. High in-session engagers reported the best outcomes; however, medium and low in-session engagers experienced equivalent benefits. These results suggest that even within an adherent group the dose-response relationship is nonlinear and in-session engagement behavior may be more important to program efficacy than overall time-on-task. On the basis of their findings, Donkin et al [12] suggest that identifying when and for whom treatment saturation is achieved is an important goal for future eMH engagement research.

Techniques common in other areas of cognitive behavioral science may further help to identify eMH engagement profiles.
Clustering and classification techniques can help identify emergent patterns of behavior [13]. Using engagement metrics that correspond to specific on-task behaviors, individuals can be grouped based on how they use their chosen eMH program. Once grouped, comparisons between these classes or clusters can be made to determine if different engagement profiles experience different benefits. The advantage of such an approach is that user groups emerge from the usage data. The results of such research are likely to better reflect user adoption behavior in an open-access environment with important implications for eMH implementation science.

Objectives

The purpose of this study was to explore the utility of using clustering approaches to identify engagement profiles in eMH and to examine if such engagement profiles lead to different mental health outcomes. This approach has the potential to identify actual user engagement behaviors that may result in beneficial mental health outcomes and is likely to be especially informative when designing eMH programs for the general public. Cluster analytical approaches can help identify which short-term users, or dropouts, may be classified as e-attainers (i.e., those who discontinue using an eMH program when one’s personal mental health objectives have been attained, see [2]) and conversely, which sustained users may not achieve their desired mental health benefits. By understanding the link between usage behavior and mental health symptom progression, patterns of eMH tool cessation allow for a more differentiated view of attrition.

Methods

Target Program

myCompass is a self-guided Web-based mental health program available free to Australians [14]. It is designed for individuals experiencing mild to moderate symptoms of depression, anxiety, and stress and offers symptom tracking and interactive learning activities based on cognitive behavioral therapies. The “Daily Tracker” feature allows real-time tracking (by mobile phone or computer) of up to 3 areas of difficulty that may be emotional (e.g., depression or anxiety), cognitive (e.g., worry), or behavioral (e.g., smoking) by measuring each on an 11-point scale ranging from low (0) to high (10). Users can also set to receive tracking reminders via SMS or email.

The myCompass learning activities aim to teach techniques for managing distress and improving well-being. Learning activities are delivered in 3 sessions and contain a session introduction, didactic content, interactive activities, and a practical home task. Each learning activity takes approximately 10 to 15 min to complete. myCompass also prompts users to complete an optional “self-assessment” questionnaire at 3 time points: the time of registration and at 28 and 56 days after sign-up. The self-assessment questionnaire (described below) measures symptoms of anxiety and depression and takes about 4 min to complete.

Sample

The data were extracted from the usage data obtained from 43,631 adults who signed up to myCompass between May 2013 and June 2018. Upon signing up and as part of the Terms of Use agreement, all myCompass users consented to have their unidentified demographic and program usage information used for research purposes.

We conducted 2 sample extractions. In our first sample extraction, users were eligible for inclusion in analyses if they had completed self-assessment questionnaire data for all 3 time points (n=168). In our second sample extraction, we broadened our eligibility criteria to include individuals who completed the self-assessment questionnaire at the first 2 time points only (n=861 additional individuals). The resulting 1029 myCompass users included in this analysis had a mean age of 40.9 years (SD 13.45) and were mostly female (63.07%, 649/1029). Most resided in the Australian state of New South Wales (44.31%, 456/1029), followed by Victoria (19.63%, 202/1029) and Queensland (12.83%, 132/1029). Overall depression and anxiety scores, measured using the 9-item Patient Health Questionnaire (PHQ-9) [14] and the 7-item General Anxiety Disorder (GAD-7) Scale [15], were in the mild symptom ranges at sign-up (mean 10.68, SD 6.46 for depression and mean 8.58, SD 5.43 for anxiety).

Self-Assessment Questionnaire

Engagement Metrics and Self-Assessment Questionnaire

Engagement Metrics

We used 5 usage metrics in our cluster analyses: number of user logins, number of daily trackers used, number of learning activities started, number of learning activities completed, and number of reminders received. All engagement data were extracted from and stored on secure myCompass servers, which record all user activity across the myCompass website. We took a conservative approach and defined login and tracking attempts that occurred in close succession (e.g., 30 min apart for logins and less than 24 hours apart for daily tracking) as representing logins because of system time-out. Hence, only the first instance of such records was included in our analyses.

Self-Assessment Questionnaire

The self-assessment questionnaire comprises the PHQ-9 and the GAD-7 and is used to measure symptoms of depression and generalized anxiety disorder, respectively. Both questionnaires ask individuals to rate symptom severity over the last 2 weeks on a 4-point Likert-type scale anchored Not at all (0) and Nearly every day (3). An example item for the PHQ-9 is “Little interest or pleasure in doing things,” and an example item for the GAD-7 is “Feeling nervous, anxious or on the edge.” Values on the PHQ-9 range from 0 to 27, and values on the GAD-7 range from 0 to 21. Both scales use cutoff scores of 5, 10, and 15 to identify individuals with mild, moderate, and moderately severe depressive and anxiety symptoms, respectively. The scales have been used extensively in clinical and research domains.

Analysis Strategy

All analyses were computed in SPSS v.25 (IBM Corp). First, we employed a 2-step cluster analysis procedure to group users based on similarities in their myCompass engagement metrics. Cluster analysis is an exploratory classification technique that statistically identifies groupings in a dataset based on the degree
of similarity between specified data points (for a more thorough discussion, see Jain et al [13]). A 2-step cluster analytical approach first constructs a cluster feature tree based on the similarity between data points and then uses a clustering algorithm to group the cluster feature tree nodes into an optimal number of clusters. This clustering procedure handles large datasets in a time-efficient manner and is quite robust against violations of assumptions.

As mentioned, the first cluster analysis contained only those 168 users who provided PHQ-9 and GAD-7 data at all 3 time points: sign-up, 28 days, and 56 days. To increase power and determine if our initial clusters would hold across a larger group, the second cluster analysis was broadened to contain users who provided mental health data at sign-up and at 28 days (but not at 56 days). In both analyses, we selected the loglikelihood distance measure and used the Bayesian information criterion as the clustering criterion. We let the program automatically compute the optimal number of clusters and used the default option of allowing no more than 15 clusters to be selected. To verify that the procedure had generated meaningfully different clusters, we used multivariate analysis of variance (ANOVA) to compare the clusters on all engagement metrics. We then employed repeated-measures ANOVA to examine if PHQ-9 and GAD-7 scores changed across time and differed between clusters.

**Results**

### Analysis 1

#### Two-Step Cluster Analysis

The cluster analysis identified 3 distinct clusters (see Table 1). The first cluster, which we labeled “moderates,” comprised 74 users who, on average, logged into myCompass 11 times, used the daily tracker about 7 times, and completed 1 learning activity during 2 months of using myCompass. The second cluster, labeled “trackers,” contained 69 users who accessed myCompass about 36 times, used the daily tracker an average of 34 times, but showed comparable learning activity completion rates compared with the previous cluster across the 2-month time span. The third cluster “super users” represented 25 users who logged in approximately 39 times, used the daily tracker an average of 35.28 times, and showed markedly higher learning activity completion than the other 2 clusters (mean=5 modules completed). Multivariate ANOVA confirmed that the 3 cluster groups were significantly different on all usage variables ($P$ values<.001), indicating that the cluster analysis identified distinct user groups.

<table>
<thead>
<tr>
<th>Usage variables$^a$ (count data)</th>
<th>Moderates (n=74), mean (SE)</th>
<th>Trackers (n=69), mean (SE)</th>
<th>Super users (n=25), mean (SE)</th>
<th>$F$ test (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logins</td>
<td>11.00 (1.09)$^b$</td>
<td>36.26 (1.13)$^c$</td>
<td>38.92 (1.87)$^c$</td>
<td>160.69 (2,165)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tracking</td>
<td>6.91 (1.16)$^b$</td>
<td>34.45 (1.21)$^c$</td>
<td>35.28 (2.00)$^c$</td>
<td>159.48 (2,165)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Modules completed</td>
<td>0.97 (0.13)$^b$</td>
<td>0.80 (0.13)$^b$</td>
<td>4.48 (0.22)$^c$</td>
<td>116.41 (2,165)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Modules started</td>
<td>1.99 (0.15)$^b$</td>
<td>1.33 (0.15)$^c$</td>
<td>5.36 (0.26)$^d$</td>
<td>93.10 (2,165)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Notifications received</td>
<td>5.53 (0.65)$^b$</td>
<td>13.43 (0.67)$^c$</td>
<td>9.80 (1.11)$^d$</td>
<td>36.21 (2,165)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Input variables are sorted by overall importance in this analysis, from highest to lowest.

$^b,c,d$Differing superscripts indicate a significant difference at $P$<.05 for Bonferroni corrected multiple comparisons.

**Repeated-Measures Analyses**

The Mauchly test of sphericity indicated that the variances of differences between groups were not equal. Hence, we proceeded to use Greenhouse-Geisser corrections to adjust the degrees of freedom. As shown in Table 2 and Figures 1 and 2, all clusters reported significant reductions in PHQ-9 and GAD-7 scores over time. However, the time-by-cluster interactions did not reach significance, indicating that symptom reduction over time did not vary by cluster in this initial sample.
Table 2. Repeated measures analysis of variances on Patient Health Questionnaire-9 item and Generalized Anxiety Disorder Scale-7 item scores at sign-up, 28 days, and 56 days compared across clusters (N=168).

<table>
<thead>
<tr>
<th>Mental health variables</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHQ-9(^a)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>30.38 (1.87,309.23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time × clusters</td>
<td>2.01 (3.75,309.23)</td>
<td>.10</td>
</tr>
<tr>
<td><strong>GAD-7(^b)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>23.84 (1.76,287.07)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time × clusters</td>
<td>1.05 (3.52,287.07)</td>
<td>.38</td>
</tr>
</tbody>
</table>

\(^a\)PHQ-9: Patient Health Questionnaire-9 item.

\(^b\)GAD-7: Generalized Anxiety Disorder Scale-7 item.

Figure 1. Mean trends of depression symptom progression, as measured by the Patient Health Questionnaire-9 item (range: 0-27), for myCompass usage groups at sign-up, 28 days, and 56 days.

Figure 2. Mean trends of anxiety symptom progression, as measured by the Generalized Anxiety Disorder Scale-7 item (range: 0-21), for myCompass usage groups at sign-up, 28 days, and 56 days.
Analysis 2

Two-Step Cluster Analysis

We repeated the steps of the first cluster analysis on the sample of 861 unique users who completed the PHQ-9 and GAD-7 at sign-up and at 28 days. As in the previous sample, the 2-step cluster analysis yielded 3 distinct user groups (see Table 3) that largely fit the moderates, trackers, and super user clusters previously identified. Multivariate ANOVA analysis confirmed that the newly derived 3 clusters also differed significantly on all usage variables (P values<.001).

Repeated-Measures Analyses

Repeated measures ANOVAs showed significant decreases over time in PHQ-9 and GAD-7 scores; however, the time-by-cluster interactions were not significant (see Table 4 and Figures 3 and 4).

Table 3. Results from multivariate analysis of variance looking at usage behaviors based on cluster membership of 861 myCompass users who completed the symptom screener at sign-up and at 28 days.

<table>
<thead>
<tr>
<th>Usage variables (count data)</th>
<th>Moderates (n=479), mean (SE)</th>
<th>Trackers (n=224), mean (SE)</th>
<th>Super users (n=158), mean (SE)</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modules completed</td>
<td>0.18 (0.48)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.23 (0.40)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.08 (0.62)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>651.68 (2,858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Logins</td>
<td>4.92 (0.33)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>19.02 (0.27)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>13.25 (0.43)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>960.89 (2,858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tracking</td>
<td>3.44 (0.34)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>17.96 (0.28)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>10.44 (0.44)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>930.79 (2,858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Modules started</td>
<td>0.85 (0.07)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.77 (0.06)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.16 (0.09)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>443.56 (2,858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Notifications received</td>
<td>5.22 (0.31)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9.05 (0.25)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6.28 (0.39)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>78.79 (2,858)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Input variables are sorted by overall importance in this analysis, from highest to lowest.

Differing superscripts indicate a significant difference at P<.05 for Bonferroni corrected multiple comparisons.

Table 4. Repeated measures analysis of variance on Patient Health Questionnaire-9 item and Generalized Anxiety Disorder Scale-7 item scores at sign-up and at 28 days compared across clusters.

<table>
<thead>
<tr>
<th>Mental health variables.</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>66.99 (1,858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time × clusters</td>
<td>0.67 (2,858)</td>
<td>.51</td>
</tr>
<tr>
<td>GAD-7&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>42.99 (1,858)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time × clusters</td>
<td>0.83 (2,858)</td>
<td>.44</td>
</tr>
</tbody>
</table>

PHQ-9: Patient Health Questionnaire-9 item.
GAD-7: Generalized Anxiety Disorder Scale-7 item, N=861.
Subsample Comparisons

In the second analysis, the super users reported the lowest PHQ-9 and GAD-7 scores at sign-up, contrasting with the symptom pattern observed in the first analysis. To determine if this effect was because of the inclusion of participants who completed self-report measures less frequently, we used ANOVA analyses to compare the 2 subsamples on their characteristics at the time of registration. Users who completed the self-assessment questionnaire 3 times were older, had slightly higher baseline PHQ-9 and GAD-7 scores, and used myCompass more in the first 28 days after signing up (see Table 5) compared with users who only completed the self-assessment questionnaire twice. Table 5 further shows differences between the characteristics of the 2 subsamples and the overall sample. Usage across the first 28 days after registration was significantly higher for myCompass users who revisited the platform over 1 or 2 consecutive months compared with the full sample that contained a large number of 1-time users (23,688/43,631, 54.29%).
users reported a clinically significant reduction in depressive symptoms (>3 points) at 28 days, though this likely reflects their higher PHQ-9 scores at the commencement of their program use. Notably, by 56 days all groups reported that their depressive symptoms had reduced into the mild symptom range. Similar nonsignificant patterns emerged for anxiety symptoms in analysis 1. Moderates reported slightly lower anxiety levels at sign-up compared with trackers and super users. Super users showed the greatest reduction in anxiety scores at 28 days compared with trackers and moderates. At 56 days, all user groups had progressed further to the lower end of the mild anxiety range.

Consistent with pattern of results from analysis 1, super users in analysis 2 reported significantly lower depression scores at 28 days compared with moderates and trackers, though all groups reported depressive symptoms in the mild range by 28 days. Users’ anxiety symptom progression in analysis 2 also resembled the pattern of results for depression. At registration, average anxiety scores were in the mild anxiety range. At 28 days, all users progressed further toward the mid and bottom values of the mild anxiety category, with super users reporting significantly lower levels of anxiety than both moderates and trackers.

There were some interesting differences between our super users across the 2 analyses. In analysis 1 (across 2 months), super users appeared to report the highest distress at sign-up. However, in analysis 2 (across 1 month), super users appeared to report the lowest distress at sign-up compared with moderates and trackers. More generally, we found that the 1-month users from analysis 2 reported mild but significantly lower distress levels compared with trackers and moderates. Subsequently, the use of a clustering procedure to group eMH users based on their engagement behavior, and to determine if these engagement clusters reported any difference in mental health outcomes. Using a 2-step clustering procedure, we identified 3 clusters of engagement behavior, which emerged consistently across 2 subsamples in our community dataset. Although some patterns in the data suggest that increased overall engagement could be linked with more rapid symptom improvement, all users experienced equivalent symptomatic relief over the course of program use, irrespective of their pattern of engagement, which may speak to e-attainment.

The time-by-group differences were not statistically significant in analysis 1. As the study used naturalistic data that had already been collected—an akin to archival data, we were unable to conduct an a priori power analysis to set a target sample size. Hence, it is possible that some of the statistical tests were underpowered and warrant replication in comparable but larger datasets. Therefore, any interpretations of the findings as they are presented in this study need to be made with caution. Bearing these considerations in mind, we would like to discuss interesting patterns that emerged in the data.

In analysis 1, “moderates” started out with slightly (though not significantly) lower depression scores at sign-up compared with “trackers” and “super users.” At 56 days, moderates and super users reported only mild depressive symptoms, whereas trackers remained just within the moderate symptom range. Only super users reported significantly lower levels of anxiety compared with trackers and moderates. Across the 2 analyses, super users reported the highest distress at sign-up. However, in analysis 2 (across 1 month), super users appeared to report the lowest distress at sign-up compared with moderates and trackers. More generally, we found that the 1-month users from analysis 2 reported mild but significantly lower distress levels compared with trackers and moderates. Subsequently, the use of a clustering procedure to group eMH users based on their engagement behavior, and to determine if these engagement clusters reported any difference in mental health outcomes. Using a 2-step clustering procedure, we identified 3 clusters of engagement behavior, which emerged consistently across 2 subsamples in our community dataset. Although some patterns in the data suggest that increased overall engagement could be linked with more rapid symptom improvement, all users experienced equivalent symptomatic relief over the course of program use, irrespective of their pattern of engagement, which may speak to e-attainment.

The time-by-group differences were not statistically significant in analysis 1. As the study used naturalistic data that had already been collected—an akin to archival data, we were unable to conduct an a priori power analysis to set a target sample size. Hence, it is possible that some of the statistical tests were underpowered and warrant replication in comparable but larger datasets. Therefore, any interpretations of the findings as they are presented in this study need to be made with caution. Bearing these considerations in mind, we would like to discuss interesting patterns that emerged in the data.

In analysis 1, “moderates” started out with slightly (though not significantly) lower depression scores at sign-up compared with “trackers” and “super users.” At 56 days, moderates and super users reported only mild depressive symptoms, whereas trackers remained just within the moderate symptom range. Only super users reported a clinically significant reduction in depressive symptoms (>3 points) at 28 days, though this likely reflects their higher PHQ-9 scores at the commencement of their program use. Notably, by 56 days all groups reported that their depressive symptoms had reduced into the mild symptom range. Similar nonsignificant patterns emerged for anxiety symptoms in analysis 1. Moderates reported slightly lower anxiety levels at sign-up compared with trackers and super users. Super users showed the greatest reduction in anxiety scores at 28 days compared with trackers and moderates. At 56 days, all user groups had progressed further to the lower end of the mild anxiety range.

Consistent with pattern of results from analysis 1, super users in analysis 2 reported significantly lower depression scores at 28 days compared with moderates and trackers, though all groups reported depressive symptoms in the mild range by 28 days. Users’ anxiety symptom progression in analysis 2 also resembled the pattern of results for depression. At registration, average anxiety scores were in the mild anxiety range. At 28 days, all users progressed further toward the mid and bottom values of the mild anxiety category, with super users reporting significantly lower levels of anxiety than both moderates and trackers.
at sign-up compared with the more sustained 2-month users from analysis 1. It may be the case that some users experiencing greater distress at sign-up continued to use myCompass for longer than other users with milder symptoms.

Interestingly, belonging to a cluster in our study did not always seem to reflect symptom severity alone. Therefore, these engagement profiles may reflect both user need at sign-up and individual difference factors in technology engagement. For example, the super user engagement profile was identical across both analyses, but symptom severity at sign-up was different for 1-month super users relative to 2-month super users. This speaks to the complexity of eMH engagement behavior and underscores recommendations made by previous researchers [9,10] that individual user characteristics be included in conceptualizations of eMH engagement. If individuals ceased use of myCompass according to their symptom levels, we may have ended up with a less symptomatic group in our 1-month sample, relative to our 2-month sample. This systematic effect on program engagement would likely have resulted in symptom profile disparities between our analyses. Therefore, these seemingly contradictory results may speak to the phenomenon of e-attainment suggested by Christensen and Mackinnon [2], whereby users engage with an eMH tool as much and for as long as they need to reach their mental health goals. An alternative interpretation for the results would be that some of the standard components of eMH programs do not have the expected impact on symptom levels. For example, our results showed that trackers appeared to do as well as super users, which gives the impression that learning activities do not provide additional benefit beyond the effects of mood monitoring for some users. Given that substantial empirical evidence supports the cognitive behavioral therapies used in the learning activities, more data are required to better understand the unique benefits of specific eMH treatment components.

Our study provided an attempt at opening the black box of eMH [8] by moving beyond a priori definitions of adherence and, instead, inspecting behavior as it emerged from open-access program usage. Our findings suggested that, at least among our self-selected sample, individuals seem to engage with our eMH program in different but measurable ways that lead to equivalent mental health benefits. These findings align with a previous investigation conducted by Matthews et al [15]. Similar to the current investigation, the authors used cluster analysis to inspect naturalistic usage patterns among mobile phone users who downloaded and registered to a self-help app designed to help reduce anxiety symptoms. Findings indicated that all 4 usage groups identified experienced short-term decreases of anxiety symptoms irrespective of their engagement profile. Where mental health goals are achieved in a relatively short period of time, cessation of program use may create the impression of dropout across eMH websites and mobile phone apps.

Whereas the robustness of the RCT paradigm is crucial to efficacy science [16], it may unintentionally limit the scope of eMH engagement research in certain ways. For example, statistical practices that assume no benefit for participants who deviate from the trial protocol (eg, per-protocol or intention-to-treat with last-operation-carried forward analyses) may exclude individuals for whom program use is nonetheless beneficial. In addition, the prevailing RCT paradigms of symptom reduction or diagnostic remission may not reflect the usage goals or expectations of all eMH users. Although some eMH consumers seek treatment for a specific mental health condition, others may use eMH programs to navigate periods of general distress or to build resilience [17,18]. Many eMH users may be capable of determining when sufficient help has been accessed and subsequently discontinue without ever measuring symptoms or receiving a diagnosis [2]. However, within a traditional RCT framework, these so-called e-attainers are likely to be classified as nonadherent and therefore excluded from further analysis or aggregated with true nonusers in any subsequent per protocol analyses. Traditional RCT designs may be able to follow up participants who ceased using their prescribed eMH program and get an indication as to why participants opted out of the program. This approach was successfully implemented by Postel et al [19] who followed up RCT participants who prematurely ended their involvement with a Web-based intervention to reduce problem drinking. Interestingly, satisfaction with the treatment progress constituted the third most common reason for participants’ decision to drop out of the study, highlighting the potential importance of identifying whether noncontinuation is because of intervention success or failure. Although findings are preliminary, our results support Yardley et al’s [9] recommendations for identifying effective engagement and Pham et al’s [11] appeal to move beyond descriptive reporting of usage behaviors and examine the relationship between engagement and mental health outcomes. These efforts could provide a valuable supplement to traditional a priori definitions of eMH engagement.

Limitations
Some limitations of our study must be acknowledged. First, the symptom change data were uncontrolled and therefore cannot be compared against a comparison condition as we inspected usage behavior in a naturalistic setting. Consequently, symptom reduction over time may be because of remission patterns rather than reflective of a treatment effect. Second, it is important to note that our clustering procedure is only one example of a categorization procedure, and other methods, such as latent class analysis, may yield different results. As mentioned above, discussing trends can be useful but further research is required to see if these effects can reach significance and are replicable in other datasets. The purpose of this study was not to establish best practice, rather it was to describe a novel way of inspecting usage behavior in the hope of encouraging similar approaches in the future that examine naturalistic behavior in addition to predetermined behavioral benchmarks. Finally, it is important to note that entry into the sample used for this study was dependent on users completing the symptom assessment scales at least twice. Therefore, there is at least one other group of users of eMH products not included in this analysis, those who do not engage at all following the initial assessment or who engage very little. The impact of this pattern of nonengagement remains unclear.

Conclusions
The benefits of exploring real-world examples of engagement is to gain a more differentiated picture of how users navigate...
through the eMH space and, by doing so, to advance our understanding of how eMH tools might become more sophisticated and helpful companions in mental health. Learning from implicit engagement patterns can help inform and strengthen new computational techniques, such as machine learning, which aim to provide a personalized and situation-sensitive user experience in real time and are designed to motivate users to engage with their respective eMH tool until the desired mental health goals are reached and sustained.

Examination of real-world eMH engagement is required to assist differentiation between e-attainment and dropout and will have important implications for progressing the eMH space in a way that results in more widespread acceptance of eMH tools in the general public. Ultimately, a primary goal of eMH research is to remove obstacles to engagement for individuals who might otherwise benefit from eMH. A more nuanced view of how many variables such as limited access to the internet, a lack of fit between the needs and wants of users and the eMH program, and the achievement of individual goals (ie, e-attainment) will inform how future eMH technologies can better reflect the behaviors and desires of their users.
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Abstract

Background: Although experts agree that Web-based health information often contains exaggeration and misrepresentation of science, it is not yet known how this information affects the readers’ sentiments.

Objective: This study aimed to investigate whether specific aspects of Web-based diabetes research news are associated with positive or negative sentiments in readers.

Methods: A retrospective observational study of the comments on diabetes research news posted on Facebook pages was conducted as a function of the innovations’ developmental phase, the intended treatment effect, and the use of strong language to intensify the news messages (superlatives). Data for the investigation were drawn from the diabetes research news posted between January 2014 and January 2018 on the two largest Dutch Facebook pages on diabetes and the corresponding reader comments. By manually coding these Facebook user comments, three binary outcome variables were created, reflecting the presence of a positive sentiment, the presence of a negative sentiment, and the presence of a statement expressing hopefulness.

Results: Facebook users made a total of 3710 comments on 173 diabetes research news posts that were eligible for further analysis. Facebook user comments on posts about diabetes prevention (odds ratio [OR] 0.55, 95% CI 0.37-0.84), improved blood glucose regulation (OR 0.68, 95% CI 0.56-0.84), and symptom relief (OR 0.31, 95% CI 0.21-0.44) were associated with less positive sentiments as compared with potential diabetes cures. Furthermore, comments on innovations supported by preclinical evidence in animals were associated with more positive sentiments (OR 1.46, 95% CI 1.07-1.99) and statements expressing hope (OR 1.47, 95% CI 1.01-2.14), when compared with innovations that have evidence from large human trials. This study found no evidence for the associations between language intensification of the news posts and the readers’ sentiments.

Conclusions: Our finding that the attitudes toward diabetes research news on Facebook are most positive when clinical efficacy is not (or not yet) proven in large patient trials suggests that news authors and editors, as well as medical professionals, must exercise caution when acting as a conduit for diabetes research news.

(J Med Internet Res 2019;21(11):e14554) doi:10.2196/14554
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Introduction

Background

Patients who monitor online media for health information may experience frequent exposure to exaggeration and misrepresentation of medical science [1-5]. Two typical examples of such infelicitous reporting are the depiction of observed correlations as causal connections—for example, between lifestyle behaviors and disease outcomes—and the inflation of preclinical animal testing results, often followed by the inference of these to humans [6,7]. This is misleading when one considers that about 88% of the pharmaceutical developments that reach the first human trials will never reach the phase of market approval [8]. Such misrepresentations are present in numerous easily accessible health news sites and are spread freely on social media such as Facebook.

Earlier research by our group, on the media coverage of innovative diabetes therapies, found that 83% of Dutch newspaper reports about innovative diabetes treatments lack any reference to clinical trials in humans [9]. Similarly, in the United States, a study on health news appraisals found that most authors do not satisfactorily discuss the quality of the evidence [6].

Although, to our knowledge, there is no literature on the effects of news reporting on the patients’ attitudes, it is highly plausible that messages about promising future treatments could affect the readers’ sentiments such as enthusiasm and curiosity. Moreover, a patient’s level of hope may increase, which is positive as having hope is associated with more favorable diabetes outcomes [10,11]. The effects may also turn out to be negative when, for example, feelings of impatience or disbelief are more prominent.

Overall, 3 aspects of Web-based reporting may influence attitudes. First, the tone of the reports, using intensified language (eg, revolutionary and breakthrough), a common phenomenon in health news coverage [12], may amplify these sentiments.

Second, attitudes may be affected by the references to an innovation’s developmental phase. Important innovations are covered for many years and during different research stages. For the readers, it may remain unclear as to how long it would take for the innovation to be available in clinical practice. An example is the artificial pancreas, a concept for the treatment of diabetes that has been reported since 1972 [13]. Third, reports on future cure-focused innovations, such as pancreatic cell transplantation for diabetes, may potentially have a stronger impact on the readers’ sentiments than news about noncure-focused treatments.

Objectives

To increase the understanding of the associations between the characteristics of news about future treatments for chronic illnesses and the readers’ sentiments, we assessed the posts about diabetes research on Facebook pages, together with the corresponding user comments.

Methods

Data Source

A retrospective observational study was performed on a corpus of diabetes news messages posted on publicly accessible Facebook pages between January 1, 2014, and January 1, 2018, and the associated reader comments. Facebook pages enable public figures and businesses to create a public presence on Facebook. Every person on Facebook can connect with these pages by liking them, after which they receive updates in their news feed and can interact with them [14]. The 2 most-followed publicly accessible diabetes pages in the Netherlands were selected: (1) Juvenile Diabetes Research Foundation (JDRF) Nederland [15], the Dutch division of an international type 1 diabetes research foundation, with over 27,000 Facebook followers and (2) Diabetes Fonds [16], a Dutch charity funding of research on all types of diabetes, with over 36,000 Facebook followers.

Data extraction and preparation comprised multiple steps (Figure 1). First, all news posts and associated readers’ comments were extracted for the 4 years from January 1, 2014, to January 1, 2018. The Facepager tool, version 3.8.2., developed by Jünger and Keyling [17], was used to scrape the publicly available data from the Facebook pages, including all reader comments. Replies were excluded (ie, comments on comments) as their content and sentiments are influenced by the initial comments on the news posts. Second, all nonscience news–related posts were identified and removed from the corpus. Furthermore, 3 criteria for diabetes research posts were applied: (1) it must contain information about the development of an innovative therapy, technique, product, instrument, or insights into preventive behaviors; (2) it must contain a reference to a traceable scientist or scientific institution (including medical companies); and (3) it must refer to an innovation which is not (or not yet) applied in the Dutch standard diabetes care. Therefore, nonmedical and nonscientific topics (eg, personal experiences, practical tips, travel stories, and fundraising) were excluded. The consensus between 2 raters in a subsample of 14.99% (271/1808) of the comments on initial Facebook posts was used to resolve disagreements. The third step was to extract the source message (eg, Web-based newspaper item) whenever a hyperlink was available and to merge it with the post content.
Data Classification

All user comments were evaluated by 2 raters as to whether they contained sentiments (positive, negative, or both). Focus was put on both textual expressions (ie, words and sentences) and the use of emoticons [18,19]. The initial interrater reliability in a subsample of 15% of the sentiments was high (kappa=0.80). For the remainder of the sample, any disagreements were resolved by consensus and, where uncertainties remained, by a third reviewer.

Dependent Variables: Positive Sentiments and Written Expression of Hopefulness

In the literature, sentiment analyses generally focus on a combined outcome: sentiment polarity (ie, coding a single sentiment expression as either positive, negative, or neutral) [20]. As the readers’ comments may include a combination of positivity (eg, enthusiasm and hopefulness) and negativity (eg, frustrations about waiting for a long time), both positive and negative sentiments were detected and coded for this study.

The binary dependent variable positive sentiment in a comment was manually detected and coded as present, when the following paraphrase described the utterance correctly: The Facebook user had the aim to express a positive emotion, attitude, or affective state in reaction to a corresponding post about innovative diabetes treatments. Signal examples were expressions of interest, curiosity, enthusiasm, attraction, desire, admiration, surprise, amusement, hope, excitement, gratitude, thankfulness, joy, elation, triumph, jubilation, patience, and contentment [21-23].

Individuals on the Facebook pages on diabetes frequently express that they have hopes or are very hopeful, or type let’s hope so! Hope is a distinct positive sentiment that is considered essential for chronic patients to cope with their disease [24,25]. Having hope can be defined as perceiving a pathway from a negative situation to a favorable state of affairs [26].
levels of hope were found to be associated with a lower prevalence of diabetes [10] and lower mortality in elderly people with diabetes [11].

A binary hopefulness-estimate was created to put a focus on hope as a distinct and essential positive sentiment. In all Facebook comments, the presence of the following Dutch and English conjugations and adjectives based on the verb to hope (Dutch: hopen) was programmatically detected by using Python programming language [27]: hoop, hoopt, hopen, hoopte, hoopten, gehoopt, gehoopte, hopelijk, hope, hoped, hoping, hopeful, and hopefully.

**Dependent Variables: Negative Sentiments**

The binary dependent variable negative sentiment in a comment was manually detected and coded as present, when the following paraphrase described the utterance correctly: The Facebook commenter had the aim to express a negative emotion, attitude, or affective state in reaction to a corresponding post about innovative diabetes treatments. Signal examples were expressions of indifference, habituation, boredom, aversion, disgust, revulsion, alarm, panic, fear, anxiety, dread, anger, rage, sorrow, grief, frustration, disappointment, discontentment, and restlessness [21-23].

The act of expressing and sharing these Facebook post–related emotions reveals an underlying negative sentiment toward the aspects of the innovation or the news message. Commenters sharing, for example, their boredom or indifference on the Web are unlikely to recommend other patients to try the innovation in the future, nor will they follow the news about the therapy actively; positive and neutral reactions would leave these latter 2 behavior options open.

**Independent Variables: Intended Therapeutic Effect**

Overall, 2 raters identified the intended therapeutic effects of diabetes innovations through discussion and then specified the 5 major categories. These therapeutic effects yielded by diabetes research ranged from simple, practical solutions to a complete cure (Table 1).

<table>
<thead>
<tr>
<th>Intended effect</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevention</td>
<td>Research into a viral trigger for type 1 diabetes; effects of hygiene; nanotechnology; and early diagnosis</td>
</tr>
<tr>
<td>Practical solution</td>
<td>Hypoglycemia alarm watch; an insulin temperature sensor; hypoglycemia watchdog; glucose monitoring app; and diabetic shoe</td>
</tr>
<tr>
<td>Symptom control and relief</td>
<td>Cognitive behavioral therapy; research on nephropathy; and research on cardiomyopathy in type 2 diabetes</td>
</tr>
<tr>
<td>Glucose regulation</td>
<td>Artificial pancreas; inhalable insulin; Cone Insulin G1; and an insulin delivery system</td>
</tr>
<tr>
<td>Diabetes cure</td>
<td>Beta cell encapsulation; viral gene transfer; the discovery of immature beta cells; transplanting pancreatic cells; and the effects of vitamin D</td>
</tr>
</tbody>
</table>

**Independent Variables: Developmental Phase**

Furthermore, the developmental phases of innovative diabetes therapies were identified. First, the references to research results in the Facebook posts itself were searched for. When a reference was missing, and a hyperlink was available, the source of the news message was examined. In a previous study, our research group distinguished the different research phases, or the levels of evidence, in health news [9]. Health news articles may contain fundamental research on concepts and theories to improve understanding, (3) preclinical (eg, animal studies) and nonclinical studies to support concrete product development, and increasing the chances for clinical trials in humans to start soon, (4) clinical trials in a small sample of humans (eg, phase II pharmaceutical trials), (5) clinical trials in a large population of humans (eg, phase III pharmaceutical trials), and (6) reports on near-market entry whenever a marketing registration has been or soon will be provided by domestic or overseas authorities. The developmental phase was labeled as not described, when the research phase was not recognizable either in the Facebook posts or the source message. In total, 2 raters independently scored a subset of 15% of the news posts (kappa=0.92). Consensus was used to resolve disagreement and indistinctness, and 1 rater subsequently coded the remaining 85%.

**Independent Variables: Language Intensity**

Language intensifiers were defined as words that are used to enhance and give emotional context to the other words that they modify. Literature also refers to such words as the pars pro toto superlatives [28,29].

By using Python programming code [27], all words in all Facebook posts were automatically counted and listed in the order of word usage frequency. First, after selecting 2 commonly used designations of the US Food and Drug Administration, breakthrough and promising [3] (Dutch: doorbraak and veelbelovend), 2 raters discussed and selected the following 15 most frequently used language intensifiers used in the diabetes research news posts: fabulous, beautiful, great, special, important, at last, lifesaving, discovery, dream, positive, powerful, truly, enormously, super, and happy (Dutch: geweldig, mooi, fijn, bijzonder, belangrijk, eindeelijk, levensreddend, ontdekkend, droom, positief, krachtig, werkelijk, ontzettend, super, and blij). Second, the 17 intensifiers were searched for and counted per Facebook post, and the number was converted into a 3-category variable: no text intensifiers, 1 or 2 intensifiers, and 3 to 9 intensifiers.

**Analysis**

The IBM SPSS Statistics program, version 25, was used to evaluate the differences in the probabilities that sentiments (positive, negative, and hopefulness) were reflected in the user

https://www.jmir.org/2019/11/e14554
comments, depending on the developmental phase, intended therapeutic effect, and the presence of language intensifiers in the text. Crude and mutually adjusted binary logistic regression models were used to calculate odds ratios (ORs) and 95% CIs. Furthermore, it was assessed whether Facebook pages ID, commenter ID, and gender data contributed to the logistic regression models.

### Results

**Innovative Methods**

Table 2 shows that between January 1, 2014, and January 1, 2018, a total of 173 diabetes news messages about innovative methods to treat diabetes were posted on the 2 largest publicly accessible Facebook pages in the Netherlands. These posts evoked 3710 reader comments, containing a total of 2727 positive, 880 negative, and 363 neutral sentiments and 513 verbal expressions of having hope.

<table>
<thead>
<tr>
<th>News characteristics and comment sentiments</th>
<th>News posts, n</th>
<th>User comments, n (%)</th>
<th>Comments per post, mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td>173</td>
<td>3710 (100)</td>
<td>21</td>
</tr>
<tr>
<td><strong>Intended therapeutic effect</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease prevention</td>
<td>16</td>
<td>211 (5.69)</td>
<td>13</td>
</tr>
<tr>
<td>Practical solution</td>
<td>14</td>
<td>250 (6.74)</td>
<td>18</td>
</tr>
<tr>
<td>Symptom relief</td>
<td>11</td>
<td>182 (4.91)</td>
<td>17</td>
</tr>
<tr>
<td>Improved glucose regulation</td>
<td>56</td>
<td>1341 (36.15)</td>
<td>24</td>
</tr>
<tr>
<td>Cure</td>
<td>76</td>
<td>1726 (46.52)</td>
<td>23</td>
</tr>
<tr>
<td><strong>Developmental phase</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence from fundamental research</td>
<td>47</td>
<td>859 (23.15)</td>
<td>18</td>
</tr>
<tr>
<td>Evidence from pretrial phases</td>
<td>32</td>
<td>758 (20.43)</td>
<td>24</td>
</tr>
<tr>
<td>Evidence from small human trials</td>
<td>33</td>
<td>712 (19.19)</td>
<td>22</td>
</tr>
<tr>
<td>Evidence from large human trials</td>
<td>10</td>
<td>434 (11.70)</td>
<td>43</td>
</tr>
<tr>
<td>Near-market entry</td>
<td>14</td>
<td>259 (6.98)</td>
<td>19</td>
</tr>
<tr>
<td>Evidence from observational studies</td>
<td>12</td>
<td>185 (4.99)</td>
<td>15</td>
</tr>
<tr>
<td>Not described</td>
<td>25</td>
<td>503 (13.56)</td>
<td>20</td>
</tr>
<tr>
<td><strong>Comment sentiments</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive only</td>
<td>—</td>
<td>2467 (66.50)</td>
<td>—</td>
</tr>
<tr>
<td>Negative only</td>
<td>—</td>
<td>620 (16.71)</td>
<td>—</td>
</tr>
<tr>
<td>Mixed positive and negative</td>
<td>—</td>
<td>260 (7.01)</td>
<td>—</td>
</tr>
<tr>
<td>Positive, including mixed</td>
<td>—</td>
<td>2727 (73.50)</td>
<td>—</td>
</tr>
<tr>
<td>Negative, including mixed</td>
<td>—</td>
<td>880 (23.72)</td>
<td>—</td>
</tr>
<tr>
<td>Neutral</td>
<td>—</td>
<td>363 (9.78)</td>
<td>—</td>
</tr>
<tr>
<td>Verbal expressions of having hope</td>
<td>—</td>
<td>513 (13.83)</td>
<td>—</td>
</tr>
</tbody>
</table>

*aNot applicable.

### Sentiments and the Innovation’s Intended Therapeutic Effect

First, it was tested whether the news messages about the innovative ways to cure diabetes were associated with different sentiments than the news messages related to other therapeutic effects. Table 3 shows that diabetes prevention (OR 0.55, 95% CI 0.37-0.84), improved blood glucose regulation (OR 0.68, 95% CI 0.56-0.84), and symptom relief (OR 0.31, 95% CI 0.21-0.44) were associated with less positive sentiments as compared with potential diabetes cures. Moreover, Table 3 shows that the analyses of negative sentiments show a similar pattern, although this was only significant in blood glucose regulation (OR 1.38, 95% CI 1.12-1.70; for being associated with more negative sentiments). Table 4 shows that, in line with the readers’ positive sentiments, hopefulness was most frequently expressed when Facebook news reported on cure-focused therapies.
Table 3. Logistic regression analysis of the association among 3 characteristics of diabetes news in Facebook posts (mutually adjusted) and positive and negative sentiments in the user comments on Facebook pages.

<table>
<thead>
<tr>
<th>News characteristics</th>
<th>Facebook posts, n</th>
<th>Positive sentiment</th>
<th>Negative sentiment</th>
<th>OR^a (95% CI)</th>
<th>OR^a (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Intended therapeutic effect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes prevention</td>
<td>16</td>
<td>94 (3.45)</td>
<td>117 (11.90)</td>
<td>0.55^b (0.37-0.84)</td>
<td>85 (9.66) 126 (4) 1.48 (0.98-2.25)</td>
</tr>
<tr>
<td>Practical solutions</td>
<td>14</td>
<td>196 (7.19)</td>
<td>54 (5.49)</td>
<td>1.01 (0.71-1.44)</td>
<td>52 (5.91) 198 (7) 1.01 (0.71-1.45)</td>
</tr>
<tr>
<td>Symptom relief</td>
<td>11</td>
<td>86 (3.15)</td>
<td>96 (9.77)</td>
<td>0.31^b (0.21-0.44)</td>
<td>49 (5.57) 133 (5) 1.24 (0.84-1.82)</td>
</tr>
<tr>
<td>Blood glucose regulation</td>
<td>56</td>
<td>970 (35.57)</td>
<td>371 (37.74)</td>
<td>0.68^b (0.56-0.84)</td>
<td>343 (38.98) 998 (35) 1.38^b (1.12-1.70)</td>
</tr>
<tr>
<td>Diabetes cure</td>
<td>76</td>
<td>1381 (50.64)</td>
<td>345 (35.10)</td>
<td>1.0^c</td>
<td>351 (39.89) 1375 (49) 1.0^c</td>
</tr>
<tr>
<td><strong>Developmental phase</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observational evidence</td>
<td>12</td>
<td>61 (2.4)</td>
<td>124 (12.61)</td>
<td>0.31^b (0.15-0.66)</td>
<td>79 (8.98) 106 (3.75) 1.88^b (1.17-3.02)</td>
</tr>
<tr>
<td>Fundamental evidence</td>
<td>47</td>
<td>610 (22.37)</td>
<td>249 (25.33)</td>
<td>0.71^b (0.53-0.95)</td>
<td>238 (27.05) 621 (21.94) 1.22 (0.92-1.63)</td>
</tr>
<tr>
<td>Preclinical evidence</td>
<td>32</td>
<td>639 (23.43)</td>
<td>119 (12.11)</td>
<td>1.46^b (1.07-1.99)</td>
<td>112 (12.73) 646 (22.83) 0.55^b (0.41-0.76)</td>
</tr>
<tr>
<td>Small trial evidence</td>
<td>33</td>
<td>541 (19.84)</td>
<td>171 (17.40)</td>
<td>1.06 (0.80-1.42)</td>
<td>147 (16.70) 565 (19.96) 0.73^b (0.56-1.00)</td>
</tr>
<tr>
<td>Large trial evidence</td>
<td>10</td>
<td>317 (11.62)</td>
<td>117 (11.90)</td>
<td>1.0^c</td>
<td>115 (13.07) 319 (11.27) 1.0^c</td>
</tr>
<tr>
<td>Near-market entry</td>
<td>14</td>
<td>175 (6.42)</td>
<td>84 (8.55)</td>
<td>0.73 (0.52-1.04)</td>
<td>70 (7.95) 189 (6.68) 1.39 (0.90-2.14)</td>
</tr>
<tr>
<td>Not mentioned</td>
<td>25</td>
<td>384 (14.08)</td>
<td>119 (12.11)</td>
<td>1.03 (0.76-1.40)</td>
<td>119 (13.52) 384 (13.57) 0.96 (0.71-1.31)</td>
</tr>
<tr>
<td><strong>Language intensifiers^d</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-9 intensifiers</td>
<td>21</td>
<td>380 (13.93)</td>
<td>156 (15.87)</td>
<td>0.97 (0.75-1.25)</td>
<td>132 (15.00) 404 (14.28) 1.12 (0.86-1.45)</td>
</tr>
<tr>
<td>1-2 intensifiers</td>
<td>55</td>
<td>1120 (41.07)</td>
<td>314 (31.94)</td>
<td>1.13 (0.94-1.35)</td>
<td>334 (37.95) 1100 (38.87) 1.18 (0.99-1.42)</td>
</tr>
<tr>
<td>0 intensifiers</td>
<td>97</td>
<td>1227 (44.99)</td>
<td>513 (52.19)</td>
<td>1.0^c</td>
<td>414 (47.05) 1326 (46.86) 1.0^c</td>
</tr>
</tbody>
</table>

^aOR: odds ratio.

^bStatistically significant odds ratio.

^cFor reference category, CI is not applicable.

^dText intensifiers were a nonsignificant addition to this model but were left in the model to answer study questions.
Table 4. Logistic regression analysis of the association among 3 characteristics of diabetes news in Facebook posts (mutually adjusted) and expressed hopefulness (eg, hopefully and I hope) in the user comments on Facebook pages.

<table>
<thead>
<tr>
<th>News characteristics</th>
<th>News posts, n</th>
<th>Textual expression of hopefulness</th>
<th>OR(^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Potential therapeutic effect</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevention</td>
<td>16</td>
<td>15 (2.92) 196 (6.13)</td>
<td>0.92 (0.50-1.72)</td>
</tr>
<tr>
<td>Practical solution</td>
<td>14</td>
<td>10 (1.95) 240 (7.51)</td>
<td>0.18(^b) (0.09-0.36)</td>
</tr>
<tr>
<td>Symptom relief</td>
<td>11</td>
<td>4 (0.78) 178 (5.57)</td>
<td>0.13(^b) (0.05-0.36)</td>
</tr>
<tr>
<td>Glucose regulation</td>
<td>56</td>
<td>136 (26.51) 1205 (37.69)</td>
<td>0.49(^b) (0.38-0.64)</td>
</tr>
<tr>
<td>Diabetes cure</td>
<td>76</td>
<td>348 (67.84) 1378 (43.10)</td>
<td>1.0(^c)</td>
</tr>
<tr>
<td><strong>Developmental phase</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observational evidence</td>
<td>12</td>
<td>2 (0.39) 183 (5.72)</td>
<td>0.09(^b) (0.02-0.33)</td>
</tr>
<tr>
<td>Fundamental evidence</td>
<td>47</td>
<td>133 (25.93) 726 (22.71)</td>
<td>0.97 (0.65-1.43)</td>
</tr>
<tr>
<td>Preclinical evidence</td>
<td>32</td>
<td>164 (31.97) 594 (18.58)</td>
<td>1.47(^b) (1.01-2.14)</td>
</tr>
<tr>
<td>Small trial evidence</td>
<td>33</td>
<td>96 (18.71) 616 (19.27)</td>
<td>1.26 (0.85-1.87)</td>
</tr>
<tr>
<td>Large trial evidence</td>
<td>10</td>
<td>46 (8.97) 388 (12.14)</td>
<td>1.0(^c)</td>
</tr>
<tr>
<td>Near-market entry</td>
<td>14</td>
<td>18 (3.51) 241 (7.54)</td>
<td>0.89 (0.49-1.59)</td>
</tr>
<tr>
<td>Not described</td>
<td>25</td>
<td>54 (10.53) 449 (14.04)</td>
<td>0.93 (0.61-1.43)</td>
</tr>
<tr>
<td><strong>Language intensifiers(^d)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-10 intensifiers</td>
<td>21</td>
<td>80 (15.59) 456 (14.26)</td>
<td>1.15 (0.84-1.58)</td>
</tr>
<tr>
<td>1-2 intensifiers</td>
<td>55</td>
<td>242 (47.17) 1192 (37.28)</td>
<td>1.09 (0.87-1.36)</td>
</tr>
<tr>
<td>0 intensifiers</td>
<td>97</td>
<td>191 (37.23) 1549 (48.45)</td>
<td>1.0(^c)</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)Statistically significant odds ratio.
\(^c\)For reference category, CI is not applicable.
\(^d\)Text intensifiers were a nonsignificant addition to this model but were left in the model to answer the study question.

**Sentiment and the Innovation’s Developmental Phase**

Furthermore, it was examined whether the commenters’ sentiments were related to the covered innovations’ developmental phases. Tables 3 and 4 show that, compared with the success in the larger patient trials, evidence from the preclinical phases led to more positive sentiments (OR 1.46, 95% CI 1.07-1.99). Earlier observational (OR 0.31, 95% CI 0.15-0.66) and fundamental findings (OR 0.71, 95% CI 0.53-0.95), however, led to less positive sentiments. Tables 3 and 4 also show that this sentiment pattern was, for the most part, confirmed in the analysis of negative sentiments and the expressions of hopefulness.

**Sentiment and News Message Language Intensification**

It was examined whether the intensification of language was associated with sentiments and hopefulness. However, Tables 3 and 4 show that there were no significant relationships between the language intensification of Facebook posts about diabetes research and the sentiments (positive, negative, and hopefulness) of those who reacted to it on Facebook.

**Controlling for Other Variables**

To verify the robustness of our findings, additional variables and levels were tested for any effect on our regression analysis. It was found that the Facebook pages ID (JDRF Nederland vs Diabetes Fonds) did not contribute to the regression models. Furthermore, data on the commenters’ gender were available for 71% (2634/3710) of the comments with identifiable sentiment (the first batch of 2 data extractions). Analysis of this sample showed that controlling for gender did not greatly alter the patterns and magnitudes of our results. In addition, the necessity to include commenter ID as a level in our regression model was rejected owing to the flat distribution of comments by the commenters in the same subsample: 80% (1495/1870) of the commenters commented once only.

Our final model only contained the 3 main independent variables: therapeutic effect, developmental phase, and language intensification.
**Discussion**

**Principal Findings**

In this analysis of 4 years of Facebook posts and comments on diabetes news and user sentiments, posts about potentially curative innovations were associated with more positive general sentiments than the posts not about potential cures, as expected. However, unexpectedly, innovations supported by evidence from phases just before human clinical trials showed the strongest positive association with improved general sentiments. The observational research results were associated with the most negative general sentiments in the user comments. In addition, and contrary to our expectations, this study found no evidence for the associations between language intensity and the readers’ sentiments.

**Explanation of Findings**

A strong positive association was found between cure-focused innovations and positive sentiments. The explanation for this finding is likely to be the absence of cure-focused therapies, to date, for the debilitating disease that diabetes still is. However, negative sentiments may also be provoked by cure-focused innovation, for example, when frustrations about perceived false promises have the upper hand. The strong negative association between the written expression of hopefulness and the news about noncure-focused innovations suggests that the concept of hopefulness only plays a role regarding the desire for a cure.

When looking at the developmental phases, general sentiments were most positively associated with positive results in the preclinical phases closely before human trials. This finding conflicts with the scientific standard that the proof of concept is demonstrated by doing randomized clinical trials. Although it was not assessed by us, an explanation for the preclinical positivity may be the overly optimistic way in which news outlets frequently cover animal studies [30].

Negative associations of the fundamental research with positive sentiments can be explained using construal level theory [31]. First, as the success of therapies in the earliest research stages is far away in time, the patient’s thinking about these innovations becomes more abstract and the consequent anticipation may decrease. Frequently, the medical applicability of very early stage therapies is indeed abstract. A second explanation may be that bad personal experiences, with waiting for other cure-focused innovations, affect the so-called experiential distance (ie, perception of the chance that treatment may become a reality, based on earlier experiences).

Specific research topics may explain the strong association between observational research and the less positive general sentiments. Both disbelief and powerlessness in readers may have arisen from Facebook posts that describe how patients should have behaved in the past to prevent their disease. Furthermore, the association between the less positive general sentiments and the news about near-market innovations may be related to fears and frustrations regarding low availability and the doubt on medical insurance coverage.

A possible explanation for the absence of associations between language intensifiers in the news content and the sentiments may have its origin in the characteristics of our target population. Patients and others interested in diabetes seemed to be able to distinguish between the objective content and the subjective use of language. People commenting on the investigated diabetes pages are involved in the burdens of the chronic disease—enduring much and awaiting therapies for many years—and their emotions may not (or may no longer) be as affected by the subjective language.

**Implications of This Study**

Previous studies suggest that exaggeration of medical research is a problem [1-7]. Our study shows no evidence that language intensifiers are associated with the sentiments of the online diabetes populations. However, improved positive sentiments were found regarding the preclinical trials—just before evidence from humans—that give reason to suspect an undesired effect of health news exaggeration. The Facebook comments were enthusiastic and full of hope, despite the fact that about 88% of the pharmaceutical developments that reach the first human trials will never reach the phase of market approval [8].

These findings suggest that exaggeration is not limited to language intensification and other verbal inflation of research findings. It is the sheer coverage frequency of specific health research that may lead to positivity and hope, which is not always justified. The mental shortcut availability heuristic relies on the immediate examples that come to a person’s mind, possibly putting too much weight on medical information when they read about it frequently [32]. At the same time, the importance of having hope when suffering from a chronic disease must not be underestimated. Hope mediates the relationship between psychological distress and health status and is an essential factor to cope with a disease [24,25].

High-quality health information is increasingly important. Responsible news authors must give context, interpret scientific findings, filter what is important to their target group, and act as an honest and valid conduit, especially as the role of social media is increasing every year [33]. Furthermore, the specific importance of social media to patients must be emphasized. Platforms such as Facebook or Twitter provide tailored information, increase the accessibility of news, and function as social and emotional peer supporters [34-36]. Being well-informed about scientific developments fulfills an essential need for the health information—monitoring patient [37], and it is known that the patients’ subjective well-being also clearly and positively affects health and all-cause mortality [38].

**Strengths and Limitations in Comparison With Other Studies**

To our knowledge, our study is the first to quantitatively investigate the associations between the health news characteristics and the sentiments of readers dealing with chronic illnesses.

Moreover, an extra focus was put on the written expressions of being hopeful, enabling the confirmation of general sentiment associations in 1 specific disease-related sentiment. By assessing common language intensifiers, it was possible to differentiate
between the objective characteristics of the news posts and a subjective language component. Our large sample size enabled us to mutually adjust the 3 news-related variables. Moreover, the validity of our sentiment outcome increased as offhand comments were observed, written down in an unforced situation. By using a Python regular expression search, the reliability of finding all language intensifiers was high. In addition, the kappa values for rating sentiments and coding message characteristics were high, and coding consensus was achieved regarding occasional discrepancies.

This study does, however, have limitations. First, it is not known what our population’s exact proportion sizes are regarding the patients, their social context, and others who were perhaps only momentarily interested in diabetes and left a comment. Moreover, although the language intensifiers were included, other journalistic language elements, such as emotionalization of news, were not included as a potentially predicting or modifying factor. One final limitation of the study may be the bias that theoretically occurs when readers with either very strong (rejecting) or neutral sentiments refrain from commenting owing to the sentiment itself.

Conclusions

By observing the news posts and comments on diabetes research on 2 large Dutch Facebook pages, we found that the readers’ sentiments are associated with both the innovations’ developmental phase and the intended therapeutic effect. However, no evidence was found on the association between sentiments and the presence of commonly used language intensifiers in the health news texts.

Our finding that comments on diabetes news on Facebook have the most positive sentiment, and most frequently express hopefulness when clinical efficacy is not yet proven, suggests that the news authors and editors must exercise caution when acting as a conduit for medical research news. More experimental research is necessary, in various populations, to determine a healthy balance between being optimally informed and avoiding having false hope.
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Abstract

**Background:** Children’s participation in health care is one of the most important components in the management of their disease. Electronic health (eHealth) services that are adapted to the needs of children have the potential for restructuring how children and professionals work together. Therefore, a digital interactive assessment and communication tool, Sisom, was developed to give children aged between 6 and 12 years a voice in their own health care. However, the implementation of eHealth services such as Sisom in daily practice in pediatric health care is rarely investigated.

**Objective:** The aim of this study was to explore the process of implementing Sisom for children in pediatric care in Sweden. More specifically, the study aimed to (1) evaluate whether the implementation strategy was conducted as planned, (2) understand the barriers and facilitators of the implementation strategy in pediatric care settings, (3) gain insight into how professionals work with the specific intervention, and (4) gain insight into the usefulness and effects of the intervention from the professionals’ perspectives.

**Methods:** A process evaluation design was used to study the implementation of Sisom at 4 pediatric care centers in Sweden. An extensive amount of qualitative and quantitative data was collected before, during, and after the intervention through self-report checklists, memos, and interviews with professionals. In total, 46 children, aged between 6 and 13 years, participated. The children used Sisom on two occasions during 6 months. When they used Sisom, a printed report formed the basis for a forthcoming dialogue between professionals, children, and their parents.

**Results:** To our knowledge, this is the first implementation study of an eHealth communication tool aimed at strengthening children’s participation in pediatric health care. Key factors for successful implementation were alignment of the solution with the values and goals of the organization, health care professionals’ beliefs in the usefulness and usability of the solution, and health care professionals’ willingness to change their professional roles guided by the solution.

**Conclusions:** The results from the study show that it is possible to restructure health care delivery toward a child-centered approach, if there is a willingness and preparedness in the organization to implement an eHealth solution with the aim of restructuring the way of working with children’s participation.

(J Med Internet Res 2019;21(11):e14271) doi:10.2196/14271
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Introduction

According to the United Nation’s Convention of the Rights of the Child (UNCRC), all children, regardless of gender, age, background, and disability, have the right to be heard in all matters concerning them [1]. When the UNCRC will be incorporated in Swedish law starting in January 2020, this right will apply to society in general, as well as to the child’s everyday life and when they need health care [2]. Moreover, the Swedish Patient Act [3] aims to strengthen the patient’s position through participation in their own health care. In spite of a general acceptance concerning the importance of participation, challenges remain in translating such ambitions into practice, especially when it comes to children [4]. Furthermore, the development and implementation of initiatives that promote children’s participation in health care is an underdeveloped area [5,6].

Background

Children’s participation in health care is one of the most important components in the management of their disease and can have positive effects on the communication among children, parents, and professionals and for participation in decision processes [7]. However, their ability to participate in their own care needs to be strengthened [8-13]. It is largely limited by their restricted ability to convey their needs, expectations, and values and that communication channels focus on the health care provider and the parent [14]. This can result in increased fears and anxieties, reduced self-esteem, depersonalization, and feeling of being unprepared for procedures [15]. It is therefore important to improve the involvement of children in their own health care at a level commensurate with their experience, age, and abilities. Digital communication tools that are adapted to the needs of children have the potential to restructure how children and professionals work together by facilitating children’s opportunities and capabilities to describe their experiences and preferences and supporting their role in goal formulation and decision making [13,16]. Despite the potential of such tools, research on their implementation in clinical practice has been given less attention [5,8,17].

The use of electronic health (eHealth) services for health issues in general in pediatric health care is scarce, and few eHealth services focus on enabling and supporting children and young people’s participation in pediatric health care. Most of the eHealth services that have been developed are related to children with mental illnesses [18-20], blood disorder [21], or cancer [22] and are primarily focusing on symptom assessment, medication adherence, information, training, and self-management. We have only found one review of eHealth services that was designed to support the communication between children and health professionals with the overall purpose to strengthen children’s and young people’s participation in health care [22]. Furthermore, the evidence base to guide policy and practice for eHealth services targeting children’s participation in health issues is insufficient [19-21,23-26].

Sisom is an eHealth service [27] that was developed to give children aged between 6 and 12 years a voice to support their involvement in their own health care [16,28,29]. Previous research conducted on Sisom has mainly focused on issues in the design and pretesting phases around the development and evaluation of content validity, usability, and concurrent validity [15,29-35]. However, the implementation of Sisom in daily practice in pediatric health care has never been investigated. To narrow the gap between research and application in clinical practice, a thorough understanding of the implementation processes of Sisom in clinical practice is needed. This project deals with the implementation of Sisom for children in pediatric health care with the overall goal of strengthening their participation in their own health care. The implementation of research results in clinical practice is, however, in general, a challenging process, [36] and the evidence base for eHealth services is modest [37]. Therefore, the results from this study will provide valuable knowledge and guidance for policy and practice for general implementation of eHealth services in pediatric health care.

Aim

The aim of this study was to explore the implementation process of the eHealth service Sisom for children in pediatric care in Sweden. More specifically, the process evaluation attempts to (1) evaluate whether the implementation strategy was conducted as planned, (2) understand the barriers and facilitators of the implementation strategy in pediatric care settings, (3) gain insight into how professionals work with the specific intervention, and (4) gain insight into the usefulness and effects of the intervention from the professionals’ perspectives.

Methods

Design

The implementation of an eHealth service for children in health care was studied through a process evaluation design (Figure 1) using both quantitative and qualitative methods [38]. All procedures in the study were performed with permission from the Regional Ethical Review Board in the south of Sweden (Reg. No. 2015/31).
Study Setting and Participants

A total of 4 pediatric care centers at 3 different hospitals in Sweden were included in the study during 2016-2017. The pediatric care centers differed somewhat in terms of hospital size, care delivery processes, and the range of diagnoses treated at the center (Table 1).

### Table 1. Study setting and participants.

<table>
<thead>
<tr>
<th>Centers</th>
<th>Type of care</th>
<th>Patient group</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center A (large university hospital)</td>
<td>Counselor at the out- and inpatient care centers working with advice and support to facilitate everyday life for families with children with chronic illness.</td>
<td>Children (aged 0-17 years) mostly treated for hematologic diseases and HIV infections</td>
<td>3 counselors</td>
</tr>
<tr>
<td>Center B (large university hospital)</td>
<td>Counselor at the out- and inpatient care centers working with advice and support to facilitate everyday life for families with children with chronic illness.</td>
<td>Children (aged 0-17 years) mostly treated for various forms of cancer, diabetes, and heart diseases</td>
<td>10 counselors</td>
</tr>
<tr>
<td>Center C (small rural hospital)</td>
<td>Pediatric oncology outpatient care center with a team of pediatricians, nurses, counselors, physiotherapists, and dieticians</td>
<td>Children (aged 0-17 years) mostly treated for various forms of cancer</td>
<td>2 nurses</td>
</tr>
<tr>
<td>Center D (small rural hospital)</td>
<td>Pediatric neurology outpatient care center with a team of pediatricians, nurses, counselors, physiotherapists, and dieticians</td>
<td>Children (aged 0-17 years) treated for neurologic diseases</td>
<td>2 nurses</td>
</tr>
</tbody>
</table>

*At the outpatient care centers, the children usually only met the counselors, but sometimes additional professionals from the team were involved during the appointment. At the inpatient care centers, the counselors were part of a team of professionals, including pediatricians, nurses, physiotherapists, occupational therapists, psychologists, dieticians, and pedagogues.*

### The Electronic Health Service, Sisom

The intervention was based on an eHealth service for children in pediatric care called Sisom (Norwegian acronym for *Tell it how it is*). Sisom was developed with and for children aged between 6 and 12 years with the purpose of giving them a *voice* in their own care [16,29]. With its child-friendly interface on mobile devices, Sisom uses spoken language, text, sounds, animations, and intuitively meaningful metaphors and pictures to represent different life situations and symptoms, allowing a wide range of children to understand the meaning and communicate. In the form of a self-designed avatar, the child...
goes on a virtual journey traveling from island to island. Sisom currently consists of 5 islands: at the hospital, about managing things, my body, thoughts and feelings, and things one can be afraid of (Figure 2). The islands contain a total of 84 questions related to dimensions relevant to describing the children’s life situation and symptoms. The questions are presented in both text and verbally by the system. Thus, if any children had difficulties reading the text, they are guided by the audio recording of the questions and instructions. Children report their self-assessments and feelings in relation to these dimensions by selecting the level of agreement on a 5-point Likert scale with cartoon faces (with different colors and expressions). In addition, the children can specify areas of pain, bruises, and rash on a body map. When the children have gone through all the islands in Sisom, a report is printed out with the answers to the various questions. This report then forms the basis for a forthcoming dialogue between professionals and children (and sometimes parents).

**Figure 2.** Overview of the electronic health service Sisom.

**Implementation Strategy**

The implementation strategy used consists of different components to support the implementation and maintenance of the eHealth service in the participating pediatric centers. The strategy was administered in the form of a 12-month program including (1) the introduction and anchoring of the project via physical meetings and email correspondence, (2) a 1-day workshop, (3) intervention period, (4) continuous facilitation, and (5) continuous support from the university, and finally (6) follow-up seminars (Table 2). In this project, the role of the local facilitators was to support and communicate with the professionals working with the intervention at each center to facilitate implementation [39].
Table 2. Content of the implementation strategy.

<table>
<thead>
<tr>
<th>Implementation strategy components</th>
<th>Content</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introducing and anchoring via physical meetings, email, and phone</td>
<td>Introducing managers and professionals to the project; discussion about how to ideally organize the project; introduction to the concept of child participation; presentation of facilitator’s role; preparation of written information to professionals and managers.</td>
<td>2-6 months before the workshop</td>
</tr>
<tr>
<td>Half-day or one-day workshop educating professionals and facilitators</td>
<td>Workshop on evidence on child participation in health care; introduction to the concept of child participation; introduction and practicing using Sisom; discussion on contextual barriers and facilitators; introducing the data collection.</td>
<td>Starting point</td>
</tr>
<tr>
<td>Intervention</td>
<td>Children and professionals use Sisom during a period of 6 months.</td>
<td>1-6 months</td>
</tr>
<tr>
<td>Continuous facilitation</td>
<td>Local facilitators support professionals in the implementation.</td>
<td>1-6 months</td>
</tr>
<tr>
<td>Continuous supervision</td>
<td>Supervisors from the university support professionals in the implementation.</td>
<td>1-6 months</td>
</tr>
<tr>
<td>Follow-up dialogue</td>
<td>Dialogue with professionals providing opportunities to share experiences of using Sisom and to discuss contextual barriers and facilitators.</td>
<td>1-2 months after the workshop</td>
</tr>
</tbody>
</table>

Data Collection
An extensive amount of qualitative and quantitative data was collected before, during, and after the intervention through self-report checklists and interviews with professionals. The researchers also wrote memos when they were in contact with the centers and used these as data for analysis.

A total of 2 different self-report checklists were used during the project: after the education day (checklist 1) and directly after using Sisom with the child (checklist 2). The research team developed these checklists based on the components in the blueprint (Figure 1) to capture context, fidelity, dose delivered and reach, as well as professionals’ compliance with the content of the education and how they worked with the intervention.

Individual interviews or interviews in pairs were performed with 14 of the 17 professionals participating in the intervention and 1 manager at the university hospital. A total of 4 researchers conducted interviews with the participants and only with participants who they had not previously met and from centers where they had not previously participated in the implementation process. A semistructured open-ended interview guide was developed to encourage the participants to speak openly about their experiences (related to the questions in Figure 1). The interviews were audio recorded and transcribed verbatim.

Data Analysis
Transcribed interviews, memos, and free-text responses from checklists 1 and 2 were analyzed using qualitative content analysis [40]. All transcripts were first read several times and deductively coded (by 2 of the authors) into the process evaluation components: contextual factors, implementation, mechanism of impact, and outcome [38]. An inductive coding followed, organizing the preliminary codes in potential subcategories. The analytical process was discussed continuously within the research team to increase the trustworthiness and rigor of the analysis. The data derived from checklist 2 were analyzed using descriptive statistics in SPSS 25.0 (IBM).

Ethical Considerations
The Regional Ethical Review Board approved the study (Reg. No.: 2015/31), and the study conforms to the principles outlined in the Declaration of Helsinki [41]. All participants received written and verbal information about the study. The participants were given information about the voluntary nature of the study, confidentiality, and that they were free to withdraw their consent at any time during the process. The participants gave written consent to participate and were free to choose the time and place of the interviews.

Results
The process evaluation contained 4 key components according to the evaluation blueprint: contextual factors, implementation, mechanisms of impact, and experiences of effects (Figure 3).
Contextual Factors
A total of 3 subcategories emerged from the data: support from colleagues and management, alignment with working methods and culture, and adaptability to workplace change.

Support From Colleagues and Management
A decisive factor for implementing Sisom at the centers was described as the management’s permission and support for carrying out the project. All participants experienced that they had support from the management to implement the project, although anchorage varied between the centers. One challenge was that hospitals often have many ongoing projects, which results in competition for resources and prioritization between projects. However, in this project, the management saw the project as part of quality development in relation to strengthening of child participation at the center and thus in line with the vision of the hospital around value-based care and innovation. At one of the hospitals, a written agreement between the researchers and the hospital was important for anchoring and giving the project legitimacy in the organization:

Yes, I think so (have had management support). Just saying that it was OK to participate. That it’s OK to write a contract about Sisom combining the perspectives of the university and the hospital. They’ve been open and accessible for...they’ve seen it as a development (of the services). [Informant 10]

Another important factor described by the professionals was that their colleagues were interested and had a positive attitude toward implementing Sisom at the center. The professionals experienced that their colleagues were curious about how Sisom can support their work with child-centered care at an organizational level. The colleagues were also interested in knowing what the output was from children’s usage of Sisom and anticipated it would provide important information for the care team meetings and medical rounds at the center:

...I’ve not noticed any resistance to this. There hasn’t been any. Not among the health care staff or in our own organization...there’s been more of a curiosity about what we’ve been doing. [Informant 6]

A frustration that only a few professionals at each center were practically involved in the implementation of Sisom was spoken of. Those expressing this wished that Sisom had been available to all professionals allowing its use in all situations at the center to fully support the children in their care. With only a limited number of professionals working with Sisom, the feeling at the center was that some counselors/nurses knew things about the child that other professionals would have liked to know.

Alignment With Working Methods and Culture
The common commitment among professionals to work consistently toward increasing child participation at each center and the shared value base of the professionals toward
child-centered care were a contextual factor that promoted the implementation of Sisom. The professionals stated that it was the parents’ perspectives that predominated and had influence over the child’s care. There were no suitable tools for conveying the children’s perspectives on their care situation, and most of the professionals talked of a desire to have instruments that could help them in their conversations with the children. Mapping and adjusting to traditions, values, and attitudes of the workplaces was important for the implementation process. It was also described as easier to implement Sisom in a center where professionals had more control over their own time and where the child met the same professionals each time they visited the hospital. The professionals described that Sisom has an obvious place in their work:

...something that the social worker should do is to talk to the children but then there are several health centers where the social worker’s job is to talk to the parents instead. And at a health center where it is more common to do so (talk to the children) then Sisom can be even more effective and useful instrument. Because one gets access to the child... [Informant 2]

A contextual barrier for the successful implementation of Sisom was a lack of time and that everyday work was in many ways interrupted by emergency events. The professionals were not always able to allocate enough time for meeting with the child because of the planning of additional meetings with other professionals during the visit at the hospital. The professionals described that they did not want to squeeze Sisom into their daily work if they were unable to guarantee that they could provide the prerequisites for carrying it out to a high standard for all those involved, the children and their families and the professionals themselves. Some professionals experienced that there was no space for working in a structured manner with Sisom:

...it’s difficult to implement everything...a great deal is needed for implementing different things in a health service like ours, where things happen all the time, where emergencies can dominate somewhat and you have to put aside your almanac all the time. Then a great deal is needed. A lot of involvement and commitment but also the structure that dictates how we should work. [Informant 6]

Adaptability to Workplace Change

Reorganizations that occurred at some of the centers were described as a major obstacle in the implementation of Sisom, as well as changes in the form of some professionals who were committed to working with Sisom had ended their employment or had gone on parental leave during the implementation. Such reorganizations resulted in both the physical and structural conditions to work with Sisom as intended were altered, which resulted in the work with Sisom being less prioritized or forgotten for a period. The loss of people who had been assigned specific roles in the implementation process made it difficult to maintain continuity in the process and left more work for those who remained. Despite this, the implementation of Sisom had a high priority among the professionals as it was perceived as valuable for the care process:

...The challenge is often the continuity of those people who have got an assignment that they are to stay in their jobs, many have finished. The staff turnover rate is high. Continuity is a challenge nowadays. [Informant 10]

Implementation

A total of 3 subcategories emerged from the data: structure, and content of the course, support from facilitators and researchers, and recruitment and reach.

Structure and Content of the Course

Overall, the professionals had positive experiences of the content in the course. The sessions at the centers were carried out as planned. The professionals appreciated the dialogue during the session and found it valuable to reflect on what child participation means in general and how they currently worked with child participation at the center. It was especially important for new professionals, who did not have the same experience or knowledge about the importance of highlighting the child’s perspective in their practical work. All the professionals stated that Sisom worked as a motivator for their ambition to improve child participation in care and that they were very enthusiastic about using it. They appreciated that they were given the opportunity to practice using Sisom by themselves for a few days before beginning to use it with the children. Adjustments were made at all centers regarding the implementation of the intervention to suit their routines and purpose:

It (the course) was good, it was good to get the opportunity to discuss participation and what it can mean and how we perceived it. The exercises and being able to test and navigate in the app were also very good. Then I can think that if we had had...another session after some of us had started because we discovered that new questions arose...mostly concerning the usage. [Informant 3]

Support From Facilitators and Researchers

The facilitator’s role differed somewhat among the included centers. At those where 4 or more professionals participated in the project, a facilitator was appointed to be responsible, motivate, follow up, and maintain overall contact with the researchers. At the centers with only 2 professionals working with Sisom, this facilitating role was not needed as they worked closely together and shared responsibility for the implementation process. Some of the first appointed facilitators were replaced by other people because of parental leave or termination of employment, which interrupted the implementation process.

In some cases, the facilitator did not work practically with Sisom. This was described as being both advantageous and disadvantageous. The advantage was that the facilitator had allocated time to be available to others and had an overview of the implementation process. The disadvantage was that the facilitator lacked personal experience from working practically with Sisom, which would have been valuable in supporting the professionals in their work. An important function of the
facilitator was to deal with and support the professionals regarding issues or problems during the implementation:

*encourage to have...a coordinating meeting and when necessary to be able to have direct contact with the staff who work with Sisom if it is needed. I think that it makes a great difference that they can meet each other...to get together and think about what we need to be able to do this in the best possible way. That one is forced to think and not just solve.* [Informant 9]

Confidence and trust in the researchers were described as promoting factors for the feasibility of the implementation. The professionals experienced transparency, a clear common agenda as well as availability and continuous coordination as important factors that contributed to their trust in the project. The design and structure of information material, questionnaires, checklists, etc., were experienced by the professionals as simplifying their use. Confidence was also created by researchers being prepared to modify the plan for the intervention and the evaluation:

*I felt that there was always the possibility to ask questions.* [Informant 7]

**Recruitment and Reach**

The recruitment of staff to the project was based on the inclusion of those showing interest in joining the project. A total of 17 professionals were included in the courses of whom 15 worked practically with Sisom. In addition to these, 3 people ended their involvement because of sick leave, parental leave, and termination of employment. A total of 46 children at baseline and 33 children at follow-up participated in the project (Table 3).

All the children who met the inclusion criteria were asked about participation. The reason why the professionals did not reach more children at baseline was because of a limited number of planned appointments during the intervention period. Some children were excluded based on them not understanding Swedish. Most children and parents agreed to participate, and the reason for not being willing to participate was of a practical nature, having to come to the hospital more often thus requiring more time away from work and school. The reason for the drop-out at the follow-up (n=13) was that professionals and children did not have the possibility to meet each other twice or that some of the children died during the project period.

The professionals anticipated that the age range for inclusion could be extended. Younger children (below 6 years) usually have sufficient digital experience and competence to use Sisom. Similarly, older children (over 12 years) could have the opportunity to decide if Sisom could be appropriate for them or not:

*It’s incredibly individual. We have thought that we have younger children who definitely could do this, and we have had those who are of an age that they are on the verge of being too old. Then, it’s just a game. But even if it is then they sit down and discuss anyway. Then, it didn’t become pointless anyway.* [Informant 12]

**Table 3.** Demographic characteristics of included children.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline</th>
<th>Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sites, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University hospital</td>
<td>33 (72)</td>
<td>22 (67)</td>
</tr>
<tr>
<td>Rural hospital</td>
<td>13 (28)</td>
<td>11 (33)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>24 (52)</td>
<td>17 (51)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-9</td>
<td>21 (46)</td>
<td>12 (36)</td>
</tr>
<tr>
<td>10-13</td>
<td>24 (52)</td>
<td>21 (64)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Diagnosis, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hematological conditions</td>
<td>5 (11)</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Cancer</td>
<td>15 (33)</td>
<td>12 (36)</td>
</tr>
<tr>
<td>HIV</td>
<td>7 (15)</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Heart disease</td>
<td>4 (9)</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Neurological conditions</td>
<td>8 (17)</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (11)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (4)</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>
Mechanisms of Impact
A total of 2 subcategories emerged from the data, applying Sisom in practice and technical and practical barriers.

Applying Sisom in Practice
Sisom was mainly used when the children came on a planned follow-up appointment (30-60 min; see Multimedia Appendix 1). The professionals pointed out that it was important that the child used Sisom without being influenced by them or their parents. Some professionals and children wanted to discuss issues directly when Sisom was used. Most of them wrote the report and then started a discussion based on it, either during the same appointment or at a follow-up meeting a few weeks later. Some professionals asked the child and parents to discuss the report at home before the follow-up dialogue. The professionals usually chose to go through everything in the report from the child’s first use of Sisom but focusing on things that were good or problematic:

...then we’ve looked and as I said we’ve been with the children and brought up positive things also because that’s very important. And then we’ve talked about certain things where it doesn’t look so good. Here’s a red man, can you talk about it a little? And then we do that. It’s much easier than getting a direct question. Then, they’ve been able to talk about how they have felt. [Informant 12]

The children found it easier to have the written report or the tablet as support for the dialogue, helping them to focus on the report instead of the professional. All the children wanted to use Sisom, but some children did not want to talk about the report afterward. However, the staff felt that the child thought it was nice that they had the opportunity to talk about how they feel without having to sit for a long time and talk about their situation. Overall, the children were satisfied with the conversation based on Sisom and most of them wanted to show Sisom and the printed report to their parents. The report became their own product and some children felt proud of what they had done:

I think that many also feel it’s good that mum and dad know that I actually think it’s difficult or that I’m worried because they are worried. It becomes clearer.
If one has said it once, then it’s easier to say it again. [Informant 11]

It was primarily the professionals who initiated what the discussion would focus on, and frequently, decisions were made based on the child’s self-evaluations and described emotions in Sisom. The professionals pointed out that the child’s reporting in Sisom cannot be interpreted as a measure of the child’s feelings, but rather requires a subsequent conversation to hear how the child reasons about the output in the report and to understand what the child meant and the child’s own view of their situation.

The professionals said that this way of working with Sisom requires preparation and planning on their part when it comes to charging the tablet, reserving a place where the child can use Sisom, printing the report, and then having time for a subsequent discussion.

Technical and Practical Barriers
The most common barriers during the use of Sisom were technical and related to the prototypic nature of the version of Sisom used for the implementation, especially related to the printing of reports, bugs in the system, and swift termination of one child’s session before the onset of another. Bugs in the system were mostly related to the system freezing. Most often, children solved this by visiting another island and returning to the same question later on. However, the professionals felt that such technical disturbances disrupted the flow in the dialogue around the child’s assessments and therefore need to be minimized. That one child could start using Sisom if the previous session had not been terminated correctly, resulted in uncertainties about the validity of the report. The professionals emphasized that the trustworthiness of the data is a key for acceptance and that the results in the printed reports must be unambiguous:

It took a while to print the reports, but no big problems, I don’t think so, it was purely technical problem...yes, it was purely technical problem that I saw as possible problem, nothing else. [Informant 7]

The professionals requested that Sisom should be available on the Web or for download so that the children could use Sisom at home before the meeting to increase effectiveness and to reduce waiting times at the clinic. Completing Sisom at home would also allow for more individualized use, based on individual capabilities and prerequisites.

Sisom was originally designed for children with cancer, and therefore some questions were less relevant for some children involved in this study. When a question was perceived as strange, the professionals recommended the child to skip it and move on. The children interpreted the questions based on their own situation, and the professionals thus stressed that it was important to not use the responses in the reports as absolute assessments of the children’s life situation but rather as support for a later discussion with the child:

There were questions that I had not thought of but which were still important...but still, it concerns a lot of people. And just like cardiac patients, they often have this nausea and difficulties eating and how one sees oneself in various ways and how one thinks that one’s friends see one. They’re very important questions, and I don’t think it’s obvious to think of such questions as a professional when one works. [Informant 8]

There is no possibility to modulate the use of Sisom, in its current form, such as pausing and saving the results to work with the questions at different times or submitting comments or notes while responding to questions or while reviewing the report. This was described as a hindering factor as children, who might not have time or energy to complete all islands/questions at once, could not pause their work and professionals could not write notes or recommendations for their own documentation or for forwarding information to a colleague. Furthermore, the professionals saw a need to establish guidelines for how and where the reports should be saved, which
actions should be taken based on specific information raised, and how to follow up on issues that were brought forward, and that was beyond the responsibility of that particular professional.

Experiences of Effects

A total of 2 subcategories emerged from the data: improved participation of children and improved child-centered care.

Improved Participation of Children

The major advantage of implementing Sisom was that it helped children express themselves independently without the pressure of an adult who directly lead or guided the dialogue. The professionals spoke of there being a culture today that the professionals primarily talk to the parents and when the children reach 18 years of age they are expected to be able to take full responsibility themselves. Sisom was described as being a useful tool to give the opportunity for the children to train and acquire ability to take responsibility for providing their information, to express themselves, to discuss their life situation, and to be able to participate in making decisions on issues that concern themselves, thus preparing them for adult life. With Sisom, the children asked more questions than usually and found it pleasant to put words on experiences that they had not previously dared to talk about.

Many children wanted to protect their parents and as a consequence, did not dare to ask questions or raise issues that concern them but that could worry their parents. This both relieved difficult feelings among the parents and made parents more aware of views about their child’s experiences and feelings that they were not previously aware of:

> It’s a good way...because we, we also work with it, when they become older teenagers and will be going to the doctor’s appointment by themselves, then it’s good for both parents and the child to train themselves in that it’s the child who is to talk, answer more and that the parents have to hold back and keep in the background a while during the appointment, and the child becomes more secure in talking with the doctor and us. [Informant 14]

The professionals said that Sisom supported the children in comprehending and managing the context of the meeting with the professional resulting in that they both knew why and what they were not previously aware of:

> They participate more, just because it is their answers that are in focus during the appointment. They get more questions (from us). They are proud of their reports. They have been much more active in these appointments than they have been otherwise. [Informant 14]

Improved Child-Centered Care

The experienced benefits of using Sisom were that the children’s entire life situation was visualized, that the children’s own experiences about their situation appeared, that changes over time could be captured, and that decisions could be made with the children or based on the children’s perspectives on difficulties and needs. This led to increased participation of the children, and the professional’s occupational roles changed. Sisom was described as a facilitator to support professionals in applying a child-centered care approach through these effects.

The staff talked of previously having focused on pathogenic perspectives, such as the diagnosis, symptoms, treatment, and hospital-related issues. By applying Sisom, they experienced an increased ability to understand the child’s entire life situation.

Working with Sisom also supported them in understanding the child’s resources, strengths, and things that were positive in the child’s situation. Sisom helped them in capturing and visualizing the child’s own experiences and gave a clearer picture of the child’s way of thinking and experiences of the situation. The effort and extra time spent on using Sisom were therefore experienced as an investment:

> Because Sisom has a much broader approach when it also covers the home environment and how one feels at school. We are more, our material is more focused on the chronic illness itself and one’s experiences being at the hospital. [Informant 2]

Through the use of Sisom, the professionals also became aware of areas in the child’s life that needed attention but that would not normally be addressed based on the responsibilities of their professional role. This broadened awareness of the experiences and needs of the child changed their professional role in a way that shifted their perspective from being grounded in their professional expertise toward what the particular child communicated. They experienced that they would never have been able to ask all the questions provided in Sisom in a regular conversation, as it would have been both boring and tiresome for the child. The broad awareness of the child’s life situation provided by Sisom helped the professionals in not fractioning the child’s needs into the responsibilities of separate professional roles. This gave them a broader view and a new way of thinking about their professional role:

> ...We start talking about essential matters and it’s not because I’m a difficult social worker who asks questions about that sort of thing, but it’s the game that leads us on to these essential things...it’s not me who’s completing some paper but it’s something the child does and there are no secrets, these aren’t things I hide and don’t show, and then the child can take it...
On the same note, Sisom changed the spirit of the dialogue between the professional and the child, from the form of a structured questioning to a dialogue driven by curiosity. The professionals traditionally have all the power and lead the dialogue, thus reinforcing their dominant role and the role of the child as a subject being interrogated. Through the use of Sisom, they did not have to lean on their own or the parent’s interpretations of the children’s experiences and needs. Instead, Sisom helped them to provide information about completely different things—things that were important to the child and things that neither the professionals nor the parents knew. This made the professionals feel more relaxed in their dialogue with the child as they felt that Sisom had caught the children's perspective on what was needed to be discussed. This placed the conversation with the child at a deeper level, creating more space and time to talk about other things than they usually do.

The professionals reflected that they now could approach the child in a different way, allowing the child to talk about the situation in their own way and thereby getting the true information from the child. Above all, Sisom was especially helpful in supporting ways of talking with those children who the professionals usually have difficulties in talking to and those children who only answer yes or no to direct questions. In these cases, Sisom created a distance to the actual questions, and the professional could act more like a sidekick in the conversation provided by the child’s interaction with Sisom. The professional’s role became less inquisitive and nosey, making the children more involved and share more information about their life situation:

There were questions that at first sight didn’t feel relevant, but when we spoke more about the situation it emerged that it was relevant for the boy. For example, questions about death. It isn’t what we primarily work with in relation to diabetes. There are no children who die because of diabetes. But he had questions and thoughts about it, and so we could talk more about it later. Most importantly, his mother got the chance to follow up his thoughts at home.

[Informant 5]

The use of Sisom also increased the professional’s ability to detect changes in the child’s situation over time. When they and the child compared the latter’s assessments in Sisom at different time points, the children were sometimes surprised over the change that had occurred. The professionals also said that the actions decided on from their discussion with the child were more person-centered because of improved awareness of the child’s situation and needs.

Discussion

Principal Findings

In this study, we used a process evaluation design [38] to study the implementation of the eHealth service Sisom at 4 pediatric care centers in Sweden. The weak evidence base for eHealth services in general can delay their implementation in practice [37]. When developing eHealth services and planning for evaluation, ongoing process evaluations are not commonly used. Furthermore, process evaluations per se are not commonly including both design and pretesting phases and evaluation of the clinical, human, social, and organizational aspects of the eHealth services following implementation [37]. Thus, this implementation study fills a knowledge gap by investigating facilitators and barriers that are of particular importance for successful implementation of an eHealth solution, particularly in the context of children’s participation in pediatric care. This study specifically contributes to a more comprehensive evidence base for the eHealth service Sisom. Previous research on Sisom has primarily focused on the design and pretesting phases whereas this study is the first one to investigate the implementation of Sisom in clinical practice. Further studies of implementation and effects will be needed as the use of Sisom is scaled up, reaching a more diverse array of users and settings for implementation.

The data presented in this study provided support for the strategy applied for the implementation of Sisom at the pediatric care centers involved. The professionals were satisfied with the anchoring of the project, with the course offered, and with the support provided by the local facilitators and the researchers during the project. Overall, they experienced that each of these aspects was supportive for introducing Sisom in daily practice. In changing and restructuring the way of working with patient participation in practice, it is crucial to consider contextual factors such as culture, resources, and priorities [42]. However, focusing only on the changing of knowledge, attitudes, and behavior of the professionals does not suffice. This is confirmed by professionals who often feel left alone in their effort to facilitate children’s participation [43]. In our study, the shared commitment and value base toward child-centered care at the health care centers were described as facilitating factors for a positive effective response to the intervention. Previous research has established that interventions that fit well with the organization’s existing culture and values are more likely to be successful [42]. The professionals involved in the introduction of Sisom emphasized that the knowledge base and underlying principles of the concept of participation discussed during the education helped them to generate enthusiasm for the intervention and to promote their capacity to successfully implement Sisom in practice at their center. Thus, the contextual factors affecting successful implementation were of a type that is traditionally expected to be hard to change in health care settings such as the values and attitudes, readiness for behavioral change, and the added value of the intervention [38,44,45]. Another facilitating factor for the implementation of the intervention was that the children, who were the intended users of Sisom, accepted the design of the solution and experienced meaningfulness in its use, which can probably be explained by the high degree of child participation in the development of Sisom [29]. However, there were a few contextual obstacles that could be important to consider for achieving successful implementation, such as workplace reorganization, changes in employment, changes in priorities for development work, and time constraints. Interesting findings in relation to this were that it was easier to implement Sisom at a center where professionals worked independently in relation to their colleagues, managing their own time and meeting the children
individually. As independent professionals, they were able to plan and restructure their scheduling of meetings based on the children’s needs, individually planning the length of meetings and deciding to invite children to extra meetings for going through the reports from Sisom.

This implementation study provides several practical examples of how Sisom contributes to improvements in child participation. This is significant as most efforts to implement a child-centered perspective in pediatric health care have little or no evidence that those practices really provide opportunities for children to share their views, needs, and preferences and to participate in conversations about their own care [7,46,47]. The major benefit with the implemented intervention was that by using Sisom, the children could express themselves independently without the pressure from an adult and without the risk of being dominated by an adult. The professionals testified that it became evident that Sisom helped the children to dare to ask questions and talk about their experiences, thoughts, and feelings, and that the purpose of the dialogue with the health care professional became less vague and more relevant. The professionals experienced that Sisom increased their ability to detect changes in the child’s situation over time and to strengthen the children in being an actor in their own health care. Sisom also opened up different and further conversations within the family, and parents became more aware of their child’s experiences and feelings. Sisom also had an effect on the role of the parents in conversations with the professionals: from being someone who had a responsibility for responding on behalf of their child, to someone who actively listened to their child and provided support in communicating what was important to them in relation to their life situation.

Limitation
Some limitations should be considered when interpreting the results. First, the recruitment of professionals to the project was limited to those having an interest in participating in the implementation. Participation based on voluntariness means that perspectives and experiences from professionals who would have been forced to take part in the implementation of Sisom are thus lacking. This setting limited the general impact the implementation had on the whole workplace and also made the project more vulnerable to changes in priorities and reorganizations at the participating centers. Second, further studies are needed in other health care settings and in contextual conditions in health care systems in other countries to strengthen the conclusions on the validity and generalizability of the implementation strategy applied here. Third, the implementation of Sisom needs to be investigated both longitudinally and in randomized controlled studies to analyze its long-term effects on organizations, professional roles, ways of working, and ultimately on children’s health outcomes.

Conclusions
The changing nature of health care delivery from a provider-centered approach to an increasingly child-centered approach in which the children become actors in their own care is a challenging process. We believe this study represents a significant contribution to this field of research. To our knowledge, this is the first implementation study of an eHealth service aimed at strengthening children’s participation in pediatric health care. The results from the study show that it is possible to restructure health care delivery toward a child-centered approach if there is a willingness and preparedness in the organization to implement an eHealth solution with the aim of restructuring the way of working with children’s participation. Key factors for successful implementation are alignment of the solution with the values and goals of the organization, health care professionals’ beliefs in the usefulness and usability of the solution, and health care professionals’ willingness to change their professional roles promoted by the solution.
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Abstract

Background: After a prostate cancer diagnosis, men want information about their disease and treatment options. The internet offers a convenient means to deliver health information to patients with prostate cancer. However, there are concerns about the use of the internet among this largely senior population.

Objective: This study aimed to determine the patterns and factors associated with the use of the internet as a source of health information among Canadian men with prostate cancer and the features and information required in a website.

Methods: Population surveys were conducted in four Canadian provinces (British Columbia, Alberta, Saskatchewan, and Ontario) in 2014-2015. Data analyses included descriptive, bivariable, and multivariable analyses. The Pearson Chi-square and univariable regression were used to examine associations between independent variables and health-related internet use. Correlates of health-related internet use were analyzed using multivariable logistic regression.

Results: A total of 1362 patients responded across the four provinces. The mean age of respondents was 69 years (SD 8.2). In addition, 82% (n=1071) were internet users and 71% (n=910) used the internet daily. Further, 65% (n=784) used the internet as a source of prostate cancer information, and 40% (n=521) were confident about using information obtained from the internet to make health decisions. Men who used the internet to obtain prostate cancer information were more likely to be active information seekers (odds ratio [OR]: 4.5, 95% CI 2.6-7.8), be confident using information from the internet to make health decisions (OR: 3.6, 95% CI 2.3-5.7), have broadband internet access (OR: 1.8, 95% CI 1.2-2.7), and have more unmet supportive care needs (OR: 1.05, 95% CI 1.0-1.1). Top features wanted in a website, reported by more than 50% of respondents, were a library of resources (n=893, 65.6%), tools to support treatment decision making (n=815, 59.8%), and tools to help navigate the prostate cancer journey (n=698, 51.2%). Top three topics of information wanted in such a website were treatment options (n=916, 67.3%), disease progression (n=904, 66.4%), and management of side effects (n=858, 63%).

Conclusions: Over two-thirds of Canadian patients with prostate cancer surveyed use the internet as a source of health information about prostate cancer, but over half did not feel confident using information from the internet to make health decisions. Being an
active information seeker, having confidence in using information from the internet to make health decisions, having broadband internet, and having more unmet supportive care needs were significantly associated with health-related internet use. Future work should examine electronic health literacy interventions as a means to boost men’s confidence in using information from the internet and design websites that include information and features that help men navigate the prostate cancer journey and support treatment decision making and management of side effects.


KEYWORDS
prostate cancer; internet; health decision making; digital divide

Introduction
An estimated 1.3 million men worldwide were diagnosed with prostate cancer in 2018 [1] and 70% were from developed countries [2]. In Canada, one in seven men will be diagnosed with prostate cancer during their lifetime [3]. The risk of prostate cancer increases with age, such that 40% of all prostate cancer cases occur in men aged 60-69 years [3]. With the aging baby boom population, the number of Canadian men diagnosed with prostate cancer per year is expected to reach 42,000 by 2030 [3]. After a prostate cancer diagnosis, men want information about their disease and treatment options [4]. Information can enhance understanding, correct misconceptions about treatment, assist in coping with illness, engender feelings of control, and reduce anxiety by enabling patients to prepare for and predict aversive events [5,6]. Previous research has shown that the information needs of patients with prostate cancer are similar across time and different developed countries [4]. However, the specific amount and details of information needed varies, as do the reasons for wanting information [7].

The internet offers a convenient and cost-efficient way to provide personally tailored health information and services [8,9] and is expected to help reduce social inequalities by providing individuals access to information that might otherwise be inaccessible [10]. However, there is concern that the internet may be perpetuating disparities in access to health services by keeping certain segments of the population, such as seniors, on the sidelines [11]. According to the 2016 General Social Survey by Statistics Canada, a digital divide based on age still exists in Canada, with internet use being the lowest among those aged ≥75 years [12]. At the same time, Canadians aged 65-74 are the fastest-growing segment of internet users, with 81% using the internet in 2016 compared to 65% in 2013 [12].

Previously, we reported that for men with prostate cancer in Canada, the most frequently preferred sources of information about prostate cancer and its treatment are a urologist (96%), followed by a family doctor (90%), printed information (85%), other cancer patients (69%), and the internet (68%) [13]. These findings reflect a five-fold increase in the prevalence of health-related internet use among men with prostate cancer in Canada compared to 10 years ago when only 12% of Canadian patients with prostate cancer used the internet as a health resource [14]. Moreover, recent data from the US Health Information National Trends survey (HINTs) shows an increasing trend toward using the internet as the first source of health information compared to family/friends/coworkers, health care professionals, and traditional media [10].

Although other studies have examined online health information-seeking behavior in the general population [10,11] and cancer survivors specifically [15], there are no recent studies on the health-related internet use of patients with prostate cancer. Current population-based data describing patterns of health-related internet use among patients with prostate cancer, as well as their confidence in using that information for making health decisions, could inform patient education and health service efforts. At the same time, understanding the factors associated with health-related internet use would be useful in designing strategies for reducing the digital divide [16,17]. In this paper, we report on the patterns and factors associated with the use of the internet as a source of health information among Canadian men with prostate cancer and the information and features wanted in a website.

Methods

Study Design
We conducted a cross-sectional survey using a modified Dillman [18] survey methodology, following the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) reporting standards for cross-sectional surveys [19]. Survey packages included an addressed, stamped, return envelope, which was to be returned after the survey was completed. After 4 weeks, a second survey package was sent to nonrespondents.

Setting and Participants
We surveyed men diagnosed with prostate cancer in four Canadian provinces—British Columbia, Alberta, Saskatchewan, and Ontario—in 2014-2015 using their respective provincial cancer registries. We sought to obtain responses from 10% of the provincial patients and expected a 30% response rate. Thus, to achieve responses from 10% of the target population in each province, each registry invited a random selection of 55%-60% of men diagnosed with prostate cancer in the last 6 months of 2012 to participate in the study. We selected 2012, as it was the latest year for which the registries had complete data. The only inclusion criteria were that the patient had a prostate cancer diagnosis and lived in that province that year.

Three registries (British Columbia, Alberta, and Saskatchewan) used an “opt-out” recruitment strategy, whereby the registry provided a cover letter introducing the study in the survey package, making clear that the recipient could choose whether...
to complete the survey. The fourth registry (Ontario) used an “opt-in” recruitment strategy, providing a letter introducing the study and required the recipient to phone the registry to express their interest in participating. The names of interested patients from the opt-out province were then forwarded to the Ontario Lead at the study central office from where the survey was mailed out.

Each survey had a unique study identification code and did not include any identifying information. For the opt-out provinces, the provincial registries identified nonresponders and sent out the second survey 4 weeks later. For the opt-in province, the Ontario lead identified nonresponders and sent out the second survey 4 weeks later. All completed surveys were eventually mailed to the Ontario Lead at the study central office to be entered in an electronic database for analysis. Ethical approval was attained from each province’s respective university and cancer agency and from the Ontario lead’s university.

**Questionnaire**

The questionnaire contained five sections with 40 questions. It was developed by a team of researchers and health care professionals and piloted with five patients prior to implementation [13]. This paper reports on questions pertaining to patterns of internet access and use (n=7), confidence using the internet as a source of health information (n=1), factors associated with health-related internet use including participant demographics (n=8), and what men with prostate cancer want in a website (n=2). All responses were self-reported.

Questions pertaining to internet access and use included use of the internet (yes/no), type of internet access (dial-up, broadband, cellular network, wireless network, or not sure), devices used to access the internet (desktop/laptop computer, tablet, cellphone/smartphone, or other), internet access from home (yes/no), frequency of internet access (at least once a day, at least once a week, at least once a month, or less than once a month), and websites used for information on prostate cancer or its treatments (open response option).

Health-related internet use was measured by asking respondents to indicate “how easy or difficult it was to obtain information about prostate cancer and/or its treatments from each of the sources below” of which, “internet (other than personal email or online support groups)” was an option. Response categories included very easy, easy, difficult, very difficult (which were all coded as “yes”), and did not try to use this source (which was coded as “no”).

Confidence in using the internet as a health resource was measured with one item from the eHealth Literacy Scale (eHEALS). The eHEALS is a validated measure of electronic health (eHealth) literacy, which is intended to capture people’s perceived skills at using information technology for health [20]. Specifically, we adapted the final question in the eHEALS scale for prostate cancer: “I feel confident in using information from the Internet to help make health decisions [related to my prostate cancer].” We used the same response options as the eHEALS scale: a 5-point Likert scale (1=strongly disagree, 5=strongly agree) with the addition of, “Not applicable, I do not use information from the Internet to help make decisions related to my prostate cancer.”

Lastly, preferences for using the internet as a health resource were investigated by asking participants to select information and features wanted in a website, from a list.

**Variables**

We examined associations between several variables and health-related information use. *Sociodemographic variables* included age (43-65, 66-75, ≥76 years), education completed (primary or secondary school/college or university), income (≤CAD 40,000, CAD 40,001-80,000, ≥CAD 80,001), area of residence (urban or suburban/rural, town or country), and broadband internet use (yes/no). *Internet experience* variables included frequency of internet use (every day/not every day), number of devices used to access the internet (one device/more than one device), and confidence in using information from the internet to inform health decisions (as described above). *Clinical variables* included treatments (active/active surveillance or watchful waiting). *Information seeking and decision making* variables included an information-seeking role (I did all the looking, I did some of the looking along with someone else/someone else did most or all of the looking, or I did want any information), and role in the decision making process (I made the decision by myself or with my doctor, family/my doctor or a family member made the decision). *Health status variables* included overall health (very good or good/poor or very poor) and number of unmet supportive care needs, as measured by the validated 34-item Supportive Care Needs Survey and the 8-item prostate cancer–specific module [21]. Responses were no need or not applicable, yes and the need is met (met need), and yes but the need is not met (unmet need). Unmet need items were summed to create a total unmet need score.

**Data Analysis**

**Statistical Analysis**

First, we carried out a descriptive analysis. Sample means and SDs were calculated for discrete/continuous variables and proportions for nominal variables. Chi-square tests and univariable logistic regression analyses were performed to test for associations between health-related internet use and variables hypothesized to be associated with such use. We assessed the construct validity of the eHealth confidence variable by examining correlations with other measures (eg, known components of eHealth literacy) in theoretically predictable ways using the Pearson Chi-square test [22]. Lastly, a multivariable logistic regression model was constructed to assess the relative importance of variables that were significantly associated (P<.05) with health-related internet use. Variables included in the final model were minimized through an iterative process of adding and removing variables until the model was considered to have a good fit [23]. Fit was determined based on significance values, and noting the presence or absence of interactions between variables [23].
Content Analysis of Open-Ended Responses

Responses to the open-ended question, “Are there any specific Internet site(s) that you like to go to for information related to prostate cancer or its treatments? If Yes, please specify,” came in the form of bulleted phrases with examples. Hence, we used content analysis to code these data into explicit categories, which we then described using statistics [24]. One coder (KL) independently reviewed and itemized all unique responses (some participants provided more than one response). A codebook was developed and a coding strategy was applied to code each unique response and organize the responses into explicit categories (e.g., national cancer agencies, hospital affiliated websites, commercial websites, and online patient communities). The coding strategy was refined following discussion with the lead author (JLB). A frequency count was performed to quantify the number and proportion of responses in each category.

Results

Sample Characteristics

A total of 1362 patients returned partially or fully completed surveys across provinces and 46 returned blank surveys. Blank surveys and missing responses from partially completed surveys were excluded from the analysis. The survey response rate for the opt-out provinces was 46%-55% and for the opt-in province, it was 13%. Table 1 shows respondents’ sociodemographic, treatment, and general health characteristics. The age range of respondents was 43-95 years. Most were on follow-up after treatment (63%) and in good or very good health (93.6%).
Table 1. Respondent characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (n=1320), mean (SD)</td>
<td>69.5 (8.2)</td>
</tr>
<tr>
<td><strong>Relationship status (n=1313), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>With partner</td>
<td>1134 (86)</td>
</tr>
<tr>
<td>Without partner</td>
<td>179 (14)</td>
</tr>
<tr>
<td><strong>Sexual orientation (n=1362), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>1201 (88.2)</td>
</tr>
<tr>
<td>Gay</td>
<td>17 (1.2)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>8 (0.6)</td>
</tr>
<tr>
<td><strong>Education (highest level completed) (n=1312), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Primary or secondary school</td>
<td>439 (33)</td>
</tr>
<tr>
<td>College, technical school, or university</td>
<td>873 (67)</td>
</tr>
<tr>
<td><strong>Residence (n=1320), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban or suburban</td>
<td>833 (63)</td>
</tr>
<tr>
<td>Rural, town, or country</td>
<td>487 (37)</td>
</tr>
<tr>
<td><strong>Household income (n=1215), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;CAD 40,000</td>
<td>347 (29)</td>
</tr>
<tr>
<td>CAD 40,001-80,000</td>
<td>454 (37)</td>
</tr>
<tr>
<td>&gt;CAD 80,000</td>
<td>414 (34)</td>
</tr>
<tr>
<td><strong>Language preference for health information (n=1302), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>1257 (96.5)</td>
</tr>
<tr>
<td>English and other language</td>
<td>18 (1.5)</td>
</tr>
<tr>
<td>Other language</td>
<td>27 (2.3)</td>
</tr>
<tr>
<td><strong>Treatments received (n=1362), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>549 (40.3)</td>
</tr>
<tr>
<td>External beam radiation therapy</td>
<td>428 (31.4)</td>
</tr>
<tr>
<td>Hormone therapy or androgen deprivation therapy</td>
<td>343 (25.2)</td>
</tr>
<tr>
<td>Brachytherapy</td>
<td>240 (17.6)</td>
</tr>
<tr>
<td>Active surveillance</td>
<td>210 (15.4)</td>
</tr>
<tr>
<td>Watchful waiting</td>
<td>150 (11)</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>27 (2)</td>
</tr>
<tr>
<td>Complementary and alternative therapy</td>
<td>31 (2.3)</td>
</tr>
<tr>
<td>High-frequency ultrasound therapy</td>
<td>19 (1.4)</td>
</tr>
<tr>
<td>Cryotherapy</td>
<td>12 (0.9)</td>
</tr>
<tr>
<td>Immune therapy</td>
<td>2 (0.1)</td>
</tr>
<tr>
<td>Other</td>
<td>89 (6.3)</td>
</tr>
<tr>
<td>I don’t know</td>
<td>19 (1.4)</td>
</tr>
<tr>
<td><strong>Stage of cancer journey (n=1139), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Follow-up monitoring after treatment</td>
<td>719 (63)</td>
</tr>
<tr>
<td>On active surveillance or watchful waiting</td>
<td>292 (26)</td>
</tr>
<tr>
<td>Recently finished treatment, but have not had any follow-up visits</td>
<td>47 (4)</td>
</tr>
<tr>
<td>Currently getting treatment for recurrent cancer</td>
<td>36 (3)</td>
</tr>
<tr>
<td>Finished treatment for recurrent cancer (less than 3 months)</td>
<td>24 (2)</td>
</tr>
</tbody>
</table>
Patterns of Internet Use
Table 2 shows the patterns of internet access and use. A total of 82% of respondents were internet users. The majority of respondents (70.7%) used the internet at least once a day, had home internet access (84.3%), and accessed the internet from a desktop or laptop computer (75.7%) through broadband or wireless (47%) internet connection.

Health-Related Internet Use and Confidence
As shown in Table 2, 65% (n=784) reported that they used the internet as a source of information about prostate cancer. With respect to confidence in using information from the internet to help make decisions related to prostate cancer, 40.2% (n=521) of the respondents agreed or strongly agreed with the statement, “I feel confident in using information from the Internet to help make health decisions related to my prostate cancer,” 33.5% (n=386) were undecided or disagreed, and about one-quarter (26.3%; n=341) reported that they did not use information from the internet to make decisions related to their prostate cancer.

Findings from hypothesis testing provide support of the construct validity of the single item eHealth confidence variable. eHealth confidence was positively correlated with the frequency of internet use (r=0.1, \(P=.003\)) and negatively correlated with “not being comfortable using a computer or mobile device” (r=–0.15, \(P<.001\)). In addition, eHealth confidence was negatively correlated with known components of eHealth literacy when framed as barriers. These include “not knowing how to judge the quality of the information or what information to trust” (r=–0.2, \(P<.001\)), “not knowing how what information applied to me” (r=–0.2, \(P<.001\)), “not knowing how or where to search for information” (r=–0.2, \(P<.001\)), and “having difficulty finding information that I could understand” (r=–0.2, \(P<.001\)).

Table 2. Patterns of internet use (n=1362).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet use (n=1310)</td>
<td>1071 (81.8)</td>
</tr>
<tr>
<td>Frequency of internet use (n=1320)</td>
<td></td>
</tr>
<tr>
<td>At least once a day</td>
<td>910 (68.9)</td>
</tr>
<tr>
<td>At least once a week (but not every day)</td>
<td>143 (10.8)</td>
</tr>
<tr>
<td>At least once a month (but not every week)</td>
<td>25 (1.9)</td>
</tr>
<tr>
<td>Less than once a month</td>
<td>15 (1.1)</td>
</tr>
<tr>
<td>Type of internet access (n=1362)</td>
<td></td>
</tr>
<tr>
<td>A regular dial-up telephone line</td>
<td>61 (4.5)</td>
</tr>
<tr>
<td>Broadband such as DSL(^a) or cable</td>
<td>640 (47.0)</td>
</tr>
<tr>
<td>A cellular network (eg, cell or smartphone)</td>
<td>260 (19.1)</td>
</tr>
<tr>
<td>A wireless network (Wi-Fi)</td>
<td>639 (46.9)</td>
</tr>
<tr>
<td>Not sure</td>
<td>20 (1.5)</td>
</tr>
<tr>
<td>Devices used to access internet (n=1362)</td>
<td></td>
</tr>
<tr>
<td>Computer (desktop/laptop)</td>
<td>1031 (75.7)</td>
</tr>
<tr>
<td>Tablet</td>
<td>465 (34.1)</td>
</tr>
<tr>
<td>Cell phone or smart phone</td>
<td>411 (30.2)</td>
</tr>
<tr>
<td>Home internet access (n=1286)</td>
<td>1084 (84.3)</td>
</tr>
<tr>
<td>Used the internet as a source of prostate cancer information (n=1203)</td>
<td>784 (65.1)</td>
</tr>
<tr>
<td>Confident using information from the internet to help make decisions about prostate cancer (n=1296)</td>
<td>521 (40.2)</td>
</tr>
</tbody>
</table>

\(a\)DSL: digital subscriber line (the way a computer connects to the internet at high speeds using telephone lines).
Factors Correlated With Health-Related Internet Use

As shown in Table 3, factors that correlated significantly (P < .05) with health-related internet use were younger age, higher education, higher income, urban residence, broadband internet access, frequency of internet use, accessing the internet from multiple devices, confidence in using information from the internet to help make health decisions related to prostate cancer, active information seeking, active decision making role, and greater number of unmet supportive care needs.

Table 3. Factors associated with health-related internet use (total number of health-related internet users=784/1203 valid responses).

<table>
<thead>
<tr>
<th>Variables (with number of valid responses for both variables) and value</th>
<th>Health-related internet use</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Age (years; n=1173), n (%)</strong></td>
<td>316 (26.9)</td>
<td>79 (6.7)</td>
</tr>
<tr>
<td>43-65</td>
<td>340 (29.0)</td>
<td>196 (16.7)</td>
</tr>
<tr>
<td>66-75</td>
<td>108 (9.2)</td>
<td>134 (11.4)</td>
</tr>
<tr>
<td>≥76</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education (n=1169), n (%)</strong></td>
<td>176 (15.1)</td>
<td>180 (15.4)</td>
</tr>
<tr>
<td>Primary/secondary</td>
<td>226 (19.3)</td>
<td>587 (50.2)</td>
</tr>
<tr>
<td>College or university</td>
<td>587 (50.2)</td>
<td>226 (19.3)</td>
</tr>
<tr>
<td><strong>Income (n=1091), n (%)</strong></td>
<td>136 (12.5)</td>
<td>137 (12.6)</td>
</tr>
<tr>
<td>&lt;CAD 40,000</td>
<td>274 (25.1)</td>
<td>145 (13.3)</td>
</tr>
<tr>
<td>CAD 40,001-CAD 80,000</td>
<td>307 (28.1)</td>
<td>92 (8.4)</td>
</tr>
<tr>
<td>≥CAD 80,001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Area of residence (n=1174), n (%)</strong></td>
<td>252 (21.5)</td>
<td>167 (14.2)</td>
</tr>
<tr>
<td>Rural, town, or country</td>
<td>516 (44.0)</td>
<td>239 (20.4)</td>
</tr>
<tr>
<td>Urban or suburban</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Broadband use (n=1203), n (%)</strong></td>
<td>478 (39.7)</td>
<td>132 (11.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>306 (25.4)</td>
<td>287 (23.9)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Internet use frequency (n=1015), n (%)</strong></td>
<td>662 (65.2)</td>
<td>197 (19.4)</td>
</tr>
<tr>
<td>Every day</td>
<td>91 (9.0)</td>
<td>65 (6.4)</td>
</tr>
<tr>
<td>Not every day</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Number of devices (n=962), n (%)</strong></td>
<td>284 (29.5)</td>
<td>137 (14.2)</td>
</tr>
<tr>
<td>Computer only</td>
<td>435 (45.2)</td>
<td>106 (11.0)</td>
</tr>
<tr>
<td>Computer+mobile device</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Electronic health confidence (n=903), n (%)</strong></td>
<td>441 (48.8)</td>
<td>58 (6.4)</td>
</tr>
<tr>
<td>Confident</td>
<td>284 (31.5)</td>
<td>120 (13.3)</td>
</tr>
<tr>
<td>Not confident</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Information seeking role (n=1150), n (%)</strong></td>
<td>697 (60.6)</td>
<td>240 (20.9)</td>
</tr>
<tr>
<td>Active role</td>
<td>72 (6.3)</td>
<td>141 (12.3)</td>
</tr>
<tr>
<td>Passive role</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Decision making role (n=1147), n (%)</strong></td>
<td>700 (61.0)</td>
<td>342 (29.8)</td>
</tr>
<tr>
<td>Active role</td>
<td>55 (4.8)</td>
<td>50 (4.4)</td>
</tr>
<tr>
<td>Passive role</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total unmet needs (n=1203), mean (SD)</strong></td>
<td>4.62 (6.97)</td>
<td>3.58 (6.12)</td>
</tr>
</tbody>
</table>

Multivariable Logistic Regression

All factors found to be significantly associated with health-related internet use in the univariable analyses were entered into the model. Table 4 shows the results of the multivariable logistic regression analysis. Our results indicate that the odds of using the internet as a health resource were higher among respondents who were active information seekers.
were confident using information from the internet to make health decisions (OR: 3.56, 95% CI 2.27-5.59), had broadband internet access (OR: 1.76, 95% CI 1.14-2.7), and had more unmet supportive care needs (OR: 1.05, 95% CI 1.02-1.09).

Table 4. Main effects model resulting from multivariable logistic regression.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Parameter estimate</th>
<th>Standard error</th>
<th>P value</th>
<th>Odds ratio</th>
<th>95% CI for odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active information seekers</td>
<td>1.51</td>
<td>0.28</td>
<td>0.000</td>
<td>4.51</td>
<td>2.60-7.83</td>
</tr>
<tr>
<td>Confidence in using internet information to help make health decisions</td>
<td>1.29</td>
<td>0.23</td>
<td>0.000</td>
<td>3.63</td>
<td>2.32-5.67</td>
</tr>
<tr>
<td>Broadband internet access</td>
<td>0.58</td>
<td>0.22</td>
<td>0.008</td>
<td>1.78</td>
<td>1.16-2.74</td>
</tr>
<tr>
<td>Total number of unmet supportive care needs</td>
<td>0.05</td>
<td>0.02</td>
<td>0.004</td>
<td>1.05</td>
<td>1.02-1.09</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.86</td>
<td>0.314</td>
<td>0.006</td>
<td>0.425</td>
<td></td>
</tr>
</tbody>
</table>

Most Commonly Used Websites
A total of 22% of respondents (n=308) provided 359 valid responses to the open-ended question “Are there any specific Internet site(s) that you like to go to for information related to prostate cancer or its treatments? If Yes, please specify.” Responses that were not valid consisted of unspecified sites (eg, “health website”, search engines etc). As shown in Table 5, of the 10 categories of websites that were identified, the most commonly reported websites were national cancer agencies, government, or hospitals. The top three most commonly mentioned national cancer agencies or government websites were the Canadian Cancer Society (n=40), Prostate Cancer Canada (n=23), and the American Cancer Society (n=10). The top three most commonly reported hospital affiliated websites were Mayo Clinic (n=51) BC Cancer Agency (n=14) and Johns Hopkins (n=8). American hospital-affiliated websites accounted for over 50% of all responses in this latter category.

Table 5. Types of websites most commonly used as a source of prostate cancer information.

<table>
<thead>
<tr>
<th>Order</th>
<th>Website type</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>National cancer agencies and government websites</td>
<td>133 (37.0)</td>
</tr>
<tr>
<td>2</td>
<td>Hospital affiliated websites</td>
<td>117 (32.5)</td>
</tr>
<tr>
<td>3</td>
<td>For-profit health information websites and news sites</td>
<td>39 (10.9)</td>
</tr>
<tr>
<td>4</td>
<td>Websites with user-generated content (eg, Youtube, Wikipedia)</td>
<td>15 (4.2)</td>
</tr>
<tr>
<td>5</td>
<td>Online support groups</td>
<td>13 (3.6)</td>
</tr>
<tr>
<td>6</td>
<td>Professional medical association websites</td>
<td>12 (3.3)</td>
</tr>
<tr>
<td>7</td>
<td>Alternative and complementary therapies</td>
<td>12 (3.3)</td>
</tr>
<tr>
<td>8</td>
<td>Academic journals, bibliographic databases</td>
<td>10 (2.8)</td>
</tr>
<tr>
<td>9</td>
<td>Personal websites</td>
<td>5 (1.4)</td>
</tr>
<tr>
<td>10</td>
<td>Electronic health record websites</td>
<td>3 (0.8)</td>
</tr>
</tbody>
</table>

Features and Information Wanted in a Website
Respondents were also asked to indicate what features and information they would want in a website for men with prostate cancer and their families. As shown in Table 6, the top three features that over 50% of respondents wanted in such a website were a library of topics (n=893, 65.6%), tools to help select treatment options (n=815, 59.8%), and tools to help navigate the prostate cancer journey (n=698, 51.2%). As shown in Table 7, the information that ≥50% of respondents wanted in such a website included information on prostate cancer treatments (n=916, 65%), what is prostate cancer and its natural progression (n=904, 64%), how to manage side effects (n=858, 61%), personally relevant information (n=769, 55%), and latest research (n=746, 53%).

Table 6. Features and information respondents want in a website for men with prostate cancer and/or their families.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Library of topics</td>
<td>893 (65.6)</td>
</tr>
<tr>
<td>Tools to help select treatment options</td>
<td>815 (59.8)</td>
</tr>
<tr>
<td>Tools to help navigate the prostate cancer journey</td>
<td>698 (51.2)</td>
</tr>
</tbody>
</table>

Table 7. Information respondents want in a website for men with prostate cancer and/or their families.

<table>
<thead>
<tr>
<th>Information</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate cancer treatments</td>
<td>916 (65%)</td>
</tr>
<tr>
<td>What is prostate cancer and its natural progression</td>
<td>904 (64%)</td>
</tr>
<tr>
<td>How to manage side effects</td>
<td>858 (61%)</td>
</tr>
<tr>
<td>Personally relevant information</td>
<td>769 (55%)</td>
</tr>
<tr>
<td>Latest research</td>
<td>746 (53%)</td>
</tr>
</tbody>
</table>
Table 6. Features wanted in a website for men with prostate cancer and their families.

<table>
<thead>
<tr>
<th>Order</th>
<th>Feature</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A library of topics</td>
<td>893 (65.6)</td>
</tr>
<tr>
<td>2</td>
<td>Tools to help me select treatment options</td>
<td>815 (59.8)</td>
</tr>
<tr>
<td>3</td>
<td>Tools to help me navigate the prostate cancer journey</td>
<td>698 (51.2)</td>
</tr>
<tr>
<td>4</td>
<td>Links to trusted websites</td>
<td>649 (47.7)</td>
</tr>
<tr>
<td>5</td>
<td>Tools to help me assess my health status (eg, symptom assessment)</td>
<td>612 (44.9)</td>
</tr>
<tr>
<td>6</td>
<td>Tools to monitor/track changes in my health</td>
<td>546 (40.1)</td>
</tr>
<tr>
<td>7</td>
<td>Tools to record my health information (eg, PSA(^a))</td>
<td>490 (36.0)</td>
</tr>
<tr>
<td>8</td>
<td>Appointment reminders (eg, by email or text)</td>
<td>408 (30.0)</td>
</tr>
<tr>
<td>9</td>
<td>Online forum to exchange info and support with other patients</td>
<td>389 (28.6)</td>
</tr>
<tr>
<td>10</td>
<td>Show your future care plan (eg, survivorship care plan)</td>
<td>362 (26.6)</td>
</tr>
<tr>
<td>11</td>
<td>Access to peer support groups</td>
<td>321 (23.6)</td>
</tr>
<tr>
<td>12</td>
<td>Tools to manage appointments (eg, calendar)</td>
<td>306 (22.5)</td>
</tr>
<tr>
<td>13</td>
<td>Tools to manage contacts</td>
<td>256 (18.8)</td>
</tr>
</tbody>
</table>

\(^a\)PSA: prostate-specific antigen.

Table 7. Information wanted in a website for men with prostate cancer and their families.

<table>
<thead>
<tr>
<th>Order</th>
<th>Feature</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What prostate cancer treatments are available</td>
<td>916 (67.3)</td>
</tr>
<tr>
<td>2</td>
<td>What is prostate cancer and its natural progression</td>
<td>904 (66.4)</td>
</tr>
<tr>
<td>3</td>
<td>How to manage side effects</td>
<td>858 (63.0)</td>
</tr>
<tr>
<td>4</td>
<td>Information recommended based on my personal situation</td>
<td>769 (56.5)</td>
</tr>
<tr>
<td>5</td>
<td>Latest research</td>
<td>746 (54.8)</td>
</tr>
<tr>
<td>6</td>
<td>My chances of survival and/or cure</td>
<td>697 (51.2)</td>
</tr>
<tr>
<td>7</td>
<td>Explanations of what my doctors told me</td>
<td>627 (46.0)</td>
</tr>
<tr>
<td>8</td>
<td>How to obtain a second opinion</td>
<td>623 (45.7)</td>
</tr>
<tr>
<td>9</td>
<td>Alternative and complementary therapies</td>
<td>580 (42.6)</td>
</tr>
<tr>
<td>10</td>
<td>Wellness programs (eg, exercise, nutrition)</td>
<td>578 (42.4)</td>
</tr>
<tr>
<td>11</td>
<td>Information and access to clinical trials</td>
<td>523 (38.4)</td>
</tr>
<tr>
<td>12</td>
<td>Information to help my family deal with the prostate cancer</td>
<td>468 (34.4)</td>
</tr>
<tr>
<td>13</td>
<td>Emotional support for dealing with prostate cancer</td>
<td>407 (29.9)</td>
</tr>
<tr>
<td>14</td>
<td>Community support services in my area</td>
<td>361 (26.5)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This study examined the patterns of, and factors associated with, the use of the internet as a source of health information among Canadian men with prostate cancer, and the features and information wanted in a website. A total of 82% of respondents in this sample were internet users. The prevalence of internet use in this sample is consistent with the 2016 internet use rates among Canadians within this age group, which showed that 81% of people aged 65-74 were internet users [12]. Although the majority of the respondents in our sample used the internet, less than half (47%) accessed the internet through broadband and less than 30% accessed the internet with a mobile device, with the most using desktop computers to access the internet. These access patterns are also consistent with current broadband and mobile phone usage rates among Canadian seniors, which are still considerably lower than those in younger age groups [12,25].

Our findings suggest that sociodemographic factors, namely age, education, and income, may not play a significant role in determining health-related internet use among prostate cancer survivors in Canada when other factors are considered. Similarly, a previous analysis [15] of the US National Health Information Trends Survey from 2003 to 2008 showed no statistically significant differences in age, education, or...
racial/ethnic aspects in health-related internet use patterns among cancer survivors, with the exception of emailing providers [15]. Survivors who were younger and had higher education were more likely to email their providers. Likewise, another analysis [11] of the 2000 Canadian National household internet survey found no association between health-related internet use and age, education, or income. Other studies suggest that there is still a gap in health-related internet use based on age and socioeconomic factors in North America [10,17]. However, these studies focused their analyses on internet users [10,17].

Chou et al [15] reported an independent association with educational attainment in their sample of cancer survivors. Similarly, our univariable analysis showed that age, education, and income were associated with health-related internet use among our sample of prostate cancer survivors.

However, our findings suggest that there is a gap in health-related internet use among prostate cancer survivors in Canada based on broadband access, which may reflect rurality [26]. Previous research has shown that urban Canadians are 1.5 times more likely to use the internet than rural Canadians [26]. In our model, respondents who had broadband access were 2.74 times more likely to use the internet as a health resource than those who did not. Broadband, as opposed to traditional dial-up, provides improved internet services, including faster browsing and downloading as well as telephone, radio, and videoconferencing. Not having access to broadband considerably limits one’s quality of internet and access to essential services. In 2000, Johnson et al [11] did not find an association between high-speed internet and health-related internet use in the Canadian national household internet survey. However, longer duration of internet use was associated with decreased likelihood of using the internet as a health resource [11]. Residential broadband was launched in Canada in 1998; hence, most Canadians would have been using dial up then, which would have been costly and unstable over longer periods of use [27].

In a 2015 qualitative study, patients with prostate cancer living in remote areas of British Columbia explained that they did not like to use the internet as a health resource because it was not reliable [28]. In 2016, Canada’s telecom agency declared broadband a basic service [29], along with a commitment to increase targets for download and upload speeds and extend access to regions without access. Our findings provide further evidence in favor of universal broadband internet access. Future research should investigate the impact of this policy.

In our model, the factor associated with the highest odds of using the internet as a health resource was being an active information seeker. Respondents who were information seekers were 4.6 times more likely to use the internet as a health resource than passive information seekers. A 2018 systematic review [30] of men’s health-seeking behavior that largely focused on prostate cancer found that the internet was the primary source of information for active information seekers. We assessed active information seeking by asking respondents to indicate who looked for information about prostate cancer and its treatment for them. The options included (1) “I did not want any information,” (2) “someone else did most or all of the looking,” (3) “I did some of the looking and someone else did some of it for me,” and (4) “I did most or all of the looking myself.” We dichotomized the responses to create a binary variable by combining (1) and (2) to reflect passive information seekers and (3) and (4) to reflect active information seekers. This variable reflects the difference between two coping styles categorized by Miller as “Monitors” and “Blunters” [31].

Monitors focus on acquiring information to help them problem solve and reduce uncertainty and are less satisfied with the information they receive from health care providers [31]. Blunters use distraction to avoid threatening information and are typically satisfied with the amount of information they receive from their health care providers [31]. Research suggests that psychoeducational interventions for cancer patients are most effective when the level and type of information are consistent with the individual’s monitoring style and the demands of the health threat [32].

The factor next most strongly correlated with health-related internet use was eHealth confidence. Respondents who were confident using information from the internet to help make health decisions related to their prostate cancer were used 3.6 times more likely to use the internet as a health resource. eHealth confidence was measured using the final item of the eHEALS eHealth literacy measure [20]. eHealth literacy is defined as the ability to seek, find, understand, and appraise health information from electronic sources and apply that knowledge to solve a health problem or make a health-related decision [20]. The final item of the eHEALS scale is intended to capture one’s confidence in using information from the internet to help make health decisions. The level of agreement with this item in this sample (40.2%) is similar to that reported in a sample of older adult internet users in the United States (43.1%) [16]. Other studies have found an association between eHealth literacy, confidence, and health-related internet use. In 2003, Mead et al [33] found that positive outcome expectancy (eg, patients’ belief that it would enable them to better deal with their health), previous use of health websites, and positive self-efficacy (patients’ confidence in their ability to use the technology) were the strongest predictors of patient-reported interest in getting health information from the internet in the United Kingdom [33]. Ten years later, Tennant et al [16] reported that greater eHealth literacy was associated with greater use of Web 2.0 and social media for health information among a sample of Americans.

As shown in other studies of cancer patients’ use of online resources [34], unmet supportive care needs were also associated with health-related internet use. For each unit increase in unmet supportive care needs, the odds ratio of using the internet as a health resource increased by a factor of 1.05. This may suggest that use of the internet by patients with prostate cancer is problem focused, driven by a need to find information to address a specific issue or problem. This finding has important implications for the design and evaluation of health information websites, as it suggests that websites should be designed to address the specific supportive care needs of patients. Respondents in our sample indicated that they want prostate cancer websites to include information on treatment options and side effects and how to manage them, as well as features that help them make treatment decisions and navigate the prostate cancer journey. This type of task-oriented internet use


(page number not for citation purposes)
that is motivated by specific needs also suggests that once prostate cancer patients’ needs are met by a Web resource, they may be unlikely to keep using it, unless a new need arises. Therefore, discontinued use of a Web resource may not necessarily be a failing of the site’s design but rather a potential logical reaction to changing needs and circumstances [35]. Hence, website evaluation metrics should focus on assessing whether users’ specific needs have been met.

Problematically, our findings revealed that the majority of prostate cancer patients’ in our sample lacked confidence in using information from the internet to make health decisions related to their prostate cancer. Research suggests that seniors have lower eHealth literacy than their younger counterparts [36]. One study found that seniors felt confident in their ability to use the internet to search for health information, but less confident in their ability to assess the quality of that information [16]. eHealth literacy interventions may help. An intervention study by Xie [37] showed that a 2-week eHealth literacy training program increased seniors knowledge, skills, and eHealth literacy efficacy [37]. At the same time, there is a need to improve the quality of prostate cancer websites. When systematically reviewed by Black and Penson in 2006 [38] and again by Kobes et al in 2018 [39], websites containing information on prostate cancer were found to be lacking in currency, attribution, balance of evidence, and comprehensiveness. In another study, only 3 of 62 websites containing information on prostate cancer treatment options were written below the recommended high school reading level [40]. In yet another study, Genova and Bender [41] found that websites containing information on prostate cancer treatment did not present information in a useful or credible way for patients. Of the 35 websites examined, the average communication quality score was 24 of 50, and less than 50% included content on risk communication, usefulness, and scientific value.

This study has certain limitations. First, as this study was cross-sectional, only association and not causation can be inferred. We aimed to obtain a representative sample of prostate cancer survivors in Canada by recruiting a random sample of patients with prostate cancer from four provincial cancer registries. It is possible that the individuals who chose not to participate in the survey had different characteristics, experiences, and attitudes regarding using the internet as a health resource. It is also possible that patterns of internet use among prostate cancer survivors have increased since then. Nonetheless, our findings are comparable to other studies involving patients with prostate cancer and current Canadian population norms. Our study was also limited by the use of the opt-in methodology used by one provincial cancer registry, which reduced the overall response rate. We encourage researchers to argue in favor of opt-out recruitment methods for future research. We also assessed only one parameter of the validity of the eHealth confidence measure. Further work is needed to establish the validity of this single item as a measure of eHealth confidence. Lastly, we did not ask for respondents’ views on patient portals or personal health records, which are growing in demand. Future research should also explore the internet use trends among French-speaking Canadian patients with prostate cancer and those from diverse ethnic backgrounds.

Conclusion and Implications
The internet has the potential to serve as a health information resource for the majority of Canadian men with prostate cancer. In our sample, over two-thirds of patients with prostate cancer used the internet as a health resource. However, one-third of patients with prostate cancer in our sample did not want to use the internet as a health resource, and more than half were not confident in using the internet to make health decisions. Clinicians and educators should not assume that because of their age, education, or income, men with prostate cancer are not interested in using the internet as a health resource. Rather, they should be aware of the importance of being an active information seeker, having confidence in using information from the internet to make health decisions, and having broadband access and unmet supportive care needs as determinants of health-related internet use. These findings also show that men are looking for information on the internet about treatment options, disease progression, and management of side effects, and want websites to include features that help them make treatment decisions and navigate the prostate cancer journey. Future work should examine eHealth literacy interventions as a means to boost men’s confidence in using information from the internet for prostate cancer decision making and design websites that include the information and features that patients with prostate cancer want most.
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Abstract

Background: There is a paucity of controlled clinical trial data based on research with Indigenous peoples. A lack of data specific to Indigenous peoples means that new therapeutic methods, such as those involving electronic health (eHealth), will be extrapolated to these groups based on research with other populations. Rigorous, ethical research can be undertaken in collaboration with Indigenous communities but requires careful attention to culturally safe research practices. Literature on how to involve Indigenous peoples in the development and evaluation of eHealth or mobile health apps that responds to the needs of Indigenous patients, providers, and communities is still scarce; however, the need for community-based participatory research to develop culturally safe technologies is emerging as an essential focus in Indigenous eHealth research. To be effective, researchers must first gain an in-depth understanding of Indigenous determinants of health, including the harmful consequences of colonialism. Second, researchers need to learn how colonialism affects the research process. The challenge then for eHealth researchers is to braid Indigenous ethical values with the requirements of good research methodologies into a culturally safe research protocol.

Objective: A recent systematic review showed that Indigenous peoples are underrepresented in randomized controlled trials (RCTs), primarily due to a lack of attention to providing space for Indigenous perspectives within the study frameworks of RCTs. Given the lack of guidelines for conducting RCTs with Indigenous communities, we conducted an analysis of our large evaluation data set collected in the Diagnosing Hypertension-Engaging Action and Management in Getting Lower Blood Pressure in Indigenous Peoples and Low- and Middle- Income Countries (DREAM-GLOBAL) trial over a period of five years. Our goal is to identify wise practices for culturally safe, collaborative eHealth and RCT research with Indigenous communities.

Methods: We thematically analyzed survey responses and qualitative interview/focus group data that we collected over five years in six culturally diverse Indigenous communities in Canada during the evaluation of the clinical trial DREAM-GLOBAL. We established themes that reflect culturally safe approaches to research and then developed wise practices for culturally safe research in pragmatic eHealth research.
Results: Based on our analysis, successful eHealth research in collaboration with Indigenous communities requires a focus on cultural safety that includes: (1) building a respectful relationship; (2) maintaining a respectful relationship; (3) good communication and support for the local team during the RCT; (4) commitment to co-designing the innovation; (5) supporting task shifting with the local team; and (6) reflecting on our mistakes and lessons learned or areas for improvement that support learning and cultural safety.

Conclusions: Based on evaluation data collected in the DREAM-GLOBAL RCT, we found that there are important cultural safety considerations in Indigenous eHealth research. Building on the perspectives of Indigenous staff and patients, we gleaned wise practices for RCTs in Indigenous communities.

Trial Registration: ClinicalTrials.gov NCT02111226; https://clinicaltrials.gov/ct2/show/NCT02111226
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mobile health; process evaluation; implementation science; Indigenous peoples; health care texting; SMS; hypertension; task shifting; community-based participatory research; DREAM-GLOBAL

Introduction

Background

There is a paucity of controlled clinical trial data based on research with Indigenous peoples. As health care moves toward the era of personalized medicine, a lack of data specific to Indigenous peoples will mean that new therapeutic methods will have to be extrapolated to Indigenous patients based on work with other populations, or that new therapies, such as those involving eHealth, will not be applicable. Appropriate, ethical, and culturally safe research can be undertaken with Indigenous communities but requires attention to good research practices that improve the overall quality of the research effort.

Engaging With Indigenous Peoples in Electronic Health

The literature shows that a participatory development process involving patient and provider end users, as well as system stakeholders, is essential to optimize the uptake of electronic health (eHealth) technologies and to support sustainable innovations in health care [1,2]. Using participatory approaches, researchers should be able to explain how their results can positively impact the communities involved in the studies. Moreover, Van Gemert-Pijnen and colleagues advocate for a holistic approach to eHealth development that empathizes the importance of understanding the intervention as a whole and “takes into account the complexity of health care and the rituals and habits of patients and other stakeholders” [2].

In other words, researchers describe the need to understand the culture of the organizations that are touched and, most importantly, the culture of the people whose life is altered in some way by the technological innovation. There are many lay definitions of culture, but for the purpose of incorporating the concept of culture into eHealth research it is useful to adopt a definition from anthropology, the field where culture has been formally studied as the “mental and physical reactions and activities that characterize the individuals of a social group” [3].

Deconstructing the role of culture is key for the success of eHealth innovations, and it is particularly essential when an innovation is planned in nonmainstream cultural contexts such as Indigenous communities.

Engaging Indigenous communities in research is possible when the research question is of current interest to the communities. When researchers are aware of emerging health issues and eHealth or mobile health (mHealth) apps that have not yet caught the attention of the general population, it is much more challenging to conduct collaborative research. Literature on how to involve Indigenous peoples in the development and evaluation of eHealth/mHealth apps in order to respond to the needs of Indigenous patients, providers, and communities is still scarce; however, the need for community-based participatory research to develop culturally safe technologies is emerging as an essential focus in Indigenous eHealth research [4-6]. To our knowledge, concrete deconstructions of the factors that affect Indigenous eHealth innovations, such as: (1) the complexity of the Indigenous health system; (2) the unique historic, jurisdictional, and geographic issues; (3) effective methods of cocreation of interventions that reflect the diversity of Indigenous cultures; and (4) the Indigenous patient, provider, community, and organizational needs to facilitate uptake; have not been previously published [6]. To evaluate eHealth innovation from these highly relevant perspectives, researchers must adopt appropriate Indigenous research approaches [4,7,8].

Evaluating Electronic Health Interventions

The Randomized Controlled Trial (RCT) is widely considered to be the gold standard research methodology for evaluating whether a cause-and-effect relationship between an intervention and an outcome may exist. This traditional model of an RCT is known as the explanatory RCT and assesses outcomes under optimally controlled conditions, minimizing bias and controlling for potential confounders. One major criticism of this model of RCT is its intrinsic limitation in accommodating real-life practice conditions, such as the diversity of participants, settings, or human factors; however, these complex variables exist and interact in eHealth interventions [9,10].

Pragmatic RCTs offer a methodology and research design which prioritizes the evaluation of effectiveness (the performance of the intervention in real-world conditions) over efficacy (whether an intervention works under ideal, controlled circumstances). In a pragmatic trial design, the same measures of effectiveness...
can be used as in an explanatory RCT, however, the intervention is tested in the context of everyday practice settings, which in turn requires a rigorous analysis of complex variables reflective of real-life conditions [11]. A pragmatic trial can provide data on the uptake and sustainability of technological innovations because it accommodates the study of key implementation factors in the everyday environments of clinics and communities. Process evaluations can be incorporated into a pragmatic trial, to study implementation conditions which can clarify why different outcomes exist for the same intervention at different sites.

In Indigenous communities, context includes diversity in geography, policy, and culture of patients, providers, and the organization, which all play an important role in implementation [7,12]. Analyzing these factors makes the results of pragmatic trials more informative to other Indigenous communities.

**Preparing for Electronic Health Research with Indigenous Communities**

If an innovation is studied as part of a clinical research trial, then rigorous data collection and analysis put considerable demands on researchers and health care workers [13]. Adding to this workload, researchers require cultural and historical training to become ready to collaborate with Indigenous communities.

First, to be effective, researchers must gain an in-depth understanding of Indigenous determinants of health in the participating population. Indigenous health is heavily impacted by the ongoing harmful consequences of colonialism; in Canada this includes the multi-generational effects of the residential school abuses [14], rampant adverse childhood experiences [15-17], loss of life styles and language [18], and the dispossession of traditional lands, resulting in food insecurity [19], collapse of traditional economies, and increase in chronic disease [20-24]. Today, health disparities in Indigenous communities continue to be reinforced through social exclusion, discrimination, and systemic racism in health care and society overall [25].

Second, researchers need to learn how colonialism affects the research process. Willie Ermine, an Indigenous ethics scholar, states that:

> One of the festering irritants for Indigenous peoples, in their encounter with the West, is the brick wall of a deeply embedded belief and practice of Western universality [26].

This belief manifests in a “researcher knows best” [27] attitude with research relationships that deteriorate from problematic to antagonistic:

> Outside experts, often with little knowledge of the realities of Aboriginal community life, were commonly in a position where they controlled all aspects of the Aboriginal research projects. These experts decided which research questions warranted investigation, which methods should be used to collect data, and how the data should be interpreted and disseminated. The resulting research projects gave little consideration to the insider perspective of Aboriginal community members, existing Indigenous knowledge, the cultural competence of the research methods used, or to collaborative interpretations. Data and results were rarely accessible to community members. Knowledge transfer strategies geared to support community action on a particular problem were absent. Commonly, at the end of a project, outside experts would recommend inappropriate or unworkable solutions to community problems [28].

For decades, government and academic research have largely failed to improve Indigenous health [28]. Research relationships have been marred by disrespect for Indigenous world views, and Indigenous communities have experienced broken trust and unethical and oppressive conduct [26,29,30]. For many Indigenous leaders, research, when conducted by outsiders, has become a dirty word [31]. The consequence of the historic practice of using research as a vehicle for hegemony manifests today as distrust towards health research even when the research need is identified by Indigenous communities. To protect communities from harm, there is a growing movement within Indigenous circles to conduct research autonomously, based on community-perceived desires and needs [29,32].

However, researchers can establish relationships if they are committed to a community-based participatory approach [8,33], building a trust-based relationship, creating ethical space for dialogue [7,26], and respecting Indigenous culture and worldviews [32,34]. Researchers need sensitivity training supported by cultural immersion to learn protocols and traditions before they can support a culturally relevant research process [35]. The challenge then for eHealth researchers is to braid Indigenous ethical values with the requirements of good research methodologies into a culturally safe research protocol.

**Collaborating With Indigenous Peoples on Randomized Clinical Trials in Electronic Health**

Many researchers are unable to create an ethical space for Indigenous perspectives within the study frameworks of RCTs, which in turn prevents them from building productive research relationships with Indigenous communities. A recent systematic review showed that Indigenous peoples are indeed underrepresented in RCTs [36]. The authors suggest that:

> Rather than sidestepping Aboriginal communities, researchers should consider participatory methods for conducting RCTs with Aboriginal communities to increase the cultural relevance of these designs and to enhance the process of implementation of RCTs for optimal recruitment, engagement and retention of participants in trials, while being sensitive to the social value and cultural traditions of Aboriginal communities [36].

We found that an explanatory RCT approach to eHealth in Indigenous community contexts was incongruent with Indigenous epistemologies. Instead, we created a pragmatic RCT protocol for DREAM-GLOBAL. The RCT protocol was shaped by our formative implementation research with Indigenous communities using the Intervention and Research Readiness Engagement and Assessment of Community Health
Care (I-RREACH) community engagement tool. We strove to allow enough flexibility to address the unique circumstances of each of the Indigenous communities from their diverse cultural perspectives [7]. This approach helped us to build the community-researcher relationship and supported discovery in our cross-cultural research.

The DREAM-GLOBAL Clinical Trial in Indigenous Communities in Canada

DREAM-GLOBAL is a complex mHealth intervention and pragmatic RCT designed to achieve improvements in blood pressure (BP) control in low resource environments using evidence of hypertension guidelines. Briefly, the objective in Canada was to evaluate the effectiveness of an innovative mHealth program using SMS text messages and electronic transfer of BP measures from patients to providers on BP control of Indigenous peoples [12]. DREAM-GLOBAL requires changes in the way services are provided that affect patients, providers, and the local health system [37].

DREAM-GLOBAL demonstrated that innovations in health services delivery, mHealth technologies, and patient engagement could be successfully implemented in collaboration with Indigenous communities in Canada [38]. In an anonymous survey designed to monitor patients’ satisfaction with the intervention, 98% of the Indigenous participants (n=165/169) stated they would recommend the DREAM-GLOBAL program to a friend or relative [38]. We consider this statistic, combined with successful trial completion in all partner communities, as a preliminary indication of our culturally appropriate approach. However, given the lack of guidelines for conducting RCTs with Indigenous communities [36] it is important to critically evaluate our approach and to share our learning to support the future development of culturally safe, collaborative eHealth and RCT research within diverse Indigenous communities.

In this paper, we analyze the large qualitative data set from our pragmatic RCT collected in six culturally diverse Indigenous communities over a period of five years to identify culturally safe research practices in pragmatic RCTs.

Methods

Data Sources

The DREAM-GLOBAL RCT was implemented in six First Nations communities, representing Cree, Anishinabek (Odawa, Ojibwa, and Potawatomi) and Mi'kmaq tribes in remote northern, rural, and periurban locations in three Canadian provinces. Trial participants self-identified as Indigenous, and further mostly as First Nations with legal Indian Status.

Over a five-year period, the research team collected interview and focus group data in all phases of the research: Data collection began with community engagement work discussions that established principles for our research [7], followed by formative research to develop the intervention [39] and a process evaluation of the RCT implementation, and finally, exit interviews at the wrap up stage of the RCT [7,38]. Formal interviews and focus groups were transcribed verbatim. We kept field notes on informal discussions during site visits and the research process in general. We also conducted a participant satisfaction survey. Table 1 provides an overview of the complete data set whereas details of associated methodology were provided in previous publications.

A total of 34 interviews and 12 focus group discussions with a total of 142 participants were held in 6 communities over the period of 5 years (Table 2).

Table 1. Qualitative data analyzed in this study.

<table>
<thead>
<tr>
<th>Method</th>
<th>Community engagement phase (pre-RCT)</th>
<th>Implementation phase (RCT ongoing)</th>
<th>Close out phase (post-RCT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• SMS focus group discussion [39] with community members (potential RCT participants)</td>
<td>• Process Evaluation Key Informant Interview Tool for Health Care Providers</td>
<td>• Process Evaluation Key Informant Interview Tool for Health Care Providers</td>
</tr>
<tr>
<td>Summary of data collection methods</td>
<td>• Interviews</td>
<td>• Provider interviews</td>
<td>• Provider interviews</td>
</tr>
<tr>
<td></td>
<td>• Focus groups</td>
<td>• Site visit notes</td>
<td>• Site visit notes</td>
</tr>
<tr>
<td></td>
<td>• Site visit notes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Patient/provider evaluation surveys</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bI-RREACH: Intervention and Research Readiness Engagement and Assessment of Community Health Care.
cSMS: short message service.
Table 2. Interviews, focus groups, evaluations, and site visit notes.

<table>
<thead>
<tr>
<th>Data collected</th>
<th>Total number</th>
<th>Total participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus groups</td>
<td>12</td>
<td>104</td>
</tr>
<tr>
<td>I-RREACHa</td>
<td>9</td>
<td>74</td>
</tr>
<tr>
<td>SMSb</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td>Interviews</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>I-RREACH</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Process evaluation</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Close out process evaluation</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Impact of cell phone discussion groups</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>Survey evaluations</td>
<td>233</td>
<td>—c</td>
</tr>
<tr>
<td>I-RREACH</td>
<td>49</td>
<td>—</td>
</tr>
<tr>
<td>SMS close out questionnaires</td>
<td>184</td>
<td>—</td>
</tr>
<tr>
<td>Site visit notes</td>
<td>13</td>
<td>—</td>
</tr>
<tr>
<td>Total focus group and interview participants</td>
<td>—</td>
<td>142</td>
</tr>
</tbody>
</table>

aI-RREACH: Intervention and Research Readiness Engagement and Assessment of Community Health Care.
bSMS: short message service.
cNot applicable.

Concept of Cultural Safety That Guided the Analysis

Cultural safety is a framework for understanding power differentials between health professionals and the Indigenous peoples they serve, and the negative impact of historical, social, and political power imbalances on health disparities [40]. It provides space for health care practitioners to explore the impact of these power imbalances on health while also respecting Indigenous goals of decolonization. In Indigenous health research, the privileging of Western epistemologies and methods in research over Indigenous knowledge and experiences is not only ineffective but also unethical [8,41]. Culturally safe research requires researchers to reflect on their tacitly held values, beliefs, and practices. Researchers and the organizations that support them must learn to identify, understand, and change routine practices, habits, or behaviors that create unsafe experiences for communities and participants [42]. Most importantly, it is the Indigenous research participants (not the researchers) who determine if a research project has been culturally safe and this must be reflected in the methodology [43]. In our analysis we therefore sought out narratives that illustrated cultural safety (or lack thereof) from the perspective of Indigenous research participants.

Data Analysis

We utilized an inductive approach to the thematic analysis of the transcripts, with two researchers coding and categorizing the data for themes related to cultural safety, as expressed by participants. We then contextualized the emerging cultural safety themes around implementation issues, including the impact of the technology and delegation of tasks such as measuring patients’ blood pressure to nonregulated providers (also known as task shifting) [44]. We focused on understanding what factors led to a perceived fit (or lack of fit) with cultural safety based on the perspectives of Indigenous patients and staff. Our results were also informed by field notes which documented our learnings on cultural safety throughout the trial and were based on informal conversations at the community level. Once a preliminary analysis was completed, community-based Indigenous co-researchers provided feedback on the thematic analysis during several meetings and verified the final analysis through rigorous member checking.

Ethics

Ethics review was completed by community-based First Nations REBs and university-based REBs. Community-based ethics review in First Nations communities included The Cree Board of Health and Social Services of James Bay, and the Manitoulin Anishinaabek Research Review Committee [34]. The study was formally approved by First Nations leadership through Band Council Resolutions. Academic ethics approvals include: (1) Queen’s University Health Sciences and Affiliated Teaching Hospitals Research Ethics Board (DMED-1603-13); and (2) Sunnybrook Health Sciences Centre Research Ethics Board (#182-2013).

Trial Status

The RCT was completed December 2017 and outcomes are published [37].

Results

Summary

Based on our analysis, successful eHealth research in collaboration with Indigenous communities requires a focus on cultural safety that includes: (1) building a respectful relationship; (2) maintaining a respectful relationship; (3) good communication and support for the local team during the RCT;
(4) commitment to co-designing the innovation; (5) supporting task shifting with the local team; and (6) reflecting on our mistakes and lessons learned or areas for improvement that support learning and cultural safety.

Building a Respectful Relationship

Overview
Community staff linked cultural safety with the researchers’ commitments to building a respectful relationship based on open and transparent in-person meetings in the community. The focus on the community’s perspective, including each community’s unique cultural protocols, must be established during the community engagement and implementation process.

Face to Face Always [Has] the Best Results (Community B)
Staff emphasized the importance of meeting in person with the research team, including the principal investigator (PI).

The commitment to come here, I think that’s big. [Community E]

Despite being a clinician in a busy hospital, taking time to visit each community on multiple occasions allowed the PI (ST) to learn directly from health staff, address concerns, and to provide background information about the research. The research coordinator (NP) was also a key participant in visits. In-person conversations established the rapport with the local team to facilitate trouble shooting of technology, recruitment, and clinical issues throughout the study. Other members of the team attended at the community level when possible.

Focus Was on Our Problems (Community B)
Cultural safety from the perspective of the participants involved focusing on community perceived issues as opposed to “researcher-knows-best” issues. For this, researchers required a basic knowledge of Indigenous determinants of health and the legacy of colonial policies [25]. Participants felt validated as researchers acknowledged colonial effects on Indigenous health by including a “discussion of multigenerational impacts” (Community B) on hypertension. Specific determinants of health that affected communities to different degrees, such as poverty, meant, “not everyone had cell phones” (Community B). The research team responded to this by providing simple phones to those in need so that everyone had the ability to participate in research required a focus on strengthening the collaborative relationship. The team seemed used to working with Indigenous communities. They accept our pace. They aren’t trying to turn this into a clinic in the South. [Community F]

Staff liked that the “people leading were positive” (Community C), “their tone was relaxing and comforting” (Community C) and they “did not feel rushed” (Community C) in their work with the community. Cultural safety also came into play at the patient level, when the team realized that the SMS messages needed to be adapted to include traditional activities and foods based on focus group feedback [39]. From the researcher perspective, this was accomplished by asking community members to co-develop the text messages:

We got some great ideas for incorporating traditional foods and activities in an appropriate manner [into the intervention during our community visit]. For example, something like “Keep wild meat/foods healthy by boiling, broiling, stewing and limiting added fats…” [Field notes on community discussion during formative research in Community A]

Maintaining a Respectful Relationship

Their Visits to the Community Keeps Us Motivated (Community E)
Maintaining the relationship between the community and the researchers was an ongoing process and could not be reduced to a kick-off event. Participants explained that cultural safety in research required a focus on strengthening the collaborative relationship:

In First Nation communities, that’s huge, relationship building. The level of comfort is there [with the research team]. People come into the room and sit and talk when the DG team is here, so that means they feel comfortable. And then, when they have that level of comfort, they’re open to what you have to say. [Community E]

Nurturing the relationship required that researchers were available to meet with all kinds of community members, leaders, and groups, not merely the gatekeepers.

I think it was really respectful. You met with the Elders, the band office, the CHRs (Community Health Representatives), so that was – yes, I think it just
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respects the basic collaboration criteria you have to do in...research with First Nations. [Community F]

**There's a Feast for DREAM-GLOBAL (Community F)**

The Indigenous cultural value of sharing is at the root of events such as community feasts. With support from the local staff, the DREAM-GLOBAL team hosted community feasts to share with the community as a whole, while also creating awareness about the project.

I think the feast is a good way also. I heard the community talking about “Oh yeah there’s a feast for DREAM-GLOBAL.” So there was some person there [...] and she never heard before of the DREAM-GLOBAL study and she said ‘Oh that’s great, I also have high blood pressure.’ I’m happy to hear what you did, like the small teaching in front. [...] I think it's a [good] way to communicate. [Community F]

Other communities also found feasts to be a culturally appropriate way to promote DREAM-GLOBAL.

Most people now know about it, especially since the Elders’ meal yesterday, there was quite a buzz yesterday, and now a lot of people are coming to check what’s going on. [Community E]

**You Tasted Our Traditional Food (Community F)**

Participants emphasized the importance of positive interactions and that the openness of the researchers for engaging with the local culture and traditions also contributed to culturally safe research.

So the respect and wanting to learn about the culture was there I believe. [...] In my opinion, certainly was there because I know you tasted our traditional food. [Community F]

**Good Communication and Support for the Local Team During the Randomized Controlled Trial**

**The Relationship Was Very Open (Community F)**

Community staff consistently provided feedback that the key to culturally safe research was the supportive communication with the DREAM-GLOBAL team, which helped to strengthen the relationship.

I think the relationship was very open. [...] Any issues, you always address them. You’re always open to respond... [Community F]

Any questions that arise, [...]the researchers] are always available to answer our questions and provide us with assistance. [Community C]

Timely access to the nurse research coordinator was considered an important aspect of DREAM-GLOBAL, especially the supportive troubleshooting.

I find the team is very supportive. If I need anything, I can quickly do a text message. I can get the information right away. I don’t have to wait. [Community D]

We always feel that you are there to support us. There’s never been issues where we don’t receive the feedback that we need. It’s been excellent. [Community E]

The tone of the interaction was also frequently mentioned:

Communications with the DREAM-GLOBAL team was all very pleasant and I feel very supported by them. [...] They are approachable and it’s good to have good support. It’s important to have people who are understanding, friendly and encouraging. [Community C]

Respect, openness, kindness, and support were clearly key qualities that the community staff valued in the communication.

**Commitment to Co-Designing the Innovation**

**Balancing Culture and Trial Design**

The main challenge in co-designing a culturally safe intervention was finding ways to balance the clinical trial requirements with community culture. For example, early on we were told that a strict randomized trial where some participants received treatment and others placebo was not in line with Indigenous cultural values of respect and sharing. We therefore used “active versus passive” text messages, which resulted in a reduced-treatment arm as opposed to a no-treatment arm. However, it did not stop there, as the messages were not culturally safe.

**They Want Us to Rephrase all SMS Messages (Field Notes)**

Our evidence-based hypertension treatment text messages underwent rigorous testing for cultural safety in each of the participating Indigenous communities. Phrasing was important for cultural safety, as Indigenous patients interpret text messages within the context of their personal experience of oppression and racism in medical institutions. Indigenous community members taught the research team to avoid message content that could be perceived as paternalistic, fear-inducing, oppressive or authoritarian.

[Participants] want us to rephrase all messages that “compel”. So for example: “keep taking your meds as instructed....” This phrasing elicited a really emotional response and active resistance in our participants. “Don’t tell me what to do like I am a kid – offer us choices and reminders instead”. So these will need to be changed to “It is a good idea to take medications as indicated by your health care provider” or ‘Have you taken your meds today?’ etc. [Field notes in Community A]

Many involved in the testing had strong dislikes for messages that would be acceptable to most Canadians. Cocreating a culturally safe version required unplanned formative research [39] but ensured that the messages were perceived as welcome and trustworthy. At close out, community participants reflected on the cultural appropriateness of the cocreated messages:
And they still, to this day […] tell us, you know, “I’ve learned a lot from those messages that I wasn’t aware of before.” [Community F]

I felt like somebody cared about my health. The messages were good reminders and were motivating. [Community F–SMS participant feedback questionnaire]

Additional details, such as how many text messages patients were to receive and at what time of the day, were determined through dialogue with community staff. They identified an optimal frequency and timing, which was later validated as a good fit by participating patients:

Every couple of days when they get their text, it says something about the way they should be eating, lowering their salt intake. And they’re able to work on it for that week. It’s kind of like a reminder for them to keep on, you know, taking little baby steps. It’s a constant little gentle reminder, nothing too harsh but at the same time it turns into a huge positive outcome for them later on. [Community D]

Supporting Task Shifting With the Local Team

Feeling Very Closely Involved (Community F)

Staff felt it was important that the research team listened equally, and in a nonhierarchical manner, to incorporate input from all community team members:

There is a real partnership between the research team […] and the CHRs. They are very happy that [the PI] actually came to the community at the implementation of the study. The team regularly asks for the CHRs input etc. […] The CHRs love that they are feeling very closely involved in the project. [Community F]

This emphasis on collaboration with all team members, including the nonregulated health care workers, was crucial when community health representatives took on new roles. Blood pressure monitoring or management was a task that shifted from nursing staff to community health representatives, which required culturally safe training and support to empower community health representatives to perform this new task:

At the beginning… we didn’t feel comfortable because I’ve never done it as a CHR, but as we progressed… in the study, I really looked forward to meeting once a month, the client, the participants…CHRs never had done the blood pressure check before so I felt like one of the health professionals. I felt proud of myself to do it. [Community F]

…a personal success is becoming more comfortable with teaching and the physiology of BP and how it works. And I’ve become more confident the more I do it. [Community C]

The RCT proved to be positive for personal and professional development of staff and it added to their recognition as they learned new capacities and current limits.

And at a staff level, we see people gaining knowledge and building capacity in how to manage hypertension and chronic diseases. [Community E-HD]

The successful support for task shifting in turn supported recruitment for the study,

…one of the successes was it was easy to get people to buy into the program. We didn’t have to do too much in the way of PR, it was more word of mouth. People were really into leading a healthier lifestyle, it wasn’t hard for them to be swayed or we didn’t have to do a lot of teachings, I guess…[DREAM-GLOBAL] had a unique, innovative way of thinking about research studies, so that was one of the phases about it. And our community was ready for it. [Community D]

Within our primary care staff, it is good and we update each other every week on what we’ve done. And I always give an update on DREAM-GLOBAL to the staff, and that’s why I get a lot of support and referrals. [Community C]

Some communities had slow recruitment periods, but the staff had become invested and persevered:

Initially it was challenging, then it seems all of a sudden there was a lot of interest. […] It’s all about timing, The right time, the right place. […] We saw at the beginning, we were able to get quite a few, then it was quiet, then we had an opportunity again to get more people enrolled. [Community E]

Many felt that the expansion of the community health representative role was sustainable:

So for me the biggest success is to show what the CHR can do within their power and I think that’s going to leave traces for the next years that we’ll say well we know that you can do it and I’m sure they want to do it as well. [Community F]

Reflecting on Our Mistakes

Need for Reflexivity

Cultural safety in research required reflexivity about the effects of the project on participating communities, staff, and patients. Reflecting on DREAM-GLOBAL, our focus on cultural safety meant that many things went well but also that we learned from our mistakes.

In for a Week, Out for a Week, You Know? (Community F)

We attempted to adhere to community collaboration, but the health system is different in each First Nation community and understanding the mix of provincial and federal services and permanent, contract, and visiting staff can be challenging for visiting researchers. In one community, we had failed to notice that the functioning of the local team was fractured by staff turnover, and lack of integration of contract and community staff. Consequently, we missed the opportunity to consult with key members in the community at the beginning, which stymied the integration of the eHealth intervention within the local health systems.
services. Later we realized that we had to orient many more health care providers, including those who were in the community only intermittently.

I would have wanted the doctors to be more involved but...they couldn’t really be part of it because they’re always in and out of the community because they have other communities to [be] responsible [for]...CHR [Community F]s have to keep reminding the MDs to refer and still they don’t do so enough. [Community F]

One of the major problems was that management was not included in the community discussion as to whether to accept to participate in the DG study or not. [The director] feels like the doctors went over her head. [Community F]

Our failure to understand who could speak on behalf of the community and who could decide to integrate the eHealth innovation into the services also lead to an overestimation of hypertension as a health priority.

I think people just forgot...blood pressure is something not in the first priorities. Here, I think it’s more like diabetes. [Community F]

**I Felt a Little Bit Out of the Loop (Community F)**
The effect of our oversight snowballed and affected important aspects of the implementation of DREAM-GLOBAL, including recruitment and communication:

...doctors... are coming in and out of this health care system all the time. So were we catching all the [patients] who would be open to take part in the project? Probably not... Maybe not everybody knew to ask, you know? [Community F]

she was told by one of the MDs that the nurses would have nothing else to do but to refer the patients to the CHRs, but... the CHRs would ask her if she had discussed the study with the patient prior to the referral; there seemed to be a misunderstanding in each person’s role. [Community F]

The shifting of new tasks to the community health representative was also initially much less accepted at this site as we were struggling with a culturally safe approach.

I get the feeling that when we refer to the CHR, some of [the patients] may feel like we’ve just passed them off to somebody else. [...] So a lot of times they don’t want to go see the CHR and sometimes maybe it’s because they have like personal issues with some of the CHRs, I don’t know. It’s a small community, you know, family issues between families. [Community F]

However, on the positive side, using our own methods of reflection and face to face visits to resolve our rocky start, we achieved a satisfactory level of implementation in the end, especially after spending more time with the community health representatives.

At the beginning it was slow but once we got the awareness and when we did that blood screening at the commercial center [...] then the people were just coming, like flocking to our screening. [Community F]

**Discussion**

**Primary Findings**
At the onset of the RCT, our team was committed to cultural safety in our research process and seeking the perspective of the community in all phases of the project. We often succeeded with our approach, but despite good intentions we sometimes fell short. Carving out time for reflection on these miscalculations with community members and as a research team was important to transform these experiences into learning opportunities and to resolve misunderstandings.

Listening to Indigenous community staff, elders, and patients during our community visits, we discovered that in order to prepare for clinical trial research the most significant undertaking is tending to the relationship between the researchers and the community at various stages of the work (Figure 1).

The relationship building starts with an engagement process, where researchers and communities learn about topics such as community issues and cultural and research protocols and come to a consensus about expectations for the trial phase. Maintaining research relationships after the trial may include cocreating a plan for community presentations, report writing, advocacy for sustainability, and planning for future collaborations. In this case the relationship becomes circular, as demonstrated in Figure 2. These findings are conceptually in line with established ethical practices in Indigenous research [8,32,45,46], as well as supported by our previous research [7,27,39,44].

The findings in this study are tailored to pragmatic clinical trial research and to eHealth research with Indigenous communities, and they illustrated, with selected narratives, that researchers can gain a better understanding of various Indigenous perspectives related to RCT practices and methodologies. The narratives underscore the important cultural value of relationship building shared by all participating Indigenous groups, and the role that researchers’ commitment, community immersion, good communication, and supportive attitude plays in strengthening their relationship with the community. Electronic Health requires a thorough assessment of how the intervention will affect local workflow in a way that is empowering to the community, with task shifting one important way to achieve this goal. Finally, time for critical reflection with the community representatives and within the research team to understand good practices and mistakes are important aspects of culturally safe research.
Building on the literature and the results of our research with six culturally diverse Indigenous communities, we formulated wise practices for cultural safety in RCT and eHealth research. We do not claim that these are exhaustive practices, nor that they apply exactly as stated to all Indigenous communities. Instead, we invite researchers and Indigenous community partners who collaborate on RCT and eHealth research to review these practices as a starting point. We believe most points will resonate, however, some may need to be collaboratively added or modified to the unique characteristics of each Indigenous community and the corresponding research project.

**Wise Practices for Culturally Safe Randomized Clinical Trial Research**

**Focus on Researcher Readiness**

Researchers need to learn about Indigenous issues and take this up as part of life-long learning. This process may include completing training (including online) on cultural safety, self-reflection, ethical space dialogue, Indigenous culture, history, and treaties to gain capacity in this area [7,35]. Course work should be complemented with experiential work and immersion in Indigenous culture and communities whenever possible.

Changing the research lexicon, from investigator to researcher and from trial to study may also be helpful. These words are less charged with meanings that can lead to reduced trust. Learning about the specific communities involved is also important.

**Reflective Research Practice**

Reflection is a key component of culturally safe care, and researchers should participate in regular ongoing reflection on cultural safety in research [40]. Similarly, critical reflection should happen on a personal level, as a research team, and as a
project team together with the local Indigenous team. Open dialogue should support this activity and translate into adjustments towards more culturally safe approaches as needed. It may be helpful to reflect in pairs, so that if the meaning is not fully understood dialogue can lead to increased understanding.

**Principal Investigators and Study Coordinators Need to Build a Relationship With Communities**

Both the principal investigators and study coordinators should spend significant time in face-to-face meetings in the community during all phases of the project to build a respectful rapport and answer all questions openly and honestly in an informal manner. This will ensure that both the key decision makers and support personnel are aware of and understand community wishes, concerns, and opportunities related to the project. Meetings should include local clinical champions who should be well integrated in the community [7].

**Trial Should Include Some Benefits for all Participants**

A treatment versus no treatment control design is often deemed to be culturally inappropriate or unethical from the perspective of Indigenous world views. Trial design should allow for benefits to the control group by providing, for example, reduced treatment in a pragmatic trial, or delayed treatment (step wedge design trial). Small gifts to acknowledge appreciation for participation are welcome (and often a cultural practice), particularly practical ones such as healthy food boxes or gift cards for local produce retailers [27].

**All Phases of the Electronic Health Intervention Are Co-Designed**

The health issue, messages, graphics, research process, and all aspects of the technology must be acceptable to participants. This requires formative research to co-design the intervention in collaboration with the Indigenous team members, to ensure that potential adaptations during implementation and follow up after the trial are completed so that there are lasting benefits to the community [39,44]. While there is an understanding that there are health disparities, true co-design will likely focus on incorporating a strengths-based approach to the health issue and will build on Indigenous culture, community, and resilience.

**Technology and Research Support**

Technology support will be required to troubleshoot, whereas research support is needed for questions related to recruitment, blinding, etc. One key contact person who has established a relationship with the community is needed to respond quickly to community staff’s questions. This person may not have all the answers but should be well connected with all members of the research team so they can get the answers in a timely fashion [38].

**Support for Task Shifting**

The task shifting should support local goals for self-sufficiency in community health and community empowerment. Changes in roles require that researchers learn to understand the local work dynamics and advocate for acceptable shifting of tasks within the local health system. To achieve this, training and supporting the community staff who carry out the new task, as well as the managers, is necessary.

**Research Budgets Must Reflect the Nature of Community-Based Participatory Research**

Budgets need to cover researcher travel to communities, community-based collaborator travel to urban meetings or conferences, and culturally appropriate local hospitality, honoraria, or gifts. It must also cover post study knowledge transfer to ensure that community members feel that they have benefitted as much as possible from the new learnings from the project. Timelines for spending funds requires flexibility to be respectful of local priorities and competing commitments to avoid overburdening the community workers.

**Limitations**

Our work was limited to six First Nations communities, thus there are limitations related to the generalizability of the work. However, as many of the themes were found in these culturally diverse communities that included Cree, Mi’kmaq, Pottawatomi, Ojibwa and Odawa tribes, it is likely that the criteria for cultural safety in research will strongly resonate with many other Indigenous peoples in Canada and in other countries.

**Conclusions**

Based on evaluation data collected over the five years of the DREAM-GLOBAL RCT, we found that there were important cultural safety considerations in Indigenous eHealth research. Building on the perspectives of Indigenous staff and patients, we gleaned wise practices for RCTs and eHealth research in Indigenous communities.

Cultural safety in eHealth research is dependent on: the quality of community engagement and collaboration on all phases of the research; sustained relationship building; respectful communication; timely implementation support; a commitment to co-design the innovation in collaboration with Indigenous partners, and support for culturally appropriate task-shifting. Finally, reflecting and learning from mistakes is needed to ensure cultural safety.
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Abstract

Background: Digital tools provide a unique opportunity to increase access to eye care. We developed a Web-based test that measures visual acuity and both spherical and cylindrical refractive errors. This test is Conformité Européenne marked and available on the Easee website. The purpose of this study was to compare the efficacy of this Web-based tool with traditional subjective manifest refraction in a prospective open-label noninferiority clinical trial.

Objective: The aim of this study was to evaluate the outcome of a Web-based refraction compared with a manifest refraction (golden standard).

Methods: Healthy volunteers from 18 to 40 years of age, with a refraction error between –6 and +4 diopter (D), were eligible. Each participant performed the Web-based test, and the reference test was performed by an optometrist. An absolute difference in refractive error of <0.5 D was considered noninferior. Reliability was assessed by using an intraclass correlation coefficient (ICC). Both uncorrected and corrected visual acuity were measured.

Results: A total of 200 eyes in 100 healthy volunteers were examined. The Web-based assessment of refractive error had excellent correlation with the reference test (ICC=0.92) and was considered noninferior to the reference test. Uncorrected visual acuity was similar with the Web-based test and the reference test (P=.21). Visual acuity was significantly improved using the prescription obtained by using the Web-based tool (P<.01). The Web-based test provided the best results in participants with mild myopia (ie, <3 D), with a mean difference of 0.02 (SD 0.49) D (P=.48) and yielding a corrected visual acuity of >1.0 in 90% (n=77) of participants.

Conclusions: Our results indicate that Web-based eye testing is a valid and safe method for measuring visual acuity and refractive error in healthy eyes, particularly for mild myopia. This tool can be used for screening purposes, and it is an easily accessible alternative to the subjective manifest refraction test.
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Introduction

Background
Globally, approximately 60% of individuals require a visual aid, such as spectacles or contact lenses, for proper visual acuity [1,2]. Moreover, studies have shown that the incidence of myopia (ie, nearsightedness) is increasing steadily because of higher literacy rates and increasing urbanization [3,4]. The World Health Organization has reported that these so-called refractive errors—if not corrected—represent the principal cause of visual impairment [5]. Strikingly, nearly 50% of preventable visual impairment is caused by the use of inappropriate spectacles or lenses, with severe economic implications [3,6]. Even in countries with readily accessible health care services, this rate remains unacceptably high, and calls for a new way of thinking about how visual aids are prescribed [2]. To improve eye health in our global population, we need access to reliable, affordable tools for measuring refractive error. In today’s digital era, the ability to digitize the refractive exam is the logical solution. Indeed, many examples are available, supporting the robust potential of digital medicine, as well as the cultural and operational hurdles that must be overcome to bring medicine into the data-driven age [7,8]. To increase access to refractive testing, the Dutch company Easee BV in Amsterdam, the Netherlands, developed an algorithm-based Web-based tool that measures the refractive state of the eye by using a smartphone and computer screen. This tool is Conformité Européenne (CE) marked, complies with all required International Organization for Standardization (ISO) standards, and is currently available on the Web. Notwithstanding the apparent accessibility of this service, its validity and safety need to be studied and reported as a means to keep developers accountable for their health innovations. Traditionally, refractive error is measured by an eye care professional, in which trial lenses of various corrective strength are tested on the basis of the patient’s responses, whereas a letter chart is used to assess the resulting visual acuity. The outcome of this test can include emmetropia (no refractive error), hyperopia (farsightedness), or myopia (nearsightedness), as well as astigmatism (a cylindrical error; see Figure 1). This so-called subjective manifest refraction test is currently considered the gold standard [9,10]. However, the quality of the measurement can depend upon a variety of factors, including the availability of the necessary equipment, a suitable environment for testing, the patient’s ability and willingness to cooperate with the examiner, and the examiner’s experience and training. Alternatively, refraction can be measured by using an automated approach, for example, with an automated refractor [11,12], an aberrometer [13], or adaptive optics [14]. Nevertheless, both the subjective and automated techniques require expensive medical equipment and qualified personnel, which can limit their availability and accessibility. Current developments in new refractive methods are summarized the Research in Context panel (Multimedia Appendix 1).

Figure 1. Optics of the eye. A: With no refractive error, the image is focused properly on the retina, providing perfect uncorrected visual acuity. B and D: In hyperopia (far-sightedness; B) and myopia (nearsightedness; D) the image falls either behind or in front of the retina, respectively. C: corrected hyperopia and E: corrected myopia can be used to re-focus the image on the retina, restoring visual acuity.

Objectives
In this paper, we present the results of the Manifest versus Online Refraction Evaluation (MORE) trial, a study designed to validate this Web-based refractive assessment by comparing the outcome between the Web-based test and the subjective manifest refraction test, focusing on corrected visual acuity achieved by using the prescription obtained from the Web-based test.

Methods

Study Design and Recruitment
Data were prospectively collected in the open-label single-center noninferiority MORE trial, performed at the University Medical Center Utrecht in Utrecht, the Netherlands. The participants were healthy volunteers, from 18 to 40 years of age, with no history of eye disease or current evidence of eye disease. We excluded subjects whose refractive error was worse than –6 diopter (D; for myopia) or +4 D (for hyperopia) and subjects who had diabetes, were pregnant or lactated, or were unable to perform the Web-based test. All participants provided written consent.
informed consent. All subjects underwent 3 consecutive tests designed to determine the refractive state of both eyes in the following order. First, the subject performed the index test using the Web-based refractive assessment tool with the Easee algorithm. Second, the refractive error was measured using autorefraction (Topcon RM 8800). Finally, an optometrist performed the reference test (manifest subjective refraction). The subject was blinded for the outcome of all tests. The subject’s uncorrected distance visual acuity (UDVA) was recorded using a traditional Early Treatment Diabetic Retinopathy Study visual acuity chart and the Easee Web-based visual acuity test. Corrected distance visual acuity (CDVA) was measured using correction on the basis of the results of the manifest and Web-based refraction tests. Visual acuity was tested in accordance with ISO 8596, with regard to optotypes and room illumination [15]. The projected optotypes were randomized to mitigate any possible test-retest effect. Clinical agreement between manifest subjective refraction and autorefraction is generally considered excellent [10]; therefore, CDVA was not assessed using the results of the autorefractive test. The following data were recorded for each participant/eye: age, gender, laterality, medical history, previous prescription (if known), use of spectacles or contact lenses, UDVA, CDVA, and refractive outcome, including spherical and cylindrical power (in D) and axis (in degrees), which were converted into power vectors, using a Fourier analysis [16,17]. All procedures were performed in accordance with the Declaration of Helsinki, local and national laws regarding research (ie, the Act on Scientific Research Involving Humans), European directives with respect to privacy (General Data Protection Regulation 2016/679) and medical devices (Medical Device Regulation 2017/745), and the 2015 Standards for Reporting Diagnostic Accuracy Studies [18]. The study protocol was approved by our institution’s Ethics Review Board (METC number: 17-524), and it was registered on the Web at clinicaltrials.gov (number: NCT03331921) and CCMO.nl (number: NL61478.041.17).

Information Regarding the Web-Based Tool

The Web-based tool for measuring refractive error uses a smartphone and a standard computer screen (Figure 2). This commercially available test is available via the website of Easee, and it uses the same algorithm described in this study; an 80-second video tutorial is also available at the website, and a clinical test flow is provided in the supplementary files. In brief, a smartphone functions as a remote control by which the user submits input from a distance of 3 m or 1.5 m to a computer screen that displays the Web-based test. Audio instructions (currently available in Dutch, English, and German) guide the user through the test, during which both eyes are tested consecutively. During the test, the user is presented a sequence of images and optotypes that the user must correctly identify, in addition to various grate sizes and astigmatism dials used to assess the cylindrical error. Any visual acuity below 1.0 (ie, worse than 20/20) is considered to be because of a refractive error. The direction of the refractive error (ie, hyperopia + or myopia –) is based on an adapted red/green duochrome test [19] and a questionnaire designed to discern between nearsightedness and farsightedness. A version of the Easee Web tool was custom built for this clinical trial in which only anonymized data were captured by the tool. The Web tool is classified as a class 1 medical device, which is in accordance with Medical Device Regulation 2017/745, and the software is classified as class A, which is in accordance with IEC 62304:2014.

Figure 2. An impression of the online refraction exam and its comparator the manifest refraction.

Statistical Analysis

The primary study outcome was refractive error, measured using the Web-based tool, and refractive error compared with a subjective manifest refraction and autorefractive. Specifically, we analyzed the sign of the refractive error (+/–), spherical power, cylindrical power, and axis, which were converted into power vectors by using a Fourier analysis [16,17]. An intraclass correlation coefficient (ICC) among the various methods was also calculated [20]. Autorefractive measurements were primarily used to provide a context for the level of correlation between a subjective manifest refraction and the Web-based tool. The secondary study outcomes included UDVA and CDVA, measured using the prescriptions obtained using the Web-based tool and a subjective manifest refraction. UDVA and CDVA were converted to logarithm of the minimum angle.
of resolution (logMAR) values for statistical analysis. Groups were compared by using the 2-tailed paired Student’s t test, or Pearson chi-square test. In addition, a multivariable analysis, using a generalized estimates equation, was used to correct for bilaterality (both eyes of the same patient included), age, and sex. Differences with a P value <.05 were considered statistically significant. A stratification in outcomes was defined in the study protocol for myopic and hyperopic results, as the subjective measurement of these distinct refractive states is prone to particular errors. A difference in spherical equivalent (SEQ) >0.5 D between the 3 refraction methods was considered to reflect a clinically significant difference; thus, this constituted the threshold for noninferiority [21,22]. The power calculation was based on an intraclass correlation for the 3 different refraction methods, using the following formula in R: Sample size(p=0.70,p0=0,k=3,alpha=(0.05/12),tails=2,power=0.80, by=”p”, step=0.025).

Initially, 50 healthy subjects with 100 healthy eyes were scheduled to enter the study. An interim analysis indicated that the algorithm yielded more outlier measurements than anticipated, thereby skewing the results. A second-generation algorithm was therefore developed, using the clinical data acquired to date. An extension was requested for the trial, and it was granted by our institution’s Ethics Review Board. Any incomplete data were imputed, except when it concerned missing data from the primary outcome. Data were analyzed using IBM SPSS v25.0 (IBM).

Results

Description of the Study Population

A total of 200 eyes from 100 healthy subjects were included in the study; 1 eye was excluded from analysis because of amblyopia (lazy eye). All subjects were enrolled in the study between December 28, 2017 and January 28, 2019. The clinical characteristics of the participants are summarized in Table 1. Most of the subjects (62%, n=62) were regular users of spectacles or contact lenses. A total of 4 subjects reported receiving previous treatment for an ophthalmic condition; in all 4 cases, the ophthalmic condition resolved without sequelae. A total of 11 subjects reported ocular complaints at the time of the measurements; 8 subjects reported blurred vision, and 3 subjects reported other complaints, such as floaters and dry eyes. The mean test duration was 22 (SD 10) min (range 5-58). No adverse events or complications were recorded during the trial.

Table 1. Clinical characteristics of the study population.

<table>
<thead>
<tr>
<th>Clinical characteristicsa</th>
<th>Total (N=100)</th>
<th>Web-based test algorithm</th>
<th>P valueb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1st generation (N=36)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2nd generation (N=64)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>25.4 (4.7)</td>
<td>25.3 (4.2)</td>
<td>.86</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>47 (47)</td>
<td>23 (64)</td>
<td>.001</td>
</tr>
<tr>
<td>Current use of visual aids, n (%)</td>
<td>62 (62)</td>
<td>21 (58)</td>
<td>42 (6)</td>
</tr>
<tr>
<td>Spectacles</td>
<td>60 (60)</td>
<td>21 (58)</td>
<td>.88</td>
</tr>
<tr>
<td>Contact lenses</td>
<td>22 (22)</td>
<td>7 (20)</td>
<td>.54</td>
</tr>
<tr>
<td>Previous ophthalmic treatment, n (%)</td>
<td>4 (4)</td>
<td>3 (8)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Ocular complaints, n (%)</td>
<td>13 (13)</td>
<td>3 (8)</td>
<td>.34</td>
</tr>
<tr>
<td>Medication use, n (%)</td>
<td>13 (13)</td>
<td>2 (6)</td>
<td>.08</td>
</tr>
<tr>
<td>Refractive errorc, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emmetropia</td>
<td>16 (8)</td>
<td>4 (6)</td>
<td>12 (9)</td>
</tr>
<tr>
<td>Mild myopia</td>
<td>119 (60)</td>
<td>40 (56)</td>
<td>79 (62)</td>
</tr>
<tr>
<td>Severe myopia</td>
<td>32 (16)</td>
<td>13 (18)</td>
<td>19 (15)</td>
</tr>
<tr>
<td>Hyperopia</td>
<td>32 (16)</td>
<td>15 (21)</td>
<td>17 (13)</td>
</tr>
<tr>
<td>Total</td>
<td>199</td>
<td>72</td>
<td>127</td>
</tr>
</tbody>
</table>

aExcept where indicated otherwise, data are presented as n (%).

bCalculated using an independent samples Student t test or Pearson chi-square test.

cMild myopia was defined as refractive error of –3 D or less; severe myopia was defined as refractive error worse than –3 D. Refractive error was determined on the basis of the spherical equivalent of the manifest refraction value, and it is reported for both eyes separately.

dNot applicable.

Intraclass Correlation Coefficients

As a first measure of the concordance among the 3 methods for assessing refractive error, we measured the ICC. For this analysis, we included only each participant’s right eye and based our calculations on the SEQ. The overall ICC of all 3 measurements was 0.93 (95% CI 0.90-0.96), and the overall ICC for manifest refraction and Web-based refraction was 0.89 (95% CI 0.84-0.93). When only measurements taken with the second-generation algorithm are considered, the ICC improved to 0.92 (95% CI 0.86-0.95). The latter can be considered an
excellent agreement [20]. Analyses based on vectors rather than SEqs did not materially alter these findings.

**Reliability of Web-Based Visual Acuity Testing**

UDVA was measured by using both the Web-based test and a visual acuity wall chart. UDVA data for the Web-based test were imputed for 6 participants because of a technical recording error. Our analysis revealed that the Web-based test provided UDVA values that were similar to results obtained by using a chart, with mean values of 0.67 (SD 0.33) versus 0.69 (SD 0.37), respectively (LogMAR: 0.33 (SD 0.30) vs 0.39 (SD 0.39); \( P=.21 \)). In addition, the overall ICC of this measurement (for each participant’s right eye only) was 0.89 (95% CI 0.83-0.92).

**Overall Outcome for Measuring Refractive Error With the Web-Based Test Versus the Reference Test**

In the entire study group, refractive error between the Web-based refraction test and the reference test differed by –0.18 (SD 0.77) D for participants with myopia and 0.63 (SD 0.89) D for participants with hyperopia. With respect to the participants with myopia, this difference was within our *a priori* threshold for defining noninferiority (see the Multimedia Appendices 2-4). When we analyzed only the participants who were tested using the second-generation algorithm, the difference in SEQ was –0.13 (SD 0.62) D for patients with myopia and 0.50 (SD 0.81) D for patients with hyperopia, both of which are within our threshold for noninferiority margin (see Table 2). Similar results were obtained when we corrected for the confounding factors bilaterality, age, and sex (data not shown).

Figure 3 shows the difference of the Web-based test compared with the reference test and with respect to the noninferiority limit. As can be observed, a majority of measurements fall within the noninferiority limit, and almost all measurements fall within the 95% CI. In addition, we summarized the distribution of the differences in refractive outcome by using the Web-based test and manifest refraction. Figure 4 shows the individual refractive error data measured for each patient; note that the 6 patients for whom data were missing are not included in these graphs.
<table>
<thead>
<tr>
<th>Refractive error and visual acuity</th>
<th>Manifest refraction(^a)</th>
<th>Online refraction(^a)</th>
<th>Difference</th>
<th>95% CI</th>
<th>(P) value(^b)</th>
<th>GEE model(^c)</th>
<th>Beta value</th>
<th>(P) value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Emmetropic and myopic eyes (n=104)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power vector (Diopter)(^d)</td>
<td>1.59 (1.50)</td>
<td>1.47 (1.27)</td>
<td>0.12</td>
<td>0.00-0.24</td>
<td>.04</td>
<td>1.11</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>J0 vector (Diopter)</td>
<td>0.09 (0.29)</td>
<td>-0.01 (0.22)</td>
<td>0.10</td>
<td>-0.04-0.15</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>J45 vector (Diopter)</td>
<td>0.01 (0.17)</td>
<td>-0.01 (0.15)</td>
<td>0.00</td>
<td>-0.04 to 0.03</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spherical equivalent (Diopter)</td>
<td>-1.54 (-1.52)</td>
<td>-1.41 (1.31)</td>
<td>0.13</td>
<td>-0.25 to -0.01</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spherical power (Diopter)</td>
<td>-1.31 (1.43)</td>
<td>-1.30 (1.31)</td>
<td>-0.01</td>
<td>-0.13 to 0.10</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cylindrical power (Diopter)</td>
<td>-0.45 (0.51)</td>
<td>-0.23 (0.47)</td>
<td>-0.22</td>
<td>-0.34 to -0.11</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cylindrical axis (degrees)</td>
<td>97 (58)</td>
<td>101 (51)</td>
<td>-4</td>
<td>-24 to 16</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CDVA(^i) log of the minimum angle of resolution(^f)</td>
<td>-0.14 (0.06)</td>
<td>-0.03 (0.18)</td>
<td>-0.11</td>
<td>-0.14 to -0.08</td>
<td>&lt;.001</td>
<td>.08</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>CDVA Snellen(^h,i)</td>
<td>1.38 (0.20)</td>
<td>1.15 (0.35)</td>
<td>0.25</td>
<td>0.18-0.32</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Hyperopic eyes (n=17)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power vector (Diopter)(^d)</td>
<td>0.58 (0.45)</td>
<td>0.33 (0.48)</td>
<td>0.25</td>
<td>0.14-0.37</td>
<td>.001</td>
<td>.84</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>J0 vector (Diopter)</td>
<td>0.03 (0.21)</td>
<td>0.00 (0.14)</td>
<td>0.02</td>
<td>-0.11 to 0.15</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>J45 vector (Diopter)</td>
<td>-0.02 (0.17)</td>
<td>0.03 (0.09)</td>
<td>0.05</td>
<td>-0.15 to 0.05</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spherical equivalent (Diopter)</td>
<td>0.53 (0.44)</td>
<td>0.03 (0.57)</td>
<td>0.50</td>
<td>0.11-0.89</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spherical power (Diopter)</td>
<td>0.71 (0.57)</td>
<td>0.10 (0.58)</td>
<td>0.61</td>
<td>0.16-1.04</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cylindrical power (Diopter)</td>
<td>-0.35 (0.40)</td>
<td>-0.15 (0.29)</td>
<td>-0.21</td>
<td>-0.38 to -0.04</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cylindrical axis (degrees)</td>
<td>53 (50)</td>
<td>46 (40)</td>
<td>8</td>
<td>-72 to 88</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>CDVA log of the minimum angle of resolution(^h)</td>
<td>-0.13 (0.06)</td>
<td>-0.10 (0.11)</td>
<td>-0.03</td>
<td>-0.08 to 0.02</td>
<td>.20</td>
<td>.25</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>CDVA Snellen(^h,i)</td>
<td>1.37 (0.19)</td>
<td>1.29 (0.28)</td>
<td>0.08</td>
<td>-0.06 to 0.21</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Unless otherwise specified, reported as mean (SD).

\(^b\)Paired-sample Student t test was performed for predefined primary and secondary outcome parameters only.

\(^c\)Generalized estimates equation model to statistically correct for the inclusion of 2 eyes of one subject, age, and sex.

\(^d\)Spherical and cylindrical power and axes were translated into vectors using Fourier analysis.

\(^e\)Not applicable.

\(^f\)CDVA: corrected distance visual acuity.

\(^g\)Assessed with either the manifest or Web-based achieved correction.

\(^h\)Snellen, decimal visual acuity.

\(^i\)Statistical tests were performed only on predefined parameters (power vector for refraction and logarithm of the minimum angle of resolution for visual acuity).
Figure 3. The difference between the refractive error measurement of the first (red) and second generation (blue) online refraction test compared to the outcome of the manifest refraction with respect to the non-inferiority limit (green area) and 95% confidence interval (dashed lines).
Correlation between the manifest refraction and online refraction

Overall Visual Acuity Measured Using the Web-Based Refraction Test and Manifest Refraction

Visual acuity improved significantly using the prescription obtained by using the Web-based refraction test, particularly when using the second-generation algorithm. Specifically, the UDVA was 0.66 (SD 0.41) (LogMAR 0.32 [SD 0.40]), and it improved to a CDVA of 1.17±0.34 (LogMAR –0.04 [SD 0.17]; P<.01). Interestingly, we found that CDVA in the hyperopic participants did not differ significantly between the Web-based refraction test (1.29 [SD 0.28], LogMAR –0.10 [SD 0.11]) and the manifest refraction test (1.37 [SD 0.19], LogMAR –0.13 [SD 0.06]; P=.20). This is likely because of the accommodation reflex that corrects residual hyperopic refractive errors [1]. A multivariable Generalized Estimating Equations (GEE) analysis did not reveal any major confounders (Table 2).

For myopic participants, the visual acuity (CDVA) differed significantly between the Web-based refraction test (1.15 [SD 0.35]; LogMAR –0.03 [SD 0.18]) and the manifest refraction test (1.38 [SD 0.19]; LogMAR –0.14 [SD 0.06]; P<.01). Contrary to hyperopia, even a small an uncorrected residual myopic refractive error will negatively influence distance visual acuity [1]. A multivariable GEE analysis revealed that confounding factors influenced this difference, although with a very small effect size, attributable to the second-generation
cohort, harboring relatively more myopic females. Analysis of Web-based test meta-data revealed no clues to a difference in performance of male versus female participants.

The Ability of the Web-Based Refraction Test to Correctly Distinguish Myopia Versus Hyperopia

In nearly every case, the Web-based refraction was able to correctly determine the participant’s refractive error as either myopia or hyperopia, with the exception of 4 cases. A total of 1 case fell within the noninferiority margin, with a difference of 0.25 D, and CDVA was similar for this eye when corrected with either prescription. The other 3 cases differed to a clinically relevant level: −1.125 versus +0.50, +0.125 versus −0.50, and +1.75 versus −1.75 for the Web-based and manifest refraction test, respectively. In 195 of 199 cases (98%) of the Web-based assessments, the signation was correct.

Subgroup Analysis of Participants With Mild Myopia

A majority of eyes in our study were classified as having mild myopia, which is consistent with mild myopia being the most common refractive error in the general population [23]. A subgroup analysis was performed in the eyes, with a refractive error between −3 and 0 D, 91 eyes in total. Using the prescription obtained with the Web-based refraction test, the eyes with mild myopia had a markedly better CDVA compared with the entire group of eyes with myopia (1.22 [SD 0.29]; LogMAR −0.08 [SD 0.11]), with 90% (n=77) of the participants scoring over 1.0. The average difference in refractive error between the 2 tests is now reduced to 0.02 (SD 0.49) D (P=.48), and 80% of the Web-based refraction tests were within SD 0.5 D of the reference test. Notwithstanding, the manifest refraction test yielded a slightly better CDVA (1.39 [SD 0.20]; LogMAR −0.13 [SD 0.06]; P<.01). Outcomes are reported in detail in Table 3. In this subgroup, a GEE multivariable analysis indicated a comparable confounding effect as described earlier regarding the overall outcomes.

Table 3. Refractive error and visual acuity measured in the mildly myopic participants (second-generation algorithm; N=86 eyes).

<table>
<thead>
<tr>
<th>Refractive error and visual acuity</th>
<th>Manifest refractiona</th>
<th>Web-based refractiona</th>
<th>Difference</th>
<th>95% CI</th>
<th>P valueb</th>
<th>GEE modelc Beta value</th>
<th>P valuec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power vector (Dioptr)d</td>
<td>1.04 (0.86)</td>
<td>1.07 (0.96)</td>
<td>0.03</td>
<td>−0.13 to 0.06</td>
<td>.48</td>
<td>.82</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>J0 vector (Dioptr)</td>
<td>0.05 (0.24)</td>
<td>−0.00 (0.23)</td>
<td>0.05</td>
<td>0.00 to 0.10</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>J45 vector (Dioptr)</td>
<td>−0.14 (0.14)</td>
<td>−0.10 (0.16)</td>
<td>−0.04</td>
<td>−0.04 to 0.03</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spherical equivalent (Dioptr)</td>
<td>−0.98 (0.88)</td>
<td>−1.00 (1.00)</td>
<td>0.02</td>
<td>−0.09 to 0.13</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Spherical power (Dioptr)</td>
<td>−0.78 (0.85)</td>
<td>−0.87 (0.96)</td>
<td>0.09</td>
<td>−0.03 to 0.20</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cylindrical power (Dioptr)</td>
<td>−0.38 (0.41)</td>
<td>−0.26 (0.50)</td>
<td>0.12</td>
<td>−0.24 to −0.02</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cylindrical axis (degrees)</td>
<td>101 (59)</td>
<td>105 (50)</td>
<td>4</td>
<td>−27 to 19</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Corrected distance visual acuity logarithm of the minimum angle of resolutione,g,h</td>
<td>−0.14 (0.06)</td>
<td>−0.08 (0.10)</td>
<td>−0.06</td>
<td>−0.09 to −0.04</td>
<td>&lt;.01</td>
<td>.15</td>
<td>.03</td>
</tr>
<tr>
<td>Corrected distance visual acuity Snellen e,g,h</td>
<td>1.39 (0.20)</td>
<td>1.22 (0.29)</td>
<td>0.17</td>
<td>0.11 to 0.23</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aUnless otherwise specified, reported as mean (SD).
bPaired-sample t test performed for predefined primary and secondary outcome parameter only.
cGeneralized Estimates Equation model to statistically correct for the inclusion of 2 eyes of one subject, age, and sex.
dSpherical and cylindrical power and axes were translated in vectors by Fourier analysis.
eAssessed with either the manifest or Web-based achieved correction.
fNot applicable.
gSnellen: decimal visual acuity.
hStatistical tests were performed only on predefined parameters (power vector for refraction and logarithm of the minimum angle of resolution for visual acuity).
Discussion

Principal Findings

In this noninferiority clinical trial, we compared a Web-based tool for measuring refractive error with the current gold standard, the subjective manifest refraction. Our analysis revealed excellent correlations between the 2 tests (ICC 0.92). Thus, we conclude that the Web-based test can be considered noninferior to manifest refraction. Importantly, the Web-based test provided a reliable measure visual acuity, similar to using a traditional wall chart, and visual acuity improved significantly using the prescription obtained by using the Web-based test, particularly among participants with mild myopia. This study provides the necessary validity and safety data for the Web-based eye test offered by Easee.

The Web-based tool measures the eye’s visual acuity and translates this outcome into refractive error, while assuming that any error is caused solely by an uncorrected refractive error. Thus, patients with a vision-limiting eye condition, such as amblyopia, cataract, or a retinal disease, may not necessarily obtain a reliable measure of refractive error by using the Web-based tool. In practice, this effect is mitigated by including a disclaimer for patients who have such an eye condition, although the patients must be aware of having such a condition to heed this disclaimer. It is also important to note that refractive errors in subjects with a high visual acuity or eye conditions that do not limit vision (eg, glaucoma or mild diabetic retinopathy) will likely not be detected by this Web-based test.

Considerations

However, some limitations of the study itself should be taken into consideration. No randomization of the test order was performed and could have impacted our results. Subjects may become tired during the assessments. Although because of the fixed test order, this should have impacted all subject similarly. We consider the learning or training effect during the tests as negligible. The 3 methods of refractive assessment are very different, and randomized projected optotypes were used to assess visual acuity. In addition, subjects were blinded for the outcome to prevent testing bias. Notwithstanding, the observer had access to the test outcomes; thus, an observer bias cannot fully be excluded. The Web-based test has been validated for use in healthy individuals. Further studies should be performed to test the feasibility of using this Web-based tool in children and populations with a higher incidence of eye disease. Another consideration is the role of accommodation during the test, which is defined as a semivoluntary reflex, causing the eye to focus on a nearby object; this reflex can increase the eye’s refractive power and can therefore mask a residual hyperopic refractive error. We found that the Web-based test tended to underestimate a hyperopic refractive error by an average of 0.5 D, which suggests that the accommodation reflex may have played a role in these participants. We consider the manifest refraction test a more powerful tool to measure the full hyperopic refractive error. Nevertheless, undercorrecting a hyperopic refractive error may be preferred over issuing the full-strength prescription, and this can sufficiently alleviate the patient’s visual complaints [24]. All measurements were performed in accordance with ISO standards regarding visual acuity testing, revealing that a fully autonomous algorithm is capable of nearly matching the results obtained by an optometrist, at least in a healthy population. In daily practice, not all refraction assessments are performed by an optometrist, and not all assessments are performed under ideal conditions. Depending on local regulations and customs, a technician or a trained optician may perform the exam. Moreover, an authoritative consumer report revealed that prescriptions issued by eye care professionals can have wide variability [25]. Importantly, although our Web-based refraction test depends on the patient’s input, it has zero variability with respect to interpreting the patient’s responses, and it should provide high test-retest reproducibility. Further research is needed to determine whether the Web-based tool has high inrasubject consistency.

Practical Perspective

The recent increase in digitization has increased the availability and accessibility of the Web-based refraction test, as anyone with a laptop and smartphone can complete the test without the need to visit an eye care professional. Moreover, 2.7 billion people are estimated to have a smartphone in 2019 [26], and approximately 97% of our target patient population—users from 18 to 45 years of age—have a smartphone [27]. The availability of a Web-based refraction fits into the current trend of digitalization, and this provides consumers with more flexibility in planning their eye test. In addition, the Web-based refraction benefits patients in areas with limited access to eye care professionals. Basatwerous et al have convincingly shown that creating a comprehensive digital eye care ecosystem can elevate the overall health in a rural community [28]. The Research in Context panel summarizes current initiatives on remote eye testing. A future perspective is the use of the Easee eye test in a clinical environment with automated data entry in the electronic health record, as well as integration in clinical care, for example, cataract, macular degeneration, and glaucoma patients. The measurements provided by the Web-based refraction test were not subjected to post hoc processing, and these were entered directly into the database for analysis. Despite the high rate of concordance between the Web-based refraction test and the manifest refraction test, the Web-based test was not able to detect all outliers and unusual results. Therefore, additional interpretation of previous prescriptions and remote validation of the data by a qualified optometrist may still be warranted. Importantly, the Web-based refraction test is not designed to fully replace a comprehensive eye exam by a trained eye care professional, and users must comply with the test’s terms and conditions; failure to do so will prompt the advice to visit an eye care professional.

Conclusions

Here, we report that the Easee Web-based test for measuring refractive error provides a safe, valid method for obtaining a corrective prescription in individuals with healthy eyes, particularly patients with mild myopia. Using the prescription obtained with the Web-based test significantly improves visual acuity to a degree similar to the prescription obtained using manifest refraction. Therefore, the Web-based refraction test
provides a user-friendly, easily accessible alternative to the traditional subjective manifest refraction test, although it should not be considered a replacement for a comprehensive eye examination. The Web-based test is CE marked; therefore, it meets the requirements established by the European Union with respect to safety and health.
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Abstract

Background: The widespread adoption of digital health interventions for chronic disease self-management has catalyzed a paradigm shift in the selection of methodologies used to evidence them. Recently, the application of digital health research analytics has emerged as an efficient approach to evaluate these data-rich interventions. However, there is a growing mismatch between the promising evidence base emerging from analytics mediated trials and the complexity of introducing these novel research methods into evaluative practice.

Objective: This study aimed to generate transferable insights into the process of implementing research analytics to evaluate digital health interventions. We sought to answer the following two research questions: (1) how should the service of research analytics be designed to optimize digital health evidence generation? and (2) what are the challenges and opportunities to scale, spread, and sustain this service in evaluative practice?

Methods: We conducted a qualitative multilevel embedded single case study of implementing research analytics in evaluative practice that comprised a review of the policy and regulatory climate in Ontario (macro level), a field study of introducing a digital health analytics platform into evaluative practice (meso level), and interviews with digital health innovators on their perceptions of analytics and evaluation (microlevel).

Results: The practice of research analytics is an efficient and effective means of supporting digital health evidence generation. The introduction of a research analytics platform to evaluate effective engagement with digital health interventions into a busy research lab was ultimately accepted by research staff, became routinized in their evaluative practice, and optimized their existing mechanisms of log data analysis and interpretation. The capacity for research analytics to optimize digital health evaluations is highest when there is (1) a collaborative working relationship between research client and analytics service provider, (2) a data-driven research agenda, (3) a robust data infrastructure with clear documentation of analytic tags, (4) in-house software development expertise, and (5) a collective tolerance for methodological change.
Conclusions: Scientific methods and practices that can facilitate the agile trials needed to iterate and improve digital health interventions warrant continued implementation. The service of research analytics may help to accelerate the pace of digital health evidence generation and build a data-rich research infrastructure that enables continuous learning and evaluation.

*(J Med Internet Res 2019;21(11):e14849) doi:10.2196/14849*
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**Introduction**

**Background**

The widespread adoption of digital health interventions for chronic disease self-management has catalyzed a paradigm shift in the selection of methodologies used to evidence them [1]. This turn toward alternative research designs and methods is predicated on the understanding that traditional approaches to evidence generation cannot keep pace with digital health innovation [2]. Transformative advances to the technological components powering these novel interventions have rapidly changed their capacity to improve health outcomes [3]. As such, they demand agile and iterative evaluations that can continuously measure their effects in real time [4]. To address this methodological challenge and generate timely insights, digital health scholars have operationalized research protocols that capitalize on the unique characteristics of these technology mediated interventions [5-7]. Scholarship on optimizing digital health trials has ranged from leveraging smartphone ubiquity to accelerate research recruitment and informed consent [8], to harnessing sensor capabilities to capture novel clinical endpoints [8], to employing research designs and methods from the engineering sciences that can rapidly yield actionable outcomes [9].

Recently, the application of digital health analytics, defined as “the discovery and communication of patterns in health data,” has emerged as an efficient approach to evaluate digital health interventions [10]. Numerous evaluative endeavors have mined the rich log data generated by users engaging with these inventions and successfully generated evidence of their impact on health outcomes [11]. In turn, the analytic models derived from these efforts have enhanced intervention effects through identifying the mediating behavioral mechanisms that motivate improved outcomes [12-14]. Scholars have also pushed for new theoretical frameworks to guide more systematic log data analyses and support transparent and replicable evidence generation [15]. The aggregation of this research productivity has advanced the scale and spread of research analytics in industry and academic evaluative practice.

In March 2018, our research group sought to contribute a resource to support applying analytic research methods to evaluate digital health interventions. The Analytics Platform to Evaluate Effective Engagement (APEEE) with digital health interventions was developed to facilitate the quantification, analysis, and visualization of research data [16]. The platform provides investigators with the means to characterize the breadth and depth of digital health engagement required to change behaviors and achieve intended health outcomes. With APEEE, investigators are able to collate through large, dense, and dynamic datasets in real time and identify meaningful patterns of digitally mediated behavior change. They can apply this functionality to conduct analytic evaluations and generate timely evidence to optimize intervention effectiveness. A formative evaluation of APEEE showed that digital health researchers perceived the platform to be an acceptable evaluative resource and were satisfied with its design, functionality, and performance [16]. They saw potential in APEEE to accelerate and augment evidence generation and expressed enthusiasm for adopting the platform to support their evaluative practice once fully implemented. However, more implementation research was required to formally evaluate the impact of the platform on digital health evaluative practice.

Although analytic methodologies have shown promise as an alternative approach to evidencing digital health interventions, they have not been without limitations. Trials have been small, research processes are often ad hoc and reactive, and barriers to introducing and sustaining new practices are rarely discussed [17]. Traditional research operations may be slow and cumbersome, but they benefit from a legacy of checks and balances that have been honed to ensure the valid collection of outcome measures [2]. There is currently no equivalent to these standard operating procedures to address analytic issues of missing or erroneous trial data, owing to digital device failure or participant disengagement from these devices [18]. Concerns regarding privacy and data security in digital health care delivery have also extended to digital health research [19]. Aggregating data from multiple sources for the purpose of applying research analytics will require the adoption of standards, raise privacy and ethical concerns, and demand new ways to preserve privacy [20]. Significant time, effort, and resources are required to develop the capacity to conduct data-driven research, particularly to set up the technological infrastructure, and also to train and support both staff and patients in this new practice.

**Objectives**

In short, there is a growing mismatch between the promising evidence base emerging from digital health analytics and the complexity of introducing these novel research methods into evaluative practice. Limited research exists on implementation challenges, notably the policy and regulatory climate required to support new approaches to digital health evidence generation, the practicalities of organizational change to accommodate analytic methodologies, and the personal narratives of digital health innovators who engage in these practices. To address these knowledge gaps, we sought to explore a new implementation of research analytics in a digital health research lab at the Hospital for Sick Children (SickKids) in Toronto, Canada, and draw wider insights on the contextual factors that enable and constrain analytic models of evaluation.
Research

Research Overview

This study aimed to generate transferable insights into the process of implementing research analytics to evaluate digital health interventions.

We sought to answer the following two research questions: (1) how should the service of research analytics be designed to optimize digital health evidence generation and (2) what are the challenges and opportunities to scale, spread, and sustain this service in evaluative practice?

Our objectives were as follows:

1. At the macro level, to review policy and regulatory mandates for evidencing digital health interventions and assess whether research analytics can generate acceptable levels of evidence.

2. At the meso level, to explore the sociotechnical systems and services that enable operationalizing research analytics into evaluative practice.

3. At the micro level, to understand the personal motivations of digital health innovators for applying research analytics to evidence their products.

Study Design

We conducted a qualitative multilevel embedded single case study of implementing digital health research analytics in evaluative practice that comprised a review of the policy and regulatory climate in Ontario (macro level), a field study of APEEE’s introduction into evaluative practice (meso level), and interviews with digital health innovators on their perceptions of analytics and evaluation (micro level). Employing an embedded single case study design allowed us to coalesce multiple levels of mutually shaping contexts that influence a representative case of digital health evidence generation [21]. All embedded units of analysis are summarized in Table 1 and described below.

Table 1. Overview of embedded units of analysis.

<table>
<thead>
<tr>
<th>Embedded units of analysis</th>
<th>Type and nature of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro-level study of the provincial context</td>
<td>Provincial policy and regulatory documents; provincial stakeholder working group field notes and meeting minutes; informal unstructured interviews with 5 senior leaders</td>
</tr>
<tr>
<td>Meso-level study of organizational change</td>
<td>Accounts of 5 research staff involved in conducting digital health evaluations; approximately 20 hours of observations in a digital health research lab; implementation artifacts</td>
</tr>
<tr>
<td>Micro-level study of personal motivations</td>
<td>Formal semistructured interviews with 21 digital health innovators</td>
</tr>
</tbody>
</table>

Data Collection

Macro Level

A broad literature review of recent provincial documents (eg, policies, frameworks, and funding programs) was conducted to assess the current digital health context. We sought to discern strategic interests for evidencing digital health interventions, with a specific interest in identifying barriers and facilitators to implementing analytic research methods. In parallel, between January 2017 and March 2019, we attended 7 working group sessions on sustaining and evaluating digital health innovations hosted as part of Project SPARK, a collaborative partnership between the Ministry of Health and Long-Term Care (MOHLTC), eHealth Ontario, the MaRS Discovery District, and the University Health Network in Toronto, Canada [22,23]. This partnership was formed to bring together thought leaders who shared a common vision to stimulate consumer digital health innovation in Ontario. Approximately 10 to 15 stakeholders across partnership organizations were present at each meeting. Topics discussed included the challenge of sustaining and evaluating digital health applications that were connected to provincial health assets (eg, Ontario Laboratories Information System and Digital Health Drug Repository). Field notes and meeting minutes were retained for analysis. Finally, we conducted informal unstructured interviews with a convenience sample of 5 senior leaders from academic (n=3) and industry (n=2) organizations to seek corroboration and clarification on the policy and regulatory directives identified in our literature review. These interviews were not audiotaped in accordance with informant preferences, but we obtained verbal consent to record interview notes for analysis.

Meso Level

To gain a real-world understanding of how to introduce digital health research analytics into evaluative practice, we conducted a 6-month field study of APEEE’S inaugural implementation in the Improving Outcomes in Child Health through Technology (iOUCH) lab at SickKids. The iOUCH lab aims to improve the lives of children and adolescents through the use of innovative information and communication technologies [24]. The research group comprises a principal investigator, a PhD-prepared associate, numerous managers, coordinators, and analysts, and a rotating roster of students and fellows, for a total of over 20 research staff. The group conducts research to conceptualize, design, and evidence digital health interventions and outsources the development of the interventions to external research groups or software development studios. This field study follows the preliminary work conducted by our research group to design and develop APEEE and connect it to iCanCope, a smartphone-based pain self-management program tailored for young people aged 12 to 25 years with chronic pain [25]. The app prompts them to check in every day and report their symptoms, set goals to improve their pain and function, read about pain coping strategies, and get social support from other young people living with chronic pain. iCanCope was conceived by the iOUCH lab, with our research group as the development partner [26]. The app also served as a use case to inform APEEE’s product specifications during the design and
development of the platform [16]. This existing partnership and history of research collaboration provided a primed setting for us to study the reality of setting up and delivering the service of research analytics in a digital health research lab.

We aimed to map the network of people, tasks, and organizational routines that were required to support APEEE and the changes in these interactions and interdependencies over time. This sociotechnical approach was operationalized through conducting 5 half-day observation sessions with 5 research staff (ie, 1 associate, 1 manager, 1 coordinator, and 2 analysts) who worked on the iCanCope project. We observed staff engaging in their daily routines throughout the course of the study to capture changes in evaluative practice. Field notes were recorded during each observation session for analysis. We supplemented these observation sessions through conducting 30-min interviews with all 5 staff members at the start and end of the field study. A semistructured interview script was used to elicit expectations for how APEEE might change practice and, consequently, whether these changes occurred as expected. In addition to the abovementioned research activities, we were in a unique position to be responsible for supporting the introduction of APEEE into the iOUCH lab and the subsequent maintenance of the service. In our role as the APEEE product team, we conducted training sessions, made ad hoc changes and updates to the platform, drafted guidance documentation, and provided ongoing client support. This environment allowed us to experience a vendor-client relationship and react to real implementation challenges. Through this study, we were able to study the process of implementing APEEE in ethnographic detail and catalog the services and artifacts that were produced, both planned and improvised.

**Micro Level**

We approached 33 digital health innovators to participate in a 30- to 45-min audiotaped semistructured interview on their perceptions of digital health evaluation and analytics. A purposive sampling method was employed where innovators who were known to the research team were invited to participate in this research. We also sought maximum variation in innovator sector, occupation, and rank to capture a broad range of contexts and motivations.

The following criteria were applied to purposefully select digital health innovators for inclusion in this study:

1. Adults aged 18 years or older
2. Conversant in English
3. Identified by the research team as a digital health innovator (we define a digital health innovator as both academic and industry professionals who are involved in the design, development, and evaluation of digital health interventions; this includes scientists, clinicians, project managers, research coordinators, chief executive officers, chief technical officers, statisticians, developers, designers, data architects, and other relevant positions)
4. Previous or current involvement on a digital health project
5. Interest in evaluating the impact of a digital health intervention

All identified innovators were first contacted through a study recruitment email sent by the lead researcher. This email contained a brief description of the study objectives as well as a succinct summary of study activities and considerations (eg, data privacy and confidential quotes from any transcripts). If innovators expressed interest in joining the study, they were scheduled for an interview. Consent was obtained verbally and audiotaped before the start of the interview. Participants were not compensated for their involvement in this research. Ethics approval for this study was obtained from the University of Toronto Research Ethics Board (reference number 00035682).

**Data Analysis**

**Analytical Framework**

Our analysis drew from Greenhalgh et al’s diffusion of innovations model to characterize the complexity of innovating digital health evaluative practice [27]. This theoretical model has been widely used to study the scale and spread of health innovations into organizational practice. We were motivated by Greenhalgh et al’s own use of this model in a case study exploring the introduction of shared electronic patient records (EPR) into care sites in the United Kingdom [28]. Although EPRs may be specific to health care settings, the data sharing mechanisms that power them are context-agnostic. The access that EPRs provide to clinical data networks is comparable with the access that analytic resources provide to research data repositories. As such, the diffusion of innovations model allowed us to explain and interpret (1) the complexity of implementing digital health research analytics in evaluative practice; (2) the dynamic nature of the implementation process; and (3) the shifting political, organizational, and technological context over time. We also heavily referenced Greenhalgh et al’s work on the real-world implementation of video outpatient consultations in UK clinical practices to structure our research according to macro, meso, and micro levels of analysis and produce a cohesive story of how the digital health research system reacts to methodological change [29].

**Process**

Our efforts to map the sociotechnical digital health research system provided detailed data on the challenges of operationalizing research analytics and the workarounds to overcome them. We amassed data on issues related to the technology, the research environment, administrative processes, and data privacy and governance. This research generated various types of qualitative data (ie, documents, field notes, and interview transcripts), which we analyzed separately using the directed content analysis approach [30]. With Greenhalgh et al’s diffusion of innovations model as our conceptual anchor, we identified key components from the model to serve as initial coding categories [27]. We developed operational definitions for all relevant components of the model, assigned a code to each component, and then sorted through our data to identify themes and phrases that could be organized under our theory-informed codes. We used first-order codes to categorize our data (eg, attributes of the technology as an innovation and organizational antecedents for innovation), with second-order codes fleshing these out in greater detail (eg, under organizational antecedents for innovation were subcategories
of relative advantage and organizational slack, among others). Once coding was completed, we thematically analyzed within and across the three embedded units of analysis to detail the reconfiguration of organizational routines that accompanied the introduction of research analytics. This thematic investigation allowed us to surface the tensions between current research as usual and new ways of conducting digital health research facilitated by analytics. Our findings are reported in a narrative case format [31,32], with direct quotes and attributions embedded into the text (e.g., P1) to convey the style and intent through which participants expressed their thoughts and experiences [33].

**Results**

**Macro-Level Findings**

Currently, there is a strong policy push in Ontario to build digital health capacity. This agenda was initiated in February 2015 by the MOHLTC with the launch of their *Patients First: Action Plan for Health Care* [34]. Designed to “put people and patients first by improving their health care experience and their health outcomes,” the plan outlined four key objectives to place the patient at the center of the health care system and shift care from hospital to home: (1) provide faster access to care, (2) deliver connected care in the community, (3) keep patients informed to facilitate their health decisions, and (4) protect the public health care system through sustainable policy practices. In support of this proposed health system transformation, the *Patients First: Digital Health Strategy* was published in November 2016 to “advance modern, integrated, patient-centred care” [35]. During his keynote presentation at the 2016 Canada Health Infoway Partnership Conference on the strategy, Deputy Minister Robert Bell reflected that achieving public *Patients First* commitments would require “three building blocks of digital health: strategy, governance, and information management” [35]. This foundation was conjectured to enhance access to health information and services, strengthen health care quality, and stimulate economic growth.

Central to these tenets was the belief that digital health represented positive innovation to the health care system and thus warranted building out infrastructure to modernize existing practices. Of the 7 “guiding principles for digital health” laid out in the digital health strategy, the *Digital First* philosophy was notable in its recommendation that all new and existing programs should be assessed by asking, “how can we do it with digital health?” This enthusiasm was echoed in two major reports commissioned by the Government of Ontario to assess the value of its digital health assets: the Ontario Health Innovation Council and the Advisory Council on Government Assets submitted reports that lauded the potential for the digitalization of Ontario’s health care system to generate “significant and ongoing value and opportunities for patients and families, providers, and the economy” [36,37]. These reports were widely endorsed by industry, academic, and professional organizations across Ontario [38-40]. They consequently led to the creation of numerous strategic digital health funding programs, notably the 4-year Can $20-million Health Technologies Fund to support the early evaluation, procurement, and adoption of innovative technologies into the provincial health care system. In January 2017, the MOHLTC developed the 10-point *Digital Health Action Plan* to operationalize its Digital Health Strategy [41]. Both consumer-facing and health system-facing initiatives were identified, and a Digital Health Scorecard was introduced to measure success against quantitative key performance indicators, some of which were ambitious in scope. For example, the scorecard mandated that the number of patients who used a digital health intervention annually should go from 4600 in 2017 to 100,000 in 2021. It was unclear how baseline and projected figures were estimated, what measurement mechanism would capture this growth, or what would happen if performance indicators were not met.

We did not find any provincial policies specifically related to evidencing digital health interventions. The paucity of guidelines or frameworks on acceptable evidence for digital health care technologies made it difficult for us to discern whether analytic research methods were up to standard. Although most of the policy documents we reviewed referred to digital health innovations as being “effective,” “efficient,” “beneficial,” and poised to deliver “value…in areas such as health outcomes, cost avoidance, and jobs” [37], there was no mention of the methods used to evaluate these attributes. However, this hype did not go unquestioned, as concerns were raised by provincial-level stakeholders and documents regarding the effect of health technologies on patient safety and quality of care [36]. Informants noted that there were no systems in place to measure and evaluate the value of these innovations on health outcomes, cost avoidance, and job creation. These apprehensions were primarily assuaged through assurances that a “culture of innovation” led by strong leadership across all levels of the health care system and supported by effective change management would succeed in promoting the adoption of “beneficial health technologies” [42].

Indeed, policy makers saw greater value in brokering partnerships between technology companies and evaluation experts to evidence digital health technologies, in lieu of releasing evidence standards to support building internal evaluation capacity. This belief was operationalized through the launch of two provincial funding programs dedicated to the evaluation of digital health technologies. From 2016 to 2018, 26 digital health technologies were funded a total of Can $10.4 million through the Health Technologies Fund [43]. To qualify for funding, applicants were required to assemble a team comprising a public health service provider organization, a community-based association or advocacy group, a for-profit health technology business, and an established evaluation provider. Teams were not required to use a particular research design or meet a predetermined threshold of evidence. Rather, evaluating a digital health technology served as a strategic means to a specific end goal: the procurement of this technology into the Ontario health care system. In contrast, the province’s decision in October 2017 to allocate Can $1 million in funding for a new Center of Excellence (COE) in Digital Health Benefits Evaluation reflected the renewed value of evidence as a stand-alone policy lever [44,45]. The COE’s mandate was to form a consortium of evaluation partners who would be responsible for conducting the majority of the province’s digital...
health evaluations and generating “responsive, timely, rapid, robust, high quality evaluations of both innovative and mature digital health assets and digital health technologies” [44]. This call marked the first instance of the province specifying the need for evaluations that could keep pace with the digital health technologies under study. Support for both these initiatives has been mixed; provincial stakeholders endorsed their potential to standardize approaches to digital health evaluation, whereas industry informants expressed reservations that few innovators would manage to secure the partnerships required to qualify for this increasingly exclusive evaluation expertise.

Although provincial policy makers have taken a permissive stance on digital health evidence generation, the federal regulatory bodies that govern these technologies have been more prescriptive. In January 2019, Health Canada released a draft guidance document on the regulation of Software as a Medical Device [46], which sought to classify medical software as meeting the definition of a medical device under the Food and Drugs Act [47], thereby requiring compliance to the Medical Device Regulations [48]. Health Canada also issued a notice of intent to strengthen the postmarket surveillance risk management of class II to IV medical devices [49] and cited the increased availability of real-world data and evidence generated by devices as rationale for this change [50]. The agency intends to propose a series of significant changes to the Medical Device Regulations by Fall 2020, notably providing the Minister of Health with the authority to request (1) analytical issue reports from a medical device manufacturer on suspicion of a safety concern and (2) annual reports on medical device performance on safety and effectiveness targets [49]. The adoption of analytics as a mechanism to enforce regulatory compliance is significant in its recognition of log data as a valid measure to inform product safety and effectiveness. This enhanced use of real-world evidence throughout the product life cycle was well received by provincial-level stakeholders, who perceive this approach to be aligned with the Digital Health Strategy’s mandate for “increased transparency to guide governance decisions” [35].

Our industry informants were less enthused about potentially having to disclose proprietary information regarding their product’s market performance. They also expressed concerns about the potential for increased transparency to guide governance decisions: “It’s all about business confidentiality,” (P6) and “increased transparency to guide governance decisions” (P9). However, our informants expressed reservations that few innovators would manage to secure the partnerships required to qualify for this increasingly exclusive evaluation expertise.

Meso-Level Findings

The inaugural implementation of APEEE in the iOUCH lab was characterized by periods of organizational acclimation with intermittent technological iteration. Despite the fact that the research group had been previously engaged in the design and development of the platform and informed its inaugural connection to iCanCope [16], implementation proved far more complex and challenging than anticipated. Our approach to introducing the platform into evaluative practice was highly coordinated: we established a small team to manage operations, conducted (1) one 2-hour on-site training session with 3 research staff and (2) two 1-hour video training sessions with 2 research staff to instruct them on APEEE features and functionality, opened a support channel on the Slack collaboration tool to facilitate ongoing communication, and provided staff with guidance documents (eg, product manual, data dictionary, and frequently asked questions content) to reference throughout the 6-month trial period. From October 2018 to March 2019, 5 members of the iOUCH research group were able to access APEEE through individual accounts and execute real-time queries across 2.5 years’ worth of iCanCope engagement data.

Before APEEE’s introduction into the iOUCH lab, there were signs that the research group was interested in exploring alternative methods of digital health evaluation. Much of the research conducted on iCanCope used the randomized controlled trial (RCT) design to generate evidence of clinical efficacy [51]. In their prestudy interviews, research staff disclosed that while they recognized the importance of definitive trials, they also saw value in conducting “quick tests” (P4) to optimize app performance and improve participant engagement. As such, staff were keen to trial novel research methods that would enable them to move away from “business as usual” (P14) and address research questions that their RCTs were not designed to answer. APEEE’s compatibility with these emerging organizational values lowered barriers to adoption but also raised expectations for the platform’s capacity to transform existing practices.

Overall, our analysis identified a small number of policy and regulatory programs with a minor focus on digital health evidence generation, supported through pockets of provincial funding. Provincial-level stakeholders and documents agree in principle that digital health interventions should be supported by a robust body of evidence to warrant public funding. However, the lack of a definitive guidance on what constitutes good evidence puts onus on digital health innovators to self-assess the evaluative approach that will yield the greatest return on investment, or to apply for provincial funding schemes that will pair them with an academic evaluation partner. This emerging shift toward a small number of academic groups conducting a large proportion of the province’s digital health evaluations presents an opportunity for the academic sector to drive the provincial digital health research agenda. Although the adoption of research analytics by this sector would rapidly scale this methodology in evaluative practice, the need for sustained funding to maintain the data infrastructure required to operationalize analytic methods is likely to be a significant barrier to provincial rollout.
staff members found the process to be “so overwhelming” (P14) and “unsustainable” (P13) given the increasing volume of participants to be enrolled into trials of iCanCope. Overall, staff lamented the “tedious” (P2) and “time-consuming” (P1) effort required to answer “basic questions” (P13), and obtain a “quick snapshot” (P2) of study status and performance. Thus, they saw APEEE as a welcome change to existing processes and stated at their exit interview that they would recommend “anyone doing research on apps like iCanCope to have access to APEEE” (P9).

One key attribute of APEEE that eased its acceptance and adoption by research staff was the degree to which the platform could be customized according to staff roles. As part of the service of delivering APEEE, we embedded a needs assessment into our prestudy interview with staff. We were consequently able to build out custom dashboards and visualizations with these needs in mind. Figure 1 presents an APEEE dashboard designed for a research assistant whose primary task is to make weekly calls to study participants and encourage them to engage with iCanCope. This dashboard has focused content: only 4 analytic indicators are displayed, and the sidebar has minimal features. Figure 2 presents an APEEE dashboard for a research coordinator who manages multiple streams of research activity, from monitoring participant recruitment and adherence to the study protocol to conducting statistical analyses across study outcomes. In contrast, this dashboard covers a breadth of analytic indicators (only 10 are visible but 12 additional indicators can be viewed through scrolling down the dashboard), allows access to more features, and also has data export functionality to support offline work and interoperability with other analytic resources. Staff responded positively to the adaptable nature of the platform and took advantage of this capacity for customization through making numerous requests to “tweak” (P9) existing dashboards or build new ones to support different research tasks.

Figure 1. Screenshot of the Analytics Platform to Evaluate Effective Engagement research assistant dashboard.
Although these requests were initially perceived by our research team as a sign of implementation success, it was only after fulfilling them that we noticed iOUCH research staff were asking for visualizations that they did not actually use. During our on-site observation sessions, staff almost always accessed the same two analytic indicators: (1) a data table of participants who had checked into iCanCope alongside the number of check-ins they had completed and the date of completion, and (2) a metric of the number of active users, defined as users who had generated any log data. This behavior was highlighted toward the end of the field study when our internal server unexpectedly reached a log data storage limit, forcing our research team to create lite versions of all APEEE dashboards with a subset of analytic indicators to maintain performance. When asked in their poststudy interview whether only having access to a limited number of indicators had affected the utility of the platform, staff commented that they “hadn’t even noticed a difference” (P2). The majority of indicators that had been made available to them were “interesting” (P13) and “nice to have” (P1), but ultimately did not change or improve their daily practices. However, they elaborated that had APEEE been taken down completely, this would have significantly impeded the data extraction and analysis routines that had been established around the platform.

Several characteristics of the iOUCH lab and its evaluative practice may have served as organizational antecedents for research innovation. APEEE’s introduction into the lab was championed by senior investigators who directed the research agenda and had good managerial relations with research staff. They were able to convince staff that the platform—and research analytics more broadly—was synergistic with existing projects and would facilitate research processes. In terms of staff competence, we noted a high absorptive capacity for new knowledge, defined by Greenhalgh et al as “a combination of formal expertise, informal organizational know-how, technical infrastructure, and relevant interpersonal networks” [28]. Finally, there was sufficient organizational slack within the lab, defined by Greenhalgh et al as “spare time, money, or expertise that can be channeled into new projects” [28], for staff to bear the onboarding process and develop confidence in using APEEE.

Unfortunately, this organizational slack did not extend to methodological slack, which we define as the capacity to pursue study designs and methods that significantly deviate from current research practice. Despite high interest and intention for APEEE to change evaluative practice, the iOUCH lab was ultimately bound by the commitments they had made to evidence their apps using RCTs. We observed the group discovering through APEEE that users were not adhering to the study protocol (ie, not using the app to report their symptoms once a day, every day, for 56 days) and also failing to use certain app features and functionality. However, staff had no bandwidth to react to these analytic insights, given the methodological rigidity of the RCT design to maintain internal validity [52]. This tension played out in surprising ways, the most notable being that staff eventually realized the limitations of applying APEEE to effect methodological change within an RCT-locked environment, yet still spoke highly of future opportunities beyond the field study to conduct data-driven trials. It is worth noting that toward the end of the field study, the lab had started drafting a secondary analysis of their RCT data comprising subgroups identified through APEEE and more broadly exploring alternative research designs (eg, sequential multiple assignment randomized trials and real-world observational studies) to maximize platform utility [53].

A critical factor that both enabled and constrained APEEE’s capacity to effect methodological change in the iOUCH lab was the underlying iCanCope data model. Before APEEE’s connection to iCanCope, there was no working hypothesis or data analysis plan to characterize the relationship between engagement and health outcomes. As a result, the set of analytic...
tags built out to log events and generate data for ingestion into APEEE did not capture the full breadth and depth of interactions that could have denoted effective engagement with the app, defined as “sufficient engagement to achieve intended outcomes” [54]. Furthermore, the structure and nomenclature of the tags themselves made it difficult to visualize the desired analytic indicators on APEEE, given the specific requirements of the platform. This architectural incompatibility allowed us to grasp the interdependencies between the data going into APEEE and the insights coming out. From this, we identified the need to expand the service of APEEE to include consultations with groups on (1) the research questions they want the platform to help them answer, (2) the parameters of their current data model and analytic tags to answer select questions, and (3) the amendments or additions to their data infrastructure required to answer all questions—to be done by their development team or our own.

Our findings suggest that the capacity for research analytics to optimize digital health evaluations is highest when there is (1) a collaborative working relationship between research client and analytics service provider, (2) a data-driven research agenda, (3) a robust data infrastructure with clear documentation of analytic tags, (4) in-house software development expertise, and (5) a collective tolerance for methodological change. Although these success factors are not listed in any particular order, we wish to emphasize the significance of establishing trust when introducing research analytics into evaluative practice. When asked to specify facilitators of APEEE’s introduction into the iOUCH lab, research staff unanimously cited the support provided by our research team as a determinant of success. They espoused the process of implementing APEEE—meeting to review the iCanCope data model and select appropriate analytic indicators, co-designing and iterating on dashboard design and content, engaging in meaningful dialog about analytic insights—as being more valuable than the product itself. This response supports our intent to position the platform as the technical hard core of a proposed research analytics service, with a suite of adaptable evaluation services forming the soft periphery [55,56]. Multimedia Appendix 1 presents our preliminary service blueprint of this research analytics service, which draws together the human and technical interactions and interdependencies required to implement this service in evaluative practice.

**Microlevel Findings**

A total of 21 digital health innovators agreed to be interviewed for this research; reasons for denying the request included lack of availability (n=9) and professed lack of knowledge on analytics and evaluation (n=3). On average, innovators were young, male, educated, and worked in academia on mobile-based digital health interventions. Table 2 details their demographic characteristics, and Multimedia Appendix 2 presents the semistructured interview script.

In all the interviews we conducted, regardless of sector, role, or rank, innovators were able to clearly communicate the problem or unmet need that their product aimed to address. They provided empathetic and nuanced descriptions of how chronic diseases “totally change the way people go about their everyday lives” (P7) and were able to explain complex clinical concepts (eg, prostate-specific antigen nadir, and etiology of heart failure) without formal medical training. Innovators were “excited” (P10), “proud” (P12), and “satisfied” (P17) to work on projects that “made a real difference” (P6) and were “on the cutting edge of health care” (P8). When asked to describe how their product aimed to solve the problem they had identified, most innovators referenced a conceptual or logic model that delineated the solution. These innovators also provided measured estimates of their product’s potential effect on health outcomes, often adding caveats that more “research” (P19), “users” (P16), or “time” (P3) was required to validate claims. In contrast, a small number of innovators found it difficult to convey the mechanisms of change that their product would facilitate to improve health outcomes. They also held ambitious beliefs of their product’s capacity to positively impact health and well-being. When probed to substantiate the rationale supporting these beliefs, innovators were hesitant to elaborate and defaulted to reiterating product features and functionality.

Overall, innovators were able to communicate the ideal or intended user journey for their products with ease and were confident in their assessment of what constituted effective engagement with their product. All innovators defined effective engagement quantitatively (ie, amount, duration, breadth, or depth of intervention usage); some identified a single event that was critical to users deriving any benefit, whereas others listed a series of sequential events. We noted a shared prioritization on events that involved capturing data, for example, entering blood glucose readings or logging asthma exacerbations. When asked whether users were effectively engaging with products as intended, half of all innovators disclosed that they were “not sure” or “needed to check.” The other half said yes; however, only 5 innovators referenced formative research or definitive trials to support their claims.
Table 2. Demographic characteristics of digital health innovators.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), range</td>
<td>22-45</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.4 (5.3)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>29 (4)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (38)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Graduate</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>4 (19)</td>
</tr>
<tr>
<td><strong>Sector, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Academic</td>
<td>18 (86)</td>
</tr>
<tr>
<td>Industry</td>
<td>3 (14)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Research coordinator</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Research analyst</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Designer</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Developer</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Manager</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Director</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Product owner</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Research associate</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Innovation platform, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Web</td>
<td>8 (38)</td>
</tr>
<tr>
<td><strong>Clinical focus of innovation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Well-being</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Heart failure</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Chronic pain</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Juvenile idiopathic arthritis</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Mental health</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Sickle cell disease</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Asthma</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1 (5)</td>
</tr>
</tbody>
</table>

Of the 21 innovators interviewed for this research, every single one included the word *data* in their definition of analytics. Innovators broadly defined the practice of analytics as the collection, aggregation, or visualization of data to generate actionable insights. They sought to differentiate “raw data” (P11) from analytics, which they saw as “data with meaning” (P7) that could be used to “understand the current state of a product and predict how people might use it in the future” (P15). They also endorsed the notion that “data never lies” (P5) and consequently perceived analytics to be a valid source of information to “help with big decisions” (P17). Innovators intuitively considered analytics to be a quality improvement or project management initiative and did not mention its application in evaluative practice. They valued the opportunity provided by analytics to “sanity check design and development assumptions” (P18) and “get to know users better” (P4), with a final aim of translating this knowledge into product specifications. They also emphasized an expectation that analytic insights be generated in real time and visualized in a way “that didn’t take much time to read through and understand” (P11).
Almost all innovators referenced the Google Analytics platform when describing their familiarity with analytics in practice; some even initiated their definition of analytics with mention of the platform. Interestingly, of those 19 innovators, only 4 had ever personally used the platform and found it to have a “steep learning curve” (P4), “really confusing to use” (P10), and “totally impossible to segment users into useful subgroups for analysis” (P21).

Despite these challenging experiences with Google Analytics and an overall lack of experience with analytics across the group, innovators unanimously expressed interest in applying research analytics to evidence their products. They also shared similar preferences for how analytic insights should be presented, namely through a dashboard interface with dynamic widgets containing aggregate-level analytic indicators. However, there were striking sectoral differences in the quality of evidence innovators believed research analytics could generate, as well as its intended use. Industry innovators espoused the opportunity for analytics-enabled research to “replace trials” (P20) and “generate real-world evidence” (P18) to support procurement efforts and improve market valuation. They disclosed that they were already collecting usage logs and patient-reported outcomes but lacked a resource to collate these data and interpret insights. In contrast, academic innovators saw value in conducting research analytics to inform subgroup analyses for a definitive trial or to generate quantitative data to complement qualitative research. As a stand-alone source of evidence, there was consensus among academic innovators that analytic insights placed “near the bottom of the evidence pyramid” (P2) and were insufficient on their own to demonstrate efficacy [57]. However, academic innovators saw value in research analytics as a part of a broader “data-driven research agenda” (P1), and affirmed that applying analytic insights to optimize digital health interventions might help them to “survive definitive trials and demonstrate efficacy” (P9). Other areas of application proposed by the group included (1) monitoring the status of multisite studies to ensure standardized study protocol execution; (2) conducting A/B testing on product features and functionality to “test out behavioural hunches” (P15); (3) identifying “dying or dead” (P19) intervention components that had limited effects on outcomes; and (4) informing strategies to promote adherence and prevent disengagement from both the study and the product.

Although innovators were encouraged by the proposed benefits of research analytics, they also acknowledged numerous barriers to using analytic insights in practice. Executive-level innovators divulged that they often made decisions based on “intuition” (P21) or “gut feeling” (P15), and were unsure of how they would react to data that conflicted with their convictions. All three developers raised issues of personal health information being “random and unpredictable ways” (P10), and thus, the data they generated might not be reflective of their self-care intentions. Others indicated that they would need to be certain of log data quality, specifically “data accuracy and comprehensiveness” (P9), before using analytic insights to inform decision making.

**Discussion**

**Principal Findings**

This study illustrates the complexity of implementing research analytics in evaluative practice to evidence a digital health intervention, taking into account the political, organizational, and personal contexts that influence methodological change. Our findings confirm that the practice of research analytics is an efficient and effective means of supporting digital health evidence generation. The introduction of an APEEE with digital health interventions into a busy research lab was ultimately accepted by the research staff, routinized in their evaluative practice, and optimized their existing mechanisms of log data analysis and interpretation. By the end of the 6-month field study, the research group had arranged to sustain this innovation past the field study period to support future digital health evaluations. Although these findings suggest that research analytics may be integral to modernizing digital health research models, the process of effecting methodological change was not trivial. Despite emerging policy and regulatory interest in digital health evaluation and a primed research organization with engaged staff, establishing a new model of digital health evaluation was challenging. The difficulties of changing evaluative practice to accommodate analytic methodologies were largely attributable to (1) a discrepancy between perceived analytic wants and actual analytic needs when conducting digital health evaluations, (2) a nascent data infrastructure that was not architected to generate robust analytic insights, and (3) a lack of methodological slack to trial data-driven study designs and methods.

The emergence of methodological slack as a distinct system antecedent for digital health research innovation is significant in its recognition of the tangible constraints imposed by positivist research paradigms and traditional models of scientific inquiry [58]. Although digital health innovations are increasingly recognized as complex interventions that deliver care within complex health systems [59], conventional approaches to evidencing them remain wedded to definitive trials that assume linear causality and control for complexity [60]. This theoretical orientation comes at a cost, namely, the incapacity to adopt data-driven research designs and methods that are dynamic in process and assume emergent causality. We posit that a lack of methodological slack is similar to the phenomenon of paradigm paralysis, which is defined as “the inability or refusal to shift worldviews and see beyond current theoretical models of thinking” and acknowledged as a “block to creativity, innovation, and change” [61]. From our exploration of macro- and microlevel contexts that influence digital health evidence generation, we offer two factors that may be perpetuating this positivist bias: (1) the role of federal funding agencies in directing the provincial digital health research agenda and (2) the assessment of log data and analytic insights as a weaker form of scientific evidence. Although there are sparse pockets of provincial funding earmarked for digital health evidence generation, the majority
of this research is federally funded through the Canadian Institutes of Health Research (CIHR). As the leading federal agency responsible for funding health and medical research in Canada, CIHR directs the provincial digital health research agenda through releasing strategic funding calls that target key areas of research. Funding calls are often prescriptive on methodological approach, for example, a recent call for “applications focused on the development, integration and evaluation of electronic health innovations…to optimize the outcomes of patients experiencing transitions in care” required the use of a “pragmatic randomized clinical trial methodology” and provided a list of suggested trial designs [62]. These directives illustrate a significant criticism of CIHR: that it is “positivist in orientation” and designed to fund “short-term, hypothesis-driven evaluative studies” [63]. As a consequence, research groups such as iUCH are incentivized to conduct definitive trials, even if such trials may not suit the immaturity of the intervention and are less likely to demonstrate success.

In recent years, CIHR has developed its mandate to be more inclusive of alternative research paradigms. The agency acknowledges that “publicly-funded research is problem-driven, and the nature of science itself has changed with the move from positivist linear explanations to complex systems-based research and explanatory models” [64]. To operationalize this mandate and “change the paradigm of how research is rewarded,” CIHR launched the Innovative Clinical Trials (iCT) Initiative in 2016 with an annual budget of Can $11.7 million to “support the development and adoption of innovative and cost-effective trial methodologies” that are “alternative to traditional RCTs” and aim to “reduce the cost of conducting trials, reduce the amount of time needed to answer research questions, increase the relevance of research findings to patients, health care providers and policy makers…and maximize the use of existing knowledge and data” [65]. Examples of iCT designs provided by CIHR include adaptive, n-of-1, registry, and observational trials [65]. A total of 3 years on from the first iCT funding call, evidence of the initiative’s impact on shifting research programs to include innovative research methodologies was demonstrated during our research timeframe: in March 2019, the iUCH lab was awarded an iCT Catalyst Grant to conduct a multiple baseline study of iCanCope, which will include the use of APEEE to monitor weekly outcomes data and establish stable baselines [53]. Moreover, of the 20 catalyst grants that have been awarded since 2016, 4 have funded innovative trials of digital health interventions and 2 have specifically funded data-driven optimization trials, which we contend are the most ideal study designs to support through research analytics [66]. This progress suggests that strategic federal funding initiatives such as iCT are an effective policy lever for promoting acceptance and application of analytics-enabled research to optimize digital health evidence generation.

Our interviews with digital health innovators revealed a reluctance to adopt research analytics as a method of evidence generation owing to a lack of trust in the log data quality powering analytic insights. This unease was more pronounced in academic innovators than their industry counterparts and manifested itself in the limited degree to which this sector was willing to consider analytic insights as a viable outcome measure to demonstrate efficacy. This finding builds on a burgeoning body of literature highlighting the use of flawed, uncertain, proximate, and sparse (FUPS) data to inform research and care [67]. From our findings, we posit that log data generated from users engaging with digital health interventions fit the criteria for FUPS data. Engagement log data may be flawed, due to missing data or erroneously logged events; uncertain, due to differences in how data are behaviorally conceptualized along an engagement continuum; proximate, in that analytic indicators of engagement indicate that users may be engaging effectively with a digital health intervention but do not definitively confirm a relationship between engagement and intended outcomes; and sparse, in that a low volume of events within key subgroups due to disengagement and attrition may limit the possibility of statistical inference. In their case study of a large-scale FUPS dataset of child mental health outcomes following contact with specialist mental health services in the United Kingdom, Wolpert and Rutter opine that clinical researchers are heavily influenced by the paradigm of evidence-based medicine and trained to interrogate data by its ranking on the evidence hierarchy [68]. As a result, they may be predisposed to criticize or dismiss FUPS data, particularly if such data challenge strongly held convictions or interests. The authors further note that FUPS data are often used in charged and contested contexts where conclusions drawn from them have significant implications; careful thought must be given to how these data are weighted for decision making.

In the context of digital health evidence generation, we acknowledge that the practice of research analytics may be compromised by the FUPS nature of digital health log data. However, we also acknowledge the harsh realities of the current digital health research landscape, namely the paucity of evidence-based digital health interventions currently available to consumers and the “data-poor” approaches to evidencing them that cannot keep pace with technologic change [4]. At a time of unsustainable growth in the burden and cost of chronic disease management [69], the promise of digital health to transform care has not been delivered. We contend that a new standard of digital health evidence that is proportionate to the risk of the intervention and the magnitude of the decision being made will allow for the consideration of log data as a valid data source to optimize interventions and improve decisions. To safeguard against drawing misleading conclusions, we recommend that digital health innovators adhere to three key principles proposed by Wolpert and Rutter for analyzing FUPS data: (1) be honest and upfront about the limitations of log data to produce causal inferences, (2) be transparent in the statistical analyses used to derive analytic indicators, and (3) triangulate analytic insights with other information [68]. In doing so, these data can support meaningful dialogue between key stakeholders, including policy makers, regulators, innovators, and users, in relation to the impact of digital health innovations on health and care.

**Strengths and Limitations**

Through this research, we were able to comprehensively study and document the implementation of research analytics in digital health evaluative practice. Working with front-line and senior research staff, we developed standard operating procedures,
technical guidance documents, and research protocols for setting up and running a research analytics practice. We collected rich qualitative data across macro, meso, and micro contexts to characterize the complexity of designing and implementing the service of research analytics, and identified the barriers and facilitators to scale, spread, and sustain this service in Ontario. We were able to operationalize this service and gain detailed insights into organizational routines and how these changed with the provision of APEEE. A trial phase of APEEE continues within the iOUCH lab, and further work is ongoing to extend the service to other research groups and evaluation settings.

The findings of our research must be viewed in light of their limitations. First, we had difficulty recruiting innovators from industry into this study owing to their demanding schedules and a lack of obvious return on investment; as such, industry narratives may be underrepresented. We engaged in nonprobability purposive sampling to recruit digital health innovators for interviews, which may have biased our sample selection and limited the generalizability of research findings. To mitigate this bias, we expanded our sampling frame to include innovators who could be interviewed virtually or on-site at international academic conferences. Second, our research focused on the implementation of research analytics in a single digital health research lab. Although we assert that the iOUCH lab is representative of a typical evaluation setting, it is possible that a different lab with no prior relation to our research group may have found the implementation of APEEE more difficult and less beneficial. Finally, the capacity to generalize findings from this research was a trade-off that we considered carefully when selecting the case study methodology to direct this research. Unlike quantitative study designs, the goal of case studies is to produce analytic generalizations, defined by Yin as “the degree to which findings bear upon a particular theory, theoretical construct or theoretical sequence of events” [70]. Analytic generalizations are distinct from statistical generalizations in that they do not draw inferences from data to a population. Instead, analytic generalizations compare the results of a case study with a previously developed theory and seek to generalize theoretical insights as opposed to actual study results. In our case study, the emergence of methodological slack was a form of analytical generalization that drew from Greenhalgh et al’s theoretical construct of organizational slack [27] and may be applied to future cases of implementing research analytics in digital health evaluative practice. The majority of insights from our three tiers of analysis (eg, our suggestions on the capacity for research analytics to optimize digital health evaluations) can and should be characterized as analytic generalizations.

Conclusions

Scientific methods and practices that can facilitate the agile trials needed to iterate and improve digital health interventions warrant continued implementation. As outlined in this paper, the service of research analytics may help to accelerate the pace of digital health evidence generation and build a data-rich research infrastructure that enables continuous learning and evaluation. Valid concerns exist regarding the formation of unfounded or opportunistic causal inferences based on flawed analytic insights. However, continuing to pursue evaluative practices that fail to raise the standard of digital health safety and effectiveness is untenable. Our research offers compelling reasons to continue exploring the potential of research analytics to advance innovative methodologies and optimize the quality and impact of digital health care.
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Abstract

Background: Although previous research shows broad differences in the impact of online health information on patient-practitioner decision making, specific research is required to identify and conceptualize patient decision-making styles related to the use of online health information and to differentiate segments according to the influence of online information on patient decision making and interactions with health professionals.

Objective: This study aimed to investigate patients’ decision making in relation to online health information and interactions with health care practitioners. We also aimed to present a typology of patients based on significant differences in their decision making.

Methods: We applied a large-scale cross-sectional research design using a survey. Data, generated using a questionnaire that was administered by companies specializing in providing online panels, were collected from random samples of baby boomers in the United Kingdom, the United States, and New Zealand. The total sample comprised 996 baby boomers born between 1946 and 1964, who had used the internet in the previous 6 months to search for and share health-related information. Data were analyzed using hierarchical cluster analysis and confirmatory factor analysis, as well as one-way analysis of variance, chi-square tests, and paired sample t tests.

Results: Analyses identified 3 key decision-making styles that served as the base for 4 unique and stable segments of patients with distinctive decision-making styles: the Collaborators (229/996, 23.0%), the Autonomous-Collaborators (385/996, 38.7%), the Assertive-Collaborators (111/996, 11.1%), and the Passives (271/996, 27.2%). Profiles were further developed for these segments according to key differences in the online health information behavior, demographics, and interactional behaviors of patients. The typology demonstrates that collaborative decision making is dominant among patients either in its pure form or in combination with autonomous or assertive decision making. In other words, most patients (725/996, 72.8%) show significant collaboration in their decision making with health care professionals. However, at times, patients in the combination Autonomous-Collaborative segment prefer to exercise individual autonomy in their decision making, and those in the combination Assertive-Collaborative segment prefer to be assertive with health professionals. Finally, this study shows that a substantial number of patients adopt a distinctly passive decision-making style (271/996, 27.2%).

Conclusions: The patient typology provides a framework for distinguishing practice-relevant and addressable segments with important implications for health care practitioners, including better-targeted communication programs for patients and more successful outcomes for health care services in the long term.
questions of their practitioners because they prefer to conform to the passive role for patient or to defer to the practitioner as the authority [15,16].

In addition, patients can find it difficult to participate in collaborative decision making when their health literacy is low [17], when they lack the necessary evaluative skills to work through the decision-making process [18], or when they are facing a serious health condition [14]. Shared decision making is likely to be especially problematic for chronic patients who represent a sizeable—and growing—proportion of the population and are expected to take more responsibility themselves for managing their illnesses [17]. Patients with chronic conditions have more frequent consultations [19] and source complex health information from multiple sources, including changing networks of different health professionals [20].

Online health information also enables patients to self-diagnose and/or self-treat without visiting a practitioner. Prior research indicates that making internet-informed decisions independently of a practitioner can improve patients’ self-efficacy and reduce unnecessary visits to practitioners—changes that are in line with trends toward increased patient responsibility and self-management of health [17,19]. In contrast, other scholars draw attention to the increased health risks for patients who decide to manage their health care independently [6,21].

Furthermore, patients can introduce online health information that is opposite to or actively challenges practitioners’ diagnoses, prognoses, treatment, and advice. This set of patients’ behaviors encompasses online health information that patients misunderstand but insist on, as well as information that patients interpret correctly but that conflicts with practitioners’ opinions or threatens their professional authority [22]. These behaviors can result in inappropriate use of health care resources when the practitioner accedes to requests for unsuitable tests or treatments. Practitioner resistance, on the contrary, can result in patient dissatisfaction linked to nonadherence [23], seeking a second opinion (offline or online), switching health care providers, or changing the treatment plan [7].

Other studies confirm some patients decide not to share the online health information they have acquired with practitioners [6,24,25]. Having informed themselves before the interaction, nonsharing patients can feel more empowered in their decision making because they are better able both to understand what the practitioner says [22] and to trust the practitioner when the practitioner accedes to requests for unsuitable tests or treatments. Practitioner resistance, on the contrary, can result in patient dissatisfaction linked to nonadherence [23], seeking a second opinion (offline or online), switching health care providers, or changing the treatment plan [7].

Styles of Decision Making

In summary, previous research has found important differences in patient behavior involving online health information and decision making with practitioners. On the basis of the literature, this study proposed the following 3 distinguishable

**Introduction**

**Background**
Within the patient-practitioner interaction, decision making is a critical interactional process that can be affected markedly by patient-sourced online health information. Recognized as an ethical imperative in terms of respect for patient preferences, values, and circumstances [1] and as a means to better manage scarce health care resources [2], decision making has crucial consequences ranging from patient health outcomes [3] to health care costs [4]. Previous research has found broad differences in the impact of online health information on decision making [5-7]. However, researchers have paid little attention to identifying and conceptualizing specific patient decision-making styles associated with online health information. In addition, no research has yet segmented or profiled patient groups based on their decision-making styles.

**Patient Decision Making and Online Health Information**
Decision making is a specific interactional process influenced by patient-sourced online health information [5,6,8-10]. Of particular relevance to this research are previous studies that detail a variety of decision-making behaviors by internet-informed patients; in particular, behaviors involving health care professionals. Previous research confirms that online health information can empower patients to be more active participants in decision-making with practitioners [7,11]. Such studies show that internet-informed patients can possess both knowledge and treatment preferences before they interact with practitioners, making them better equipped to take a fuller and more participatory role in decision making.

Shared decision making, the collaborative process in which available information is actively shared and health care decisions are made jointly by patients and practitioners, is “the focal point of a whole set of interlinking shifts and reforms related to the changing roles and relationships between doctors and patients” [12]. Grounded generally in broader principles of consumer rights, shared decision making in the context of patient-practitioner interactions reflects both a global upsurge in need for chronic care [13] and the shift from professional paternalism in health care services [14]. However, several scholars caution that shared decision making is an ideal [15], a viewpoint supported by evidence of a variety of patient decision-making experiences that do not conform to the ideal of participative collaboration. For example, patients can be reluctant to collaborate with practitioners either for fear of being labeled difficult and consequently less likely to receive quality care or because they perceive that active participation would threaten the relationship with their practitioner [15]. Previous research also finds patients can be uncomfortable asking questions of their practitioners because they prefer to conform
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internet; online health information; patient decision making; patient-practitioner interaction; patient segments; patient typology; baby boomers; patient education
decision-making styles to be examined further in exploratory research:

- **Collaborative decision making**: following this style, the patient uses online health information to collaborate with the health professional and work as an active partner in making decisions about treatment and management.
- **Autonomous decision making**: this style applies to the patient who uses online health information to make autonomous decisions without involving the health care practitioner.
- **Assertive decision making**: the patient using this style draws on online information to assert his or her own preferences for treatment and management and/or to oppose practitioner advice in decision making.

**Rationale**

This research focused on investigating the decision-making behavior of baby boomer patients born between 1946 and 1964, an age cohort of substantial size. Baby boomers will place greater demands on health care professionals and exert considerable pressure on health care systems as longevity increases, rates of age-related and chronic conditions worsen, and lifetime health care costs escalate [27]. An increasing number of baby boomers uses the internet to search for and share health information [28] and assume a more active role in their own health care compared with preceding generations [29]. These changing patterns in baby boomers’ health care consumption highlight an urgent need to better understand their patient behavior—in particular, their decision making—as heavy users of health care services. Such knowledge will provide a sound base for implementing health care programs that better meet the needs of different groups of internet-informed patients.

**Objectives**

The overall aim of this research was to address gaps in knowledge on patient decision making. We set out with the following 2 specific objectives: (1) to investigate the decision-making styles of patients in relation to online health information and interactions with health care practitioners and (2) to develop a typology of patients based on similarities and differences in those decision-making styles.

From these objectives, we then formulated the following research questions: (1) What are patient decision-making styles in relation to online health information and their health care practitioners? and (2) How can internet-informed patients be segmented and described based on their decision-making styles?

**Methods**

**Research Design**

To answer the research questions and achieve the study objectives, we applied a large-scale cross-sectional research design using a survey to generate quantitative data. The survey was conducted in the United Kingdom, the United States, and New Zealand to enable cross-national segmentation of patients according to their decision making, online health information, and interactional behaviors. We followed the research practices of other researchers conducting cross-national segmentation, who contend that because of globalization, segmentation should take account of commonalities across countries as well as differences within countries [30-34]. The rapid pace of globalization and the spread of a global culture fueled by the internet [30,34] endorse cross-national segmentation as an appropriate approach to identifying between-country segments of internet-informed patients with similar decision-making styles. We measured the patient behaviors at the individual level (following Steenkamp and Ter Hofstede [35]) rather than at the country level and worked with a single dataset, as is standard in cross-national segmentation, to develop a segmentation scheme that would partition respondents from the 3 countries into groups of patients with similar decision-making styles. We used a country of residence variable to account for differences by country, enabling fuller descriptions and better characterization of patient segments. Ethics committees of the University of Waikato, the University of Liverpool, and the University of Lugano approved the research before it commenced.

**Questionnaire Development**

The first step involved developing items for the proposed patient decision-making styles associated with online health information seeking (collaborative, autonomous, and assertive) and patient-practitioner interactions. We adopted well-established procedures [36,37] to develop a multidimensional measure of patient decision-making styles. For example, following Boateng et al [37], we based item generation on a review of the literature and existing scales, combined with data from focus groups (3 groups of 6 participants each: 1 mixed gender group, 1 female, and 1 male) and semistructured in-depth interviews (8 participants).

A total of 22 items was generated relating to patient-sourced online health information and decision making involving the health care practitioner. To ensure content validity, other faculty members experienced in the subject area (ie, expert judges) rated how well each of the items related to the 3 proposed decision-making styles. The resulting instrument was then subjected to 3 rounds of pretesting for item reduction and scale purification purposes. Together, these processes resulted in the retention of 10 items: 3 collaborative items, 3 autonomous items, and 4 assertive items. All 10 items appear in Table 1 (8 items appear within the table, and 2 items are listed in the table footnote). The final 10 items relating to patient decision-making styles used a Likert agreement scale ranging from 1 to 5, in line with researchers who employ this scale as an ordinal approximation of a continuous variable without compromising data analysis [38-41].
Table 1. Items and factor loadings of exploratory factor analysis.

<table>
<thead>
<tr>
<th>Patient behavior itema</th>
<th>Patient decision-making style</th>
<th>Collaborative</th>
<th>Autonomous</th>
<th>Assertive</th>
</tr>
</thead>
<tbody>
<tr>
<td>I have used online health information to ask questions of my health professional(s)</td>
<td>0.75</td>
<td><em>b</em></td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>I have had my diagnosis confirmed by my health professional</td>
<td>0.78</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>I have sought help from a health professional</td>
<td>0.86</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>I have changed the treatment recommended by a health professional</td>
<td>—</td>
<td>—</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>I have refused or discontinued treatment recommended by my health professional</td>
<td>—</td>
<td>—</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>I have changed from one health professional to another</td>
<td>—</td>
<td>—</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>I have tried to treat a health condition or disease without help from a health professional</td>
<td>—</td>
<td>0.83</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>I have tried to diagnose a health condition or disease I or someone else might have</td>
<td>—</td>
<td>0.84</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Eigenvalue 3.591 1.685 3.395

aOn the basis of split loadings and reliability analysis, the following 2 items were removed: “I have sought a second opinion from another health professional” (assertive) and “I didn’t need to visit a health professional” (autonomous).
bLoadings of less than 0.5 are not shown to improve readability.

Following common practice in cluster analysis, our questionnaire design went beyond investigation of the 3 decision-making styles (which we refer to as active variables) to include other variables (which we refer to as passive variables); thus, we could identify practice-relevant and addressable segments. For example, we included frequency of visits to a health professional (measured using items based on questions in the Health Information National Trends Survey 2014; refer [42]) as well as variables relating to patients’ online behavior and online information outcomes (see Multimedia Appendix 1 for more details). In addition, we used a range of other demographic variables, including country of residence to allow for differences by country in adopting different decision-making styles (see Multimedia Appendix 2 for more details). We used health-related variables such as living with chronic health problems and electronic health (eHealth) literacy (measured using items based on questions in Pew Research Center’s The Internet and Health questionnaire [43]). The questionnaire provided a not applicable response for suitable questions to ensure there would be no missing data.

To check validity and reliability of the final items, we again asked the 6 experts to evaluate how well the constructs we wanted to measure were represented by relevant items in the questionnaire. Then, we further confirmed the validity and reliability of the survey via a pilot test of the questionnaire for readability and understandability (n=64). The questionnaire was prepared and administered in English to avoid problems translating questions and issues with conceptual equivalence [30].

Procedure
We outsourced the recruitment of baby boomer patients to external commercial organizations that specialize in online panels [44]. The organizations were instructed to sample respondents born between 1946 and 1964 who had used the internet in the previous 6 months to search for and share health-related information. The organizations were directed to distribute the link to the online questionnaire to a representative sample in terms of gender, ethnicity, education, income, and location. For sampling, the companies relied on registered members in their databases who receive compensation (points based) for participating in individual surveys. Data were collected over a 4-month period in the United Kingdom, the United States, and New Zealand to facilitate cross-national segmentation. A total sample of 996 (the United Kingdom, n=407; the United States, n=313; and New Zealand, n=276) respondents completed usable questionnaires with no missing data.

Data Analysis
To enable us to explore the existence of a common segmentation scheme across the United Kingdom, the United States, and New Zealand, data from the 3 countries were aggregated for analysis. First, we conducted a set of preliminary analyses, including descriptive data analysis, identification of outliers, and nonnormality checks. Then, to empirically test our 3 decision-making styles, we conducted an exploratory factor analysis, followed by a confirmatory factor analysis (CFA). Following this, based on the 3 decision-making styles (active variables), we conducted a cluster analysis. We began by employing a hierarchical cluster procedure using Ward method and measured the distance between cases using the square of the Euclidean distance. This procedure was followed by a cluster analysis using k-means. To develop fuller profiles of each segment (following Barnes et al [45]), we used descriptive characteristics including online information outcome, health-related domain, online domain, and demographic variables as passive variables (see Multimedia Appendices 2-5 for details). We used one-way analysis of variance, chi-square tests, and paired sample t tests to describe our segments. Data analysis resulted in a typology comprising 4 distinct patient segments with multidimensional profiles, which we present in the following sections.
Results

Sample Description

The sample contained slightly more females than males (499/996, 50.1%). In terms of ethnicity, the majority of respondents identified themselves as white or Caucasian (872/996, 87.6% of total sample; 389/407, 95.6% of UK respondents; 249/313, 79.6% of US respondents; and 234/276, 84.8% of New Zealand respondents). In terms of educational levels, most respondents had completed college and practical, technical, or occupational training (350/996, 35.1%), followed by 33% (329/996) with a university degree, and 30.6% (305/996) reporting high school as the highest educational level (see Table 2 for details). The total sample appears to be relatively homogenous on these demographic details, and the results should be interpreted in light of this.

Table 2. Sample characteristics by country (N=996).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>United Kingdom (n=407)</th>
<th>United States (n=313)</th>
<th>New Zealand (n=276)</th>
<th>Total (N=996)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>193 (47.4)</td>
<td>163 (52.1)</td>
<td>141 (51.1)</td>
<td>497 (49.9)</td>
</tr>
<tr>
<td>Female</td>
<td>214 (52.6)</td>
<td>150 (47.9)</td>
<td>135 (48.9)</td>
<td>499 (50.1)</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46-49</td>
<td>40 (9.8)</td>
<td>55 (17.6)</td>
<td>72 (26.1)</td>
<td>167 (16.8)</td>
</tr>
<tr>
<td>50-54</td>
<td>124 (30.5)</td>
<td>72 (23.0)</td>
<td>64 (23.2)</td>
<td>260 (26.1)</td>
</tr>
<tr>
<td>55-59</td>
<td>95 (23.3)</td>
<td>92 (29.4)</td>
<td>69 (25.0)</td>
<td>256 (25.7)</td>
</tr>
<tr>
<td>60-64</td>
<td>148 (36.4)</td>
<td>94 (30)</td>
<td>25.7 (52.1)</td>
<td>313 (31.4)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>389 (95.6)</td>
<td>249 (79.6)</td>
<td>234 (84.8)</td>
<td>872 (87.55)</td>
</tr>
<tr>
<td>Non-white</td>
<td>18 (4.4)</td>
<td>64 (20.4)</td>
<td>42 (15.2)</td>
<td>124 (12.45)</td>
</tr>
<tr>
<td>Educational attainment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>3 (0.7)</td>
<td>8 (2.6)</td>
<td>0 (0.0)</td>
<td>12 (1.2)</td>
</tr>
<tr>
<td>High school</td>
<td>158 (38.8)</td>
<td>59 (18.8)</td>
<td>89 (32.2)</td>
<td>305 (30.6)</td>
</tr>
<tr>
<td>College/practical/technical/occupational</td>
<td>148 (36.4)</td>
<td>101 (32.3)</td>
<td>101 (36.6)</td>
<td>350 (35.1)</td>
</tr>
<tr>
<td>University degree</td>
<td>98 (24.1)</td>
<td>145 (46.3)</td>
<td>86 (31.2)</td>
<td>329 (33.0)</td>
</tr>
</tbody>
</table>

Patient Decision-Making Styles

EFA supported the 3 decision-making styles indicated by the literature and exploratory research (see Table 1 for factor loadings). On the basis of split loadings and reliability analysis, 2 of the 10 items were eliminated. The total variance extracted by the 3 factors was 72%, the Bartlett test of sphericity was significant with \( P < .001 \), and the Kaiser-Meyer-Olkin measure was 0.78, indicating construct validity. The Cronbach alpha values of the remaining 8 items were of an acceptable standard for the study’s item structure (collaborative \( \alpha = .77 \), autonomous \( \alpha = .69 \), and assertive \( \alpha = .77 \); refer to the study by Loewenthal [46]). Furthermore, a CFA of the 8 items (applying AMOS 24 testing for convergent and discriminant validity) indicated that the 3 measurement models provided a good model fit (see Table 3). Factor loadings of all items in the 3 models were higher than 0.6. Average variance extracted (AVE) was greater than 0.5, and compositional reliability (CR) was above 0.6. Thus, together, AVE and CR satisfied the requirement for convergent validity [32]. Finally, AVEs were higher than the squared correlations between constructs, thus supporting the discriminant validity of the model (see Table 3 for details) [47].
Table 3. Descriptive statistics and convergent and discriminant validity results.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Mean based on total sample (SD)</th>
<th>Parameter estimates of confirmatory factor analysis (range)</th>
<th>Compositional reliability</th>
<th>Average variance extracted</th>
<th>Correlation/discriminant validation</th>
<th>Statistics</th>
<th>Goodness-of-fit index</th>
<th>Comparative fit index</th>
<th>Normed fit index</th>
<th>Tucker-Lewis index</th>
<th>Root mean square error of approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative</td>
<td>2.83 (0.94)</td>
<td>0.61-1.0</td>
<td>0.836</td>
<td>0.64</td>
<td>_g</td>
<td>0.1</td>
<td>0.16</td>
<td>120.8</td>
<td>&lt;001</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>Autonomous</td>
<td>3.4 (1.0)</td>
<td>0.68-0.77</td>
<td>0.69</td>
<td>0.528</td>
<td>0.31</td>
<td>—</td>
<td>0.43</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Assertive</td>
<td>3.81 (0.84)</td>
<td>0.61-0.82</td>
<td>0.783</td>
<td>0.549</td>
<td>0.4</td>
<td>0.18</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

The calculated values of the square correlation coefficient between all possible pairs of constructs are presented in the upper triangle of the matrix. Correlations between all pairs of constructs are presented in the lower triangles of the matrix ($P<.01$).

Values higher than 0.95 indicate better model fit [48].

Values greater than 0.95 indicate a good fit [49].

Values greater than 0.95 indicate a good fit.

Values greater than 0.9 are considered a satisfactory fit [50].

Values between 0.05 to 0.1 are considered a fair fit [51], with values below 0.08 acceptable [50].

Patient Segments

Initial analysis of data generated by the survey focused on the validation and interpretation of segments distinguished by statistical differences in the decision making of segment members. To determine the number of segments, first, a hierarchical cluster procedure (Ward method) was used, and the square of the Euclidean distance measured the distance between cases. Moreover, 3-, 4-, 5-, and 6-cluster solutions were explored. To determine the number of groups, the researchers considered the dendrograms and the distance at which each cluster was formed, profiled each cluster, and applied practical judgment and theoretical foundations [52]. All these indicators suggested that the 4-cluster solution was the most acceptable. Next, a k-means clustering analysis of the 4-cluster solution was performed. A pairwise cluster validation revealed that all 3 patient decision-making styles were significant in distinguishing between the 4 clusters. A pairwise analysis of the differences between the clusters revealed that, on average, 83% of the individual pairwise differences were significant at $P<.05$, showing the 4 clusters obtained using the patient decision-making styles are unique and stable. On the basis of analysis, we refer to the clusters as segments of patients labeled the Collaborators, the Autonomous-Collaborators, the Assertive-Collaborators, and the Passives.

Thus, as expected, we did find the 3 decision-making styles we derived from previous research. Furthermore, based on our cluster analysis, we found that the majority of patients adopt a Collaborative decision-making style (as we had proposed), including 2 segments that adopt combination Autonomous-Collaborator and Assertive-Collaborator decision-making. We also found 1 group of patients that does not adopt collaborative decision making: the segment of Passive patients (see Table 4 for details of each segment). Our data analysis to this point showed that patients could be segmented into 4 distinct segments using the 3 decision-making style variables as active variables (see Table 4). In the next step, we used passive variables in our analysis, which allowed us to take account of differences (eg, country of residence) to provide fuller, more nuanced profiles of the 4 decision-making segments. Multimedia Appendices 2 and 3 provide descriptions of the segments by relevant variables.

The following subsections detail each segment. Full profiles of each are presented in the Discussion section.
Table 4. Final cluster solution and analysis of results.

<table>
<thead>
<tr>
<th>Decision-making style</th>
<th>Total sample</th>
<th>Segment 1a Collaborators</th>
<th>Segment 2 Autonomous-Collaborators</th>
<th>Segment 3 Assertive-Collaborators</th>
<th>Segment 4 Passives</th>
<th>F test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaborative, mean (SD)</td>
<td>3.17 (0.94)</td>
<td>3.7 (0.55)</td>
<td>3.5 (0.65)</td>
<td>3.82 (0.59)</td>
<td>1.99 (0.55)</td>
<td>494.107 (995)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Autonomous, mean (SD)</td>
<td>2.61 (1.00)</td>
<td>1.98 (0.65)</td>
<td>3.56 (0.56)</td>
<td>2.28 (0.62)</td>
<td>1.96 (0.79)</td>
<td>435.242 (995)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Assertive, mean (SD)</td>
<td>2.2 (0.84)</td>
<td>1.66 (0.46)</td>
<td>2.64 (0.75)</td>
<td>3.13 (0.57)</td>
<td>1.63 (0.52)</td>
<td>287.477 (995)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cluster size</td>
<td>—</td>
<td>229</td>
<td>385</td>
<td>111</td>
<td>271</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Percentage of respondents</td>
<td>—</td>
<td>23.0</td>
<td>38.7</td>
<td>11.1</td>
<td>27.2</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aAll segment means are significant at the .001 level, and 83% of the pairwise comparison is significant at P<.05 level. All variables are coded on a 5-point scale, with 1 for strongly disagree to 5 for strongly agree.
bNot applicable.

Segment 1: Collaborators
This segment describes 23.0% (229/996) of respondents, making it the third largest of the 4 segments. This research finds patients in segment 1 report that they rely significantly more on their health professional than the internet for health-related information. However, Collaborative decision makers state that as a result of searching online for health information, they can communicate with their health professionals significantly better compared with Autonomous-Collaborators (P<.05; see Multimedia Appendix 3 for more details). Collaborators, who are moderately eHealth literate (slightly lower than patients in the autonomous-collaborator segment with P=.08, that is, marginally significant; see Multimedia Appendix 4 for details), talk significantly more to practitioners about problems with the online health information they have accessed than Autonomous-Collaborator patients (P<.05; see Multimedia Appendix 5 for more details). In addition, Collaborators typically use the internet less to interact with others online about health-related matters than the combination Autonomous-Collaborators and Assertive-Collaborators (all P values <.05; see Multimedia Appendix 5 for more details). For example, collaborators go online less frequently to read others’ health experiences, to share their own personal health experiences, or to post a comment or review online about a health-related product, service, or person.

Likely to be living with a chronic health problem (P<.05; see Multimedia Appendix 4 for more details), people in this segment visit their health care practitioners more often compared with Autonomous-Collaborators (P<.05; see Multimedia Appendix 3 for more details). This segment is not dominated by any particular nationality, with US citizens representing 34.9% (80/229), UK citizens representing 31.9% (73/229), and NZ citizens representing 33.2% (76/229). Segment 1 patients are most likely to be retired and receiving government welfare (eg, pension). This segment, which has the largest number of widowed respondents (19/53), includes a cross-section of ages across the baby boomer cohort (all P values <.05; see Multimedia Appendix 2 for more details).

Segment 2: Autonomous-Collaborators
The largest single group at 38.7% (385/996), the Autonomous-Collaborator segment, is made up of patients who exhibit a combination of both collaborative and autonomous styles in their decision making with health care practitioners. Autonomous-Collaborator patients differ significantly from Collaborators in that interaction and support from others online are more important, read others’ commentaries about health online, and post more questions and reviews online (all P values <.05; see Multimedia Appendix 5 for more details). Patients in this segment frequently go online in an attempt to diagnose a health condition themselves. In fact, autonomous-collaborators report that they rely significantly more on the internet than the health professional for health-related information (P<.05). When they encounter a problem with internet-sourced health information, Autonomous-Collaborators talk about it with friends and/or someone online significantly more than Collaborators (P<.05; see Multimedia Appendix 5 for more details). This research shows that patients who use a combination of autonomous and collaborative decision-making styles in interactions with health care practitioners are slightly more eHealth literate than the pure Collaborator (P=.08; ie, marginally significant; see Multimedia Appendix 4 for more details). They are neither more nor less likely to be living with a chronic health problem (see Multimedia Appendix 4 for more details), and they make a moderate number of visits to health care practitioners (significantly less compared with Collaborators and Assertive-Collaborators; P<.05; see Multimedia Appendix 3 for more details).

In terms of other outcome variables, this segment reports slightly improved communication and relationship quality with their practitioners, yet less overall compared with Collaborator and Assertive-Collaborator patients (P<.05 difference for communication; P=0.05 difference in relationship quality between Autonomous-Collaborator and Assertive-Collaborator; see Multimedia Appendix 3 for more details). This Autonomous-Collaborator segment is comprised mainly of UK citizens; with 49.1% (189/385) of respondents, this is the largest percentage of any nationality in the research, whereas New
Zealand (81/385, 21%) and US (115/385, 29.9%) respondents represent significantly smaller national groups in the segment. Segment 2 patients are most likely to have never married. This segment is made up predominantly of patients born between 1960 and 1964, the Fourth Wave and youngest of the baby boomer generation (P<.05; see Multimedia Appendix 5 for more details).

**Segment 3: Assertive-Collaborators**

This segment, the smallest at 11.1% (111/996) of the sample, comprises patients characterized by a distinctive combination of collaborative and assertive decision-making styles. Assertive-Collaborators have the highest frequency of online searches for health-related information overall.

Data analysis reveals that Assertive-Collaborator patients are differentiated from the Autonomous-Collaborator and Collaborator segments in their interactional behavior. For instance, Assertive-Collaborators use their health professionals as a source of health information significantly more often than Autonomous-Collaborators (P<.05) and find the health professional more useful than the internet compared with Collaborators (P<.05; see Multimedia Appendix 5 for more details). Strong social connections are reflected in results showing Assertive-Collaborators rate significantly more highly than Collaborators on a range of interactions with others, including sharing personal experiences online and contacting someone online when they have problems with online health information (all P values<.05; see Multimedia Appendix 5 for more details). The frequency of their online information searches on behalf of friends and coworkers is also higher than Collaborators (all P values<.05). Finally, Assertive-Collaborators search online for health information for family members more frequently than Autonomous-Collaborators (P<.05).

Assertive-Collaborator patients are highly eHealth literate and are more likely to be chronically ill (P<.05; see Multimedia Appendix 4 for more details) and to have a relatively high number of visits to health care practitioners (compared with the Autonomous-Collaborator: P<.05; see Multimedia Appendix 3 for more details). Interestingly, the Assertive-Collaborator patient also feels that both communication effectiveness and the relationship with the health care professional have improved markedly, with the highest means on both of these outcome variables across all 4 segments (see Multimedia Appendix 3 for more details). Results show Assertive-Collaborators are the oldest of the baby boomer cohort (ie, First Wave boomers born between 1946 and 1949), widowed or permanently separated, and mostly US citizens (48/111, 43.2%; P<.05; see Multimedia Appendix 2 for more details).

**Segment 4: Passives**

This segment, the second largest group comprising 27.2% (271/996) of respondents, is made up of patients who typically are not collaborative, assertive, or autonomous in decision making involving health care practitioners. Of all 4 segments, patients who are passive decision makers rate online health information the least useful in comparison with information provided by a health practitioner. More explicitly, compared with the other 3 patient segments, Passives report the internet is significantly less useful as a source of information in their health-related decision making (P<.05; see Multimedia Appendix 5 for more details). Passive patients (compared with the other segments) are less likely to have looked online to try to diagnose a health condition themselves, to have researched a health-related product or service online, and/or to have signed up to receive email updates or alerts online (all P values<.05; see Multimedia Appendix 4 for more details).

Our analysis finds these Passive patients are less likely to have chronic health problems (P<.05), they have low eHealth literacy compared with the other segments (P<.05; see Multimedia Appendix 4 for more details), and they do not visit their health care practitioners often compared with the other segments (P<.05; see Multimedia Appendix 3 for more details). They also report, as a result of accessing health information online, the least effect on the quality of communication and the lowest levels of relationship quality with their health care professionals (P<.05; see Multimedia Appendix 3 for more details). In terms of demographic variables, segment 4 patients are most likely Third Wave boomers born between 1955 and 1959, are in a dissolved union, or never married. UK patients dominated this segment (116/271, 42.8%; P<.05; see Multimedia Appendix 2 for more details).

**Discussion**

**Principal Findings**

The overarching purpose of this study was to investigate more closely the decision-making styles of patients who seek online health information and to develop a typology of patients based on significant differences in those styles. Initially, we proposed 3 decision-making styles in relation to health professionals: collaborative, autonomous, and assertive. Data analysis confirmed these 3 patient decision-making styles. However, analysis revealed that patients’ decision making is considerably more complex than the 3 singular styles we proposed, with 2 combination styles of decision making and a fourth style distinguished by patient passivity. Specifically, to answer our first research question (see section Objectives), this research found patients can be clustered in 4 distinct segments; namely, Collaborators, combination Autonomous-Collaborators and Assertive-Collaborators, and Passive patients. In relation to the second research question, the research developed a typology of patients and described the segments based on similarities and differences in patient decision-making styles.

In summary, the major contributions of this paper include our identification of fundamental and distinct patient decision-making styles involving online health information, the typology of patients the empirical research revealed, and the multidimensional profiles (following) of those 4 patient segments developed on the basis of their decision making and other key practice-relevant variables.

**Profile of Collaborators**

Patients in the Collaborator segment are most likely to use the collaborative decision-making style and, according to the literature, participate with their practitioners in joint decision making.
making. According to our data analysis, patients who are collaborative decision makers actively seek help from health care professionals, they use online health information to ask questions in interactions with their practitioners, and they have diagnoses they have made themselves confirmed by a professional (see Table 1). Applying previous findings (see the study by Essén et al [53]), Collaborators can be expected to be active partners in managing their health care, taking responsibility for finding and appraising relevant online health information, for disclosing their perspectives and preferences, and for weighing treatment options. As a result of sharing with their health care professionals the online health information they have accessed, these patients feel they can ask better questions and participate in discussion at a deeper level. Consistent with collaborative decision making, these patients review information and options together with their practitioners and thus are more involved in decision making [7,9,10,16,54].

In addition, according to our data, Collaborators are influenced by online health information to seek professional help, to have diagnoses they have made confirmed by their health professional, and to find out more from the practitioner about health conditions, treatment, and/or management.

Although a lower than average number of these patients live with chronic health problems, collaborative decision makers visit their health professionals more often. Some researchers explain this distinctive pattern as being motivated by the patients wanting to treat conditions promptly and avoid further complications [55]. However, others warn that such behavior can be problematic when it results in overuse of the health care system [56]. Patients in the Collaborator segment are moderately eHealth literate compared with Autonomous-Collaborators and Assertive-Collaborators (both segments highly eHealth literate) and passives (low eHealth literacy). Building on the work by Schulz et al [28], more research could further investigate the relationships between chronic health problems, visits to health care professionals, and eHealth literacy. For example, an important clinical implication is that raising the eHealth literacy of patients in the Collaborators segment could enable more self-responsibility thereby reducing overdependence on health professionals and unnecessary visits to those practitioners.

Profile of Autonomous-Collaborators

The Autonomous-Collaborator segment includes patients who have accessed online health information and use a combination of decision-making styles: they are both autonomous and collaborative in their decision making with health professionals. Thus, at times, they make decisions in collaboration with practitioners (see section Segment I profile above), and at other times, they make decisions independently of health care practitioners; for instance, they try to diagnose a health condition or disease they or someone they know has, and they will also treat a health condition or disease without help from a health professional (Table 2).

When patients in this segment use autonomous decision making, they are self-active in addressing their health needs [7,16]. For example, autonomous decision makers access health information online to understand a specific condition, to explore whether symptoms are related to clinically meaningful diseases, and to diagnose and treat health conditions themselves [5,16]. In other words, patients practicing the Autonomous-Collaborative decision-making style will make autonomous decisions regarding their health at times without consulting practitioners.

Internet-informed patients can possess both knowledge and treatment preferences before they interact with practitioners; therefore, they are better equipped to take a fuller and more participatory role in decision making. Thus, in their interactions with health care professionals, these patients can choose to share information to be interpreted, evaluated, contextualized, and deliberated as part of collaborative decision making with practitioners. However, at other times, Autonomous-Collaborative decision makers will decide not to share their online health information; yet it is likely that having informed themselves before the interaction they feel more empowered in their decision making because they are better able to understand what the practitioner says or to trust the practitioner when the online information verifies the practitioner’s explanation.

This single segment contains all respondents who practice autonomous decision making; however, the results clearly show that at times, these patients prefer to make joint decisions with practitioners. Similar to patients in the Assertive-Collaborator segment, patients who combine autonomous and collaborative decision making are highly eHealth literate. However, there are important differences between these 2 segments in terms of how the online health information they access influences patient decision making with health professionals and the frequency of visits to practitioners. Assertive-Collaborators typically challenge their practitioners based on the online information, whereas Autonomous-Collaborators incorporate the online information they have accessed independently in interactions with practitioners. In other words, although results indicate this segment uses online information to make decisions independently of health professionals (autonomous decision-making style), data show they collaborate and engage when they do consult practitioners. Interestingly, Assertive-Collaborators are more likely to have chronic health problems, which might explain the high number of visits to their health professionals. A question that arises here is whether the assertive decision-making style is impacted by chronic health problems and the potential frustration associated with being persistently sick. Future research could further investigate those relationships.

At a time when shared decision making and self-responsible/self-managing patients are seen as key to reducing the costs of health care service provision, Autonomous-Collaborators are clearly a desirable segment. Certainly, their collaborative behaviors are likely to make this segment efficient for health professionals to serve. These patients are likely to be easy and fast to work with; therefore, relational labor costs for the practitioner will be minimal. Therefore, from the perspective of health care policy makers, this segment (predominantly UK Fourth Wave baby boomers born between 1960 and 1964) will impose the smallest financial cost on the health care system. Future research on the implications of these findings for clinicians could identify and explain the reasons some patients are assertive and others are
autonomous in relation to their practitioners when making decisions.

Profile of Assertive-Collaborators

The Assertive-Collaborator segment comprises patients who will be both assertive and collaborative in decision making with practitioners. Thus, some of their health care decisions are collaborative in that these patients participate actively with their health care professionals in joint decisions on treatment and health management. However, these same patients are also self-determined decision makers who change, refuse, or discontinue recommended treatment and switch health professionals (Table 2).

All patients who are likely to be assertive and/or challenging with online health information belong to this specific segment. When the online health information they have sourced differs from that provided by practitioners, Assertive-Collaborators can use that information to challenge or oppose the opinions or recommendations of their practitioners and assert their own preferences for health care treatment. In line with previous research, patients in this segment can be expected to have contrary views to their practitioners, contradict practitioner interpretations of their health situation, and/or insist on tests and treatments based on online health information they have gathered [16]. When patients are misinformed by online health information, these tests and treatments are likely to be inappropriate. Conversely, when patients are better informed than practitioners, their health-related requests may well be appropriate. Finally, when a patient chooses to raise accurate online health information that conflicts with their practitioner’s opinions, that decision can threaten the professional authority of the health care professional [22]. In summary, assertive patients can be challenging—sometimes confrontational—in their decision making with practitioners. In line with the literature [7], this research used the following as indicators of assertive patient responses: changing the treatment recommended by a health care practitioner, refusing or discontinuing recommended treatment, and changing from one professional to another.

At other times, these same patients are also collaborative in their decision making with practitioners. Therefore, an important clinical implication of these results is while their health professionals can be confident that this segment will challenge them at times, practitioners can also expect, in other circumstances, this segment will engage in joint decision making in which health information sourced online is shared and deliberated during the interaction. Health professionals can also be encouraged by the fact that these patients are displaying assertive decision-making behaviors inside the relationship rather than independently of the practitioner. This indicates that the nature of the relationship allows for debate, and that while online health information is important to the patient in their decision-making, so too is the practitioner.

Clinical implications for the Assertive-Collaborator segment include ensuring these patients have access to high-quality health information and that they maintain high eHealth literacy (the mean eHealth literacy of this segment is 2.19, highest shared with Autonomous-Collaborators). These strategies could reduce the potential for this segment to be misinformed, leading to confrontational interactions and decision making in the context of the patient-practitioner relationship, thus avoiding the possibilities of adverse health effects for the patient and of patient switching for the practitioner. Health professionals also could be trained in managing interactions with these patients so the online health information they share with practitioners is discussed and considered in a respectful open dynamic. In this way, practitioners’ acknowledgment of their patients’ rights and preferences in seeking and sharing online information would support such information activity as an integral part of patients taking more responsibility for their own health. For example, as a basis for shared decision making, early in each encounter, the practitioner could encourage the patient to talk about any health information they have accessed online preconsultation.

In addition, health professionals could be trained in conflict management and resolution so that the characteristic debate of Assertive-Collaborators’ decision making can be vigorous without compromising the safety of the patient-practitioner relationship in which it occurs. This is the only segment that contains potentially confrontational patients; future studies should investigate the health-related situations in which this segment is most likely to be assertive and those when patients will be collaborative with health professionals. Finally, most of this segment is likely to suffer from a chronic health condition; more research is warranted on the links between specific health problems, online health information, and the decision making of Assertive-Collaborators.

Profile of Passives

Patients in the Passive segment characteristically are not influenced significantly by online health information to be collaborative, autonomous, or assertive in their decision making with health professionals. Instead, this group is characteristically passive, a finding consistent with previous work finding some patients prefer to rely on the traditional paternalistic patient-physician relationship and leave decision making to their practitioners [14,18]. Patients in this segment visit their health professionals the least frequently of all 4 segments in the typology. This segment (predominantly First Wave baby boomers from the United Kingdom) could be regarded as a risk group because coupled with the negligible impact of internet-accessed health information, the low number of health professional visits means there is the risk that serious conditions are undetected. Given the low influence of online health information on the decision making of this sizeable segment, policy makers and practitioners urgently need to identify those communication channels that are most effective in reaching and supporting these patients. Future research should establish the interaction and communication preferences of this segment to further develop the clinical implications for this segment.

Contributions

To conclude this section, it is worth noting that patients in both the Collaborator segment and the Assertive-Collaborator segment report chronic health problems. In addition, patients in both segments make more visits to their health care practitioners. Yet, the Assertive-Collaborator is significantly more eHealth literate than the Collaborator, suggesting a link
between eHealth literacy and more assertive patient behaviors in interactions with health care practitioners (as behavioral dimensions of patient empowerment). These results are in line with the recent findings of Schulz et al [28] that the number of visits to a health care professional is independent of eHealth literacy, and there is a significant positive relationship between high eHealth literacy and empowerment. For relatively healthy people, high eHealth literacy is linked with being both autonomous and collaborative in decision making with practitioners and with a medium number of practitioner visits (see section Profile of Autonomous-Collaborators). In contrast, healthy patients with lower levels of eHealth literacy are unaffected by online health information and have low frequency of visits to health care practitioners (see section Profile of Passives).

In addition, it is important to note that the majority of patients who use online health information in their decision making with health care professionals are characteristically collaborative to some degree, as reflected in the segment titles (Collaborators, Autonomous-Collaborators, and Assertive-Collaborators). For the 72.8% (725/996) of respondents in these 3 segments, collaboration with their practitioners is an important interactional behavior. In other words, the majority of patients show significant collaboration in their decision making with health care professionals. However, at times, 1 distinguishable group of that majority prefers to exercise individual autonomy in their decision making, and another group prefers to be assertive with their health professionals. In addition, this study finds that a substantial number of patients adopt a distinctly passive decision-making style (271/996, 27.2%) with practitioners.

Thus, the research makes 3 main contributions to the literature. First, it increases our understanding of online health information and patient decision making by identifying in the literature and exploratory research 3 patient decision-making styles: collaborative, autonomous, and assertive. Second, the research extends the literature on patient segments [57] by deriving a typology based on decision-making styles, additional sociodemographic and behavioral characteristics, and outcome variables. The 4 segments are profiled as the Collaborators, the Autonomous-Collaborators, the Assertive-Collaborators, and the Passive patients. Third, the research demonstrates that collaborative decision-making is dominant among patients, either in its pure form (229/996, 23.0%) or in combination with autonomous (385/996, 38.7%) or assertive decision making (111/996, 11.1%).

**Limitations**

This study, as any other study, has some limitations that offer opportunities for future research. First, the purpose of conducting this research in multiple countries was to identify shared patterns in patient decision making across the United Kingdom, the United States, and New Zealand. However, to allow for differences in data from the 3 countries, we included country of residence as one of the passive variables in our analysis. As discussed, we found significant associations between the country of residence of our respondents and the segments they belong to. We believe this considerably strengthens the contribution of our research. We also acknowledge that in this research, we cannot make any conclusions beyond the 3 western countries we investigated. This is important to note as patients in nonwestern countries with different core cultural values might have differences in their use of internet-sourced health information and patient decision making. More research is needed to replicate or identify differences across different cultures. Next, this research uncovered general patient decision-making styles. However, there might be numerous contextual factors that influence actual decision making in a specific context. Future research could investigate those factors and their impact on behavior (or a good proxy for that). In our research we deliberately focused on online information and did not account for other sources of health information (ie, books). It would be interesting to further investigate whether the same decision-making styles and typology emerge if patients use more traditional health information sources. In addition, this study looked at the behavior and decision making from the patient’s perspective. One very interesting avenue for future research is to investigate how practitioners perceive different patient segments and how practitioner behaviors impact such segments. In addition, our sample was baby boomers, certainly an important cohort because of the effects on society of managing their health care; however, the typology presented here should be investigated using patients from other age groups. Furthermore, the research sample was fairly homogenous. Therefore, the results and their generalizability should be considered in light of the homogenous sample we have. Moreover, because we used cross-sectional data to study patients’ decision-making styles, our research design did not account for the dynamic of variables. Moreover, we relied on self-reported outcomes that were not objectively measured; that is, they were not a measurement of how patients actually engage physicians during consultations. Finally, the way the survey was conducted might have influenced the results. A longitudinal study with real live data would be very useful as a follow-up. We believe that this research opens up a wide range of possibilities for future research into decision making and patient-practitioner interactions.

**Conclusions**

This research demonstrates complex differences regarding the decision making, online health information, and interactional behaviors of baby boomer patients. Close investigation of the variations in characteristics showed that according to their decision-making style, patients experience significant differences in the way online health information impacts their interactions with health professionals. The typology of patients based on their decision making provides a more sophisticated framework than simplistic descriptors (eg, empowered or nonempowered patients) or demographic characteristics (eg, age or nationality) for distinguishing practice-relevant and addressable segments of patients. Understanding these segments and their clinical implications will enable practitioners and policy makers to implement health care communication programs that are meaningful and valued by different groups of patients, thereby supporting more accurate targeting and more successful outcomes for health care services in the long term.
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Abstract

Background: The lack of continuity between health-related quality of life (HRQoL) instruments designed for children and adults hinders change analysis with a life course approach. To resolve this gap, EuroQol (EQ) developed the EQ-5D-Youth (EQ-5D-Y), derived from the EQ-5D for adults. Few studies have assessed the metric properties of EQ-5D-Y in children with specific chronic conditions, and none have done so for children with type I diabetes mellitus (T1DM).

Objective: This study aimed to evaluate the acceptability, validity, reliability, and responsiveness of the EQ-5D-Y in children and adolescents with T1DM, when administered online.

Methods: Participants with T1DM were consecutively recruited from July to December 2014, from a list of potential candidates aged 8-19 years, who attended outpatient pediatric endocrinology units. Before every quarterly routine visit, participants received an email/telephone reminder to complete the online version of two generic HRQoL questionnaires: EQ-5D-Y and KIDSCREEN-27. The EQ-5D-Y measures five dimensions, from which an equally weighted summary score was constructed (range: 0-100).
Completion rate and distribution statistics were calculated. Construct validity was evaluated through known group comparisons based on general health, acute diabetic decompensations, mental health, family function, and a multitrait, multimethod matrix between EQ-5D-Y and KIDSCREEN by using Spearman correlations. Construct validity hypotheses were stated a priori. Reliability was assessed with the intraclass correlation coefficient and responsiveness by testing changes over time and calculating the effect size. Reliability and responsiveness were tested among the stable and improved subsamples defined by a KIDSCREEN-10 index change of <4.5 points or ≥4.5 points, respectively, from the first to the fourth visit.

**Results:** Of the 136 participants, 119 (87.5%) responded to the EQ-5D-Y at the last visit. The dimensions that showed higher percentages of participants with problems were “having pain/discomfort” (34.6%) and “worried/sad/unhappy” (28.7%). The mean (SD) of the EQ-5D-Y summary score was 8.5 (10.9), with ceiling and floor effects of 50.7% and 0%, respectively. Statistically significant HRQoL differences between groups defined by their general health (excellent/very good and good/regular/bad) and mental health (Strengths and Difficulties Questionnaire score ≤15 and >16, respectively) were found in three EQ-5D-Y dimensions (“doing usual activities,” “having pain/discomfort,” and “feeling worried/sad/unhappy”), summary score (effect size for general health and mental health groups=0.7 and 1.5, respectively), and KIDSCREEN-10 index (effect size for general health and mental health groups=0.6 and 0.9, respectively). Significant differences in the EQ-5D-Y dimensions were also found according to acute diabetic decompensations in “looking after myself” (P<.001) and according to family function in “having pain/discomfort” (P=.03). Results of the multitrait, multimethod matrix confirmed three of the four relationships hypothesized as substantial (0.21, 0.58, 0.50, and 0.46). The EQ-5D-Y summary score presented an intraclass correlation coefficient of 0.83. Statistically significant change between visits was observed in the improved subsample, with an effect size of 0.7 (P<.001).

**Conclusions:** These results support the use of the EQ-5D-Y administered online as an acceptable, valid, reliable, and responsive instrument for evaluating HRQoL in children and adolescents with T1DM.

(J Med Internet Res 2019;21(11):e14947) doi:10.2196/14947
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**Introduction**

Type 1 diabetes mellitus (T1DM) is one of the most common chronic childhood illnesses, affecting approximately 1 in every 400-600 children and adolescents [1]. Treatment includes a multifaceted regimen with daily subcutaneous insulin injections (or insulin infusion), blood glucose monitoring, carbohydrate counting, dietary plan, and physical activity [2]. Due to its complexity, T1DM management can be overwhelming even for the most competent patient [3]. Children might feel different from their peers because of their need for disruptive self-care activities [4] and the impact of T1DM on psychological aspects [5]. Health-related quality of life (HRQoL) captures the individual’s health perception, adding the patients’ perspective into T1DM clinical monitoring and research.

The lack of correspondence and continuity between HRQoL instruments designed for children and those designed for adults hinders the analysis of HRQoL changes using a life course approach. To solve this gap, in 2006, the EuroQol Group developed the EQ-5D-Youth (EQ-5D-Y) as a version of the EQ-5D for adults. The EQ-5D-Y was designed by adapting the EQ-5D dimensions to the requirements of HRQoL measurement in children and adolescents aged 8 years or older [6,7]. The main rationale of the new version was to enable young individuals to self-report their health [6,8]. A EQ-5D-Y proxy version was also developed [9] for children below 8 years of age. Given its generic and econometric nature, it allows comparison between different populations and conditions, and cost-utility analysis for economic evaluation. Another econometric instrument, the Health Utility Index [10], has a self-administered version for adults and adolescents and a proxy version for children (5-12 years of age), but its administration burden is substantially greater.

The EQ-5D-Y is a very short (2-3 minutes) and simple instrument to fill out. There are several studies assessing the metric properties of the EQ-5D-Y in the general population [11,12] or in school environments [13-16]. A Swedish study [12] suggested that the EQ-5D-Y was comprehensible, acceptable, and feasible for self-completion. A multicountry study supported its feasibility, reliability, and validity [11]. Furthermore, a Spanish study [16] compared the paper and Web-based versions of EQ-5D-Y, showing acceptable levels of agreement.

Only a few studies have assessed the metric properties of EQ-5D-Y in children with specific chronic conditions. A multicenter study among patients with cystic fibrosis [17] concluded that the EQ-5D-Y can be considered a valid instrument, which reflects the differences in health according to the progression of this life-long chronic disease. A comparison between the EQ-5D-Y and the Pediatric Asthma Quality of Life Questionnaire [18] supported EQ-5D-Y’s convergent validity for asthmatic children and adolescents. In addition, a study in youth with chronic kidney disease provided evidence of the EQ-5D-Y validity, as it discriminated among groups that differed with regard to the disease-related clinical burden [19]. Finally, we have only identified one descriptive study of HRQoL in children with T1DM [20] measured with the EQ-5D-Y, but without assessing its metric properties. Our aim was to evaluate acceptability, validity, reliability and responsiveness of the EQ-5D-Y administered online in children and adolescents with T1DM.
Data was obtained from a clinical trial on children and adolescents with T1DM, designed to evaluate the impact of routine use of HRQoL assessment in clinical practice by using the KIDSCREEN-27 as the primary outcome. Previous publications of this trial reported that the baseline HRQoL of children and adolescents with T1DM [21] was similar to that of the European population of the same age, but with slightly worse physical well-being, and that routine assessment and face-to-face patient-physician discussion of HRQoL results improved after a year of follow-up, especially psychological well-being and school environment [22].

Methods

Participants and Study Design

Subjects were consecutively recruited from July to December 2014, from a list of 205 potential candidates with T1DM, aged between 8 and 19 years, attending outpatient pediatric endocrinology units of 5 hospitals. Exclusion criteria were as follows: T1DM diagnosed within the last 6 months and presence of cognitive problems that prevented comprehension of the questionnaires. Seven pediatricians were randomly assigned to either the intervention or control group (four and three pediatricians, respectively).

Families of children that fulfilled the inclusion criteria were informed about the project, and those who agreed to participate received a reminder by email and then by telephone, if necessary, before every quarterly routine visit to complete the online questionnaires within the 48 hours prior to the visit (for children with limited access to internet, a laptop was available at the doctor’s office).

The intervention involved a discussion of the HRQoL scores between the doctor and the participant at each routine visit. The KIDSCREEN-27 and EQ-5D-Y results were displayed with different colors, similar to a traffic light, marking green for good, yellow for medium, and red for poor outcomes. Evolutionary results were displayed in the second, third, and fourth visits, to show a comparison with the previous results. At each visit, pediatricians invited the patients to comment and discuss the results, identifying dimensions with low value scores, exploring possible solutions and actions, and coming back to these actions over time with advice. Before starting the study, the pediatricians in this group had received standardized training in the use and interpretation of HRQoL questionnaires.

The control group also completed the questionnaires online. However, the questionnaires completed by the control group 48 h before each visit were about physical activity and diet, and the HRQoL questionnaires were completed only before the first and fourth visits. During the consultation, the patients received usual care without commenting on the results of the questionnaires (physicians did not receive any instruction on clinical management).

Study Variables

Information collected from clinical records included age, gender, weight, height, and glycated hemoglobin (HbA1c) levels. Acute diabetic decompensations during the previous 3 months were registered: hypoglycemia (<60 mg/dL) with decreased level of consciousness, requiring glucagon or the help of others to recover, and hyperglycemia (>400-450 mg/dL), which required intervention of professionals or presented with diabetic ketoacidosis.

HRQoL evaluation consisted of the administration of the Spanish online version of the KIDSCREEN-27 and the EQ-5D-Youth (EQ-5D-Y). The descriptive system of the EQ-5D-Y [6] consists of five dimensions (“mobility,” “looking after myself,” “doing usual activities,” “having pain/discomfort,” and “feeling worried/sad/unhappy”) with three-level Likert scale responses (no problems, moderate problems, and serious problems). It includes also a visual analogue scale (EQ-VAS) on the general health status rated from 0 (worst health status) to 100 (best health status possible). The time frame for both dimensions and EQ-VAS is “today.” As no preference weights were available for the EQ-5D-Y to estimate utilities [23], an equally weighted summary score of the five dimensions was calculated [24-26], ranging from 0 (no problem in any dimension) to 100 (serious problems in all dimensions).

The KIDSCREEN-27 [27] contains 5 dimensions: physical well-being (5 items), psychological well-being (7 items), autonomy and relationships with parents (7 items), social support and relationship with friends (4 items), and school environment (4 items). Responses were categorized into five-option Likert scales that assess the frequency or intensity of the attribute, with a recall period of 1 week in most questions. Scores were calculated following developers’ recommendations [27] for the KIDSCREEN-27 dimensions and for the KIDSCREEN-10 index, constructed with 10 items that sufficiently represent the longer KIDSCREEN profiles. The KIDSCREEN scores are standardized to a mean of 50 and a SD of 10, from a reference sample of 22,000 European children and adolescents [28].

In addition to HRQoL, children’s mental health status and family function were assessed. The Strengths and Difficulties Questionnaire (SDQ) [29] consists of 25 items measuring a range of mental health symptoms including conduct problems, hyperactivity-inattention, emotional symptoms and peer problems, and prosocial behaviors. All items are scored on a 3-point scale (0=not true, 1=somewhat true, and 2=certainly true). Items are summed to give a total difficulties score ranging from 0 (no problems) to 40 (maximum problems). The Spanish version of the SDQ has shown to be reliable and valid [30]. The family function questionnaire [31,32] was designed to measure the patient’s satisfaction with the support from the family through five items: Adaptation, Partnership, Growth, Affection, and Resolve (APGAR). These items have three response options (from almost always to hardly ever), and the total score ranges from 0 to 10 (low to high satisfaction).

Ethics Considerations

The study was approved by the ethics committee of participant hospitals in accordance with national and international guidelines (code of ethics, Helsinki Declaration) as well as legislation on data confidentiality (Organic Law 15/1999 of December 13 Data Protection staff). Signed consent to participate was requested from parents and children over 12
years. The collection and transfer of data were carried out according to strict security and data encryption.

**Analytical Strategy**

Considering the 136 patients included in the T1DM clinical trial, this sample size gave a statistical power of 0.80 to detect a moderate-to-large difference of 0.65 SDs in the EQ-5D-Y summary score between unequally distributed known groups (80% and 20% of participants in each category) using a two-sided test with type I error of 5%. Statistical power was calculated using published formulas [33].

Characteristics of the sample were described by calculating percentages, or means and SDs, according to the type of variable. To evaluate the acceptability of the EQ-5D-Y, we calculated the completion rate and the distribution of the response options in each dimension. Distribution of the EQ-5D-Y summary score, EQ-VAS, and the KIDSCREEN-10 index was described by calculating the observed range, floor, and ceiling effects (proportion of participants with the worst and best possible score, respectively) and statistics of central tendency and dispersion.

Construct validity was assessed by applying two different approaches: (1) comparison of known groups and (2) the multitrait, multimethod matrix with data from the first visit. Known groups were defined according to the general health (through a question from KIDSCREEN-27), dichotomized as excellent/very good and good/regular/bad; acute diabetic decompensations during the previous 3 months; mental health, dichotomized by the total SDQ score cutoff of 15; and family, classified as dysfunctional (total APGAR score ≤7-10) [32]. To assess differences between known groups, a Chi-square test was used for proportions of participants with problems, Wilcoxon nonparametric test was used for the EQ-5D-Y summary score and EQ-VAS, and unpaired t-test was used for KIDSCREEN scores. The magnitude of the differences between groups was assessed by the Cohen effect size (difference of mean/pooled SD) [34]. General guidelines define an effect size of 0.2 as small, 0.5 as moderate, and 0.8 as large [35]. The hypotheses raised a priori, based on available evidence, were higher EQ-5D-Y summary score (worse HRQoL) in children reporting worse general health [11], with previous acute diabetic decompensations [36,37], worse mental health [11,38], and with a dysfunctional family [39,40].

The multitrait, multimethod matrix between the EQ-5D-Y and the KIDSCREEN was constructed using Spearman correlations. The logical relationship between two instruments can be categorized as convergent and discriminant. For the convergent validity [7] (different instruments measuring a similar concept), we hypothesized substantial correlations between “mobility” (EQ-5D-Y) and “physical well-being” (KIDSCREEN-27), “feeling worried/sad/unhappy” (EQ-5D-Y) and “psychological wellbeing” (KIDSCREEN-27), and the KIDSCREEN-10 index with the EQ-5D-Y summary score and EQ-VAS. In contrast, for the discriminant validity [7] (different instruments measuring different traits or constructs), we hypothesized low correlations between the EQ-5D-Y dimension of “looking after myself” and the following three KIDSCREEN-27 dimensions: “autonomy and relationships with parents,” “social support and relationship with friends,” and “school environment.” The strength of Spearman correlations was defined [41] as insignificant (≤0.30), moderate (0.31-0.44), or substantial (0.45-0.60).

The reliability was assessed in terms of reproducibility (stability of an instrument over time) in a subsample of stable participants—those in the control group with an absolute change <4.5 points in the KIDSCREEN-10 index from the first to the fourth visit, which corresponds to a small magnitude of change (effect size<0.45). To measure the agreement in EQ-5D-Y summary score and EQ-VAS between both administrations, the intraclass correlation coefficient (ICC) was calculated. To assess responsiveness, we classified participants experiencing “improvement” as those with a change in KIDSCREEN-10 index ≥4.5 points (moderate effect size) between the first and the fourth visits. Differences for the EQ-5D-Y dimensions were compared using the McNemar paired test, while differences between the EQ-5D-Y summary score and EQ-VAS were tested with the Wilcoxon paired test. The magnitude of change was also measured by the effect size coefficient (mean of change/SD of change). Program STATA.14 software (StateCorp LP, College Station, Texas) was used in the analysis.

**Results**

**Sample Characteristics**

Of 205 potential candidates with T1DM, 61 were not included due to change of address, transfer to the adult unit, or no attendance at the follow-up visits; in addition, 8 subjects rejected participation. Finally, 136 participants were included in the study. Table 1 shows the characteristics of the sample. Mean age was 14 years, around half of the participants were girls, 71 (52.2%) had HbA1c levels ≤7.5% (58 mmol/mL), 123 (90.4%) did not present acute diabetic decompensations during the previous 3 months, and the majority (n=95) rated their health as good or very good.
### Table 1. Demographic and clinical characteristics of the participants (N=136).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong>&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>13.99 (0.2)</td>
</tr>
<tr>
<td>8-12, n (%)</td>
<td>45 (33.3)</td>
</tr>
<tr>
<td>13-15, n (%)</td>
<td>54 (40.0)</td>
</tr>
<tr>
<td>16-18, n (%)</td>
<td>35 (25.9)</td>
</tr>
<tr>
<td>&gt;18, n (%)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td>72 (52.9)</td>
</tr>
<tr>
<td>Boys</td>
<td>64 (47.1)</td>
</tr>
<tr>
<td><strong>Metabolic control, HbA&lt;sub&gt;1c&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</strong></td>
<td>7.7 (1.3)</td>
</tr>
<tr>
<td>&gt;7.5, n (%)</td>
<td>65 (47.8)</td>
</tr>
<tr>
<td>≤7.5, n (%)</td>
<td>71 (52.2)</td>
</tr>
<tr>
<td><strong>Acute diabetic decompensations (previous 3 months), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (9.6)</td>
</tr>
<tr>
<td>No</td>
<td>123 (90.4)</td>
</tr>
<tr>
<td><strong>General Health Question (KIDSCREEN-27), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>19 (13.9)</td>
</tr>
<tr>
<td>Very good</td>
<td>44 (32.4)</td>
</tr>
<tr>
<td>Good</td>
<td>54 (39.7)</td>
</tr>
<tr>
<td>Regular</td>
<td>17 (12.5)</td>
</tr>
<tr>
<td>Bad</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td><strong>Mental health (total SDQ&lt;sup&gt;c&lt;/sup&gt; score), mean (SD)</strong></td>
<td>10.64 (5.3)</td>
</tr>
<tr>
<td>0-15, n (%)</td>
<td>113 (83.1)</td>
</tr>
<tr>
<td>16-40, n (%)</td>
<td>23 (16.9)</td>
</tr>
<tr>
<td><strong>Family function (APGAR&lt;sup&gt;d&lt;/sup&gt;), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Dysfunctional</td>
<td>52 (38.2)</td>
</tr>
<tr>
<td>Functional</td>
<td>84 (61.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The age of one participant is missing (N=135).

<sup>b</sup>HbA<sub>1c</sub>: glycated hemoglobin.

<sup>c</sup>SDQ: Strengths and Difficulties Questionnaire.

<sup>d</sup>APGAR: Adaptation, Partnership, Growth, Affection, and Resolve.

### Distribution of Dimensions and Indices of Health-Related Quality of Life

Children and adolescents with T1DM reported relatively fewer health problems in the EQ-5D-Y dimensions (Table 2), especially for “mobility” (n=3, 2.2%) and “looking after myself” (n=4, 2.9%). Dimensions showing higher percentages of participants with problems were “having pain or discomfort” (n=47, 34.6%) and “feeling worried/sad/unhappy” (n=39, 28.6%). Means and 95% CI of KIDSCREEN-27 dimensions (Table 3) were below 50 (European sample mean [28]) for “physical well-being” (46.2, 95% CI 44.7-47.7) and over 50 for “school environment” (52.0, 95% CI 50.4-53.6) and “social support/relationship with friends” (53.6, 95% CI 52.1-55.1). As shown in Table 4, the mean (SD) of the EQ-5D-Y summary score was 8.5 (10.9), with ceiling and floor effects of 50.7% and 0%, respectively. The EQ-VAS ranged in our sample from 31 to 100, with a mean (SD) of 80.4 (14.7). The KIDSCREEN index ranged from 40.0 to 83.8, and the mean (SD) was 49.7 (8.3).
Table 2. Distribution of the EuroQol-5D-Youth (EQ-5D-Y) dimensions.

<table>
<thead>
<tr>
<th>EQ-5D-Y dimensions</th>
<th>No problems, n (%)</th>
<th>Some problems, n (%)</th>
<th>A lot of problems, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility</td>
<td>133 (97.8)</td>
<td>3 (2.2)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Looking after myself</td>
<td>132 (97.1)</td>
<td>4 (2.9)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Doing usual activities</td>
<td>119 (87.5)</td>
<td>17 (12.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Having pain/discomfort</td>
<td>89 (65.4)</td>
<td>45 (33.1)</td>
<td>2 (1.5)</td>
</tr>
<tr>
<td>Feeling worried/sad/unhappy</td>
<td>97 (71.3)</td>
<td>35 (25.7)</td>
<td>4 (2.9)</td>
</tr>
</tbody>
</table>

Table 3. Distribution of KIDSCREEN-27 dimensions.

<table>
<thead>
<tr>
<th>KIDSCREEN-27 dimensions</th>
<th>Mean (SD), 95% CI</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical well-being</td>
<td>46.2 (9.0), 44.7-47.7</td>
<td>44.7</td>
</tr>
<tr>
<td>Autonomy/relationships with parents</td>
<td>50.5 (8.2), 49.1-51.9</td>
<td>49.5</td>
</tr>
<tr>
<td>School environment</td>
<td>52.0 (9.3), 50.4-53.6</td>
<td>51.1</td>
</tr>
<tr>
<td>Social support and relationship with friends</td>
<td>53.6 (9.1), 52.1-55.1</td>
<td>53.3</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>49.7 (9.7), 48.1-51.3</td>
<td>48.5</td>
</tr>
</tbody>
</table>

Table 4. Distribution of the EuroQol-5D-Youth (EQ-5D-Y) summary score, EuroQol-Visual Analog Scale (EQ-VAS), and KIDSCREEN-10 index.

<table>
<thead>
<tr>
<th>Distribution of scores</th>
<th>EQ-5D-Y summary score</th>
<th>EQ-VAS</th>
<th>KIDSCREEN-10 index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical range</td>
<td>0-100</td>
<td>0-100</td>
<td>−3.54 to 83.81</td>
</tr>
<tr>
<td>Observed range</td>
<td>0-40</td>
<td>31-100</td>
<td>40.0-83.81</td>
</tr>
<tr>
<td>Proportion of participants with the best health (%)</td>
<td>50.7</td>
<td>8.1</td>
<td>0.7</td>
</tr>
<tr>
<td>Proportion of participants with the worst health (%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.5 (10.9)</td>
<td>80.4 (14.7)</td>
<td>49.7 (8.3)</td>
</tr>
</tbody>
</table>

Construct Validity of the EuroQol-5D-Youth Online

Table 5 shows statistically significant HRQoL differences between groups defined by their general health in three of five EQ-5D-Y dimensions as well as EQ-5D-Y summary score, EQ-VAS, and KIDSCREEN-10 index (P<.001, P<.001, and P=.02, respectively) with moderate-large effect sizes (0.7, 1.0, and 0.6, respectively). Similar significant HRQoL differences were found according to mental health with large effect sizes, except for the EQ-VAS. The only significant difference between those with and without acute diabetic decompensations was found in the “looking after myself” dimension (P=.005). Finally, HRQoL differences between functional and dysfunctional families were statistically significant for the “having pain and discomfort” EQ-5D-Y dimension (P=.03) and KIDSCREEN-10 index (P<.001).
Table 5. Comparison of health-related quality of life between known groups measured at baseline.

<table>
<thead>
<tr>
<th>Variables</th>
<th>EQ-5D-Y&lt;sup&gt;a&lt;/sup&gt; dimensions</th>
<th>EQ-5D-Y summary score, mean (SD), median</th>
<th>EQ-VAS&lt;sup&gt;b&lt;/sup&gt;, mean (SD), median</th>
<th>KIDSCREEN-10 index, mean (SD), median</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M&lt;sup&gt;c&lt;/sup&gt;</td>
<td>LAM&lt;sup&gt;d&lt;/sup&gt;</td>
<td>DUA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>HP/D&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>General health question</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent/very good</td>
<td>0.0%</td>
<td>3.2%</td>
<td>4.8%</td>
<td>22.2%</td>
</tr>
<tr>
<td></td>
<td>5.08 (8.4), 0</td>
<td>87.6 (10.5), 90</td>
<td>52.24 (6.9), 53.1</td>
<td></td>
</tr>
<tr>
<td>Good/regular/bad</td>
<td>4.1%</td>
<td>2.7%</td>
<td>19.2%</td>
<td>45.2%</td>
</tr>
<tr>
<td></td>
<td>11.51 (12.1), 10</td>
<td>74.1 (15.0), 75</td>
<td>47.47 (8.9), 45.7</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.25</td>
<td>.00&lt;sup&gt;h&lt;/sup&gt;</td>
<td>&lt;.01&lt;sup&gt;h&lt;/sup&gt;</td>
<td>.02&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Effect size (95% CI)</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Acute diabetic decompensations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>7.7%</td>
<td>15.4%</td>
<td>23.1%</td>
<td>38.5%</td>
</tr>
<tr>
<td></td>
<td>13.85 (13.2), 10</td>
<td>74.9 (18.0), 75</td>
<td>50.21 (9.8), 46.9</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>.26</td>
<td>.005&lt;sup&gt;h&lt;/sup&gt;</td>
<td>.23</td>
<td>.76</td>
</tr>
<tr>
<td></td>
<td>.06</td>
<td>.21</td>
<td>.81</td>
<td></td>
</tr>
<tr>
<td>Effect size (95% CI)</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Mental health (SDQ&lt;sup&gt;j&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score 0-15</td>
<td>0.9%</td>
<td>2.7%</td>
<td>8.9%</td>
<td>28.3%</td>
</tr>
<tr>
<td></td>
<td>6.11 (8.4), 0</td>
<td>81.3 (14.8), 81</td>
<td>50.84 (8.3), 49.8</td>
<td></td>
</tr>
<tr>
<td>Score 16-40</td>
<td>8.7%</td>
<td>4.4%</td>
<td>30.4%</td>
<td>65.2%</td>
</tr>
<tr>
<td></td>
<td>20.43 (14.3), 20</td>
<td>75.7 (13.5), 75</td>
<td>44.01 (5.6), 43.4</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.07</td>
<td>.53</td>
<td>.004&lt;sup&gt;h&lt;/sup&gt;</td>
<td>.001&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Effect size (95% CI)</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Family function (APGAR&lt;sup&gt;k&lt;/sup&gt;)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score≤6</td>
<td>1.2%</td>
<td>4.8%</td>
<td>10.7%</td>
<td>27.4%</td>
</tr>
<tr>
<td></td>
<td>7.02 (9.9), 0</td>
<td>81.6 (15.1), 85</td>
<td>51.46 (8.6), 50.6</td>
<td></td>
</tr>
<tr>
<td>Score 7-10</td>
<td>3.9%</td>
<td>0.0%</td>
<td>15.4%</td>
<td>46.2%</td>
</tr>
<tr>
<td></td>
<td>10.96 (12.3), 10</td>
<td>78.3 (13.9), 80</td>
<td>46.81 (6.9), 46.9</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.56</td>
<td>.30</td>
<td>.42</td>
<td>.03&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>.12</td>
<td>.06</td>
<td>&lt;.001&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Effect size (95% CI)</td>
<td>N/A&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>0.2 (-0.12 to 0.58)</td>
<td>0.6 (0.22-0.93)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>EQ-5D-Y: EuroQol-5D-Youth.<br><sup>b</sup>EQ-VAS: EuroQol-Visual Analog Scale.<br><sup>c</sup>M: mobility.<br><sup>d</sup>LAM: looking after myself.<br><sup>e</sup>DUA: doing usual activities.<br><sup>f</sup>HP/D: having pain/discomfort.<br><sup>g</sup>W/S/U: feeling worried/sad/unhappy.<br><sup>h</sup>Statistically significant difference.<br><sup>i</sup>N/A: not applicable.<br><sup>j</sup>SDQ: Strengths and Difficulties Questionnaire.<br><sup>k</sup>APGAR: Adaptation, Partnership, Growth, Affection, and Resolve.

Table 6 presents the multitrait, multimethod matrix between EQ-5D-Y and KIDSCREEN. Regarding convergent validity, of the four correlations previously hypothesized as substantial, subscript a), three obtained coefficient values of 0.45 or greater: 0.58 between EQ-5D-Y “feeling worried/sad/unhappy” and KIDSCREEN “psychological wellbeing,” 0.50 between the EQ-5D-Y summary score and KIDSCREEN-10 index, and 0.46 between the EQ-VAS and KIDSCREEN-10 index. In contrast, the correlation between the mobility dimension of the EQ-5D-Y and the physical well-being dimension of the KIDSCREEN-27 was 0.21. For discriminant validity, the three relationships hypothesized as insignificant (subscript b) ranged from 0.02 to 0.06, as expected.
Table 6. Multitrait, multimethod matrix between the EuroQol-5D-Youth (EQ-5D-Y) and the KIDSCREEN in children and adolescents with type 1 diabetes mellitus at baseline evaluation.

<table>
<thead>
<tr>
<th>EQ-5D-Y</th>
<th>KIDSCREEN-27</th>
<th></th>
<th>Autonomy and relationships with parents</th>
<th>Social support and relationship with friends</th>
<th>School environment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Physical well-being</td>
<td>Psychological well-being</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility</td>
<td></td>
<td>0.21(^a)</td>
<td>0.19</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>Looking after myself</td>
<td></td>
<td>0.02</td>
<td>0.07</td>
<td>0.06(^b)</td>
<td>0.02(^b)</td>
</tr>
<tr>
<td>Doing usual activities</td>
<td></td>
<td>0.17</td>
<td>0.29</td>
<td>0.08</td>
<td>0.14</td>
</tr>
<tr>
<td>Having pain/discomfort</td>
<td></td>
<td>0.27</td>
<td>0.31</td>
<td>0.23</td>
<td>0.13</td>
</tr>
<tr>
<td>Feeling worried/sad/unhappy</td>
<td></td>
<td>0.30</td>
<td>0.58(^a)</td>
<td>0.22</td>
<td>0.36</td>
</tr>
<tr>
<td>EQ-5D-Y summary score</td>
<td></td>
<td>0.23</td>
<td>0.10</td>
<td>0.01</td>
<td>0.18</td>
</tr>
<tr>
<td>EuroQol-Visual Analog Scale</td>
<td></td>
<td>0.38</td>
<td>0.31</td>
<td>0.21</td>
<td>0.14</td>
</tr>
</tbody>
</table>

\(^a\)Correlations hypothesized as substantial (0.45-0.60).

\(^b\)Correlations hypothesized as insignificant (≤0.30).

Reproducibility and Responsiveness

Table 7 shows EQ-5D-Y test-retest results in the “stable” subsample between the first and the fourth visit. The ICC was 0.83 and 0.74 for the EQ-5D-Y summary score and EQ-VAS, demonstrating stability over time for this subsample. Regarding responsiveness, this “improvement” subsample presented significant changes in three dimensions, in the EQ-5D-Y summary score, and EQ-VAS between the first visit and the fourth visit. The effect sizes were 0.70 and 0.74, indicating an improvement of moderate-to-large magnitude.

Table 7. Reproducibility and responsiveness of EuroQol-5D-Youth (EQ-5D-Y): problems reported by each dimension, summary score, and EuroQol-Visual Analog Scale (EQ-VAS) at the first and fourth visits.

<table>
<thead>
<tr>
<th>EQ-5D-Y</th>
<th>Test-retest reproducibility among stable participants (n=18)</th>
<th>Responsiveness among participants with improvement (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First visit</td>
<td>Fourth visit</td>
</tr>
<tr>
<td>EQ-5D-Y dimensions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility, n (%)</td>
<td>0 (0.0)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Looking after myself, n (%)</td>
<td>1 (5.6)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Doing usual activities, n (%)</td>
<td>1 (5.6)</td>
<td>1 (5.6)</td>
</tr>
<tr>
<td>Having pain/discomfort, n (%)</td>
<td>4 (22.2)</td>
<td>4 (22.2)</td>
</tr>
<tr>
<td>Feeling worried/sad/unhappy, n (%)</td>
<td>6 (33.3)</td>
<td>5 (27.8)</td>
</tr>
<tr>
<td>EQ-5D-Y summary score</td>
<td>.71</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>6.67 (9.1)</td>
<td>6.11 (7.8)</td>
</tr>
<tr>
<td>Effect size (95% CI)</td>
<td>N/A(^c)</td>
<td>0.07 (–0.61 to 0.74)</td>
</tr>
<tr>
<td>ICC(^d) (95% CI)</td>
<td>N/A</td>
<td>0.83 (0.55 to 0.94)</td>
</tr>
<tr>
<td>EQ-VAS</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>82 (13.5)</td>
<td>86 (9.1)</td>
</tr>
<tr>
<td>Effect size (95% CI)</td>
<td>N/A</td>
<td>0.35 (–0.34 to 1.03)</td>
</tr>
<tr>
<td>ICC (95% CI)</td>
<td>N/A</td>
<td>0.74 (0.31 to 0.90)</td>
</tr>
</tbody>
</table>

\(^a\)Not available.

\(^b\)Statistically significant difference.

\(^c\)N/A: not applicable.

\(^d\)ICC: intraclass correlation coefficient.
Discussion

To the best of our knowledge, this is the first study evaluating metric properties of the new EQ-5D-Y in T1DM children and adolescents. We found this generic preference-based instrument to be acceptable for children and adolescents with T1DM and easy to administer online, but with a high ceiling effect (50.7% of participants reported no problem in any dimension). The EQ-5D-Y showed good validity, considering the results obtained in the known groups’ analysis based on general health, acute diabetic decompensations, mental health, and family function, and those obtained from the multitrait, multimethod matrix with KIDSCREEN. Test-retest reproducibility was high, indicating good reliability, and the moderate-large change observed between the first and fourth visits among the selected subsample of “improvement” supports its responsiveness.

Of the 136 participants in the T1DM study, all responded to the EQ-5D-Y at the first visit and 119 (87.5%) responded at the fourth visit, which is similar to the response rates reported by studies carried out in the clinical (96% [18]) and school (77% [16]) settings. It is important to remark that the participants answering the EQ-5D-Y entirely completed the instrument, including the five dimensions, and the EQ-VAS. These rates of completion support the acceptability of the EQ-5D-Y among children and adolescents with T1DM when administered online. Taking into account the quick expansion of online recreational habits among the new generations born in the digital era, acceptability could be even higher with the incorporation of other devices such as apps for smartphones or tablets. However, completion rates in routine clinical practice could be lower than under clinical trial conditions, which indicates the need for closer monitorization.

Ceiling effect in the sample of children and adolescents with T1DM was high for the EQ-5D-Y summary score (50.7%) and for the three out of its five dimensions, which exceeded 85% of participants reporting no problem (“mobility,” “looking after myself,” and “doing usual activities”). A European multicountry study of EQ-5D-Y metric properties [11] reported a similar ceiling effect for these dimensions, which was up to 80% in children with chronic conditions. Half of the children and adolescents with no problem in any dimension (value=0 in EQ-5D-Y summary score) could be considered to show a really high ceiling effect, taking into account the established recommendations of 15% for HRQoL scores [42]. However, this is a general standard, as there are none specific for children. This high ceiling effect could be considered coherent with the relative low impact of diabetes on HRQoL for most children and adolescents, partially explained by their capacity of adaptation to the demanding tasks related to care [43]. The main disadvantage of this high ceiling effect is that it avoids the detection of improvement in children and adolescents who reported the highest level of health, which could affect the instrument’s responsiveness.

On the other hand, our study showed a substantial proportion of children and adolescents with T1DM reporting problems in the dimensions of “having pain or discomfort” (n=47, 34.6%) and “feeling worried/sad/unhappy” (n=43, 28.7%). These results are consistent with a previous study [44] showing this latter EQ-5D-Y dimension as the most affected in children and adolescents with T1DM. They are also consistent with studies using the 21-item Beck Depression Inventory and the Child Health Questionnaire PF-50 [45,46], which highlighted the impact of T1DM on the psychological dimension, especially due to the lack of autonomy, worrying for future chronic complications and the self-care routines that these children and adolescents have to experience.

As hypothesized, the EQ-5D-Y presented a good discrimination capacity between groups defined by the general health question and SDQ score in the summary score and in three dimensions: “doing usual activities,” “having pain/discomfort,” and “feeling worried/sad/unhappy.” These dimensions presented the highest correlations with general and mental health in previous studies of children and adolescents with T1DM [41] or chronic conditions [10]. The magnitude of the difference between groups defined by these constructs was larger when HRQoL was measured with the EQ-5D-Y summary score (effect size for general health and mental health groups=0.7 and 1.5, respectively) than with the KIDSCREEN-10 index (effect size for general health and mental health groups=0.6 and 0.9, respectively).

It is important to highlight the problems reported in the “looking after myself” dimension among those participants who had previously experienced acute diabetic decompensations, which is consistent with previous studies comparing good and bad metabolic control [37,47]. These participants showed differences in the physical well-being and health perception dimensions, measured with KINDL-R [37] and the Diabetes Quality of Life questionnaire [42]. A priori hypotheses on the relationship between family function and HRQoL were based on studies that reported an increased risk for depressive symptoms in families with a disadvantaged socioeconomic status [39,48]. Our results, showing problems of “having pain and discomfort” more frequently and poorer HRQoL with KIDSCREEN-10 index in children and adolescents with dysfunctional families, are in line with the social component of health [39,48].

Correlations between EQ-5D-Y and KIDSCREEN showed the expected pattern for convergent and divergent validity, which were very similar to those obtained in the abovementioned European multicountry study [11]. The dimensions reflecting the emotional aspects of EQ-5D-Y (“feeling worried/sad/unhappy”) and KIDSCREEN-27 (“psychological well-being”), in addition to the EQ-5D-Y summary score and EQ-VAS, presented a substantial correlation with the KIDSCREEN-10 index, which provides a summary of the HRQoL. The EQ-5D-Y “mobility” dimension failed to display convergent validity with the KIDSCREEN dimension “physical wellbeing,” similar to a previous study [11] (r=0.10-0.25). Considering the content of the instruments, it can be argued that KIDSCREEN is more focused on the energy level and less focused on the physical functioning, which is the case of the EQ-5D-Y.

Our study shows good reproducibility of the questionnaire according to the established standards [7] for reliability coefficients: 0.7 and 0.9 for group and individual measurements,
respectively. The ICC of 0.83 and 0.74 obtained for the EQ-5D-Y summary score and EQ-VAS allows recommending its use. Nine months between the first and the fourth visit is too long a period to evaluate reproducibility, since HRQoL could change considerably during this time. This long period explains the low number of children and adolescents in the stable subsample (n=18). Previous EQ-5D-Y studies used the kappa coefficient to evaluate test-retest reporting from good to fair agreement, according to dimensions [11,15].

The EQ-5D-Y detected differences in the selected subsample of children and adolescents with T1DM classified as experiencing “improvement” between the first and the fourth visit, showing the capacity of this instrument to detect change. It is important to highlight that no other studies testing the responsiveness of the EQ-5D-Y have been found. A systematic review assessing metric properties of diabetes-specific HRQoL instruments also highlighted that the lack of testing for responsiveness is a major shortcoming [49]. The EQ-5D-Y summary score indicates a moderate-large improvement over time, a magnitude which can be considered reasonable when accounting for the length of the follow-up of participants (9 months), the nature of the intervention, and the course of the T1DM.

The T1DM clinical trial provides a comprehensive and complete database of EQ-5D-Y and disease-related variables to allow assessment of metric properties including validity, reliability, and responsiveness. However, some limitations need to be addressed. First, the assessment of the acceptability is not complete: Other indicators such as administration time needed to complete the questionnaire and patient views about the instrument should be included in further studies. Second, since the EuroQoL group has not developed the value set for the instrument, no preference-based health status measure, it will allow calculating quality-adjusted life-years (combining both the quantity and quality of life) for economic evaluations, once social preferences specifically for children become available. Given its short and easy administration, the EQ-5D-Y is a practical instrument to implement in primary care to routine monitoring. It is a promising instrument to compare the efficiency of different programs or treatment strategies, helping prioritize and invest at different levels.
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Abstract

Background: The usability of electronic health (eHealth) and mobile health apps is of paramount importance as it impacts the quality of care. Methodological quality assessment is a common practice in the field of health for different designs and types of studies. However, we were unable to find a scale to assess the methodological quality of studies on the usability of eHealth products or services.

Objective: This study aimed to develop a scale to assess the methodological quality of studies assessing usability of mobile apps and to perform a preliminary analysis of the scale’s feasibility, reliability, and construct validity on studies assessing usability of mobile apps, measuring aspects of physical activity.

Methods: A 3-round Delphi panel was used to generate a pool of items considered important when assessing the quality of studies on the usability of mobile apps. These items were used to write the scale and the guide to assist its use. The scale was then used to assess the quality of studies on usability of mobile apps for physical activity, and it assessed in terms of feasibility, interrater reliability, and construct validity.

Results: A total of 25 experts participated in the Delphi panel, and a 15-item scale was developed. This scale was shown to be feasible (time of application mean 13.10 [SD 2.59] min), reliable (intraclass correlation coefficient=0.81; 95% CI 0.55-0.93), and able to discriminate between low- and high-quality studies (high quality: mean 9.22 [SD 0.36]; low quality: mean 6.86 [SD 0.80]; P=.01).

Conclusions: The scale that was developed can be used both to assess the methodological quality of usability studies and to inform its planning.
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Introduction

Background

Methodological quality can be defined as “the extent to which study authors conducted their research to the highest possible standards” [1]. It should be considered both when interpreting individual study findings and when conducting systematic reviews and aggregating findings from different studies and making recommendations [1,2]. However, the critical assessment of the quality of studies is a complex process that must consider several different aspects of the study, which may vary depending on the type of study and on the subject of research [1,3,4]. Therefore, this process is usually performed with the aid of critical appraisal tools previously developed for that specific purpose. This is common practice in the field of health, where a number of critical appraisal tools exist to assist the assessment of the methodological quality of studies [1,3-5]. There are different tools depending, for example, on whether studies are randomized clinical trials aiming to assess the effectiveness of interventions [5] or assess the validity and/or reliability of measurement instruments [6] or are diagnostic accuracy studies [3]. However, we were unable to find any critical tool to guide the assessment of methodological quality of usability studies, neither for electronic health (eHealth) applications nor for general applications.

According to the International Standards Organization 9241-11, usability refers to the “extent to which a system, product or service can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [7]. Therefore, usability evaluation is an important part of the process of development of any system, product, or service [8] and can be formative or summative, that is, its main focus may be to detect and solve problems or to meet the metrics associated with the system, product, or service task and goals [9]. The complex nature of usability often requires the use of combined approaches for its assessment [8], involving, for example, the triangulation of methods, the use of both experts and end users, and different settings (eg, laboratory or real context). Furthermore, the type of instruments and procedures that are more adequate depend on several factors, such as the aim of the usability assessment (formative or summative) and on the development phase of the system, product, or service [10]. A methodologically sound assessment of usability is crucial to minimize the probability of errors and undesirable consequences and to increase the probability of use by a large proportion of the target end users [7]. In the field of health, usability contributes to enhance patient safety and quality of care, and recommendations aiming to enhance these by means of improving the usability have been published [11] as well as protocols to measure and validate user performance before deployment [11]. However, poor assessment of usability is common practice and impacts the quality of the eHealth apps [11]. Therefore, having a reference guide that could be used both to inform the design of usability studies and to assess the methodological quality of published studies is of paramount importance and constitutes a step forward in the field of usability.

Objectives

The aims of this study were to develop a scale to assess the methodological quality of studies assessing usability of mobile apps and to perform a preliminary analysis of its feasibility, reliability, and construct validity on studies assessing usability of mobile apps, measuring aspects of physical activity.

Methods

This study comprised 3 phases: (1) a 3-round Delphi panel to generate a pool of items considered important when assessing the quality of studies on usability; (2) a panel of experts to write the scale and the guide to assist in the use of the scale when assessing the quality of studies on usability; (3) testing of the developed scale, including the assessment of feasibility, interrater reliability, and construct validity. Figure 1 shows the flow of procedures for this study.
Delphi Panel

The Delphi method was used because it is recommended to determine the consensus for a predefined problem when there is little information, and one must rely on the opinion of experts. It is a structured multistage process to collect information from an expert panel about a certain topic to reach consensus based on structured group communication [12].

Expert Selection

To take part in the study, experts had to meet the following criteria: (1) have experience conducting studies on usability and (2) have previous published work on assessment of usability. In addition, we aimed to recruit participants with diverse academic backgrounds (Technology, Health, and Design) so that different points of view could be gathered. Participants who complied with these criteria were identified by team members. A sample size of at least 20 experts has been suggested as

Delphi Panel

The Delphi method was used because it is recommended to determine the consensus for a predefined problem when there is little information, and one must rely on the opinion of experts. It is a structured multistage process to collect information from an expert panel about a certain topic to reach consensus based on structured group communication [12].
appropriate [12,13]. To account for potential dropouts through the rounds, a total of 26 experts were invited to enter the study by an individual email or a phone call, and 25 of them accepted. Experts’ anonymity was maintained throughout the study.

Development of Consensus
This Delphi study was organized in 3 rounds. In the first round, participants were sent an email explaining the study with a link to a questionnaire developed using Google Forms and were asked to identify, by order of relevance, a minimum of 4 items that they thought were important to consider when assessing the quality of studies on usability. They were also asked to provide a justification for their choice.

The results of the first round were collated and then grouped into categories and subcategories with the same meaning so that at the end of this process, all items identified by all experts were allocated to a subcategory. This process was performed independently by 3 researchers (AGS, PS, and AR), who then met to compare their coding, and a consensus was reached. Each subcategory gave origin to a statement about an aspect that should be checked when assessing usability studies’ methodological quality. The list of statements was sent back to experts in the second round. In this round, experts were asked to rate the relevance of each statement using a 9-item Likert scale (1—item not important to 9—item very important). Participants were also asked to give their opinion on the formulation of the items. Consensus on the inclusion of 1 item in the scale was considered when 70% or more participants scored the item as 7 to 9 and less than 15% of participants scored it as 1 to 3. Consensus on the exclusion of 1 item was considered when 70% or more participants scored the item as 1 to 3 and less than 15% of participants scored the item as 7 to 9 [14,15]. The changes recommended by experts on the writing of each item, and which were considered relevant, were included in the third round.

In the third round, each expert has been presented with his/her previous score of each item and the ratings of the remaining experts summarized as absolute frequencies and presented in a graphic format. Experts were then asked whether they would like to reconsider their previous rating. The final list included all items that were classified with 7 to 9 regarding the degree of importance by at least 70% of the participants [14].

For each round, a minimum response rate of 70% was required to consider the round valid [16]. Experts had between 2 and 3 weeks to respond to each round, and reminders were sent at the end of the first and second weeks to those that had yet to reply.

Panel of Experts for Scale Writing
A total of 3 researchers (AGS, ARS, and PS) met to agree on the final writing of the scale to assess the quality of studies evaluating usability and how they should be ordered and prepared a first draft of the guide/manual of use to assist on using the scale. It was decided that an item should be scored as 0 if it was not assessed or not described in the study being appraised and as 1 if the item was assessed and that adding up the individual item score would result in a final global score. This first draft was piloted independently by the researchers on 3 manuscripts. In the second meeting, the panel revised the first draft of the scale based on their experience of using it. As it was decided that 2 items of the scale could be considered not applicable, we determined that the final score should be presented as percentage (ie, [number of items scored 1/total numbers of items applicable] × 100). This version of the scale was then sent to 3 experts external to this panel for comprehensibility assessment. These experts made only minor suggestions that were considered for inclusion, and the final version of the scale was named as Critical Assessment of Usability Studies Scale (CAUSS).

Feasibility, Interrater Reliability, and Construct Validity of the Final Scale
Feasibility and Interrater Reliability
To evaluate the feasibility and interrater reliability of the CAUSS, a systematic search for studies assessing usability of mobile apps measuring aspects of physical activity was performed on PubMed, Science Direct, Web of Science, Physiotherapy Evidence Database, Academic Search Complete, and IEEE Xplore using a combination of the following expressions: physical activity, mobile applications, and usability. All databases were searched since January 1, 2000, and the search was performed on October 29 and 30, 2017. We chose to use studies on the usability of mobile apps measuring aspects of physical activity to assess reliability as this study was conducted within the context of a research project on mobile (ie, eHealth or mobile health [mHealth]) apps to promote physical activity. To be included in the reliability part of this study, manuscripts had to (1) be full text; (2) specify the assessment of usability as one of its aims; and (3) describe the assessment of usability of an eHealth or mHealth app aiming primarily at measuring physical activity at any stage of development. A total of 16 studies met the inclusion criteria [17-32]. These studies were assessed independently by 3 authors (AGS, ARS, and PS) using the CAUSS and the respective guide. An intraclass correlation coefficient (ICC; 2-way random; absolute agreement) was used to compare the total score among raters, and an ICC of at least 0.7 was considered acceptable [33]. In addition, a repeated measures analysis of variance was also used to explore for significant differences between the scores of the 3 raters.

Feasibility was evaluated by assessing the time taken to assess the 16 studies using the CAUSS.

Construct Validity of the Scale
As there was no gold standard against which to compare the results of our scale, construct validity was assessed using a method adapted from Jadad et al [34] and Yates et al [35]. Articles were allocated to a group by a rater with extensive knowledge on both usability and methodological quality (NPR). This rater categorized each one of the 16 articles as low or high quality. Construct validity of the scale was assessed by testing whether it was able to discriminate between these categories. The consensus ratings of the 3 judges (AGS, ARS, and PS) who assessed each manuscript using the CAUSS (as detailed in the reliability section) were used for this analysis. A Student t test (data followed a normal distribution) was used to compare the scores of the articles classified as low and high quality.
Results

Delphi Panel

Of the 25 experts that entered the study, 11 (44%) were females, 21 (84%) held a Doctor of Philosophy degree, and their areas of academic background were diverse (Sciences and Technology of Communication, Engineering and Mathematics, Health, and Design; Table 1).

The first round was completed between April and June 2018, and a total of 22 out of 25 experts (88%) answered the questionnaire. In this round, the panel of experts generated a total of 121 statements where each person generated 5 statements on average (SD 0.87). The total statements were grouped in 22 main topics (Table 2), of which 6 were excluded by 3 members of the research team (Textbox 1) because they were not specific of usability studies and/or because they were out of scope (ie, not related to usability). The remaining topics were transformed into 15 questions and sent back to experts in round 2 (Table 2). Round 2 was completed by experts between November 2018 and January 2019. A total of 23 experts (92%) answered the questionnaire. Of the 15 questions identified, 13 reached consensus for inclusion.

The third and final round was completed between January and February 2019 by 23 out of 25 experts (92%). In this round, 14 of the 15 statements reached consensus and were included in the scale. However, the statement that did not reach consensus was also included because most of the experts (18/23, 78%) classified it with 6 or more out of a maximum score of 9. Table 3 shows the score of the 15 questions after rounds 2 and 3. These final statements were then used by the panel of 3 experts to write the final scale and its guide/manual of use (Multimedia Appendix 1).

Table 1. Characterization of experts participating in the Delphi panel (n=25).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (56)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Age (years), median (IQR&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>42 (14)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Masters</td>
<td>4 (16)</td>
</tr>
<tr>
<td>Doctoral</td>
<td>21 (84)</td>
</tr>
<tr>
<td>Academic background, n (%)</td>
<td></td>
</tr>
<tr>
<td>Sciences and Technology of Communication</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Engineering and Mathematics</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Health</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Design</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Current professional occupation, n (%)</td>
<td></td>
</tr>
<tr>
<td>University lecturer</td>
<td>16 (64)</td>
</tr>
<tr>
<td>Researcher</td>
<td>8 (32)</td>
</tr>
<tr>
<td>Designer</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Experience in usability assessment (years), median (IQR)</td>
<td>10 (10)</td>
</tr>
</tbody>
</table>

<sup>a</sup>IQR: interquartile range.
Table 2. Subcategories generated after round 1 and included in round 2.

<table>
<thead>
<tr>
<th>Subcategories</th>
<th>Questions sent back to experts in round 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valid measurement instruments</td>
<td>Did the study use valid measurement instruments of usability (ie, there is evidence that the instruments used assess usability)?</td>
</tr>
<tr>
<td>Reliable measurement instruments</td>
<td>Did the study use reliable measurement instruments of usability (ie, there is evidence that the instruments used have similar results in repeated measurements in similar circumstances)?</td>
</tr>
<tr>
<td>Procedures adequate to the study’s objectives</td>
<td>Was there coherence between the procedures used to assess usability (eg, instruments and context) and study aims?</td>
</tr>
<tr>
<td>Procedures adequate to the development stage of the product</td>
<td>Did the study use procedures of assessment for usability that were adequate to the development stage of the product/service?</td>
</tr>
<tr>
<td>Procedures adequate to the participants’ characteristics</td>
<td>Did the study use procedures of assessment for usability adequate to study participants’ characteristics (eg, children and elderly require different instruments)?</td>
</tr>
<tr>
<td>Triangulation</td>
<td>Did the study employ triangulation of methods for the assessment of usability?</td>
</tr>
<tr>
<td>Combination of users’ and experts’ evaluation</td>
<td>Was usability assessed using both potential users and experts?</td>
</tr>
<tr>
<td>Experience of the investigator that conducted the usability evaluation</td>
<td>Was the investigator that conducted usability assessments adequately trained?</td>
</tr>
<tr>
<td>Investigator conducting usability assessment external to the development of the product/service</td>
<td>Was the investigator that conducted usability assessments external to the process of product/service development?</td>
</tr>
<tr>
<td>Assessment in real context or close to real context</td>
<td>Was the usability assessment conducted in the real context or close to the real context where product/service is going to be used?</td>
</tr>
<tr>
<td>Number of participants (potential users and/or experts)</td>
<td>Was the number of participants used to assess usability adequate (whether potential users or experts)?</td>
</tr>
<tr>
<td>Representativeness of participants (potential users and/or experts)</td>
<td>Were participants who assessed the product/service usability representative of the experts’ population and/or of the potential users’ population?</td>
</tr>
<tr>
<td>Representativeness of the tasks to perform on the usability evaluation</td>
<td>Were the tasks that serve as the base for the usability assessment representative of the functionalities of the product/service?</td>
</tr>
<tr>
<td>Continuous and prolonged use of the product</td>
<td>Was the usability assessment based on continuous and prolonged use of the product/service over time?</td>
</tr>
<tr>
<td>Analysis of the results</td>
<td>Was the type of analysis adequate to the study’s aims and variables assessed?</td>
</tr>
</tbody>
</table>

Textbox 1. Subcategories generated after round 1 and not included in round 2.

1. Compliance with ethical principles
2. Pilot study before the main study
3. Definition of a protocol before study beginning
4. Description of study objectives, tasks, methods, measurement instruments, measures, context, and mobile app
5. The study is possible to replicate and/or reproduce
6. Others (negative impacts of usability, sample motivation, and development cycle)
Table 3. Results from rounds 2 and 3 of the Delphi panel.

<table>
<thead>
<tr>
<th>Questions</th>
<th>1-3</th>
<th>4-6</th>
<th>7-9</th>
<th>1-3</th>
<th>4-6</th>
<th>7-9</th>
<th>Consensus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did the study use valid measurement instruments of usability (ie, there is evidence that the instruments used assess usability)?</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>Yes</td>
</tr>
<tr>
<td>Did the study use reliable measurement instruments of usability (ie, there is evidence that the instruments used have similar results in repeated measurements in similar circumstances)?</td>
<td>0 (0)</td>
<td>3 (13)</td>
<td>20 (87)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was there coherence between the procedures used to assess usability (eg, instruments, context) and study aims?</td>
<td>0 (0)</td>
<td>4 (17)</td>
<td>19 (83)</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td>21 (91)</td>
<td>Yes</td>
</tr>
<tr>
<td>Did the study use procedures of assessment for usability that were adequate to the development stage of the product/service?</td>
<td>0 (0)</td>
<td>5 (22)</td>
<td>18 (78)</td>
<td>0 (0)</td>
<td>4 (17)</td>
<td>19 (83)</td>
<td>Yes</td>
</tr>
<tr>
<td>Did the study use procedures of assessment for usability adequate to study participants’ characteristics (eg, children and elderly require different instruments)?</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td>21 (91)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>22 (96)</td>
<td>Yes</td>
</tr>
<tr>
<td>Did the study employ triangulation of methods for the assessment of usability?</td>
<td>0 (0)</td>
<td>5 (22)</td>
<td>18 (78)</td>
<td>0 (0)</td>
<td>6 (26)</td>
<td>17 (74)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was usability assessed using both potential users and experts?</td>
<td>0 (0)</td>
<td>5 (22)</td>
<td>18 (78)</td>
<td>0 (0)</td>
<td>4 (17)</td>
<td>19 (83)</td>
<td>Yes</td>
</tr>
<tr>
<td>Were participants who assessed the product/service usability representative of the experts’ population and/or of the potential users’ population?</td>
<td>0 (0)</td>
<td>3 (13)</td>
<td>20 (87)</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td>21 (91)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was the investigator that conducted usability assessments adequately trained?</td>
<td>1 (4)</td>
<td>4 (17)</td>
<td>18 (78)</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>21 (91)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was the investigator that conducted usability assessments external to the process of product/service development?</td>
<td>1 (4)</td>
<td>10 (44)</td>
<td>12 (52)</td>
<td>1 (4)</td>
<td>10 (43)</td>
<td>12 (52)</td>
<td>No(^a)</td>
</tr>
<tr>
<td>Was the usability assessment conducted in the real context or close to the real context where product/service is going to be used?</td>
<td>0 (0)</td>
<td>5 (22)</td>
<td>18 (78)</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td>21 (91)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was the number of participants used to assess usability adequate (whether potential users or experts)?</td>
<td>0 (0)</td>
<td>2 (9)</td>
<td>21 (91)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>Yes</td>
</tr>
<tr>
<td>Were the tasks that serve as the base for the usability assessment representative of the functionalities of the product/service?</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was the usability assessment based on continuous and prolonged use of the product/service over time?</td>
<td>0 (0)</td>
<td>9 (39)</td>
<td>14 (61)</td>
<td>0 (0)</td>
<td>6 (26)</td>
<td>17 (74)</td>
<td>Yes</td>
</tr>
<tr>
<td>Was the type of analysis adequate to the study’s aims and variables assessed?</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>22 (96)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>23 (100)</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\(^a\)This item was included because most of the experts (n=18, 78%) classified it with 6 or more out of a maximum score of 9.

Feasibility, Interrater Reliability, and Construct Validity of the Final Scale

Feasibility
The time taken (in minutes) to assess the articles using the scale varied between 10 and 18 min (mean 13.10 [SD 2.59] min).

Interrater Reliability
The 3 judges assessing the interrater reliability achieved an ICC of 0.81 (0.55-0.93) for the total scoring. Mean (SD) for the 3 raters was 8.63 (1.41), 8.60 (2.00), and 8.44 (1.50), and no significant difference was found between them (F\(_{2,18}\)=0.29; \(P=.75\)). Multimedia Appendix 2 presents the raters’ score for each of the 15 items of the scale.

Construct Validity
The rater classified 9 articles as high quality and 7 articles as low quality. Mean (SD) of the scale’s total score for the 2 groups of articles using the consensus score for each paper was significantly different: 9.22 (0.36) for the high-quality group and 6.86 (0.80) for the low-quality group (\(P=.01\)).

Discussion
This study presents a scale to assess the methodological quality of studies assessing usability, which was developed through a modified Delphi panel. Results of a pilot test of the scale on papers assessing usability of eHealth apps that measure physical activity suggest that the scale is feasible, valid, and reliable.

Validity
Content validity of the scale is supported by the consensus generated among a group of experts with diverse backgrounds and areas of expertise allowing us to capture a broad perspective on usability [32]. In addition, many of the methodological aspects of usability studies covered in the 15 items of the scale have been previously reported as relevant, such as validity and...
reliability of the instruments used to assess usability, adequate sample size [9,10], combined use of different methods of usability assessment, and adequacy of study procedures to the development stage of the product/service [36].

Further evidence on the scale validity comes from the fact that general items such as reliability and validity of instruments used, adequate sample size, competence of the assessor, appropriateness of analysis methods, or representativeness of participants are also reported in other scales [3,4,6,34] and from the scale’s ability to distinguish between low- and high-quality trials (construct validity).

Reliability

The interrater reliability was acceptable, but the lower limit of the confidence interval is below the cut off for acceptable reliability. The raters involved in reliability testing had diverse backgrounds (health and engineering) and different degrees of experience rating the methodological quality of studies, which may have had an impact on the reliability results. Items 6, 7, 9, and 13 were the items of the scale where disagreement was more frequent. The lack of detail of the Methods section of the papers assessed and the different degrees of expertise of the raters on quantitative and qualitative data analysis may help explain why disagreement was more marked for these items. Furthermore, and for item 9 (participants representative of the experts’ population and/or of the potential users’ population), a few questions arose during the discussion to reach consensus among the 3 raters, particularly regarding the minimal set of characteristics that study authors need to provide to allow the reader/assessor to be able to judge on whether study participants were representative. For example, the users’ age, sex, and previous experience using mobile phones and apps are important aspects to consider when judging the representativeness of the sample [36]. Similarly, a low ratio between the initial number of participants invited and those that entered the study as well as a less optimal recruitment process can lead to a more homogeneous sample with specific characteristics, which is less likely to be representative of the wider population [37]. For experts, area of expertise, years of practice, and previous experience using similar applications are examples of relevant characteristics to consider. However, a clear and complete description of participants, either experts or potential users, was generally not given in the studies assessed. These aspects may have contributed to the lower agreement on the referred items.

In contrast, items 8 (use of both potential users and experts), 11 (was the investigator that conducted usability assessments external), and 15 (continuous and prolonged use of the product/service) were consensual for all studies. Interestingly, all studies (except one) received the same rating for items 8 and 9 (insufficient information provided by study authors/no) and 15 (yes). The apparent higher objectivity of these items, the absence of information on who was the person conducting usability assessments, and the clear description of the period during which the application was used may explain the higher agreement between raters for these items.

Identified Shortcomings of the Papers Assessed

There were several aspects that were consistently not considered or for which insufficient detail was provided by authors of the papers assessed using our scale. Reliability and validity of the instruments used were never reported in the papers assessed. When this item was rated as “yes,” meaning that studies employed reliable and/or valid instruments, it was because the instruments used were known to be valid and reliable. For data collected using qualitative methodologies, there was insufficient detail on how the analysis was conducted and how many researchers were involved. Using valid instruments (ie, instruments that measure what they are expected to measure) and instruments that are reliable (ie, instruments that give consistent ratings in the same conditions) are fundamental so that one can trust on the results of the assessment [38]. Information regarding who was the person performing usability assessments and previous experience and/or training to perform usability assessment was seldom given. However, previous experience or adequate training is fundamental, particularly for qualitative assessments of usability, and having an interest on the service/product being tested may bias the results. This has been shown in the field of health whether beliefs and expectations have been found to have an impact on the study results [39]. The lack of clarity of reports on usability assessment has already been pointed out by other authors [40]. Future studies assessing usability of products/services should clearly report on these details. Poor reporting may reflect the lack of planning and poor methodological quality.

Limitations

The underlying assumption of calculating the total score of CAUSS by simply adding individual items is that all items are equally important to the final score. This is the simplest and most commonly used solution, but it does not account for the varying relevance of individual items to the construct being measured [41]. In contrast, adding up items makes the scale easier to score and, potentially, more appealing for use. Nevertheless, it could be argued that the 15 items of the CAUSS are not all equality relevant in terms of the methodological quality of usability studies. The impact of using different methods to calculate the final score could be explored in future studies aiming at further refinement of the scale.

Reliability was assessed only by researchers involved in the development of the scale, which may have inflated the reliability results. In addition, we assessed interrater reliability only and did not test for test-retest reliability, which assesses the consistency of ratings for the same rater. Nevertheless, test-retest reliability is usually higher than interrater reliability, as interrater reliability refers to intersubject variability which is usually higher than intrasubject variability. The limited number of experts used to assess validity and the absence of other scales assessing the methodological quality of usability studies limit our ability to compare results. The future use of the developed scale to assess the methodological quality of other products/service will provide data on the reliability and validity of the scale. We encourage researchers to use the scale and to provide feedback.
In summary, the CAUSS scale, developed to assess the methodological quality of studies assessing usability, seems to be feasible to use and to have construct validity and interrater reliability. Further reliability, including test-retest reliability, and validity testing should be performed for different products and services, and the impact of using different methods to calculate the final score should also be explored.
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Abstract

Background: Health care practitioners (HPs), in particular general practitioners (GPs), are increasingly adopting Web-based social media platforms for continuing professional development (CPD). As GPs are restricted by time, distance, and demanding workloads, a health virtual community of practice (HVCoP) is an ideal solution to replace face-to-face CPD with Web-based CPD. However, barriers such as time and work schedules may limit participation in an HVCoP. Furthermore, it is difficult to gauge whether GPs engage actively or passively in HVCoP knowledge-acquisition for Web-based CPD, as GPs’ competencies are usually measured with pre- and posttests.

Objective: This study investigated a method for measuring the engagement features needed for an HVCoP (the Community Fracture Capture [CFC] Learning Hub) for learning and knowledge sharing among GPs for their CPD activity.

Methods: A prototype CFC Learning Hub was developed using an Igloo Web-based social media software platform and involved a convenience sample of GPs interested in bone health topics. This Hub, a secure Web-based community site, included 2 key components: an online discussion forum and a knowledge repository (the Knowledge Hub). The discussion forum contained anonymized case studies (contributed by GP participants) and topical discussions (topics that were not case studies). Using 2 complementary tools (Google Analytics and Igloo Statistical Tool), we characterized individual participating GPs’ engagement with the Hub. We measured the GP participants’ behavior by quantifying the number of online sessions of the participants, activities undertaken within these online sessions, written posts made per learning topic, and their time spent per topic. We calculated time spent in both active and passive engagement for each topic.
Results: Seven GPs participated in the CFC Learning Hub HVCoP from September to November 2017. The complementary tools successfully captured the GP participants’ engagement in the Hub. GPs were more active in topics in the discussion forum that had direct clinical application as opposed to didactic, evidence-based discussion topics (ie, topical discussions). From our knowledge hub, About Osteoporosis and Prevention were the most engaging topics, whereas shared decision making was the least active topic.

Conclusions: We showcased a novel complementary analysis method that allowed us to quantify the CFC Learning Hub’s usage data into (1) sessions, (2) activities, (3) active or passive time spent, and (4) posts made to evaluate the potential engagement features needed for an HVCoP focused on GP participants’ CPD process. Our design and evaluation methods for ongoing use and engagement in this Hub may be useful to evaluate future learning and knowledge-sharing projects for GPs and may allow for extension to other HPs’ environments. However, owing to the limited number of GP participants in this study, we suggest that further research with a larger cohort should be performed to validate and extend these findings.

Introduction

Background

Knowledgeable and skillful general practitioners (GPs) are fundamental for efficient and effective health care systems. In most communities, they are the primary source of health care to individuals and families [1,2], lending them the name family practitioner/physician [2,3]. Owing to the important role of GPs in the community, high-quality training and continuing professional development (CPD) are of utmost importance [2], creating an imperative to provide the necessary learning that GPs require to remain competent in their field [4,5]. GPs are required to continuously expand their knowledge and skills to ensure that evidence-based research is applied to provide the best care possible to patients [4,6]. Health care practitioners (HPs), GPs in particular, can find it challenging to maintain their CPD activities considering their heavy and often demanding workloads. Moreover, GPs and other HPs who practice in relatively isolated regions, which are common in a country such as Australia, can find it particularly difficult to participate in traditional educational activities. Therefore, new ways are required to enable and support efforts to maintain CPD activities.

GPs have become accustomed to using networking events (eg, conferences and out-of-hour lectures) and extensive reading to acquire new knowledge [7]. In addition, GPs seem to appreciate Web-based information to further develop practices and are increasingly seeking information online for their CPD [5,8-10]. GPs understand that Web-based CPD is a new, viable alternative to face-to-face learning (ie, conferences) that can be managed in their own time to further develop their learning and knowledge-sharing competencies for practice [11]. Hence, incorporating social media technologies for CPD has become a commonplace mechanism encouraging GPs’ learning in online group settings (eg, Facebook and Twitter) [2,5,8].

A practitioner group working together on shared practices is defined as a community of practice. Health virtual communities of practice (HVCoPs) refer to a class of internet technologies used to share the best practices among HPs [8,12]. As a result of HVCoPs, Web-based community-based learning, sharing, and adopting of explicit evidence-based medical knowledge in work practices [8] by GPs [13] have arisen in the past decade. Although HPs/GPs recognize the potential of using social media technologies for learning and knowledge sharing [8], they question whether using Web-based communities (eg, Facebook) to gain knowledge and share experiences for CPD is acceptable owing to privacy and trust issues [14,15]. Patient information being identifiable (eg, a rare disease that only a handful of patients have) to other online participants was considered a privacy concern. Another known privacy issue was GPs’ personal information being identifiable (eg, identifying GPs by their location of practice) with constant online activity of sharing information. Not knowing if participants are real, practicing GPs or a random person online impersonating a GP was considered a trust issue. These concerns have lowered engagement over time [16]. GPs have also found it difficult to use other tools (eg, Web-based databases) to search for evidence-based research results, resulting in users and facilitators abandoning HVCoP systems [17]. Some GPs have also experienced difficulties in using mobile apps specifically developed to support literature searches [18]. GPs also differ in the type of CPD they require depending on the terms of appraisal needed or whether they are seeking to review existing knowledge or gain new knowledge [19]. Furthermore, GPs tend to lose interest over time even when fully engaged in an HVCoP (ie, user participation decreases after 2-3 months) as engagement for learning and knowledge-sharing activities in online forums is demanding on the participants’ involvement (ie, users and facilitators) [13,20]. GPs often face other demands on their time that may limit participation [8,13]. As such, Web-based learning has not yet proven its benefits for learning, knowledge acquisition, and cost-effectiveness for GPs using Web-based systems [21]. Previous work (Multimedia Appendix 1) supported a set of required design principles to evaluate GPs’ engagement through participation in our Community Fracture Capture (CFC) Learning Hub (an interactive, case-based, Web-based learning tool designed to help GPs improve the care of patients in relation to osteoporosis). It was hoped that such an HVCoP would help to mitigate barriers to participation in Web-based learning
Interactive engagement among all parties involved, that is, no didactic teaching component.

GP peers led the group as facilitators, with guidance where needed by specialist advisers, promoting case discussions and guiding discussion of content according to relevance and importance.

The total time commitment required for the CPD trial to make effective use of GPs’ limited time, whereas the CFC Learning Hub format was to be flexible in terms of the timing of GP participants’ input in the form of contributions (to more easily fit in with their workload commitments).

The CFC Learning Hub platform was developed with the assistance of an external developing entity (Involved—Design and Development Agency, Melbourne, Australia), which agreed that Igloo Web-based social media software was the best platform, kept development costs moderate, and accommodated the investigation team’s design criteria. Our project team worked closely with Involved to develop and implement the CFC Learning Hub prototype with the support of 3 external GPs in a collaborative approach to the design of the HVCoP.

A facilitation team, formed to incentivize the engagement of the participants and facilitate discussions in the online discussion forum, included 4 specialist physicians, 2 senior GPs as facilitators, 1 dedicated content facilitator, and 1 information technology administrator. This team had moderation and administration rights throughout the CFC Learning Hub’s life, whereas GP participants who joined and contributed case studies remained as participants throughout this period. GP participants were deidentified with an anonymous key for data management and analysis.

The CFC Learning Hub platform had 2 resources for GP interactions:

1. A Web-based knowledge repository (the Knowledge Hub) containing curated and prepopulated evidence-based research articles and other resources.
2. An online social network forum (the Discussion Forum) where GPs could freely post online comments, including:
   - Questions for discussion posted by facilitators;
   - Case studies to encourage GPs to learn and share their knowledge based on shared experiences and relevance to their immediate clinical practice;
   - Topical discussions as either (a) hot topics (HT) deemed relevant for GPs, posted by our osteoporosis specialists or (b) other topics (OT) that were open for wider discussion (ie, introductions, where facilitators and GPs introduce themselves, and burning questions, where GPs and facilitators post inquiries on osteoporosis).

The GP participants provided case studies as a requirement for joining the CFC Learning Hub. Facilitators and specialist advisers filtered and chose case studies that enabled the coverage of a syllabus of topics predetermined by members of the project team for this CPD course. Facilitators ensured that the posted case studies were anonymized and contained suitable, high-quality content for discussion. A total of 6 chosen case
studies were posted for discussion in the CFC Learning Hub at approximately weekly intervals.

The platform’s topical discussions section included all OT posted in the discussion forum of the CFC Learning Hub. These included (1) an HT section chosen by the facilitators and specialist advisers to enrich GP participants’ learning and knowledge sharing on issues identified as being of particular importance: diabetes and bone health, atypical femoral fracture, when to consider changing an osteoporosis therapy, and how to get the most from your patients’ bone density testing; (2) an Introduction topic for all users to introduce themselves; and (3) a facility for GP participants to post inquiries based on seeking specific information about osteoporosis. Facilitators also could raise questions to promote discussion. These inquiries were organized under the term, Burning Questions. In terms of privacy, the CFC Learning Hub itself was a private network with a password log-in functionality that excluded online public entities (ie, people or organizations) outside of the HVCoP. In terms of trust, all GP participants and facilitators were known to each other within the CFC Learning Hub as all had customizable profiles and were not anonymized. We adopted this approach to instill trust among the participants as being genuine participants, consistent with standard Web-based private learning environments.

The knowledge hub acted as an accessible knowledge repository for all users at all times. This hub had 7 topics that the project team chose to include, each having detailed evidence-based research articles online. Furthermore, any new and interesting topics that the GP participants were discussing in the online discussion forum could be added at a later time by the facilitator team.

The lead time to the commencement of the CFC Learning Hub was 2.2 years (from December 2014 to February 2017). On average, the project lead (JDW) spent approximately 3 hours per week during the lead time to the project launch and 1.5 hours per week during the active phase of the project. The time spent by the investigation team was an average of 1 hour per project team member per fortnight leading to the launch of the CFC Learning Hub, and an average of 0.5 to 1 hour per week during the active phase of the project. The information systems doctoral student (AM) spent approximately 1 hour per week during the lead time to the project launch, and 3.5 hours per week during the active phase of the project (ie, tracking live interactions to update facilitators on engagement). The project coordinator (NH) was appointed at 0.4 full-time equivalent during the lead time of the project. The developers (Involved—Design and Development Agency) had 5 meetings with the project team and proposed a work timeline to develop the CFC Learning Hub in 2 days, with time to be split between a producer, developer, and designer.

The direct project costs were Aus $170,000 (approximately US $114,000) and covered the following: Web developer fees, database management, Web hosting, content development, Igloo platform fees, ethics and governance submission fees, part-time study coordinator salary, GP facilitator consultancies, statistics support, and anticipated publication costs. In addition, AM received full-time support by a doctoral scholarship.

Upon the launch of the CFC Learning Hub, the time spent by facilitators depended on each facilitator, but there was an agreed expectation to be available once per day. Specialists involved from the facilitation team scheduled themselves with the assistance of the project coordinator, for each to be dedicated for a specific week of the CFC Learning Hub’s full life cycle.

**Figure 1** is a screenshot of the home screen and **Figure 2** is an example of its discussion forum.
Figure 1. The Community Fracture Capture Learning Hub home screen.
Study Site
The study site was managed at the University of Melbourne and the Royal Melbourne Hospital. All users could sign up for password access to the CFC Learning Hub from one or more sites, for example, home or practice.

Data Storage and Security
All knowledge repository content was stored electronically on the Igloo data center platform. Each user had his/her own unique username and password to access the CFC Learning Hub. User data were also held in the Igloo data center in Toronto and Vancouver, Canada. GP participants were assigned a unique study number, and all collected data were deidentified (anonymized) and made reidentifiable only by linking separately stored password-protected GP participant information. All study data were password protected and accessible only with the approval of the study’s principal investigator.

Study Timeline
Recruitment
The recruitment period was from February until August 2017.

Participation in Online Community Fracture Capture Learning Hub
The Web-based CPD course proceeded over 8 weeks (September to November 2017). Users received a 2-week introductory/familiarization period at the beginning of the course. Following this, the 6-week active period of the CFC Learning Hub commenced.

Study Population
Recruitment Procedure
The recruitment target was 15 GPs, identified from the GP participants of an earlier industry-sponsored osteoporosis education program and the Victorian Primary Care Practice-Based Research Network (VicReN) [27] mailing list. These GPs were sent a flyer inviting their participation in the project. Interested GPs contacted the project coordinator, after which they were screened for eligibility to participate in the program and subsequently enrolled if they satisfied the selection criteria and consented to participate.
Inclusion Criteria

GP participants were required to be a medical practitioner currently active in general practice in Australia, to submit preferably 2 or at least one suitable case study with discussion or learning points from their own clinical experience that included patients at risk or those with prevalent osteoporosis, and to have internet access.

Exclusion Criteria

GP participants excluded were those who were unable to provide patient case studies for discussion or were unable to commit to the anticipated time required to meet appropriate CPD guidelines (at least six hours).

Measures

Data related to sessions and activities of GP participants in the CFC Learning Hub were collected for all 8 weeks. Our focus was on the usage data to identify the GPs’ learning and knowledge-sharing behaviors related to participation and engagement in the CFC Learning Hub. We defined the following terms from Google Analytics, henceforth termed GA:

- A session included all user-related activities from initial logging in to logging out of the CFC Learning Hub. All activities made between the logging in and logging out activities were grouped within a session.
- An activity included downloading of content, viewing posts and content, and posting comments.

The measurement of sessions and activities of a GP participant covered his or her entire active and passive engagement with the Web-based system, which could be used to measure the success of the prototype platform system (ie, high session count meant GPs were logging in, undertaking one or more activities, and then logging out). Actively engaged GPs were GP participants who posted a case study/topical discussion, whereas passively engaged GPs were GP participants who did not post but spent time only browsing a case study/topical discussion. In the knowledge hub, all GPs’ participation was inherently passive as GPs were all browsing the knowledge hub database.

For measuring the use of the discussion forum, the usage behavior for each case study and topical discussion was assessed. For each case study and topical discussion, usage was measured from the creation date until the end of a 7-day period commencing from the creation date.

The use of the discussion forum was measured for the full CPD trial period (2 months) looking at the following:

- Each case study/topical discussion and its related discussion sessions for GP participants during the week after the case study/topical discussion was first published online. This showed the distribution of sessions among case studies/topical discussions and whether the GPs returned seeking more information, learning, and discussion. In addition, we assessed case studies/topical discussions that attracted the most activity by GPs.
- How long GP participants spent on each case study/topical discussion each week.
- The number of posts each GP made per case study/topical discussion per week. This measure also showed GPs who were actively and passively engaged per case study/topical discussion.

For the knowledge hub, we followed 2 key points in identifying engaging topics for GPs’ CPD from a learning and knowledge-sharing perspective: (1) examining each knowledge hub’s unique GP participant sessions and activities and (2) calculating how long GP participants spent on each knowledge hub topic.

Data Collection

Data were collected from 2 main sources: (1) the Igloo statistical tool, henceforth termed IGT, which can track the user’s identification (eg, user 1 is John Doe) and (2) GA, which captures cumulative real-time use by users. However, in GA, users are not identifiable.

Both IGT and GA were used to collect and analyze the time that GP participants spent on each topic in the discussion forum and knowledge hub as follows:

- GA captured all users’ (including facilitators and GP participants) sessions and activities in the CFC Learning Hub. However, all users were anonymous by default owing to GA’s privacy terms and conditions. Hence, IGT was used to verify each activity, as IGT correctly identified each user ID in the CFC Learning Hub. This process was conducted manually to collate sessions and activities and avoid errors in identifying GP participants.
- IGT does not track how long each user spent on a given activity. However, GA tracked all activities and their duration for each user ID with time stamps. Hence, the 2 sets of results were cross-referenced with the time spent being calculated manually.

Although GA captures all facilitators’ and GP participants’ activities, GA does not differentiate between a view, download, or comment for each user, as it merges these together into 1 Viewing heading. IGT solves this issue by indicating each user’s activity in detail but grouped together on a given period (eg, GP participant commented thrice on a given day). Hence, GA was relied upon to capture the activity of each GP participant, complemented by IGT to determine the type of activity for each individual, followed by cross-referencing with GA for the duration of activities. GA captured the cumulative real-time use of the participants. If a participant stopped using the platform for more than 30 min (the user opened the website page and became idle, ie, was not moving the mouse or was looking at another Web page), GA would automatically not count a session.

This method also measured whether GP participants were active (ie, posting comments to discuss) or passive (ie, viewing only). All data were collated in Microsoft Excel. See Multimedia Appendix 2.

Ethical Approval

The Melbourne Health Human Research Ethics Committee approved this project (site reference number: 2016.24). Electronic written consent from GP participants who joined the CFC Learning Hub was obtained to use their data. Electronic
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written consent data were collected and managed by using Research Electronic Data Capture (REDCap) tools hosted at the University of Melbourne [28]. REDCap is a secure, Web-based application designed to support data capture for research studies, providing (1) an intuitive interface for validated data entry, (2) audit trails for tracking data manipulation and export procedures, (3) automated export procedures for seamless data downloads to common statistical packages, and (4) procedures for importing data from external sources [28]. The electronic consent also included GP waiver of consent of case study patients whose anonymized information was used in the project.

Results

Recruitment

A total of 19 GPs showed initial interest in joining the CFC Learning Hub. Sources of recruitment included VicReN, personal contacts from our GP facilitators, and from the Australian College of Rural and Remote Medicine website’s CPD offerings. Of these 19 GPs, 8 committed to join. Later, 1 GP participant dropped out owing to family reasons, and 7 GPs continued for the full 8-week CPD course duration. Overall, 3 GP participants were above 50 years of age and 4 GP participants were aged under 50 years. Furthermore, 6 GP participants were females, and 1 was male. A total of 5 GP participants had more than 5 years of practice experience and 2 GP participants had less than 5 years of practice experience.

Case Studies

Using IGT and GA’s complementary tools to collect and process data, we were able to identify, from over 90 unique IDs, 7 GP participants’ use of various technologies (mobile, desktop, or tablet, given by GA specifically).

The case studies are described briefly in Table 1. In addition, this section highlights GP users’ engagement in the case studies discussed in the discussion forum.

The total number of case study session engagement for all GP participants during their first week of creation:

- Case study 1 had 16.
- Case study 2 had 15.
- Case study 3 had 26.
- Case study 4 had 25.
- Case study 5 had 26.
- Case study 6 had 19.

The total number of sessions by all GP participants per case study topic ranged from 15 to 26, and the median number of GP participant sessions per topic was 22. We recorded 127 GP participant sessions in total.

The total number of topical discussion activities engagement for all GP participants during their first week of creation:

- Case study 1 had 17.
- Case study 2 had 20.
- Case study 3 had 31.
- Case study 4 had 31.
- Case study 5 had 32.
- Case study 6 had 26.

The total number of activities by all GP participants ranged from 17 to 32, and the median number of activities per topic was 28.5. In total there were 148 activities.

Table 1 presents the time spent by GP participants for each case study and the number of posts made for each given week, actively and passively. Table 2 presents a description of the engagement in each case study.

From Table 2, the total time spent per case study by all GP participants ranged from 32 min to 114 min, with a median of 86.5 min per case study. All GP participants put together spent a total of 458 min for all case studies.

The number of posts per case study ranged from 3 to 8, and the median number of GP participant posts was 5.5 for all case studies. The median number of active GP participants was 4 and the median number of passive GP participants was 2, for all case studies.

Table 1. Description of each case study’s content.

<table>
<thead>
<tr>
<th>Case studies</th>
<th>Description of case study content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case study 1</td>
<td>A 59-year-old woman having bone mineral density measured as a health check</td>
</tr>
<tr>
<td>Case study 2</td>
<td>A 56-year-old woman with osteoporosis managed with raloxifene and physical activity</td>
</tr>
<tr>
<td>Case study 3</td>
<td>A 70-year-old woman with several osteoporosis risk factors</td>
</tr>
<tr>
<td>Case study 4</td>
<td>Osteoporosis in a 70-year-old man on androgen deprivation therapy postprostatectomy for prostate cancer</td>
</tr>
<tr>
<td>Case study 5</td>
<td>An 89-year-old woman with a history of vertebral fracture and previous osteoporosis therapy</td>
</tr>
<tr>
<td>Case study 6</td>
<td>A 67-year-old woman who has lost height and has dental problems</td>
</tr>
</tbody>
</table>
Table 2. Time spent (minutes) and posts made by all general practitioner participants on each case study during the first week of its creation. Active, passive, and nonengagements are included.

<table>
<thead>
<tr>
<th>Case studies</th>
<th>Time spent in sessions by all GPa participants (min)</th>
<th>Posts made by all GP participants, n</th>
<th>GP participants actively engagedb, n</th>
<th>GP participants passively engagedc, n</th>
<th>GP participants not engaged, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case study 1</td>
<td>32</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Case study 2</td>
<td>81</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Case study 3</td>
<td>93</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Case study 4</td>
<td>92</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Case study 5</td>
<td>114</td>
<td>7</td>
<td>5</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Case study 6</td>
<td>46</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>458</td>
<td>33</td>
<td>N/Ad</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aGP: general practitioner.
bParticipants who posted, browsed, and downloaded content.
cParticipants who did not post but spent time browsing and downloading content.
dN/A: not applicable.

Topical Discussions

This section highlights the GP participants’ engagement in topical discussions on the discussion forum of the CFC Learning Hub.

The total number of topical discussion session engagement for all GP participants during their first week of creation:

- Other topics 1 (OT1) Introduction had 3.
- Hot topic 1 (HT1): Diabetes and bone health had 8.
- Hot topic 2 (HT2): Atypical femoral fracture had 9
- Hot topic 3 (HT3): When to consider changing an osteoporosis therapy had 11.
- Hot topic 4 (HT4): How to get the most from your patients bone density testing had 6.
- Other topics 2 (OT2): Burning questions had 18.

The total number of sessions per topical discussion ranged from 3 to 18, and the median number of GP participant sessions per topical discussion was 8.5. The total number of sessions made by GP participants for all topical discussions was 55.

The total number of topical discussion activities engagement for all GP participants during their first week of creation:

- Other topics 1 (OT1) Introduction had 3.
- Hot topic 1 (HT1): Diabetes and bone health had 9.
- Hot topic 3 (HT3): When to consider changing an osteoporosis therapy had 12.
- Hot topic 4 (HT4): How to get the most from your patients bone density testing had 7.
- Other topics 2 (OT2): Burning questions had 22.

The total number of activities per topical discussion ranged from 3 to 22, and the median per topic was 9. The total number of GP participant activities for all topical discussions was 57.

Table 3 presents the time spent by the GP participants on each topical discussion and the number of posts made for each given week, actively and passively.

In total, there were 14 burning questions covering 9 topics. The questions came from participating GPs and from GP facilitators. The topics were the assessment of an older patient with a recent peripheral fracture, the management of bone health in a young woman with an eating disorder, the selection of osteoporosis therapy, when to refer an osteoporosis patient to a specialist, the risks with osteoporosis therapy, what could GPs do better for their osteoporosis patients, the management of bone health in wheelchair-bound patients, the use of denosumab in patients with renal impairment, and the choice of therapy following a course of teriparatide.

As shown in Table 3, the total time spent by GP participants per topical discussion session ranged from 3 min to 72 min. The median time spent by all GPs for topical discussions was 19 min. GP participants spent a cumulative time of 189 min on topical discussions.

The post count by GP participants per topical discussion ranged from 0 to 10, and the median post count for all GP participants was 2. The total posts by GP participants for all topical discussions were 16. However, it should be noted that there were 14 burning questions; therefore, the number of posts for burning questions cannot be directly compared with those for HT. The median number of actively engaged GP participants was 1 and the median number of passively engaged GPs was 3, for all topical discussions.
Table 3. Total time spent (minutes) and posts made by general practitioner participants on each topical discussion during the first week of its creation. Active, passive, and nonengagements are included.

<table>
<thead>
<tr>
<th>Topical discussions</th>
<th>Time spent in sessions by all GP participants (min)</th>
<th>Posts made by all GP participants, n</th>
<th>GP participants actively engaged, n</th>
<th>GP participants passively engaged, n</th>
<th>GP participants not engaged, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other topic 1: Introductions</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Hot topic 1: Diabetes and bone health</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Hot topic 2: Atypical femoral fracture</td>
<td>61</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Hot topic 3: When to consider changing an osteoporosis therapy</td>
<td>24</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Hot topic 4: How to get the most from your patient’s bone density testing</td>
<td>19</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Other topic 2: Burning questions b</td>
<td>72</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>189</td>
<td>16</td>
<td>NA c</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

aGP: general practitioner.
bThis category contained 14 questions and 9 topics.
cN/A: Not applicable.

Knowledge Hub

This section includes GP participants who were engaged for sessions and activities in the knowledge hub from the CFC Learning Hub.

The total number of Knowledge Hub sessions engagement by all GP participants throughout the trial:

- KH1: About osteoporosis had 10.
- KH2: Diagnosis had 5.
- KH3: Patient resources had 6.
- KH4: Prevention had 8.
- KH5: Risk assessment had 10.
- KH6: Shared decision making had 0.
- KH7: Treatment had 9.

The number of sessions per knowledge hub topic ranged from 0 to 10, and the median per knowledge hub topic by all GP participants was 8. In total, GP participants undertook 48 knowledge hub sessions.

The total number of Knowledge Hub activities engagement by all GP participants throughout the trial:

- KH1: About osteoporosis had 12.
- KH2: Diagnosis had 6.
- KH3: Patient resources had 9.
- KH4: Prevention had 9.
- KH5: Risk assessment had 14.
- KH6: Shared decision making had 0.
- KH7: Treatment had 14.

The number of GP participants’ activities per knowledge hub topic ranged from 0 to 14, with a total of 64 activities and a median of 9 activities per knowledge hub topic.

Table 4 presents the total time spent on each knowledge hub topic in sessions by all GP participants and the number of GP participants who engaged in each knowledge hub topic over the duration of the trial.

As shown in Table 4, the time spent by GP participants in the knowledge hub ranged from 0 min to 226 min per knowledge hub topic, with the median time spent being 152 min. The total time spent by GP participants was 1057 min. The number of GP participants who engaged in each topic ranged from 0 to 6. The median number who engaged per topic was 4 and the median number of nonengaged participants per topic was 3.
The objective of this study was to test the methods we developed to quantify GP participants’ active and passive interactions within an HVCoP platform, which we designed as a learning tool for patient care in osteoporosis. Furthermore, to our knowledge no other HVCoP reported in the literature had the ability to capture individual GPs’ engagement in detail, which our study managed to do, and to explain the intricacies of the method itself. The key features of the platform were that the material presented was centered around the clinical cases provided by the participating GPs themselves and that the learning activities were designed to be interactive. In this functional HVCoP platform, 2 tools (ie, GA and IGT) were combined to capture (1) the time spent by each GP participant, (2) posts made by each GP participant, and (3) the specific activities performed within these sessions to verify GP participants’ active, passive, and nonuse exactly. The platform and the associated analytical capability appear to have several characteristics suitable for both formal and informal CPD activities and may provide an attractive, cost-effective approach to CPD for busy health care professionals, particularly those practicing in rural and regional locations, with the incentive of receiving CPD points.

The novelty of this study centered around the ability to capture the GP participants’ engagement in discussing their own case studies, curated by facilitators, inside a secure and private HVCoP platform for a real-world medical problem (ie, osteoporosis).

The sample of 7 GP participants was small, but it might be speculated from their active and passive behavior that they preferred practice-based topics (ie, case studies) rather than didactic information on osteoporosis (ie, topical discussions). An example would be our most engaging case study, case study 5, where GP participants and facilitators discussed an 89-year-old woman who had a history of vertebral fracture noting previous osteoporosis therapy. Previous literature suggests that case studies are important for incentivizing HPs in using Web-based social networks [29,30], especially practice-based topics by GPs [13]. This study supports both these areas of previous work; however, given the limitation of our small sample size, this notion still needs to be tested and verified in a future larger study to truly understand and explain this behavior.

The knowledge hub topics that engaged the most GP participants (6 out of 7) were About Osteoporosis and Prevention. The About Osteoporosis topic presented general information about osteoporosis and linked resources for further knowledge acquisition. Prevention is knowledge about the prevention of osteoporosis. GPs tend to benchmark their knowledge on specific medical conditions [13,31]. Our study supported this notion as GPs engaged in benchmarking their own knowledge with the About Osteoporosis topic. Furthermore, previous research highlights that GPs are more focused on learning about preventive methods for osteoporosis and not necessarily treatment as research in treating osteoporosis continues to address important unanswered questions [32,33]; hence, this may explain the GP participants’ engagement in our Prevention topic. Our least active knowledge hub topic concerned shared decision making. This observation was based on the finding that no participants engaged with this topic, which seems to contradict the literature about the notion of patient-physician shared decision making. However, many of those studies looked at the patients’ perception on the matter [34,35], and HPs have expressed doubts about the very notion of shared decision making at its core [34,36]. With our limited sample size, we hypothesized that GP participants may have believed that they were familiar with this topic in their practice and did not need to see/learn more about it from the HVCoP. In addition, GPs might be accustomed to this concept across different medical conditions in their practice already and the intention of joining the CFC Learning Hub was for specific clinical skills and knowledge related to a specific medical condition. Hence, they may have been less willing to devote time to a theme based on overall practice in osteoporosis and communication behavior.

### Table 4. Time spent (minutes) by general practitioner participants in sessions and the number who engaged in each knowledge hub topic.

<table>
<thead>
<tr>
<th>KH&lt;sup&gt;a&lt;/sup&gt; topic</th>
<th>Total time spent by all GP&lt;sup&gt;b&lt;/sup&gt; participants on KH topics (min)</th>
<th>GP participants engaged in each KH topic&lt;sup&gt;c&lt;/sup&gt;, n</th>
<th>GP participants not engaged in each KH topic, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>KH1: About osteoporosis</td>
<td>223</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>KH2: Diagnosis</td>
<td>143</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>KH3: Patient resources</td>
<td>140</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>KH4: Prevention</td>
<td>226</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>KH5: Risk assessment</td>
<td>152</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>KH6: Shared decision making</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>KH7: Treatment</td>
<td>173</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>1057</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>KH: knowledge hub.<br>
<sup>b</sup>GP: general practitioner.<br>
<sup>c</sup>Engagement in knowledge hub topics was passive only.<br>
<sup>d</sup>N/A: not applicable.

### Discussion

#### Principal Findings

The novelty of this study centered around the ability to capture the GP participants’ engagement in discussing their own case studies, curated by facilitators, inside a secure and private HVCoP platform for a real-world medical problem (ie, osteoporosis).

The sample of 7 GP participants was small, but it might be speculated from their active and passive behavior that they preferred practice-based topics (ie, case studies) rather than didactic information on osteoporosis (ie, topical discussions). An example would be our most engaging case study, case study 5, where GP participants and facilitators discussed an 89-year-old woman who had a history of vertebral fracture noting previous osteoporosis therapy. Previous literature suggests that case studies are important for incentivizing HPs in using Web-based social networks [29,30], especially practice-based topics by GPs [13]. This study supports both these areas of previous work; however, given the limitation of our small sample size, this notion still needs to be tested and verified in a future larger study to truly understand and explain this behavior.

The knowledge hub topics that engaged the most GP participants (6 out of 7) were About Osteoporosis and Prevention. The About Osteoporosis topic presented general information about osteoporosis and linked resources for further knowledge acquisition. Prevention is knowledge about the prevention of osteoporosis. GPs tend to benchmark their knowledge on specific medical conditions [13,31]. Our study supported this notion as GPs engaged in benchmarking their own knowledge with the About Osteoporosis topic. Furthermore, previous research highlights that GPs are more focused on learning about preventive methods for osteoporosis and not necessarily treatment as research in treating osteoporosis continues to address important unanswered questions [32,33]; hence, this may explain the GP participants’ engagement in our Prevention topic. Our least active knowledge hub topic concerned shared decision making. This observation was based on the finding that no participants engaged with this topic, which seems to contradict the literature about the notion of patient-physician shared decision making. However, many of those studies looked at the patients’ perception on the matter [34,35], and HPs have expressed doubts about the very notion of shared decision making at its core [34,36]. With our limited sample size, we hypothesized that GP participants may have believed that they were familiar with this topic in their practice and did not need to see/learn more about it from the HVCoP. In addition, GPs might be accustomed to this concept across different medical conditions in their practice already and the intention of joining the CFC Learning Hub was for specific clinical skills and knowledge related to a specific medical condition. Hence, they may have been less willing to devote time to a theme based on overall practice in osteoporosis and communication behavior.

---
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A larger study is required to properly explore the above speculations from our study results. Nevertheless, the results to date strongly suggest that the platform we have developed will be capable of collecting the necessary quantifiable information for analysis in a future larger study and that this platform will prove to be a useful vehicle for health care professionals’ CPD activities.

Limitations and Future Research

This study has several limitations. As mentioned above, the sample was small. On the contrary, the investigators considered this sample sufficient for the study program to test our measurement and analysis method and GP participants were very active throughout. This study assessed engagement in relation to a single clinical condition (ie, osteoporosis). Different GPs may have an interest in different topics and therefore measuring engagement in relation to other medical topics also needs to be explored in future research to overcome any selection bias associated with sampling in this study. Studies of other HVCoPs indicate that many had an induction session before commencement. GP participants could attend an informal discussion at the study site, both pre- and postparticipation in the program (ie, in a study by Barnett et al [13]). For administrative and logistical reasons, this study did not have such a session which might have encouraged engagement. Instead, we used the first 2 weeks for GP participants to introduce themselves as well as case study 1 and HT 1 to become familiar with the CFC Learning Hub. The study was implemented only in Melbourne, Australia, and the platform might be limited in its application to other contexts (eg, geographical regions with a paucity of experienced specialist advisers or where GPs were uninterested in particular medical conditions). A total of 6 out of the 7 GP participants were females. Hence, we cannot rule out a gender difference in engagement with this CPD tool as designed and tested. A larger sample with a balanced gender ratio should be evaluated in future studies. Furthermore, the analysis was made by 1 researcher following the method described in the Data Collection section. However, data that were gathered in Microsoft Excel were checked with a specialist and the project coordinator for validity. In addition, the approach that we tested to characterize and quantify participation can be automated and this modification should be feasible for future work.

Therefore, although there are some strong insights from our results, further investigation of the perspectives of the GP participants who were involved will also enhance our understanding of their use of the HVCoP. An example would be to compare our results measured here regarding engagement with our pre- and postknowledge testing to triangulate whether our HVCoP for CPD had positive, neutral, or negative knowledge outcomes for GP participants. Another example is qualitatively assessing GP participants in a postuse interview session about their engagement experiences in the CFC Learning Hub. This will be examined in forthcoming publications.

Conclusions

This study presents a method to quantify GP participants’ hub-related sessions, activities in each session, time spent, and posting behavior as evidence of what potential features can encourage GP participants to engage in learning and knowledge sharing in an HVCoP for CPD. Furthermore, our study suggests new avenues of CPD by providing evidence of learning and knowledge acquisition outside traditional authoritative sources. The study also suggests new ways of tracking the path from engagement to behavioral use in receiving accreditation (ie, CPD points).

Compared with other Web-based educational communities, perhaps our main insight is that GP participants are interested and engaged in practice-based Web-based learning where they can discuss cases with other professionals. This challenges the cost-effectiveness of building large websites with significant libraries of materials to support Web-based learning. Combining the 2 analytical tools made it possible to measure the duration of time spent and the specific activities performed within these sessions to measure the GP participants’ use of the learning hub.

This study can inform a larger study by focusing on creating and facilitating more practice-based topics with GP participants. Furthermore, we propose posting a query topic such as our Burning Questions to give an opportunity for GPs to ask general osteoporosis questions not covered in curated case study posts. This query topic can be posted once every 3 to 4 case studies and might help in incentivizing GPs to be engaged with the HVCoP as a means of benchmarking their own current knowledge with the specialists involved.
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Abstract

Background: Attending to the wide range of communication behaviors that convey empathy is an important but often underemphasized concept to reduce errors in care, improve patient satisfaction, and improve cancer patient outcomes. A virtual human (VH)–based simulation, MPathic-VR, was developed to train health care providers in empathic communication with patients and in interprofessional settings and evaluated through a randomized controlled trial.

Objective: This mixed methods study aimed to investigate the differential effects of a VH-based simulation developed to train health care providers in empathic patient-provider and interprofessional communication.

Methods: We employed a mixed methods intervention design, involving a comparison of 2 quantitative measures—MPathic-VR–calculated scores and the objective structured clinical exam (OSCE) scores—with qualitative reflections by medical students about their experiences. This paper is a secondary, focused analysis of intervention arm data from the larger trial. Students at 3 medical schools in the United States (n=206) received simulation to improve empathic communication skills. We conducted analysis of variance, thematic text analysis, and merging mixed methods analysis.

Results: OSCE scores were significantly improved for learners in the intervention group (mean 0.806, SD 0.201) compared with the control group (mean 0.752, SD 0.198; \( F_{1,414} = 6.09; P = .01 \)). Qualitative analysis revealed 3 major positive themes for the MPathic-VR group learners: gaining useful communication skills, learning awareness of nonverbal skills in addition to verbal skills, and feeling motivated to learn more about communication. We conducted analysis of variance, thematic text analysis, and merging mixed methods analysis.

Conclusions: VHs are a promising strategy for improving empathic communication in health care. Higher performers seemed most engaged to learn, particularly nonverbal skills.

(J Med Internet Res 2019;21(11):e15459) doi:10.2196/15459
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**Introduction**

**Background**

Communication is critical to health encounters. Poor communication in health care has been linked to adverse consequences, medical errors, and decreased satisfaction [1-6]. Both patient-provider and provider-provider communication skills contribute to outcomes. Communication is foundational to many aspects of the health encounter from imparting information and diagnoses to offering explanations for medical decision making. The quality of those explanations (ie, causability) relies on high-quality communication [7]. In addition to imparting and gathering information, the manner in which providers communicate is equally important and often underemphasized. To address this critical need, MPathic-VR is an intervention that leverages virtual human (VH) informatics technology to target training empathic communication skills. Empathy is a set of constructs that relate to the “response of one individual to the experiences of another” [8]. In contrast, sympathy is typically a reference to feeling of compassion for others. Constructs of empathy include the following: (1) antecedents—individuals and situations, (2) processes—mechanisms to produce an empathic outcome, (3) intrapersonal empathic outcomes—cognitive and emotional responses within the observer, and (4) interpersonal empathic outcomes—behavioral responses of the observer directed toward the target [8]. These definitions assume 2 or more individuals, an observer (eg, a provider) who is in a situation and is responding empathically and a target individual (eg, a patient) with whom the observer interacts.

Teaching empathy includes both cognitive and emotional domains [9,10]. “Empathy is the foundation of patient care” [10] that is cultivated through actively listening to patients. Despite its foundational importance, training in empathy receives relatively little attention and even erodes during medical school [11].

Communicating with empathy requires attention to both verbal and nonverbal communication, such as microencouragers, proximity, eye contact, nodding, and appropriate use of smiles. Interventions with providers tend to give skills training in a variety of formats, such as videos, courses, or workshops [12,13]. Computer-based conversational agents have been developed to address cognitive tasks [14] such as verbal communication [15,16] and reasoning for diagnosis and therapy. A useful conversational agent is VHs, which have human appearance and the ability to interact, responding to humans and engaging in communication behaviors as in a typical conversation [17].

The body of VH literature related to health communication training is relatively small. Yet, research on VH to enhance health communication shows promise in training medical students and nurses [15,18-21]. VHs offer a unique advantage by providing an authentic yet low-risk simulated environment to learn with the appropriate level of challenge [22]. Users perceive VH interactions as real [23] social situations, and they perceive that authenticity can enhance learning and engagement [22,24,25]. The underlying informatics system can direct the learner through an adaptive path through a scenario based on responses. These systems collect data (eg, verbal responses) as the learner interacts with the VH, process the interaction, and provide real-time automated feedback to the learner. After receiving formative feedback, the learner can immediately reflect and repeat the simulation experience, which changes depending on the learner’s actions. Reflection and deliberate practice are crucial to developing communication skills [26-29].

In contrast to human standardized patients, by leveraging informatics technology, VHs present information in a consistent manner, eliminating the variability of repeated human performances without becoming fatigued. As an informatics-based system, VHs could interpret nuances of nonverbal behavior and facial expression dynamically and then present its formative feedback to learners in the after-action review, eliminating the need for labor-intensive video analysis and conversation analysis.

**Virtual Human Communication Simulation**

In a parent study, a multisite single-blinded mixed methods randomized controlled trial [30], medical students were randomly assigned to 1 of the 2 conditions: an MPathic-VR intervention or a computer-based learning control module [30]. MPathic-VR is an informatics-based technology that engages learners in a conversation with VH characters to provide training in both verbal and nonverbal communication. Using active learning strategies, the simulation is designed for learners to have authentic, challenging conversations with VHs. The simulation uses intelligent VHs that detect body motion, facial expressions, and speech. The system consists of a computer with a widescreen monitor, a microphone to recognize speech, and a Microsoft Kinect sensor to detect predefined nonverbal communication behaviors (ie, smiles, nodding, body leaning, and eyebrow raises). MPathic-VR trains the learner in nonverbal behaviors, which the user must demonstrate to the system as picked up by a sensor before continuing.

The intervention involved interactive modules with 3 VHs: a young Latina woman who developed leukemia, her mother, and a nurse providing care for the woman. The learner participated in 2 scenarios—intercultural and interprofessional—that required expressing empathy and demonstrating nonverbal listening skills. At points needing communication from the learner, each scenario paused, and the system presented 3 possible responses. The system recognized the response the learner provided to the VH, which led to a commensurate path in the scenario (eg, a poor response would escalate the situation). After completing each full scenario, the system provided automated feedback, and the learner repeated the scenario. Medical students randomized to the intervention were assigned an MPahetic score based on their performance.

After completing the intervention or control, students wrote qualitative reflections about their experience. Moreover, 1 to 2 weeks later, all students completed an objective structured clinical examination (OSCE). As previously reported, the primary outcome of the trial showed that MPathic-VR has a positive, statistically significant effect on medical student’s proficiency in disclosing a new cancer diagnosis (intercultural
scenario) and practicing conflict resolution in an interprofessional scenario with an oncology nurse [31].

As the trial demonstrated effectiveness of MPathic-VR intervention, we turned our focus to understanding the mechanisms and differential experiences with the MPathic-VR intervention. The aim of this study was to focus on only students exposed to the MPathic-VR simulation in the intervention arm and investigate differential effects of the simulation. Our primary aim was to answer the question: How do medical student reflections about their experiences compare between low, medium, and high performers on the primary outcome measures of communication performance in the simulation and on the OSCE?

**Methods**

**Design**

This study employed a convergent mixed methods design involving integrating 2 quantitative measures (MPathic-VR–calculated scores and the OSCE scores) with qualitative reflections by learners about their experiences. Examining qualitative reflections helped to elucidate educational mechanisms for high, medium, and low OSCE scoring participants. The full randomized controlled trial results are reported elsewhere [31]. The University of Michigan Institutional Review Board (HUM00134766) determined that the study was exempt under the educational research category and waived documentation of consent for students.

**Setting**

The intervention took place at Eastern Virginia University Medical School, the University of Michigan Medical School, and the University of Virginia School of Medicine.

**Participants**

Second-year medical students from the 3 medical schools were recruited and randomly assigned to the control (n=211) or MPathic condition (n=210), the MPathic group is the focus of this study. We excluded 4 individuals because of missing qualitative data, leaving 206 students for this analysis.

**Qualitative Data Collection**

We employed an ethnographically driven approach for the qualitative component of the study as we sought to understand the nature of their experiences with the system. The students in each condition completed a reflective essay on their experience. Students were randomized to 1 of the 5 reflective questions about (1) human interactions, (2) understanding nonverbal communication, (3) most important things learned, (4) how to improve the simulation, and (5) functional aspects.

**Qualitative Data Analysis**

We imported all reflective responses into MAXQDA qualitative software (VERBI) to manage data for further analysis. We then followed a thematic qualitative text analysis [32] process. The first step was to review the entire database while memoing potential themes and connections among the data [33]. Next, we began coding the responses by assigning descriptive labels to segments of text and generated an initial codebook. A total of 3 individuals coded (RS, SB, and TG) data and met to review codes and reach agreement through a consensus process [34]. We paused to review the codes, discussed discrepancies to create a common code definition, eliminated redundant codes, and refined descriptions for each code. Using this codebook, we proceeded with systematically coding the remainder of the database but also allowed additional codes to emerge as needed. Finally, we grouped similar codes into themes and considered the relationship among themes.

**Quantitative Data Collection**

MPathic-VR scores (continuous data) were collected that reflect the path through the system and responses for each participant. For each exchange with the VH, the system recorded a point value (3-point scale of optimal to worst with lower scores reflecting better performance) and summed points for an overall MPathic-VR score for each scenario.

Students’ advanced communication skills were assessed through an OSCE around a novel scenario, although all students knew they would be tested. Standardized patient instructors evaluated each student’s performance on a 5-point scale across 4 domains: open or defensive, collaborative or competitive, nonverbal communication, and an awareness of others.

**Quantitative Data Analysis**

One score was missing for the interprofessional scenario. Using an analysis of variance, we compared OSCE scores for the MPathic-VR and control condition. In addition, we examined changes in the MPathic score upon first run through the scenario and the repeat run after receiving feedback. Statistical significance was determined by a 95% CI.

**Mixed Methods Integration**

The value of mixed methods research lies in meaningful integration of qualitative and quantitative components. We employed merging integration, which consisted of comparing qualitative findings with respect to OSCE and MPathic scores and determining whether the qualitative findings confirmed, disconfirmed, or expanded our understanding of the scores [35]. Data were not normally distributed, so we converted each OSCE and MPathic score into a 3-level categorical variable (high, medium, and low). On the basis of tertiles, OSCE scores less than 0.57 were categorized as low, 0.57 to 0.95 as medium, and greater than 0.95 as high. MPathic scores from the second run-through for each scenario were converted into categorical variables. Keeping in mind that low MPathic scores reflect better performance, for the intercultural scenario, scores of less than 3 were categorized as high, 3 to 7 as medium, and greater than 7 as low. In the interprofessional scenario, scores of less than 3 were categorized as high, 3 to 6 as medium, and greater than 6 as low. We used joint display analysis by arraying qualitative themes by OSCE and MPathic scores to understand how the experience differed among participants at these OSCE and MPathic score levels.
Results

Qualitative Results

Our analysis identified 3 major positive themes for the MPathic-VR group learners: gaining useful communication skills, learning awareness of nonverbal skills in addition to verbal skills, and feeling motivated to learn more about communication. A subset of participants expressed some reservations about this initial version of the system encapsulated by subthemes of potential improvements: uncertainty about timing/suitability of training with the VHs in the system versus actual humans, questions about the repetition, and a minority disinterested in any communication training.

Gaining Useful Communication Skills

Regarding verbal communication, learners reported gaining strategies for effectively interacting with patients and other health care providers in real clinical settings. Frequently mentioned strategies included asking open-ended questions, validating or acknowledging the conversation partner’s feelings with reflective language, and remembering the importance of a simple apology. A few reported that the time built in to consider their verbal response and the immediate feedback helped them carefully think about their word choices before speaking. Specifically, learners reported being more mindful of selecting words that display cultural humility (avoiding assumptions), using inclusive language (we or together vs I), and avoiding yes but sentences (nonconfrontational phrasing).

Learning Awareness of Nonverbal Skills

Learners reported becoming more cognizant of their facial expressions in conversation, especially eyebrow movement, nodding, and smiling. Some learned about their own unfavorable behavior that they were not previously aware of, such as twitching and fidgeting. Beyond personal awareness, learners mentioned that they became aware of the importance of nonverbal communication in establishing rapport and conveying interest, acknowledgment, and empathy.

Feeling Motivated to Learn More About Communication

Learners noted that they would benefit from more training like MPathic-VR and expressed interest in interacting with the system through different scenarios. Learners were interested in additional scenarios that involve noncompliant or angry patients, determining a care plan, and delivering difficult diagnoses.

Optimizing the System

A subset of participants expressed either some reservations about the initial version of the system or disinterest in communication training. As the themes represented a small proportion, we labeled them as subthemes. One subtheme is the uncertainty about VH rather than humans for training. A few learners commented on the mechanics of talking with a VH owing to the lack of variability in conversation because of the multiple-choice responses and the interruption in conversation and eye contact to read the prompts on screen. Another subtheme was that the training was too repetitive by having individuals practice talking and repeat each scenario after receiving feedback. These individuals reported losing interest in the exercise when having to complete the scenario for the second time.

Disinterest in the training included both feeling “I already know how to communicate” and doubting the importance of nonverbal behaviors. A few learners felt as if the lessons provided were “common sense” and did not expand on their current knowledge, reflecting a broader lack of interest in communication skill building. Some learners mentioned that the system’s prompt to use nonverbal behavior made the interaction “phony.”

Quantitative Results

The MPathic score for the group randomly assigned to the training intervention is based on responses through each scenario, and it indicated a statistically significant improvement from the initial to the repeat scenario after feedback. Scores improved (a lower score is better) from the first (mean 11.67, SD 6.26) to the second time through the intercultural scenario (mean 5.89, SD 5.12; \( F_{1,207}=166.14; P<.001 \)), and scores improved for the interprofessional scenario from the first (mean 7.59, SD 3.96) to the second time (mean 4.62, SD 2.54; \( F_{1,207}=104.64; P<.001 \)). The global OSCE score was better for the MPathic-VR condition than the control condition, as reported in detail previously (\( F_{1,414}=6.09; P=.01 \)) [31]. The nonverbal subdomain was also significantly higher for the MPathic-VR condition (\( F_{1,414}=13.70; P<.001 \)) [31].

Integrated Mixed Methods Results

Primary Aim: Objective Structured Clinical Examination Score and Qualitative Comments

The distribution of medical students according to lowest, medium, and highest scoring participants on the OSCE was 10.7% (22/206), 66.0% (136/206), and 23.3% (48/206), respectively. We examined whether any patterns were present among qualitative themes by the lowest, medium, and highest scoring participants on the OSCE, as reported in Table 1. Although we did not find differences for all themes, several noteworthy patterns emerged.

Learners in all 3 groups commented on learning useful verbal and nonverbal communication skills, although low OSCE scorers had fewer comments compared with medium and high OSCE scorers. Most of the variation between groups was noted in comments about nonverbal behaviors. Interestingly, several medium and high OSCE scorers specifically commented on learning how to use nonverbal communication where appropriate, whereas only 1 low scorer mentioned nonverbal aspects. Examples included using body language to build rapport and replacing verbal responses with nonverbal cues to avoid interrupting the flow of the conversation. Many learners also commented on being mindful when nodding and smiling, noting that these behaviors can be misinterpreted in certain situations as insensitive or arrogant.
Medium and high OSCE scorers also reported gaining nonverbal skills in managing emotionally charged and complex situations (eg, family politics in health care), which was not discussed by low scorers. High scorers also noted the importance of mirroring their conversation partner’s facial expressions to help diffuse tense situations. Low scorers did not provide comments that indicated awareness of their conversation partner’s nonverbal behaviors.

Expressions of motivation to learn about communication were made only by medium and high OSCE scorers. However, reservations about training arose from some of these learners as well. Notably, several medium OSCE scorers and 1 high scorer questioned the value of the training relative to their time. They explained that they were unable to fully immerse themselves in the exercise because they were distracted by external factors such as exams. Comments about already knowing how to communicate were also only made by medium and high OSCE scorers.

Comments from some members of all 3 groups questioned the role of VHS for communication training versus humans. We found no difference among the 3 performance groups in discussing realism of the VH training experience.

Secondary Aim: MPathic Scores and Qualitative Comments

The distribution of medical students according to lowest, medium, and high scores on the intercultural MPathic simulation participants was 18.4% (38/206), 60.2% (124/206), and 21.4% (44/206), respectively. The distribution of medical students according to lowest, medium, and high scores on the interprofessional MPathic simulation participants was 18.9% (39/206), 64.6% (133/206), and 16.0% (33/206), respectively. One score was missing for the interprofessional scenario. We investigated whether any patterns were present among qualitative themes by low, medium, and high scoring participants in MPathic scores for both intercultural and interprofessional scenarios. In both scenarios, patterns were similar to those that emerged when comparing low, medium, and high OSCE scorers against their qualitative experiences. High, medium, and low group membership overlapped for both the OSCE and MPathic scores (eg, high OSCE and MPathic scores). In the intercultural scenario, 12 learners were in the high scoring group for both OSCE and MPathic scores, 81 were in the middle scoring group, and 6 were in the low scoring group. In the interprofessional scenario, 6 were in the high scoring group, 87 were in the middle scoring group, and 4 were in the low scoring group for both OSCE and MPathic scores.

In both scenarios, learners across all groups acknowledged the use of appropriate nonverbal behaviors. Learners in all groups also mentioned that they learned how to use nonverbal behavior to help manage tense situations. However, when comparing low, medium, and high OSCE scores against qualitative themes, these were mentioned mostly by high OSCE performers and only 1 low OSCE performer.

When comparing the qualitative comments made by low, medium, and high scorers between the 2 MPathic scenarios, similar patterns emerged. For the intercultural scenario, comments indicating a desire to learn more about communication were made across all groups, although there were more mentions from high performers compared with low performers. In contrast, in the interprofessional scenario, low and middle performers had more of a desire to learn about communication compared with high performers.

Improvement in MPathic Scores and Qualitative Comments

Finally, we compared comments by whether learners improved their MPathic scores. The distribution of pre-post change for the intercultural scenario included improved scores (85.4%, 176/206), no change (7.3% (15/206), and worse performance (17.3% (11/206)).

Table 1. A joint display of qualitative themes by quantitative performance level on an objective structured clinical examination.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Objective structured clinical examination advanced communication assessment</th>
<th>Medium (0.54-0.98)</th>
<th>High (&gt;0.98)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful communication skills</td>
<td>N/A</td>
<td>“Effective communication both verbal and nonverbal will be essential in getting the best care for patients.”</td>
<td>“I thought that I was given helpful strategies for interacting with patients such as asking open-ended questions, validating feelings, and types of nonverbal cues to use.”</td>
</tr>
<tr>
<td>Remembering nonverbal skills</td>
<td>“Smiling and nodding is also important”</td>
<td>“Non-verbal cues can be very helpful. There are good times to nod and also times when it is not appropriate.” and “In emotionally charged situations, I realize that using non-verbal communication is very important.”</td>
<td>“Helped teach how to read facial expressions from people such as when the nurse was upset.”</td>
</tr>
<tr>
<td>Motivated to learn more</td>
<td>N/A</td>
<td>“I would definitely benefit from more training such as this. I found myself hoping that there would be another simulation or two.”</td>
<td>“It would be interesting to go through other scenarios, and to see if this actually has a positive effect on my future interactions with patients.”</td>
</tr>
<tr>
<td>Prefer humans</td>
<td>“Hard to engage in non-verbal communication when you know you are just talking at a computer.”</td>
<td>“I think that training for communication with patients is better done with live patients.”</td>
<td>“Your true response can only come from human to human interaction…program is much stronger at allowing a person to think about their verbal responses.”</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
(7.3%, 15/206). For the interprofessional simulation, the distribution was 77.7% (160/206), 10.2% (21/206), and 11.7% (24/206), respectively. In both scenarios, learners who did not improve or those who did worse on the second run-through made comments about engagement in the training that related to a lack of interest. These learners indicated that they would rather use the MPathic training time to study for other courses. In contrast, those who improved their scores were more likely to mention engagement issues that related to training procedures, such as being unaccustomed to gesturing to a computer screen. In both scenarios, learners who did worse on the second run-through did not want to learn more or practice more.

Discussion

Principal Findings

Several qualitative differences in themes were apparent when comparing high, middle, and lower performing individuals based on posttraining OSCE communications performance scores. The higher scoring individuals noted the importance of learning about communication and communicating appropriately more than lower scoring individuals. Compared with lower performers, higher performers emphasized the importance of verbal and nonverbal communication skills when interacting in health settings. The pattern was especially notable in their reflection of nonverbal communication. Overall, the integrated results suggest that higher performing individuals seemed to understand and perhaps have stronger buy-in as to the importance of health communication and motivation to learn further.

Regarding our secondary aims of examining how learners compared based on their overall performance during the simulation, and on the first and second runs, learners who did not improve or performed worse on the second run-through in both scenarios expressed more dissatisfaction with the learning experience. These learners showed no interest in wanting to learn more about communication or practicing with the MPathic training system or perhaps did not understand the importance of communication training. This pattern was not as blatant when comparing qualitative themes by low, medium, and high performers in OSCE and MPathic scores. These learners may simply not be good candidates for the training because of personal factors, such as competing priorities. However, in an actual implementation, MPathic-VR could be available on demand at any time needed to fit the learner’s schedule. In addition, these individuals may have had low motivation to participate, which had a negative effect on learning outcomes [36], for example, a subset doubted the importance of nonverbal skills. A potential strategy is to increase upfront information made available to learners who is most likely to benefit. Another mechanism is awareness of nonverbal communication. Learners who explained that they gained skills in the appropriate use of nonverbal communication to manage emotionally charged situations tended to achieve better intervention outcomes (ie, favorable OSCE). Confirmation of findings with both quantitative and qualitative methods lends credibility to our understanding of these MPathic intervention mechanisms [35]. Furthermore, results suggest that humans will engage in nonverbal communication when interacting with an informatics-driven intelligent VH. When appropriate, nonverbal communication might be considered among the human factors mechanisms by which learners interact with the intervention. Our investigation, merging of qualitative and quantitative databases revealed confirmation of findings related to intervention differential effects and mechanisms of action. Furthermore, visualization of these findings through the use of a joint display facilitated our interpretation of findings (Table 1). One mechanism related to the intervention was motivation. We found less favorable OSCE and MPathic scores among learners who expressed a lack of interest in the training in their written reflection. Thus, motivational issues seemed to be an important human factor related to engagement with the informatics technology. This result has implications in either priming health professionals before participating or selecting who is most likely to benefit. Another mechanism is awareness of nonverbal communication. Learners who explained that they gained skills in the appropriate use of nonverbal communication to manage emotionally charged situations tended to achieve better intervention outcomes (ie, favorable OSCE). Confirmation of findings with both quantitative and qualitative methods lends credibility to our understanding of these MPathic intervention mechanisms [35]. Furthermore, results suggest that humans will engage in nonverbal communication when interacting with an informatics-driven intelligent VH. When appropriate, nonverbal communication might be considered among the human factors principles in conducting research on interaction with informatics technology.

Study Limitations

Our study was limited to medical students, and future research is needed to apply the simulation to practicing providers and other health professionals. In addition, nonverbal communication was not the focus of data collection despite arising as a primary finding. Training nonverbal communication skills in VH simulation merits further investigation. In addition, the nonverbal behaviors specifically selected for this simulation—noding, smiling, and eyebrow raises—are a few of the many possible nonverbal and verbal behaviors associated with empathy expression [39]. Coding schemes that offer methods for meticulously analyzing nonverbal behaviors and their associated emotions exist and can be applied to the Kinect sensor data collected in the trial [40,41].
Conclusions

Future research should address how to motivate and engage learners. On one hand, the MPathic system has made an innovative leap forward by demonstrating the effect of the system to train communication skills that transfer into a realistic communication scenario. The results raise research questions about the need to incorporate instructional design principles that will help motivate students skeptical about improving their health care communication [42]. Although the results indicated that higher performers had stronger beliefs about the importance of good communication in health care, it is unclear whether these differences were present before participating in the intervention. Future research may benefit from additional pretest measures, such as a written reflection about communication and empathy assessments, such as the Jefferson Scale [43].
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Abstract

Background: Continuing medical education is important but time-consuming for general practitioners (GPs). Current learning approaches are limited and lack the ability to engage some practitioners. Serious games are new learning approaches that use video games as engaging teaching material. They have significant advantages in terms of efficiency and dissemination.

Objective: The aim of this study was to create a serious game and to evaluate it in terms of effectiveness and satisfaction, comparing it with a traditional method of continuing education—article reading.

Methods: We produced a prototype video game called Hygie on the 5 most common reasons of consultation in general practice using 9 articles from independent evidence-based medicine journals (reviews from Prescrire and Minerva). We created 51 clinical cases. We then conducted a double-blinded randomized trial comparing the learning provided by a week of access to the game versus source articles. Participants were GPs involved as resident supervisors in 14 French university departments of family practice, recruited by email. Primary outcomes were (1) mean final knowledge score completed 3 to 5 weeks after the end of the intervention and (2) mean difference between knowledge pretest (before intervention) and posttest (3 to 5 weeks after intervention) scores, both scaled on 10 points. Secondary outcomes were transfer of knowledge learned to practice, satisfaction, and time spent playing.

Results: A total of 269 GPs agreed to participate in the study. Characteristics of participants were similar between learning groups. There was no difference between groups on the mean score of the final knowledge test, with scores of 4.9 (95% CI 4.6-5.2) in the Hygie group and 4.6 (95% CI 4.2-4.9) in the reading group (P=.21). There was a mean difference score between knowledge pre- and posttests, with significantly superior performance for Hygie (mean gain of 1.6 in the Hygie group and 0.9 in the reading group; P=.02), demonstrating a more efficient and persistent learning with Hygie. The rate of participants that reported to have used the knowledge they learned through the teaching material was significantly superior in the Hygie group: 77% (47/61) in the Hygie group and 53% (25/47) in the reading group; odds ratio 2.9, 95% CI 1.2-7.4. Moreover, 87% of the opinions were favorable.
indicating that Hygie is of interest for updating medical knowledge. Qualitative data showed that learners enjoyed Hygie especially for its playful, interactive, and stimulating aspects.

**Conclusions:** We conclude that Hygie can diversify the offering for continuing education for GPs in an effective, pleasant, and evidence-based way.

**Trial Registration:** ClinicalTrials.gov NCT03486275; https://clinicaltrials.gov/ct2/show/NCT03486275

**KEYWORDS**
general practice; continuing medical education; evidence-based medicine; video games; randomized controlled trial; pedagogy

**Introduction**

**Background**

General practitioners (GPs) update their medical knowledge throughout their professional life to maintain knowledge acquired during their initial studies and to be abreast of the latest scientific advances.

Continuing medical education, however, can be tedious and sporadic because a considerable amount of new medical data and new literature are being continuously released, varying in quality and accessibility. The busy practitioner has limited time to consult this information [1-3], and traditional teaching methods such as lectures and group discussion have small and short-lasting effects [4]. As a result, clinical care may not be in line with the latest science, leading to poorer health outcomes [5]. Thus, new, efficient, and stimulating teaching methods are required.

New teaching materials called serious games are efficient [6,7] and easily disseminated methods for education [8]. Indeed, they offer the possibility of combining learning activities such as testing [9], feedback [10], spaced repetition [11], and problem-based learning [12,13] with a positive experience. Learning challenges can be provided by these games [14,15] in a risk-free environment [16]. Therefore, serious games give active participation and autonomy to the learner, both of which are crucial qualities in adult education [17].

Few serious games have been developed with the goal of facilitating continuous medical education for health professionals [18] and GPs [19,20]. To our knowledge, no existing game covers several topics related to family medicine.

**Objectives**

The aim of this study was to develop a prototype of a new serious game called Hygie for continuing medical education for the GP and to assess its effectiveness and user acceptance as compared with a traditional activity (article reading) in a randomized trial.

**Methods**

**Design and Development of Hygie**

We produced a prototype video game called Hygie in which the player is a GP in the process of treating several patients. We defined topics for this prototype based on the 5 most frequent reasons for consultation in France [21]: hypertension, health check and prevention, dyslipidemia, acute fever, and rhinopharyngitis.

For these 5 topics, we reviewed 9 articles in 2 French evidence-based journals: 6 from Prescrire and 3 from Minerva [22-30]. We selected these 2 journals because they provide robust evidence-based recommendations and are strictly independent from industrial and institutional influences.

From these 9 articles, we created 51 short clinical cases, each having 1 question that could be answered either by multiple choice or free text.

The game was coded using HTML 5, Cascading Style Sheets 3, JavaScript (ECMAScript 2015), and Hypertext Preprocessor (PHP) 7. Graphics were created using Adobe Illustrator and Adobe Photoshop (Figure 1).

Learning methods incorporated into the game included statement of educational objectives, immersion in a general medical consultation setting, problem-based learning with active restitution of knowledge, spaced recall, stimulation of intrinsic motivation by earning points, and having goals and levels with a “final boss” for each level. Humoristic elements such as puns in patients’ names were included to maximize engagement.

A preliminary test phase was conducted with 11 GPs and 9 residents in general practice. The preliminary test allowed us to detect and solve bugs, clarify questions, and sort questions into 5 levels of difficulty.

The prototype of the game is freely accessible on the Web [31].

Reference:

Study Design

We performed a double-blind randomized controlled trial to assess the effectiveness of *Hygie* as a method for continuing education for GPs as compared with a traditional article reading activity with the same content.

We asked all 35 French university departments of family practice to contact GPs involved as resident supervisors by email to participate in a real-life experience learning where they would have access to an electronic learning (e-learning) teaching material for 7 days, without mentioning the nature of the teaching materials. Institutional affiliations of the investigators were indicated at the end of the email.

Information was delivered to participants about the purpose, the duration, the time to devote to the study, and anonymization of results.

After agreeing to participate, GPs accessed the study website where they completed a demographic questionnaire, a knowledge pretest of 5 questions on each of the 5 reasons for consultation. They were randomized using the rand function of PHP language (allocation ratio 1:1) to either the intervention group (Web access to *Hygie* for 1 week) or to the control group (access online to the 9 articles). Participants had an individual login, allowing them to access only the teaching material assigned to them. They did not know if they were assigned to the intervention or control group and did not know which intervention was performed in the other group. Data were collected on a Structured Query Language database.

After 1 week of free access to their respective teaching material (serious game *Hygie* vs articles), access was terminated. Reminders were sent to the 2 groups within 3 and 6 days of access to teaching material.

After 3 weeks without access to the teaching materials, participants received a final, 20-item knowledge questionnaire (Figure 2). Among the 20 questions, 5 were common with pretest. Only those participants who had completed the final questionnaire were analyzed.

Primary outcomes were (1) dynamic and (2) static knowledge assessed by questionnaires:

1. A Dynamic Questionnaire-5 (DQ-5) with 5 items compared individual change of score between pretest (before intervention) and posttest (3-5 weeks after intervention). It was a 5-item questionnaire with each of the 5 questions weighted by a scale ranging from 1 to 3 according to its importance for practice and a global score from 0 to 14.
The goal of this questionnaire was to assess progression of each participant. For a simpler interpretation, we scaled the DQ-5 score to be out of 10 rather than 14.

2. A Static Questionnaire-20 (SQ-20) measured mean final score 3 to 5 weeks after intervention. It was a 20-item questionnaire (5 of the dynamic questionnaire plus 15 other questions), with each of the 20 questions weighted by a scale ranging from 1 to 3 according to its importance for practice and a global score from 0 to 58. The goal of this questionnaire was to compare groups, minimizing the potential carryover effects induced by the pretest questionnaire. Like for the DQ-5, for interpretation, we rescaled the SQ-20 to a 0 to 10 scale (rather than 0-58).

Here is an example of a knowledge question that appears in both dynamic and static questionnaires and the scoring method:

**Question**: Which cholesterol-lowering drugs have shown a decrease in mortality and morbidity?

**Expected answers (free text)**: pravastatin, simvastatin.

**Scoring method**: It was rated 3 points out of 14;

If the 2 right molecules (pravastatin and simvastatin) are mentioned: 3 points

If 1 good molecule among pravastatin and simvastatin is mentioned: 1 point

In all other cases: 0 points.

The 2 knowledge questionnaires and their scale were written from the source articles by 3 experienced physicians who had no information about the game content, with instructions to identify practice-relevant issues in the articles. Participants’ questionnaires were scored blindly by a physician not involved in the other stages of the study.

Secondary outcomes were (1) the use in medical practice of the knowledge acquired through the teaching material assessed at the time of the final questionnaire (participants answered the question “In the course of your practice, did you use the knowledge you learned through the teaching material?”), (2) time spent playing by participants assigned to Hygie, and (3) a satisfaction questionnaire. The satisfaction questionnaire, composed of 8 questions and completed at the end of the 1-week learning period, included quantitative and qualitative data about participant satisfaction, time reported as spent on the materials, and additional demographic data (eg, workplace and usual training materials for continuing education). Qualitative data were analyzed by content for themes related to effective learning as well as to illuminate potential strengths and weaknesses of Hygie. The average total time spent on the Hygie game was measured via server usage data. Average total time spent on the articles was not collected because participants could download the articles and read it offline.

### Statistical Analysis

The answers to the knowledge and satisfaction questionnaires were collected on the framaform website. Statistical analyses were performed using R software (R Foundation for Statistical Computing) [32]. The 2 groups were compared using Fisher exact tests for nominal variables and Welch $t$ tests for quantitative variables. Differences with $P<.05$ were considered significant.

### Sample Size

The number of participants required with 80% power (1−β) and 5% type I error was estimated before the study. A total of 128 participants were needed to detect a difference of 2 points out of 10 between the groups on the final questionnaire, assuming that the participants in the Hygie group had a final score of 8 out of 10 on average.

### Ethics

Participation was anonymous and voluntary. Participants began the study by clicking a link to teaching materials.

The study was approved by the Committee for the Evaluation of the Ethics of Research Projects of hospital Robert Debré n° 2017/359.

### Results

#### Participant Statistics

A total of 14 university departments from 8 French regions accepted to participate in this study. A total of 3398 GPs were invited to participate in this study by email. Of these, 269 participants (7.9%) accepted to participate in the study. Recruitment occurred between May 31, 2017, and June 27, 2017. A total of 108 participants completed the study and were analyzed. There was no difference of baseline characteristics between participants who completed and participants who did not complete the study.

The inclusion flow diagram according to Consolidated Standards of Reporting Trials recommendations [33] is shown in Figure 3.

Baseline characteristics of participants in both groups were comparable (Table 1). Mean age was 40.9 years, there was a majority of women, and an urban setting was the most common. The most widely used continuing education method was reading print journals.

The DQ-5 pretest mean score was identical in the 2 groups: 3.4 (95% CI 2.9-3.8) in the intervention group and 3.8 (95% CI 3.2-4.3) in the control group ($P=.27$, not significant).

Average time between stopping access to support and completing the final questionnaire was similar in the 2 groups: 25.3 days (95% CI 24.2-26.5) in the Hygie group and 27.5 days (95% CI 26.3-28.7) in the control group.
Figure 3. Flow diagram.

Table 1. Characteristics of analyzed participants allocated to each intervention (Hygie or control) at baseline (n=108).

<table>
<thead>
<tr>
<th>Characteristics of participants</th>
<th>Hygie group (n=61)</th>
<th>Reading group (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>30 (49)</td>
<td>27 (57)</td>
</tr>
<tr>
<td>Male</td>
<td>31 (51)</td>
<td>20 (43)</td>
</tr>
<tr>
<td><strong>Mean age (min-max)</strong></td>
<td>39.8 (27-67)</td>
<td>42.4 (28-64)</td>
</tr>
<tr>
<td><strong>Dynamic Questionnaire-5 pretest, mean score (95% CI)</strong></td>
<td>3.4 (2.9-3.8)</td>
<td>3.8 (3.2-4.3)</td>
</tr>
<tr>
<td><strong>Workplace setting, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>31 (51)</td>
<td>35 (74)</td>
</tr>
<tr>
<td>Semirural</td>
<td>23 (38)</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Urban</td>
<td>7 (11)</td>
<td>6 (13)</td>
</tr>
<tr>
<td><strong>Continuous teaching material, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper journals</td>
<td>51 (84)</td>
<td>39 (83)</td>
</tr>
<tr>
<td>Internet journals</td>
<td>23 (38)</td>
<td>23 (49)</td>
</tr>
<tr>
<td>Internet sites</td>
<td>36 (59)</td>
<td>33 (70)</td>
</tr>
<tr>
<td>Onsite courses</td>
<td>48 (79)</td>
<td>33 (70)</td>
</tr>
<tr>
<td>Peer group training</td>
<td>35 (57)</td>
<td>20 (43)</td>
</tr>
<tr>
<td>Medical visitors</td>
<td>5</td>
<td>12</td>
</tr>
</tbody>
</table>

**Outcomes**

**Knowledge**

The final SQ-20 mean score was similar in the 2 groups: Hygie group 4.9 (95% CI 4.6-5.2) and control group 4.6 (95% CI 4.2-4.9; P=.21, not significant).

The mean individual change of DQ-5 score between pre- and posttest was significantly superior to 0 in the Hygie group with a mean gain of 1.6 (95% CI 1.2-2.1; P<.001) and in control group with a mean gain of 0.9 (95% CI 0.5-1.4; P<.001).
For the critical test of our trial, this mean individual change of DQ-5 score between pre- and posttest at 3 to 5 weeks was significantly superior in the Hygie group compared with the reading group, with a difference of 0.7 (95% CI 0.1-1.3; \( P=.02 \); Figure 4).

**Figure 4.** Individual change of score in both groups, shown as density and number of participants. DQ-5: Dynamic Questionnaire-5.

**Transfer to practice**

For the question “In the course of your practice, did you use the knowledge that you learned through the teaching material?,” the percentage of participants reporting “yes” was significantly greater in the Hygie group (77% in the Hygie group vs 53% in the reading group; odds ratio 2.9, 95% CI 1.2-7.4; Table 2).
Satisfaction and Qualitative Data

In the satisfaction survey, 87% of Hygie group participants answered “yes” to the question “Do you think that Hygie is of interest for updating your medical knowledge?” and 75% answered “yes” to the question “Do you think that Hygie should be allowed for continuing education credits?”. The qualitative reasons spontaneously mentioned by the participants also justified Hygie, including the following themes:

- Effective learning: the characteristics of the game (subthemes mentioned the following: speed, simple learning, and effective information assimilation), informative content (key messages, relevance of themes, clarity, and referenced responses), and its mechanisms (repetition of clinical cases promoting memorization, cognitive conflict that allows for better memorization, and allows one to learn test with real-life scenarios).

- An enjoyable experience (subthemes mentioned the following: playful and fun) with stimulating challenges (challenging stimulation and real-time style mimics the clinic): 36% of participants of the Hygie group answered “yes” to the question “Did this session make you want to consult medical journals more regularly or take out a subscription?” which suggests that gaming encourages players to read journals, considering that 73% of GPs already reported consulting Prescrire regularly and 12% reported consulting Minerva.

Time Spent on Supports

The average total time spent on the Hygie game, measured via server usage data for the included participants, was 43 min. The average time per game session was 10 min and 50 seconds. Participants self-reported the time they spent on learning materials in the satisfaction questionnaire through a discontinuous quantitative variable. The most common responses were “45 to 60 minutes” in the Hygie group and “10 to 20 minutes” in the reading group.

Success Rate and Comments on Game Questions

The overall success rate for clinical cases was 67%. Participants’ comments on clinical cases reflected the cognitive conflict produced in players by the system of interaction between the GPs knowledge and the “model” proposed by the game: some agreed with the answer (eg, “bravo”), whereas others criticized the clarity of the question (eg, “one could specify [...]”) or criticized the answer based on their practice (eg, “I would have liked to do [...] before treating”) or other sources (eg, “recommendations on this topic include [...]”).

Discussion

Principal Findings

To our knowledge, Hygie is the first continuing education material of this type; it is the first educational video game developed for and by GPs. Hygie was created without external funding and independently of the pharmaceutical and medical device industries. Moreover, it is based on reliable sources that are helpful to GPs in maintaining and expanding their knowledge. Finally, it is unique because of its extensive evaluation among a significant number of GPs from several regions of France. The use of both a double-blinded randomized trial and a satisfaction questionnaire evaluation differentiates Hygie from other serious health games in existence, with a few exceptions such as InsuOnline [20]. Our study shows that it is feasible to create an engaging educational video game, including validation in a randomized trial, without influence of public or private financing.

Our results have shown that giving access to the Hygie game to GPs in “real-life” conditions (ie, where learner decided when, where, and how much time he or she wants to spend learning) results in a persistent learning at 3 to 5 weeks. Furthermore, giving access to Hygie resulted in a better improvement in medical knowledge compared with giving access to articles, which is the traditional method. In addition, this knowledge seems to be more easily transferable to medical practice, as shown by the greater proportion of GPs reporting having used the knowledge in their own practices as compared with traditional journal article reading. This result suggests that serious games may engender better transfer of knowledge to real-life situations by actively engaging the learner.

No significant difference was found on the final questionnaire score, which is consistent with a previous study [20] and may suggest that journal article reading can still lead to sufficient knowledge for continuing education but that Hygie is at least noninferior to traditional methods.

Limitations and Strengths

There were some limitations to our study. Recruitment was limited to GPs who were resident supervisors. This population is representative of the French GP population with some particularities such as a higher proportion of women, an underrepresented 45 to 54 years age group, a majority group practice, and a lower weekly working time [34]. Another bias is that participants were volunteered for the study after reading the email solicitation that offered to try a “new continuing education material.” Thus, it was possible that this population of GPs was especially interested in updating their medical knowledge; this is supported by the proportion of physicians declaring reading the Prescrire journal in our study (70%), which is much higher than the proportion of French GPs.

Table 2. General practitioners’ responses to “In the course of your practice, did you use the knowledge you learned through the teaching material?”

<table>
<thead>
<tr>
<th>Response</th>
<th>Hygie group, n (%)</th>
<th>Reading group, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>47 (77)</td>
<td>25 (53)</td>
</tr>
<tr>
<td>No</td>
<td>14 (23)</td>
<td>22 (47)</td>
</tr>
</tbody>
</table>

Players could rate clinical cases in terms of “usefulness to practice” just after resolving the cases. A total of 1464 clinical case scores were given, and the average score given was 4.14 out of 5.
The GPs’ positive response rate for participating in the study was 7.9% (269 included out of 3398 requested), which is comparable with the average response rate in this population [36] but prevented us from reaching the number of participants suggested by our power analysis. The real response rate cannot be definitively known because it is possible that some emails failed to reach potential GPs and were not read.

Contamination bias between groups is a potential limitation, but limited access to 1 of the 2 teaching materials through the login and individual working environment of French GPs has limited this possibility.

More than half (60%) of the participants did not complete the study, which may have been a consequence of the “real life” conditions of our trial (unconstrained use) and the fact that the study took place during the summer holidays. The similar number of participants who did not complete the study in the 2 groups (58% in the Hygie group and 62% in the control group) suggests that the reasons for not participating are not related to the nature of the teaching material. Similarly, it can be assumed that the influence of reminders during the week of access to teaching materials, compared with routine use, was similar for both groups. However, the final sample size was smaller than the number calculated as required. A lack of power may explain that 1 of the 2 end points did not reach statistical significance.

Knowledge and satisfaction questionnaire have not been previously validated because they have been made to match the content of the teaching materials. The use of customized instruments is strongly recommended for the evaluation of serious games by Moreno-Ger [37], who argues that generic questionnaires are usually not useful for assessing games that can be very different in their objectives, target audiences, and needs. However, GPs experienced in medical pedagogy reviewed and improved these questionnaires, which was then pilot tested.

The scores obtained by the participants in the pretest knowledge questionnaire were surprisingly low. The lack of knowledge of clinical practice recommendations by French GPs is known in the literature [38]. In addition, the knowledge questionnaire presented several difficulties: free-text responses and needing to know recent evidence-based recommendations. The improvement in scores between pretest and posttest, although significant in both groups, may appear small. In addition to the difficulty of the questionnaire, which may have limited the progression of participants, this slight increase can be explained by the forgetting of knowledge.

The duration between the end of access to the teaching materials and the final test questionnaire was chosen at 3 to 5 weeks to evaluate long-term memorization, the most relevant type of memorization for the GP and to limit the number of people lost to follow-up over a too long a period. We based our decision of follow-up period on a study conducted in 2008 evaluating the long-term memorization by residents of recommendations on type 2 diabetes learned via an internet tutorial [39]. Subjects were randomized into 6 groups that varied the time between the tutorial and the knowledge assessment: without delay and with delay of 1 day, 3 days, 8 days, 21 days, and 55 days. At 21 days, the interns had forgotten more than half of the knowledge learned compared with those assessed without any delay, suggesting that this duration allows long-term learning to be assessed.

The time spent on learning material could not be collected automatically in control group. These data would have provided an additional element of comparison between the 2 groups. However, as the groups were randomized, the effect of individual preferences regarding time allocation can be assumed to be balanced between groups. The self-reported time of participants was more than 2 times longer in the Hygie group; it is possible that this result indicates that Hygie is more time-consuming than reading. However, in the “real life” conditions of this trial, where each participant chose the time spent on the support, it seems that this result is rather in favor of Hygie’s interest. That is, this educational support seems particularly engaging in this population of GPs, who are known to lack time and motivation for continuing education.

Conclusions
A very favorable reception was given by most GPs who used the Hygie game, particularly for its playful, interactive, and stimulating aspects, which supported the engaging learning experience.

In this study, many GPs spent much time on Hygie, commenting favorably on the clinical cases and the resulting learning experiences. A large proportion of participants expressed a desire to use it regularly for continuing education. In addition, Hygie serious game inspired many participants to subscribe to journals, which implies a synergy of this novel approach with the traditional article reading approach.

Our pragmatic study suggests that under usual conditions with e-learning teaching material, Hygie game can be an effective, pleasant, and engaging method for continuing education of GPs. It can be widely disseminated at low cost. Its modular content allows for future adaptation and improvement, and immersive qualities in a virtual reality where errors are not detrimental to patients render it an exciting next direction for adult learning among GPs and other physicians. In the future, we could evaluate the appropriation of this tool by GPs and their ability to improve it.
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Abstract

Background: With growing numbers of adults turning to the internet to get answers for health-related questions, online communities provide platforms with participatory networks to deliver health information and social support. However, to optimize the benefits of these online communities, these platforms must market effectively to attract new members and promote community growth.

Objective: The aim of this study was to assess the engagement results of Facebook advertisements designed to increase membership in the LungCancer.net online community.

Methods: In the fall of 2017, a series of 5 weeklong Facebook advertisement campaigns were launched targeting adults over the age of 18 years with an interest in lung cancer to increase opt ins to the LungCancer.net community (ie, the number of people who provided their email to join the site).

Results: The advertisements released during this campaign had a sum reach of 91,835 people, and 863 new members opted into the LungCancer.net community by providing their email address. Females aged 55 to 64 years were the largest population reached by the campaign (31,401/91,835; 34.29%), whereas females aged 65 and older were the largest population who opted into the LungCancer.net community (307/863; 35.57%). A total of US $1742 was invested in the Facebook campaigns, and 863 people opted into LungCancer.net, resulting in a cost of US $2.02 per new member.

Conclusions: This research demonstrates the feasibility of using Facebook advertising to promote and grow online health communities. More research is needed to compare the effectiveness of various advertising approaches. Public health professionals should consider Facebook campaigns to effectively connect intended audiences to health information and support.

(J Med Internet Res 2019;21(11):e14421) doi:10.2196/14421
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Introduction

Online Community Growth

Currently, 72% of adults seek health information on the Web, and 16% search for peers with similar health concerns [1]. Online communities can effectively extend health education [2,3] and facilitate social support [3,4] and have been linked to improved self-management [2] and enhanced health outcomes [3]. The number of online communities has grown substantially over the past decade, with countless websites increasing traffic from patients and caregivers through user-engaged communities [5]. Patients are motivated to join these communities to access support, advice, and accountability in reaching health goals [5-7]. Online community growth is crucial to meeting these user needs, as it builds communities’ pooled knowledge and increases access to quality informational and social support [5,8-11]. Larger online networks have the power of network effects—where more users increase the usefulness of the community [9]. For those seeking others with shared experiences, larger communities offer a greater number of individuals with the potential for cognitive empathy, particularly from people outside ones’ close network where sharing may cause emotional burden [12]. For staff overseeing these sites, limited evidence is available to guide community growth, which is known to be a time- and resource-intensive task [8].

LungCancer.net

In this study, we reported the feasibility and cost-effectiveness of Facebook advertising to promote online community growth in the context of the LungCancer.net community. LungCancer.net provides patients and caregivers a platform to learn, educate, and connect with peers and health care professionals. The content published by LungCancer.net is written by patients, caregivers, and health professionals and supplemented by editorial content. In August 2017, LungCancer.net catered to 1575 users and sought to expand their community base through a series of social media advertisements. With 69% of US adults on Facebook and 74% of users on the site daily [13,14], Facebook seemed to be an ideal platform to promote community growth. The goal of this study was to assess the engagement results of Facebook advertisements designed to increase the number of opt ins to the LungCancer.net online community (ie, the number of users that provided their email to join the community).

Methods

Facebook Advertisement Campaign

From August to December 2017, 5 weeklong Facebook campaigns were launched with the objective of increasing opt ins to LungCancer.net. Each campaign consisted of 3 unique advertisements that contained an image, a text, and a call to action (Figure 1). The visuals included 6 static images and 1 image in the Graphics Interchange Format (signaled with the “†” symbol in Figure 1). The text included messages crafted by community managers and quotes from members. The target audience was adults (18 years or older) with an interest in lung cancer–related content and/or Facebook pages. No other demographic variables were used to define the audience within the Facebook Ads Manager system. The budget for each advertisement was US $25 per day. Facebook utilizes a bidding cost system, and actual expenditures for each test averaged within 4% of the desired budget, with the exception of 1 outlying test, which was 19% below the budget.

Advertisement Performance Measures

The performance of each advertisement was evaluated using metrics rooted in advertisement engagement frameworks [15-17]. According to McGuire’s Model of Persuasion, eliciting action begins with advertisement exposure and moves across a continuum of cognitive and behavioral responses [17]. Exposure in this campaign is operationalized as impressions (number of times the advertisement appears in News Feeds) and reach (number of individuals exposed to the advertisement). Frameworks proposed by Neiger et al [15] and Platt et al [16] were used to define low-to-high behavioral responses. As the goal of this campaign was to increase opt ins to the LungCancer.net community, low user engagement was defined as interacting with the advertisement through clicks (ie, reacting to the post, clicking a post link, or liking the LungCancer.net Facebook page), medium user engagement was defined as sharing or commenting on the advertisement, and high user engagement was defined as opting in or signing up for the LungCancer.net community. After each campaign, metrics (Table 1) were pulled for each advertisement, and advertisements with the lowest opt in cost were run with new advertisements during the next weeklong campaign. Advertisements with the lowest opt in cost during each weeklong campaign are signaled with the “‡” symbol in Figure 1.
Figure 1. Facebook advertisement campaign images and text.
Table 1. Facebook advertisement performance measures.

<table>
<thead>
<tr>
<th>Level of performance</th>
<th>Level of engagement</th>
<th>Performance measure</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposure</td>
<td>—</td>
<td>Impressions</td>
<td>Number of times the advertisement appeared in News Feeds</td>
</tr>
<tr>
<td>Exposure</td>
<td>—</td>
<td>Reach</td>
<td>Number of individuals exposed to the Facebook advertisement</td>
</tr>
<tr>
<td>Engagement</td>
<td>Low</td>
<td>Reactions</td>
<td>Number of times people responded to an advertisement by clicking “like,” “love,” “wow,” “haha,” “sad,” or “angry”</td>
</tr>
<tr>
<td>Engagement</td>
<td>Low</td>
<td>Link clicks</td>
<td>Number of people who clicked a link on the Facebook advertisement</td>
</tr>
<tr>
<td>Engagement</td>
<td>Low</td>
<td>Page likes</td>
<td>Number of people who liked the LungCancer.net Facebook page</td>
</tr>
<tr>
<td>Engagement</td>
<td>Medium</td>
<td>Shares</td>
<td>Number of times people shared the advertisement</td>
</tr>
<tr>
<td>Engagement</td>
<td>Medium</td>
<td>Comments</td>
<td>Number of times people commented on the Facebook advertisement</td>
</tr>
<tr>
<td>Engagement</td>
<td>High</td>
<td>Opt ins</td>
<td>Number of people who signed up to join the LungCancer.net community</td>
</tr>
</tbody>
</table>

*aNot applicable.

Results

Audience Demographics

Over the course of the 5 campaigns, the sum reach was 91,835 people, and 863 members opted in to the LungCancer.net community (ie, demonstrated high engagement; Table 2). Females between 55 and 64 years represented the largest population reached by the campaign (31,401/91,835; 34.29%), whereas females aged 65 years and older represented the largest population that opted in to the LungCancer.net community (307/863; 35.57%). Given that US $1742 was invested across the 5 campaigns, approximately US $2.02 was spent per opt in, and just over 1 cent was spent per exposure to the campaign.

Advertisement Engagement Results

Table 3 displays engagement results. During the first campaign (August 24-30), advertisement B attracted the greatest level of engagement, including the greatest reach (10,556 people), number of impressions (12,569), reactions (221), link clicks (131), page likes (11), and opt ins (81 new community members) and the lowest opt in per cost rate (US $1.99 per opt in). This advertisement featured an image of lungs with the text “connect with others who understand what life with lung cancer is like.” Advertisements B and C were then used in the second campaign (August 31-September 6) alongside 1 new advertisement. In week 2, advertisement B again outperformed other advertisements and was subsequently implemented in week 3 (October 5-11).

During the third campaign, advertisement F, featuring the same image as advertisement B with new text “After reading some of the comments on LungCancer.net, no more self-pity, no more discouragement, as I read these comments of strength and survival and determination I feel revived” attracted the greatest number of reactions (194), comments (19), link clicks (176), and opt ins (82) at the lowest cost (US $1.10 per opt in). In the fourth campaign (November 9-15), advertisement H, with the same text as advertisement F but a simpler lung image, attracted the greatest engagement including 179 reactions, 14 page likes, and 60 opt ins at US $1.47 per opt in. In the fifth campaign (December 7-17), advertisement H was outperformed by an advertisement featuring the same image with the text, “A place to share the good, the bad, and everything in between” (advertisement I). Advertisement I attracted 114 link clicks, 22 page likes, and 50 opt ins at US $1.89 per opt in.

Table 2. Demographic information of those exposed to Facebook advertisements.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Cumulative campaign reach (N=91,835), n (%)</th>
<th>New members resulting from the campaign (N=863), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>65+</td>
<td>24,005 (26.14)</td>
<td>5766 (6.28)</td>
</tr>
<tr>
<td>55-64</td>
<td>31,401 (34.29)</td>
<td>6572 (7.16)</td>
</tr>
<tr>
<td>45-54</td>
<td>13,289 (14.47)</td>
<td>2397 (2.61)</td>
</tr>
<tr>
<td>35-44</td>
<td>4427 (4.82)</td>
<td>975 (1.06)</td>
</tr>
<tr>
<td>25-34</td>
<td>138 (1.50)</td>
<td>404 (0.44)</td>
</tr>
<tr>
<td>18-24</td>
<td>591 (0.64)</td>
<td>115 (0.13)</td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
</tr>
</tbody>
</table>
Table 3. Facebook advertisement engagement results.

<table>
<thead>
<tr>
<th>Ad</th>
<th>Exposure, n</th>
<th>Engagement, n</th>
<th>Cost/opt in rate (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reach</td>
<td>Impressions</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Reactions</td>
</tr>
<tr>
<td>A</td>
<td>7206</td>
<td>8972</td>
<td>83</td>
</tr>
<tr>
<td>B</td>
<td>10,556</td>
<td>12,569</td>
<td>221</td>
</tr>
<tr>
<td>C</td>
<td>8494</td>
<td>10,788</td>
<td>219</td>
</tr>
<tr>
<td>B</td>
<td>10,546</td>
<td>12,965</td>
<td>170</td>
</tr>
<tr>
<td>C</td>
<td>9326</td>
<td>11,944</td>
<td>173</td>
</tr>
<tr>
<td>D</td>
<td>6484</td>
<td>9235</td>
<td>238</td>
</tr>
<tr>
<td>B</td>
<td>6078</td>
<td>8091</td>
<td>94</td>
</tr>
<tr>
<td>E</td>
<td>4018</td>
<td>6293</td>
<td>195</td>
</tr>
<tr>
<td>F</td>
<td>4778</td>
<td>7262</td>
<td>194</td>
</tr>
<tr>
<td>G</td>
<td>3468</td>
<td>4530</td>
<td>151</td>
</tr>
<tr>
<td>H</td>
<td>3952</td>
<td>5519</td>
<td>179</td>
</tr>
<tr>
<td>I</td>
<td>4671</td>
<td>5987</td>
<td>189</td>
</tr>
<tr>
<td>J</td>
<td>4146</td>
<td>5472</td>
<td>171</td>
</tr>
<tr>
<td>Total</td>
<td>91,835</td>
<td>121,007</td>
<td>2602</td>
</tr>
</tbody>
</table>

*aSignals the highest performing ad (generated the most opt ins/cost) that was subsequently used in the next ad campaign.

Discussion

Principal Findings

Our findings demonstrate the feasibility of utilizing Facebook advertising as a cost-efficient tool to grow online health communities. Across the 5 campaigns, 863 new members opted in to the LungCancer.net community, yielding an opt in rate (opt ins/reach) of 0.94% (863/91,835) and a cost/opt in rate of US $2.02. Although the cost-effectiveness of Facebook advertisements varies widely in recruitment literature [18-24], our cost is but slightly higher than the average cost per click of US $1.32 for health care advertisements on Facebook [25]. Although Facebook advertisements were a cost-efficient community growth tool in this study, other research provides mixed results regarding the effectiveness of Facebook advertising [18,19,26,27]. Some agree that Facebook is an efficient way to draw diverse audiences to health promotion interventions [19,26,27]. Others have found Facebook to be a useful tool to increase advertisement reach, yet the actual rate of results per reach remains low [18,26]. This may indicate that Facebook advertisements are more efficient than traditional approaches (eg, physician referral, direct mail, and email) for online community growth outside research recruitment, where strict eligibility criteria often narrow the target audience [18]. Additional research is needed to test this hypothesis and optimize strategies to grow online health communities. Although these findings do not provide for specific design recommendations to increase engagement, we found some support for promising features of advertisements that match suggestions in previous literature: use of direct quotes/testimonials [28,29]; explicit reference to social support available in the community [6]; and simple lung images that are likely to be easily interpreted as relevant [30] to those seeking lung cancer communities.

Limitations and Future Research

Although this research provides foundational knowledge regarding the feasibility of Facebook advertisements to grow the LungCancer.net community, the findings are limited to the advertisement images and text used. Additional research is needed to systematically compare engagement with different images, texts, channels, and times of year to identify strategies associated with optimal community growth. Research is also needed to identify the impact that community growth through Facebook advertisements has on community engagement. Users who respond to a Facebook advertisement already demonstrate online engagement and may be more likely to contribute to an online health community than members recruited through other traditional strategies. Finally, given suggestions that Facebook advertising can effectively engage hardly reached populations in health education and intervention [15,18-20,27,31,32], additional research is needed to identify the sociodemographic characteristics of those engaged. Data presented here demonstrate a campaign that engaged primarily ageing female populations, representative of the current LungCancer.net site visitors (61% female and 55 years and above).
Conclusions
This study provides a foundation for research to optimize the reach of online health communities. Facebook was a feasible, cost-effective recruitment channel for this online community, and evaluation of other advertisement designs may provide further evidence for promising engagement strategies. Online communities are vital to health promotion efforts as multiple populations seek low-cost, easily accessible health resources. Focusing on expanding the reach of such communities could have major implications for the health of future populations.

Acknowledgments
Research reported in this publication was supported by the National Cancer Institute of the National Institutes of Health under Award Number T32CA128582.

Conflicts of Interest
AB and SH are employees of Health Union, LLC.

References
18. Frandsen M, Thow M, Ferguson SG. The effectiveness of social media (Facebook) compared with more traditional advertising methods for recruiting eligible participants to health research studies: a randomized, controlled clinical trial. J Med Internet Res 2016 Aug 10;18(3):e161 [FREE Full text] [doi: 10.2196/resprot.5747] [Medline: 27511829]


Effects of Three Antecedents of Patient Compliance for Users of Peer-to-Peer Online Health Communities: Cross-Sectional Study

Anne-Françoise Audrain-Pontevia1, PhD; Loick Menvielle2, PhD; Myriam Ertz3, PhD

1École des Sciences de la Gestion, Université du Québec à Montréal, Montréal, QC, Canada
2École des Hautes Études Commerciales du Nord, Nice, France
3Université du Québec à Chicoutimi, Chicoutimi, QC, Canada

Corresponding Author:
Anne-Françoise Audrain-Pontevia, PhD
École des Sciences de la Gestion
Université du Québec à Montréal
315 rue Sainte Catherine Est
Montréal, QC, H2X 3X2
Canada
Phone: 1 514 489 3000 ext 3572
Email: audrain_pontevia.anne_francoise@uqam.ca

Abstract

Background: Over the past 50 years, patient noncompliance has appeared as a major public health concern and focus of a great deal of research because it endangers patient recovery and imposes a considerable financial burden on health care systems. Meanwhile, online health communities (OHCs) are becoming more common and are commonly used by individuals with health problems, and they may have a role in facilitating compliance. Despite this growing popularity, little is known about patient compliance predictors for OHCs’ users.

Objective: This study aimed to investigate the extent to which participating in OHCs may trigger higher levels of compliance. It identified 3 interrelated predictors that may affect patient compliance: patient empowerment gained through peer-to-peer OHCs, satisfaction with the physician, and commitment to the physician.

Methods: A Web-based survey tested the conceptual model and assessed the effects of patient empowerment gained through OHCs on patient satisfaction and commitment to the physician, as well as the effects of these 3 predictors on patient compliance with the proposed treatment. Members of peer-to-peer OHCs were asked to answer an online questionnaire. A convenience sample of 420 patients experiencing chronic illness and using peer-to-peer OHCs was surveyed in August 2018 in Québec, Canada. A path analysis using structural equation modeling tested the proposed relationships between the predictors and their respective paths on patient compliance. The mediation effects of these predictor variables on patient compliance were estimated with the PROCESS macro in SPSS.

Results: The findings indicated that patient empowerment gained through OHCs was positively related to patient commitment to the physician (beta=.69; P<.001) and patient compliance with the proposed treatment (beta=.35; P<.001). Patient commitment also positively influenced patient compliance (beta=.74; P<.001). Patient empowerment did not exert a significant influence on patient satisfaction with the physician (beta=.02; P=.76), and satisfaction did not affect compliance (beta=-.07; P=.05); however, patient satisfaction was positively related to patient commitment to the physician (beta=.14; P<.01). The impact of empowerment on compliance was partially mediated by commitment to the physician (beta=.32; 95% CI 0.22-0.44) but not by satisfaction.

Conclusions: This study highlights the importance of peer-to-peer OHCs for two main reasons. The primary reason is that patient empowerment gained through peer-to-peer OHCs both directly and indirectly enhances patient compliance with the proposed treatment. The underlying mechanisms of these effects were shown. Second, commitment to the physician was found to play a more critical role than satisfaction with the physician in determining patient-physician relationship quality. Overall, our findings support the assumption that health care stakeholders should encourage the use of peer-to-peer OHCs to favor patient empowerment and patient commitment to the physician to increase patient compliance with the proposed treatment.

(J Med Internet Res 2019;21(11):e14006) doi:10.2196/14006
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Introduction

Context
Defined as the extent to which a patient’s behavior coincides with the medical or health advice given by a health care specialist, patient compliance is of particularly critical importance for people with chronic health problems [1-3]. In developed countries, the World Health Organization [4] estimates that only 50% of chronically ill patients follow their prescribed treatment. Numerous empirical studies have aimed at describing and understanding patient compliance and corollary noncompliance over the past decades [5]. The literature emphasizes that patients’ lack of compliance with prescribed therapeutic regimens jeopardizes their health, adversely affects treatment outcomes, and leads to wasted health care resources [6]. Prior research has shown that nonadherence may cause 125,000 avoidable deaths each year and cost US $100 billion annually in preventable health care expenditures [7]. By seeking to unveil the factors associated with lack of compliance, scholars identified demographic and cultural differences as well as psychological or social factors, among others [8]. However, the literature highlights a dearth of consistencies and consensus regarding the determinants of patient compliance.

As increasing patient compliance is estimated to be more critical to improving the health of a population than any advancement in medical treatment [4,9], it is of strategic interest to understand the determinants of patient compliance, particularly in the era of the medical internet. Today’s digitization of health care holds promising perspectives for improving patient commitment and compliance [10]. Online health communities (OHCs) emphasize user-generated content and make it possible for users to exchange medical information anonymously, with no temporal or geographical constraints. OHCs are small virtual discussion groups in which people with a common concern about a health topic share information, experiences, and feelings; provide advice to fellow members; and provide social and emotional support [11,12]. Although these communities can present disadvantages, such as the spread of misinformation and unreliable support or advice, OHCs play a role in heightening patients’ sense of empowerment as they feel better informed and guided by relevant others [13]. Prior research has shown that communication between the physicians and patients in these communities enhances patient compliance [14]. However, despite the considerable development of peer-to-peer OHCs, there is a lack of evidence regarding their effects on patient compliance.

This study examined the relationships between 3 predictors that are theoretically and nomologically related to patient compliance, for patients who are active on peer-to-peer OHCs. These predictors were patient empowerment, patient satisfaction with their physician, and patient commitment to the relationship with the physician. We analyzed these constructs because they have been identified as critical predictors of patient compliance [15,16]. Previous research has shown that patient empowerment predicts patient commitment to the relationship with the physician [17]. In this study, we focused on patient compliance with recommended treatment, that is, the extent to which the patient adheres to prescriptions and treatment recommendations targeted to his or her disease. We intended to answer the following research questions: what are the antecedents of patient compliance with the treatment?, how does empowerment impact patient compliance with the treatment?, and what is the mechanism underlying the impact of empowerment on patient compliance with the treatment?. This study may equip physicians, other health care professionals, scholars, managers, and decision makers alike, with improved insights into a promising and original avenue for encouraging chronically ill patients to comply with their treatment.

Theoretical Background and Model
Given the growing importance of a patient-centric perspective in contemporary health care, patient empowerment has been the subject of considerable attention from researchers over the past decades [18,19]. This is a consequence of the focus on a perspective that considers patients as consumers who also increasingly embrace the self-management of their disease [20,21]. Despite the amount of research dedicated to this construct in the health care research domain, there is a surprising lack of a consensual definition [22,23]. Most definitions agree that patient empowerment refers to the enhanced ability of patients to understand and influence their health [24]. Patient empowerment is frequently conceived of as a multidimensional and cognitive concept that includes different competencies and skills [25]. It refers to patients’ control over their illness and or treatment as well as to their ability to understand and participate in the consultation and contribute to the decision process based on the support brought by the physician [11,17,24].

There appears to be a broad consensus on the virtuous effects of empowerment [26]. Empowered patients tend to be more in control of their disease because it helps them to reduce uncertainty and to develop better strategies to cope with the disease [27]. Patient empowerment may also enhance patient commitment toward the physician [17] and patient satisfaction with the physician [28]. Besides, patient empowerment is identified as a prerequisite for efficient patient-physician relationships [29], and it increases patient compliance with physician-proposed treatment [17,30]. It appears that patient empowerment leads to higher levels of self-efficacy and self-management, which in turn result in better outcomes such as patient quality of life while reducing costs for health care systems. For all these reasons, patient empowerment has become a priority for health care systems dealing with chronic diseases [21,31].

Building on previous research in the health care and consumer research fields [17,30,32], we proposed a conceptual model relating patient empowerment gained through peer-to-peer OHCs and patient compliance with physician-recommended treatment (Figure 1).
Specifically, we hypothesized the following:

**H1:** Patient empowerment gained through peer-to-peer OHC would positively relate to patient compliance with the proposed treatment.

**H2:** Patient empowerment gained through peer-to-peer OHC would positively relate to patient commitment to the physician.

**H3:** Patient empowerment gained through peer-to-peer OHC would positively relate to patient satisfaction toward the physician.

In addition to the abovementioned direct relationships, we expected that the relationship between patient empowerment and patient compliance would be mediated by patient satisfaction with the physician and patient commitment toward the physician (Figure 1). These hypotheses relied on the relationship literature positing that both consumer satisfaction and commitment are prerequisites to a consumer-firm relationship. Hence, we hypothesized the following:

**H4:** Patient satisfaction with the physician would positively relate to patient commitment toward the physician.

**H5:** Patient commitment toward the physician would positively relate to patient compliance with the proposed treatment.

**H6:** Patient satisfaction with the physician would positively relate to patient compliance with the proposed treatment.

### Purpose and Contributions

Overall, 6 research hypotheses were tested on a total sample of 420 chronically ill OHC members by combining both structural equation modeling (SEM) and the bootstrapping-based PROCESS macro in SPSS (n=10,000 sample replications) to analyze the interrelationships within the proposed conceptual framework grounded in the fields of psychology, health care, and the social sciences. SEM has the particularity of testing and estimating simultaneously complex causal relationships between latent variables that are operationalized by manifest variables. Besides, SEM estimates random errors in the observed variables, thus reinforcing estimation accuracy. To assess the existence of mediating effects, we used the PROCESS macro in SPSS. This research contributes to the existing literature in several ways. First, it proposed a conceptual framework relating patient empowerment gained through peer-to-peer OHCs to patient compliance. Second, it tested both direct and indirect effects within patient empowerment gained through peer-to-peer OHCs in a framework of nomologically related variables. As such, the study highlighted the key contributors to patient compliance for chronically ill patients involved in peer-to-peer OHCs. Third, through the study’s focus on chronically ill patients, this research provides valuable insights to better support a population that is most vulnerable to death and disability worldwide [21,33].

### Methods

#### Participant Recruitment and Data Collection

Data for this cross-sectional study were collected over a 3-week period in August 2018 from OHCs in Canada. A self-reported questionnaire was administered on the Web-based survey platform Qualtrics. The link to the questionnaire was posted on Canadian OHCs dedicated to chronic diseases for a representative sample from the Qualtrics panel using preset quotas. We focused on French-speaking peer-to-peer OHCs on which members report suffering from at least one chronic sickness such as, for example, cancer, diabetes, or obesity. Participants had to have visited an OHC at least once during the 3 months before the survey. The questionnaire was pretested (10 respondents) and pilot-tested (32 respondents) because of the translation and adaptation of items to French and to confirm validity and reliability. Informed consent was obtained from each participant before starting the survey. Participation was voluntary and anonymous. An ethics committee has validated and approved the research protocol.

#### Sample Size

The study size was estimated based on a rule of thumb of roughly 10 respondents per item in the study [34]. With a total of 14 items, a minimum sample size of 140 observations was required. An initial pool of 1760 respondents entered the survey; 420 of these respondents matched the inclusion criteria. After removing incomplete or invalid questionnaires, the final operative sample was composed of 315 observations.

### Results

#### Characteristics of the Study Population

Demographic characteristics of the sample are shown in Table 1. Of the 315 respondents, 144 (45.7%) were female and 134
(42.5%) were younger than 35 years. In addition, 208 out of 305 (68.2%) of the respondents had a university degree. Within this chronically ill patient sample, 132 out of 306 (43.1%) respondents suffered from type 1 or type 2 diabetes; thus, diabetes was the most represented pathology. Furthermore, 66 out of 306 (21.6%) respondents declared that they suffered from obesity. Regarding the duration of the illness, most of the respondents, 236 out of 315 (75%), declared that they had suffered from a chronic illness for at least 1 year.

Table 1. Demographic characteristics of study participants (N=315).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>144 (45.7)</td>
</tr>
<tr>
<td>Male</td>
<td>171 (54.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 18</td>
<td>6 (1.9)</td>
</tr>
<tr>
<td>18-24</td>
<td>45 (14.3)</td>
</tr>
<tr>
<td>25-34</td>
<td>70 (22.2)</td>
</tr>
<tr>
<td>35-49</td>
<td>110 (34.9)</td>
</tr>
<tr>
<td>50-65</td>
<td>73 (23.2)</td>
</tr>
<tr>
<td>More than 65</td>
<td>11 (3.5)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>30 (9.5)</td>
</tr>
<tr>
<td>Secondary</td>
<td>67 (21.3)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>84 (26.7)</td>
</tr>
<tr>
<td>Graduate</td>
<td>49 (15.6)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>75 (23.8)</td>
</tr>
<tr>
<td>Missing data</td>
<td>10 (3.1)</td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
</tr>
<tr>
<td>Diabetes type 1</td>
<td>62 (19.7)</td>
</tr>
<tr>
<td>Diabetes type 2</td>
<td>70 (22.2)</td>
</tr>
<tr>
<td>Obesity</td>
<td>66 (21.6)</td>
</tr>
<tr>
<td>HIV</td>
<td>3 (1)</td>
</tr>
<tr>
<td>Cancer</td>
<td>15 (4.7)</td>
</tr>
<tr>
<td>Other diseases</td>
<td>90 (28.5)</td>
</tr>
<tr>
<td>Missing data</td>
<td>9 (2.9)</td>
</tr>
<tr>
<td><strong>Duration of the illness (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>78 (24.8)</td>
</tr>
<tr>
<td>1 to &lt;2</td>
<td>138 (43.8)</td>
</tr>
<tr>
<td>2 to &lt;3</td>
<td>64 (20.3)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>34 (10.8)</td>
</tr>
<tr>
<td>Missing data</td>
<td>1 (0.3)</td>
</tr>
</tbody>
</table>

**Measurement of Variables**

As our research investigated OHCs from consumer behavior and marketing perspectives, we have grounded our measurements in both the behavioral and psychological theories as well as measurement tools. For the measure of empowerment, we used an adapted version of Ouschan et al’s validated scale [17], consisting of 15 items, reduced to 4 items (mean 3.28, SD 1.58) after the factor analysis revealed several inconsistencies with this scale (see details in the next subsection). We measured patient satisfaction by adapting Oliver’s scale [35], consisting of 3 items (mean 3.83, SD 1.79). Patient commitment was measured by 4 items from Morgan and Hunt’s commitment scale (mean 3.67, SD 1.91) [36]. Finally, patient compliance, our dependent variable, was captured with 3 items from Prigge et al’s compliance scale (mean 3.10, SD 1.62) [16]. All items
were scored on 7-point Likert scales, ranging from 1 (totally disagree) to 7 (totally agree). The items retained at the end of the factorial analysis purification procedure are shown in Table 2. We used gender, age, nationality, province or country of residence, education, and occupation as control variables. To reduce measurement context effects and common method bias (CMB), the measurement items were randomized within the research questionnaire.

**Measurement of the Research Model**

A set of preliminary analyses such as outliers, nonnormality checks, and descriptive data analysis was carried out. To check for CMB inherent to cross-sectional survey-based studies, Harman single factor test was run by performing factor analysis. The results revealed that the first factor does not explain more than 50% of the overall variance, which showed that CMB was not a concern. To test the measurement model, an exploratory factor analysis with the principal component analysis extraction method and the varimax rotation technique was carried out. It showed that the measurement structure explained 83.8% of the variance and that each item loaded significantly on its intended factor.

To assess the fit of the measurement model, a confirmatory factor analysis (AMOS in SPSS) was performed with the maximum likelihood estimation procedure, a robust method in latent variable modeling [37]. Different goodness-of-fit indices were used to estimate the quality of the model, namely, comparative fit index (CFI), normed fit index (NFI), nonnormed fit index (NNFI) greater than or equal to 0.950, standardized root mean residual (SRMR) less than or equal to 0.080, and root mean square error of approximation (RMSEA) less than or equal to 0.050 [38]. However, the fit of the model was consistently poor because of the empowerment items. This is not surprising as there is a lack of consensus on both the conceptualization and the measurement of empowerment [39,40]. According to the Construct definition, Object classification, Attribute classification, Rater identification, Scale formation, and Enumeration and reporting methodology, the construct appears thus misspecified, and the measurement tools supposed to measure this concept might actually measure something else [41]. Therefore, after several iterations, a total of 11 items were deleted from the empowerment scale. The resulting measurement model displayed good overall fit ($\chi^2_{36}=43.5$, CFI=0.997, NFI=0.983, NNFI=0.995, SRMR=0.026, and RMSEA=0.028). Besides, all item loadings were significant and above the 0.70 threshold, and, as shown in Table 2, the average variance extracted (AVE) of each construct (from 0.644 to 0.799) was above the 0.50 threshold. Conjointly, these results demonstrate convergent validity [38]. As further shown in Table 3, the coefficient of reliability was higher than the AVE for each construct, thus reinforcing convergent validity [42].

**Table 2.** Constructs, items, means, standard loading, and standard deviation.

<table>
<thead>
<tr>
<th>Construct and item</th>
<th>Standard loading</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Empowerment (physician support)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When addressing my condition, my doctor focuses on health promotion</td>
<td>0.69</td>
<td>3.21 (1.57)</td>
</tr>
<tr>
<td>My doctor provides clear instructions on what to do in different situations</td>
<td>0.78</td>
<td>3.27 (1.51)</td>
</tr>
<tr>
<td>When appropriate, my doctor provides me with a written plan on how to control my chronic illness condition</td>
<td>0.82</td>
<td>3.33 (1.61)</td>
</tr>
<tr>
<td>My doctor keeps me up to date with the most recent information on chronic illness conditions</td>
<td>0.83</td>
<td>3.32 (1.60)</td>
</tr>
<tr>
<td><strong>Commitment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The relationship with my physician is important for me</td>
<td>0.85</td>
<td>3.00 (1.59)</td>
</tr>
<tr>
<td>The relationship with my physician is something that I want to maintain</td>
<td>0.87</td>
<td>3.08 (1.50)</td>
</tr>
<tr>
<td>The relationship with my physician is particularly important for me</td>
<td>0.77</td>
<td>3.25 (1.59)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I am satisfied with my physician</td>
<td>0.92</td>
<td>3.67 (1.91)</td>
</tr>
<tr>
<td>I think I made the good choice to choose my physician</td>
<td>0.93</td>
<td>3.90 (1.78)</td>
</tr>
<tr>
<td>If I had to choose a physician, I would choose another one (reversed-polarity item)</td>
<td>0.92</td>
<td>3.92 (1.69)</td>
</tr>
<tr>
<td><strong>Compliance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I take the medication prescribed by my doctor at the right time</td>
<td>0.62</td>
<td>3.40 (1.67)</td>
</tr>
<tr>
<td>I take the right dosage of the medication prescribed by my doctor</td>
<td>0.76</td>
<td>2.84 (1.64)</td>
</tr>
<tr>
<td>I follow the prescribed treatment regularly and continuously</td>
<td>0.66</td>
<td>3.06 (1.56)</td>
</tr>
</tbody>
</table>
Pearson product-moment correlation analyses revealed both univariate and bivariate links between the variables. As suggested by Fornell and Larcker, each latent variable accounted for more variance, as shown in its AVE, than its shares with the other constructs in the model, as shown in the interconstruct correlations, except for compliance [42]. Although both correlations were below the maximum tolerable threshold of 0.90 for a correlation, we checked that compliance was unrelated to both empowerment ($r=0.84$) and commitment ($r=0.85$) at the .01 level, for which high correlations were found [43]. We constructed a confidence interval for both correlations (ie, correlation ± 1.96 x standard error [44]. If |1| is included in this interval, this indicates a lack of discriminant validity [44]. The resulting confidence intervals for the empowerment, compliance correlation (0.84 ± 1.96 x standard error 0.06; CI 0.72-0.95) as well as for the compliance, commitment correlation (0.85 ± 1.96 x standard error 0.06; CI 0.73-0.98) both excluded |1|, confirming discriminant validity. Both the coefficients of reliability (from 0.885 to 0.923) and Cronbach alpha (from .883 to .924) were high, indicating good construct reliability [42].

**Structural Model**

We evaluated the fit of our structural model. The results suggest that the collected data adequately fit our research model as an appropriate model fit has been reached ($\chi^2_{35}=43.5$; CFI=0.997, NFI=0.983, NNFI=0.995, SRMR=0.026, and RMSEA=0.028). The path results are visually summarized in Figure 2.

**Figure 2.** Structural model with results. ns: not significant.
### Table 4. Standardized coefficients.

<table>
<thead>
<tr>
<th>Estimated paths</th>
<th>Coefficient</th>
<th>SE</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empowerment-Satisfaction</td>
<td>-0.01</td>
<td>0.09</td>
<td>-0.01 (35)</td>
<td>.76</td>
</tr>
<tr>
<td>Empowerment-Commitment</td>
<td>0.72</td>
<td>0.07</td>
<td>10.63 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Satisfaction-Commitment</td>
<td>0.14</td>
<td>0.05</td>
<td>2.76 (35)</td>
<td>.005</td>
</tr>
<tr>
<td>Empowerment-Compliance</td>
<td>0.45</td>
<td>0.10</td>
<td>4.42 (35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Satisfaction-Compliance</td>
<td>-0.05</td>
<td>0.04</td>
<td>-1.14 (35)</td>
<td>.05</td>
</tr>
<tr>
<td>Commitment-Compliance</td>
<td>0.54</td>
<td>0.10</td>
<td>5.28 (35)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

### Bootstrapping Model

A serial mediation analysis, also called multiple-step multiple mediation [45], using the bootstrapping SPSS PROCESS macro in SPSS (model 6) [46] on 10,000 resamples, gave a more precise estimate of the existence, polarity, and magnitude of the mediation effect of commitment and cross-validated the nonsignificance of satisfaction in the overall model. In the PROCESS macro in SPSS, the indirect mediation effect is considered to be significant when the confidence interval of the regression coefficient does not include 0 (Figure 3).

The bootstrapping results replicated the SEM findings; all the relationships were significant except that of empowerment on satisfaction (beta=.05; P=.33) and satisfaction on compliance (beta=-.03; P=.39). These findings are consistent with the SEM results in AMOS in SPSS. Also in line with the SEM procedure, empowerment affected commitment (beta=.62; P<.001) and satisfaction positively influenced commitment (beta=.15; P<.01), whereas commitment influenced compliance (beta=.51; P<.001). The direct effect of empowerment on compliance was significant (beta=.35; P<.001) as was the indirect effect (beta=.32; 95% CI 0.22-0.44), both making up for a highly significant total effect (beta=.68; P<.001). Although unrelated to empowerment, satisfaction slightly improved patient compliance indirectly through heightened commitment. These results suggest that commitment only partially explains the effect of empowerment on compliance [45]. In other words, it is through the direct effect of patient empowerment as well as the enhanced patient commitment triggered by patient empowerment that patient compliance grows.

### Figure 3. Research model with bootstrapping with direct, indirect and total effects. DE: direct effect; IE: indirect effect; TE: total effect; ns: not significant.

### Discussion

#### Principal Findings

This study investigated the direct and indirect influence of the empowerment perceived by patients of OHCs—specialized in chronic illnesses—on compliance with recommended treatment. We examined this effect via a mediational model linking empowerment to patient satisfaction and patient commitment in a multiple-step multiple mediation model.

This research relied on the use of a confirmatory approach that enables the simultaneous estimation and testing of several relationships among the predictive variables of empowerment, commitment, and satisfaction and their effects on compliance. To our knowledge, this is the first study to address the effects of patient empowerment gained through peer-to-peer OHCs on patient compliance with the proposed treatment. As such, this study extends prior research [14] showing that communication between physicians and patients in OHCs positively affects patient compliance. Lu and Zhang [14] found that when patients interact with physicians in OHCs, they have a better assessment of the quality of internet health information and they have better preferences during decision-making processes. These mechanisms, then in turn, positively impact patient compliance. In line with these findings, our research specific to peer-to-peer OHCs confirms that these communities can be used as a powerful tool to enhance patient compliance. This study also complements past research [13] showing that exchanging information with professional moderators in OHCs increases patient empowerment and improves cooperation.
between the patient and the physician. It also extends previous research findings [24,25,47,48] highlighting that internet services contribute to enhance patient empowerment while demonstrating the underlying mechanism of how empowerment gained in OHCs enhances patient commitment toward the physician and patient compliance with the recommended treatment.

We used SEM not only because it allows for the testing of causal relationships among a set of variables within a hypothetico-deductive approach and because it estimates the strength of these relationships but also because it appraises measurement error. We also used the model 6 of the PROCESS macro in SPSS [45], on 10,000 resamples, to test the mediatory effects among the explanatory variables (Figure 3). Given the interrelationships that we hypothesized in our model (Figure 1), it was important to understand how such effects operate and whether some variables mediate the effect of other variables on the dependent variable, namely, patient compliance. Together, the SEM and Hayes PROCESS macro model approach underlined that 4 out of the 6 estimated paths of the research model were confirmed. Findings from this study highlight that out of the 3 antecedents of chronically ill patients’ compliance that we model, 2 of them, namely, patient empowerment and commitment, had a direct and strong effect on the intended dependent variable of compliance. In other words, this study reveals that patient empowerment and patient commitment to the relationship with the physician have strong positive direct effects on chronically ill patients’ compliance with recommended treatment, whereas patient satisfaction with the physician has no direct effect, but a mediating effect through patient commitment to the relationship with the physician, on compliance. Our data also highlight that patients’ heightened sense of empowerment affects patient compliance not only directly but also indirectly by exerting a strong positive effect on patient commitment.

Prior research has shown that patient empowerment gained through peer-to-peer OHCs is determined by both the information utility found and shared in the communities and psychological benefits such as emotional support [49]. In the same vein, the computer-mediated social support gained through OHCs was found to positively alter the patient’s commitment toward the physician [50]. Therefore, it is of strategic importance to posit both medical information sharing and social support as the core of the peer-to-peer OHC design. Specifically, patients should be encouraged to participate in peer-to-peer OHCs. As Johnston et al [49] underlined it, participation determines information utility and social support. Therefore, while designing OHCs communities, managers of those platforms should focus on implementing mechanisms that support the active participation of their members to elicit information sharing and enhance social support. Though still in development, the literature provides managers with useful guidelines about ways to stimulate such forms of participation and engagement. As participation in OHCs is intertwined with the perceived quality of the information shared [49], a bottom-up approach is advised to encourage self-regulation and self-rating processes of the information in these health support communities [51]. Third parties could evaluate the information shared, and there could be enforcement mechanisms in case of fraudulent or harmful information [51]. These mechanisms are expected to enhance the quality of the information shared and consequently patient’s participation, which in turn will affect both the perceived information and perceived social support. Another avenue consists of providing tools to educate community users, to promote health literacy, and to help users feel confident to engage with those communities.

Interestingly, patient satisfaction with the physician did not appear to have a direct effect on patient compliance and was not determined by patient empowerment gained through OHCs (Figure 3).

Past research emphasized the emergence of dysfunctional empowerment emerging from OHCs, in that people with support from these communities may become less invested in their relationships with their physicians (eg, distrust of the physician, feelings of superiority over professional knowledge, and overconfidence in relation to the physician) [13]. Yet, our study shows that OHCs might also contribute to patients’ compliance with prescribed treatment. The study underlines that satisfaction with the physician is not a significant contributor to the process, thus suggesting the occurrence of potential dysfunctional empowerment [13] that materializes in patient dissatisfaction. However, we did not control for this effect in the study, so it is difficult to estimate to what extent the low significance of satisfaction is related to dysfunctional empowerment. Importantly, the absence of influence of satisfaction does not prevent empowerment from exerting a significant effect on patients both directly and indirectly, suggesting that if dysfunctional empowerment is there, its effect is minimal in comparison with the overall positive influence of empowerment on compliance. This claim will need to be better substantiated by future research.

**Practical Implications**

Results from our study have several implications for health care services. First, they suggest that health care stakeholders should aim at enhancing patient empowerment on peer-to-peer OHCs. These communities provide their members with both informational and emotional support, enabling them to reduce uncertainty and make critical decisions about their health [48,52]. Defined as the ability to shape the composition of one’s choice, patient empowerment positively influences patients’ ability to make their own decisions about their health care [53].

Today, peer-to-peer OHCs contribute to the transfer of power and mastery from physicians to patients and favor improved health behaviors, better health outcomes, and reduced health care costs [11]. This study suggests that when empowered, peer-to-peer OHC members with a chronic disease report better health behaviors, better health outcomes, and reduced health care costs [11]. This study suggests that when empowered, peer-to-peer OHC members with a chronic disease report better health behaviors, better health outcomes, and reduced health care costs [11]. This study suggests that when empowered, peer-to-peer OHC members with a chronic disease report better health behaviors, better health outcomes, and reduced health care costs [11]. This study suggests that when empowered, peer-to-peer OHC members with a chronic disease report better health behaviors, better health outcomes, and reduced health care costs [11].

Importantly, the absence of influence of satisfaction does not prevent empowerment from exerting a significant effect on patients both directly and indirectly, suggesting that if dysfunctional empowerment is there, its effect is minimal in comparison with the overall positive influence of empowerment on compliance. This claim will need to be better substantiated by future research.
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Past research emphasized the emergence of dysfunctional empowerment emerging from OHCs, in that people with support from these communities may become less invested in their relationships with their physicians (eg, distrust of the physician, feelings of superiority over professional knowledge, and overconfidence in relation to the physician) [13]. Yet, our study shows that OHCs might also contribute to patients’ compliance with prescribed treatment. The study underlines that satisfaction with the physician is not a significant contributor to the process, thus suggesting the occurrence of potential dysfunctional empowerment [13] that materializes in patient dissatisfaction. However, we did not control for this effect in the study, so it is difficult to estimate to what extent the low significance of satisfaction is related to dysfunctional empowerment. Importantly, the absence of influence of satisfaction does not prevent empowerment from exerting a significant effect on patients both directly and indirectly, suggesting that if dysfunctional empowerment is there, its effect is minimal in comparison with the overall positive influence of empowerment on compliance. This claim will need to be better substantiated by future research.
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Results from our study have several implications for health care services. First, they suggest that health care stakeholders should aim at enhancing patient empowerment on peer-to-peer OHCs. These communities provide their members with both informational and emotional support, enabling them to reduce uncertainty and make critical decisions about their health [48,52]. Defined as the ability to shape the composition of one’s choice, patient empowerment positively influences patients’ ability to make their own decisions about their health care [53].
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worldwide have a chronic condition [3] and that 86% of internet users living with a chronic condition have searched online for medical information in 2007 [53], our findings are of considerable interest for both physician and health care systems. Our results indicate that peer-to-peer OHCs are powerful social tools that enhance chronically ill patients’ commitment to the physician and compliance. This is why health care systems and physicians should promote peer-to-peer OHCs among patients suffering from a chronic condition.

Ultimately, this could be achieved by integrating these platforms in health care systems and physicians’ workflows. However, research is needed to indicate how these communities could be integrated; we believe that patients could be invited to join these communities at an early stage of their relationship with the physician. This would probably require some time and effort from the physician or other health care workers to accompany the patient in his/her joining of these communities. This investment could prove to be beneficial in the mid- and long-run in the patient-physician relationship, bearing in mind that these communities also enhance disease self-care and reduce health care utilization [13]. While improving the workflow of physicians, these technological tools could contribute to a much broader phenomenon colloquially denominated as shadow work [54]. OHCs increase patients’ workload of searching and analyzing vast quantities of information originating from patient exchange online, where previously the physician acted as the main filter and interpreter of medical information. The performance of this shadow work by the patient may decrease the physician’s value in the eye of the patient. However, physicians remain central figures in the health care process, and with the continuous growth of these OHCs, doctors should act as information guides by helping patients to navigate through the complex net of information available to them online. This will make patients’ information searches easier and more productive.

Overall, these results stress the importance of empowering patients and increasing commitment to the relationship that they have with their physician, and importantly, the possibility of using peer-to-peer OHCs as a means to do so. As peer-to-peer OHCs can help their members to gain more autonomy and efficacy in the self-management of their chronic disease, they positively influence users’ well-being. As these communities reduce health care utilization, they contribute to a better use of health care resources. In that sense, our findings concur with those of Joglekar et al [55]. As OHCs provide the positive outcomes highlighted in this study and as they constitute a major source of health information for patients [56], health care stakeholders should encourage patients with chronic conditions to use peer-to-peer OHCs.

Limitations of This Study

Though this study highlights the implications of empowerment gained through peer-to-peer OHCs for compliance, we identified several limitations to the generalization of the results of this study. First, regarding the measurement of the empowerment construct, only 1 dimension, referring to physician support, was identified in our sample. It should also be noted that although we aimed at limiting the bias inherent to self-reported surveys, there remains potential bias, such as social desirability and selective recall [57]. Second, our model did not include all the predictors that have been reported in previous research so far. We focused on a key set of predictors, especially empowerment, because the literature has emphasized that this construct had a strong influence on patient compliance [58]. Prior research highlights that OHCs provide their members with the social support that leads them to feel a heightened sense of empowerment [59,60]. Other related constructs might be relevant as well, such as self-efficacy or perceived usefulness. Third, our SEM model conceptualized patient compliance and its predictors in a mediational analysis. However, some variables may moderate the relationships that we studied. In particular, we believe that patient literacy, and more specifically, electronic health (eHealth) literacy [61], moderates these relationships; it would be of interest to investigate its moderating effect on the paths we identified. Fourth, participants in our sample were French-speaking patients with chronic illness in the Province of Québec, Canada.

Directions of Future Research

To overcome the limitations mentioned in the previous section, future research should focus on the following specific aspects. First, further research should investigate the effect of the construct of social support gained through OHCs to increase our understanding of the effect of OHCs on chronically ill patients’ compliance. Second, the moderating impact of patient literacy or eHealth literacy should be put to empirical test. Third, replication studies are needed to test the proposed theoretical framework in other provinces and countries with different health care systems. The external validity of the findings would increase if they can be replicated across various other medical care systems, contexts, and countries. Indeed, the Province of Québec, similar to Canada, offers a universal health care system to its citizens. While providing richer and more idiosyncratic insights into the impact of empowerment on compliance, it would be of interest to test our model in other types of health care systems that are entirely private or have a hybrid configuration. Fourth, future studies relying on qualitative methods, such as interviews or focus groups, would bring meaningful insights while limiting the bias inherent to self-reported studies.

Conclusions

The findings indicate that patient empowerment and commitment to the relationship with the physician are the 2 key predictors that enhance patient compliance with the prescribed treatment. Interestingly, patient satisfaction with the physician is found to impact patient compliance but through the mediating effect of patient commitment. Though patient empowerment has been shown to be critical in the health care literature, to the best of our knowledge, little research has empirically estimated how empowerment gained through peer-to-peer OHCs affected patients’ propensity to comply with the prescribed treatment. This study suggests that health care stakeholders should encourage the use of peer-to-peer OHCs to enhance patient commitment and, ultimately, patient compliance with the physician. We believe that this research stream is and shall continue to be of considerable interest as compliance is a major
public health concern impacting the costs and performance of health care systems.
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Abstract

Background: The role of online health communities (OHCs) in patient empowerment is growing and has been increasingly studied in recent years. Research has focused primarily on individualistic conception of patients’ empowerment, with much less attention paid to the role of OHCs in the development of patients’ collective empowerment. Although OHCs have immense potential for empowerment that goes beyond the individual, the concept and scale of collective empowerment in OHCs have not yet been developed or validated.

Objective: This study aimed to develop an instrument for measuring collective empowerment in online health communities (CE-OHC) and to test its quality by investigating its factorial structure, reliability, construct validity, and predictive validity.

Methods: The CE-OH scale was developed according to a strict methodology for developing valid and reliable scales. An initial set of 20 items was first tested in the pilot study conducted in 2016 using a sample of 280 registered users of Slovenia’s largest OHC. A refined version with 11 items was tested in the main study conducted in 2018 on a random sample of 30,000 registered users of the same OHC. The final sample comprised 784 users. Exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) were used to investigate the factorial structure, discriminant validity, and convergent validity of the scale. Cronbach alpha coefficient was used to determine the CE-OHC scale’s internal consistency. To establish the predictive validity, ordinary least squares regression was performed to test the role of CE-OHC in users’ civic participation.

Results: The EFA resulted in a two-factor solution, and the two factors—knowledge of resources and resource mobilization for collective action—together explain 63.8% of the variance. The second-order CFA demonstrated a good fit to the data (Root Mean Square Error of Approximation=0.07) and the scale had a good internal consistency (alpha=.86). Although evidence of the scale’s convergent validity was partially provided, discriminant validity of the scale remained unconfirmed. Overall, CE-OHC was confirmed to be a predictor of users’ civic participation, but the influence was somewhat weak and inconsistent across two subscales.

Conclusions: The proposed CE-OHC scale is a reliable and relatively valid instrument and serves as a good baseline to advance the measurement of collective empowerment in OHC contexts. This is the first scale developed for this purpose, and future research should focus on the development of a clear nomological network of the collective empowerment construct in relation to the OHC settings.

(J Med Internet Res 2019;21(11):e14392) doi:10.2196/14392
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Introduction

Online Health Communities as Platforms for Patient Empowerment

Online health communities (OHCs) are among the most important electronic health (eHealth) services in contemporary society [1]. OHC users, who are usually patients, caregivers, or other individuals interested in health-related issues, can search for and exchange health-related information, experiences, advice and social support, and/or influence public opinion and interact with other users and health professional moderators (usually doctors and health care providers), or simply observe others’ interactions [1-9]. Several studies have demonstrated that the various activities of OHC users lead to patient empowerment [5,10,11], which is manifested in various positive outcomes for OHC users: higher self-esteem, self-efficacy, and control related to the management of one’s health issues; enhanced satisfaction from helping others; improved confidence in interaction with doctors; more competent use of health services; and even enhanced social well-being and quality of life [6,12-15]. It is thus unsurprising that empowerment has become one of the central concepts within OHC studies. The importance of OHCs in patient empowerment has been increasingly acknowledged and studied in recent years; however, research has been primarily concerned with patients’ individual empowerment, with little consideration of the role of OHCs in the development of patients’ collective empowerment.

Lack of Research on Collective Empowerment

Patient empowerment is a predominately individualistic concept, originating from the general cultural shift in Western cultures toward individualism and consumerism in health care and focuses on various domains pertaining to patient, such as patient states and experiences, action and behaviors, self-determination, and skills [16]. Consequently, the research field is rich in measurement instruments that tap on some or all of the mentioned domains (refer to the study by Barr et al [16] for systematic review of such scales). Studies in health and health care, and OHCs specifically, focus almost exclusively on individual empowerment [13,17]. This is unsurprising as it has been demonstrated that if individuals experiencing health problems have positive attitudes, confidence, and other abilities required to manage their health, they may expect better health outcomes than individuals who are disengaged, apathetic, and resigned [18]. However, research of OHC suggests that at least in the context of this type of Web-based platforms, patients can also experience empowerment that is of intersubjective nature—called collective empowerment [6,15]. This finding is not specific to OHC research as the collective empowerment was already emphasized as important component of empowerment by the general empowerment theory from the field of community psychology. This theory clearly suggests that empowerment consists of at least 2 dimensions [19-22], that is, *individual* or *intrapersonal* empowerment and *collective* empowerment (also often referred to as *interactional* or *cognitive* empowerment) [23,24]. The domains of individual empowerment—such as abilities to develop a sense of control over personal health, self-efficacy, and competence in managing health conditions [20,25]—are clearly reflected in the concept of patient empowerment. Conversely, the ideas of developing psychological capacity for initiation or support of (potential) changes in social circumstances that affect patients’ health conditions and the accessibility and quality of health services or health care system in general [20,26] are much less present in discussions of patient empowerment. This is considered by the concept of collective empowerment, which pertains to the individuals’ beliefs that personal health-related issues can be (effectively) solved in collaboration with others and by enacting influence in wider social structures collectively [20,27].

The concept of collective empowerment is very relevant, at least in the context of OHCs, as these platforms allow users to engage in discussions of health politics and topics related to their lifestyles and values as individuals or groups. Moreover, social identity theory suggests that social identity processes in OHCs drive participatory behaviors and users’ identification with the community, leading to users’ collective engagement [28]. OHCs can thus function as communicative spaces in which, as in other types of online communities, participants may collectively engage and increase their social power as an interest group, with the aim of influencing the institutionalized arrangements and political decisions that affect their quality of life [29-31].

OHCs have indeed become an important arena in which individuals, patients, caregivers, and groups may voice their stances that challenge health policy, belief systems, practices in health care institutions, and services [32]. The bottom-up collective engagement that OHCs facilitate addresses topics that include access to or provision of health care services, health inequality, disease prevention and illness advocacy, health care reform, patients’ rights, and power relationships in the health care arena. Moreover, OHCs often function as platforms for discussion and exchange of information related to the accessibility of remedies and medical treatments; access to health care services and health care professionals; misconceptions of specific, often stigmatized illnesses such as AIDS/HIV, infertility, and mental disorders; and other disease-related issues that often pertain to the disadvantaged social positions of specific patient groups [33,34].

Aim of the Study

The concept of collective empowerment has been studied in community psychology research [35,36], social identity theoretical perspectives [37,38] and, to some extent, implicitly investigated through concepts of patient engagement and activation in health studies [25,39]. However, studies of OHCs have investigated collective empowerment to a very limited extent [6,15,27,30,40-42] and, empirically, they offer no measurement instruments for assessing collective empowerment in OHCs. Hitherto, collective empowerment scales have been developed in community psychology research [36,43,44] and online community studies [6,30], but they have not been properly adapted to health-related contexts on the Web and empirically validated for the OHC setting. To develop a valid measure of collective empowerment in OHCs, the scale must consider the specific context of OHCs, which, compared with general online communities and other contexts, cover topics including personal health issues and discussions of health care...
services and the health care system. As Zimmerman observed [20], the concept of empowerment is contextually dependent, varying across different populations and settings. Thus, it is crucial that any instrument used to measure collective empowerment is appropriately adapted to the relevant setting. Therefore, the aims of this study were (1) to develop a valid instrument for measuring collective empowerment in online health communities (CE-OHC) and (2) to test this instrument’s quality by investigating its factorial structure, reliability, construct validity, and predictive validity.

**Defining Collective Empowerment in Online Health Communities and Establishing Its Construct and Predictive Validity**

**Two Dimensions of Collective Empowerment**

Collective empowerment has been generally defined as individuals’ critical awareness and understanding of the sociopolitical environment [19,20] and thus consists of 2 main dimensions: (1) knowledge of resources and methods that can be used to impact social change and (2) resource mobilization for collective action.

**Knowledge of resources** refers to the application of individuals’ knowledge and competences that might be used to collectively initiate change [15]. As already emphasized by early empowerment theorists [19,20], knowledge of resources comprises a critical assessment of individuals’ social and political source(s) of their problem and the development of strategies aimed at collectively overcoming obstacles to achieving their goals. Web-based health-related settings such as OHCs play an important role in patients’ processes of acquiring knowledge of the actions, strategies, or assets needed and applying this knowledge to address health-related problems. This knowledge may be acquired through user interactions whereby (collective) resources may be identified, potentially leading to collaborative efforts to develop strategies and solutions aimed at overcoming limitations in the issues affecting their health. For example, a qualitative study by Ammari and Schoenebeck [40] that explored online support groups for parents of children with special needs demonstrated that these parents were likely to connect, interact, and share their knowledge with other parents and to provide one another with insights into practices and strategies for addressing their child’s health-related problems. Often, such collective efforts pushed parents to embrace advocacy beyond their own children’s needs, leading to the development of interest and active individual and collective participation in legal, policy, and budgetary issues pertaining to their children’s health conditions [40]. Without the knowledge of the resources required to resolve a specific problem that affects not only one individual but pertains more broadly to higher-order social structures, it is highly unlikely that individuals will be motivated to mobilize and influence the challenging social circumstances in a collective effort [45].

The second dimension of collective empowerment, **resource mobilization for collective action**, relates to individuals’ awareness of the possibility for collective engagement and, with other individuals, the collective influence of arrangements in the specific social setting [19,45]. This dimension addresses individuals’ recognition of the need for collaboration and coordination among larger groups—for example, community members—and for strengthening interpersonal relationships to exert an impact on the wider social circumstances that affect their lives and place them in a disadvantaged position [19]. OHCs have been shown to offer an important platform for the development of collective awareness and engagement that unite their members in a belief that personal health-related issues can be effectively solved through collaboration with others and by enacting collective influence in wider social structures [27,46].

**Construct Validity**

Construct validity is one of the most important indicators of a measurement instrument’s quality as it pertains to the extent to which items in the scale actually measure what they are supposed to measure [47]. One common way to empirically assess construct validity is to investigate whether the proposed measure behaves as it should in relation to established measures of other constructs from the field. Empirically, construct validity is thus established via convergent and discriminant validity. The former refers to an empirical similarity between measures of theoretically related constructs and the latter pertains to the absence of correlation between measures of constructs that are theoretically unrelated [47].

On the basis of the theoretical and empirical evidence reported in previous studies, we identified 3 concepts that scholars emphasize to be correlated with collective empowerment (in OHCs) [19,27,30,41,48]: sense of (virtual) community, involvement in community organization, and intensity of participation (in OHCs).

The crucial role that the sense of community plays in the development of collective empowerment was emphasized in early studies of empowerment in the field of community psychology [19,44,45]. In OHCs, a sense of virtual community is based on the users’ identification with the online community, the perception of influence and emotional connection, and users’ integration into the online community [49]. A sense of virtual community presents a key mechanism in building interpersonal relationships and developing awareness among online community members as it helps them to realize that their collaboration is essential for increasing social power as a group that can influence wider social structures [30]. This has also been emphasized by the social identity theory, which argues that identification with community as an important dimension of a sense of virtual community importantly leads to (effective) coordination, collaboration, collective action of members, and thereby, their collective empowerment [37]. The association between a sense of virtual community and collective empowerment in OHCs has been demonstrated by the studies by [27,30]. These studies demonstrated that a sense of virtual community plays a crucial role in building collective empowerment in online communities as it helps users to develop responsibility for the community and a willingness to participate in supportive efforts. It also engenders a sense of social cohesion that encourages community members to collectively organize, develop a common goal, and engage in efforts to achieve it.
In addition, studies from the field of community psychology [19,45], as well as studies on online communities [30,48], attest to the importance of participation in a community’s activities for the development of collective empowerment. Involvement in community organization pertains to online community members’ inclusion in discussions about events, vision, and strategies of the online community [50,51]. Active engagement in community organization provides individuals with opportunities to learn new skills, interact with other members, identify needed resources, and develop critical awareness of one’s environment [52].

There is also evidence that collective empowerment is associated with different forms and intensities of participation in OHCs. As the empowerment theory suggests, a certain investment in participation and active behavior is required to become empowered [20]. Thus, it is expected that users who contribute more to OHCs, post messages, and interact with other users (ie, posters) experience greater benefits and positive outcomes than users who participate passively in OHCs (ie, lurkers) or do not participate at all. The findings by [6] and Li [41] indicate that participation plays an important role in collective empowerment as it has been confirmed that posters experience a higher level of collective empowerment than lurkers in OHCs.

To investigate discriminant validity, we examined the relationship between collective empowerment in OHCs and received offline emotional support. As collective empowerment in OHCs emerges with active participation in the Web-based platforms and the establishment of interpersonal relationships between users, there should be no association between the development of OHC users’ collective empowerment and received offline emotional support. Users’ development of collective empowerment in OHCs highly depends on internal (online) cohesiveness, group identification, and common goals that can lead users to seek political power together to advocate for social change [53], a process in which received offline emotional support should play no part. Moreover, received offline emotional social support leads to the fulfillment of sympathetic and caring behaviors, which is theoretically unrelated to the development of individuals’ critical awareness, understanding of the sociopolitical environment, and knowledge of resources needed to initiate social change and collective action [54].

On the basis of the above theoretical and empirical underpinnings, we proposed the following hypothesis:

H1: Collective empowerment in OHCs is associated with a sense of virtual community, involvement in community organization, and intensity of participation in OHCs, but it is not associated with received offline emotional support.

**Predictive Validity**

To establish predictive validity, the instrument used to measure a latent construct must be evaluated in terms of its ability to predict a certain form of behavior [55]. In our case, predictive validity pertained to the ability of the CE-OHC instrument to predict specific outcomes, such as individuals’ actual participation in a wider sociopolitical environment and, thus, involvement in activities including petitions, demonstrations, and advocacy related to the issues of health-related public concern. In accordance with the empowerment theory [19,20], collective empowerment in OHCs should result in health-related civic participation.

Collective empowerment in OHCs refers to the development of a shared understanding among users of their position (as patients) in the wider social domain and leads to collective efforts in challenging existing health care institutions and services. An indirect link, at least, has been observed between collective empowerment and health-related civic participation in the case of an online support group for breast cancer patients in New Zealand. These patients, through participation in the online support group, identified an important issue regarding a national health insurance plan that did not cover a new treatment that, although expensive, was more efficient. With collective engagement and action in an online support group, these patients brought about a change in the national health insurance plan that introduced cover for new breast cancer treatments [33]. To establish the predictive validity of collective empowerment, other important factors of civic participation that have already been empirically validated must also be taken into account; these include a sense of (virtual) community [56], involvement in community organization [57], and intensity of participation in community settings [58]. On the basis of the above, we proposed the second hypothesis:

H2: Collective empowerment in OHCs is a significant predictor of civic participation.

**Methods**

**Sample**

A pilot study and a main study were conducted to test the proposed CE-OHC scale. Both studies were based on data collected through a self-selected Web-based survey using probability samples of registered users of Slovenia’s largest OHC, Med.Over.Net (MON). MON was founded in 2000 and covers areas of health, medicine, social work, law, and education. It is one of Slovenia’s most visited online communities (and websites), with over 400,000 monthly visits and, on average, over 70,000 monthly users. In May 2018, this OHC had around 150 online discussion forums, around a million and a half forum threads, almost 12 million published forum posts, and around 120,000 registered users. The surveys for both studies were conducted using an open Web survey app 1KA (Eng. One Click Survey) developed by Centre for Social Informatics at Faculty of Social Sciences, University of Ljubljana. 1KA has mechanisms that disallow multiple entries by the same respondent. The data collection procedure and samples used in both studies are detailed in the following subsections.

**Pilot Study**

In preparation for the main study, a pilot study was conducted in June 2016 as part of the annual cross-sectional Web-based survey study on MON and its users. The Web survey was administered by the OHC provider and followed all ethical standards for the administration of scientific surveys. The Web
survey was conducted on a random sample of 15,000 registered users, and 13.04% (280/2147) of the respondents provided answers to the CE-OHC scale items. Details on the pilot study’s data collection and sample may be found in the study by et al [59].

Main Study

The Web-based survey data collection for the main study was incorporated into an annual survey on users’ experiences and satisfaction with the OHC MON, administered between April 25 and May 10, 2018, by the OHC provider and in line with the ethical standards for the administration of scientific surveys. The OHC provider designed a random sample of 30,000 registered users from the list of all registered users. Potential respondents were invited to participate in the Web survey via the OHC’s email newsletter service. The invitation included a description of the study’s purpose and brief information about respondents’ rights and the survey length.

Out of approximately 30,000 potential respondents, 2314 (7.71%) clicked on the link for the Web survey, and 1762 respondents viewed the introduction page with informed consent and clicked the Next button to begin the survey. Of these, 676 (38.37%) partially completed and 893 (50.67%) fully completed the survey questionnaire, which led to a 76.15% (1762/2314) completion rate. The total response rate of 5.87% (1726/30,000) is small but not unusual in probability list–based Web surveys, which are long and include sensitive topics [60]. The survey questionnaires took on average 21 min and 33 seconds to complete. After the data screening and cleaning procedures, the final sample comprised 1123 respondents. The analyses were performed on a subsample of 784 respondents who had provided answers to the CE-OHC scale. Missing data were handled with the multiple imputation procedure. More information about the Web survey can be found in the Checklist for Reporting Results of Internet e-Surveys in Multimedia Appendix 1.

The sample consisted of 17.7% (139/784) males and 82.3% (645/784) females (Table 1). The respondents’ average age was 41.1 years (SD 11.5). More than half of the participants of the study had completed higher education (64.7%, 507/784), were employed (72.2%, 566/784), and were married or de facto married (79.5%, 623/784). In the survey, the respondents were asked to self-assess how they perceived their current health on a scale of 1, poor, to 5, excellent. Most respondents reported having good (44.1%, 346/784) or very good (32.1%, 251/784) health status (Table 1).

Table 1. Sample characteristics (n=784).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>139 (17.7)</td>
</tr>
<tr>
<td>Female</td>
<td>645 (82.3)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Lower</td>
<td>59 (7.5)</td>
</tr>
<tr>
<td>Middle</td>
<td>218 (27.8)</td>
</tr>
<tr>
<td>Higher</td>
<td>507 (64.7)</td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
</tr>
<tr>
<td>Employed or self-employed</td>
<td>566 (72.2)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>75 (9.5)</td>
</tr>
<tr>
<td>School-aged youth or student</td>
<td>49 (6.3)</td>
</tr>
<tr>
<td>Retired</td>
<td>49 (6.3)</td>
</tr>
<tr>
<td>Homemaker or caregiver</td>
<td>34 (4.3)</td>
</tr>
<tr>
<td>Other</td>
<td>11 (1.4)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Married or de facto married</td>
<td>623 (79.5)</td>
</tr>
<tr>
<td>Single, divorced, or widowed</td>
<td>161 (20.5)</td>
</tr>
<tr>
<td>Health status</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>8 (1.0)</td>
</tr>
<tr>
<td>Fair</td>
<td>72 (9.2)</td>
</tr>
<tr>
<td>Good</td>
<td>346 (44.1)</td>
</tr>
<tr>
<td>Very good</td>
<td>251 (32.1)</td>
</tr>
<tr>
<td>Excellent</td>
<td>107 (13.6)</td>
</tr>
</tbody>
</table>
Ethical Consideration

The authors of this study had no access to respondents’ emails and received an anonymized dataset that included no identifiable personal information. No institutional ethics approval was required as this was a retrospective study. At all stages of the research process, we carefully protected all collected (personal) data and ensured participants’ anonymity and confidentiality. The pilot and the main studies were also conducted in line with the Code of Ethics for Researchers at the University of Ljubljana [61] and the World Medical Association Declaration of Helsinki on ethical principles for medical research involving human subjects [62].

Measures

Collective Empowerment in Online Health Communities Scale

The scale’s development followed the established process of operationalization from theoretical definition to development/adopt of items and empirical evaluation of the resulting scale [47,63]. By following a strict methodology for developing valid and reliable scales [47], and based on the identified dimensions of collective empowerment, we developed an initial set of 20 items. This item set was evaluated for content validity by 3 experts (1 in social science methodology, 1 in health communication, and 1 in internet studies), and a refined set of 15 items was selected, including 8 items measuring knowledge of resources and 7 items measuring resource mobilization for collective action. For knowledge of resources, 3 items were adopted from the study by Akey et al [64] and 5 were newly developed by the authors. The item set for resource mobilization for collective action comprised 2 items adopted from the study by Akey et al [64] and 7 items adopted from the Cognitive Empowerment Scale [19,45]. All items included in the final set for the CE-OHC scale were adapted and modified for the health-related and OHC contexts. The initial item set was pretested and evaluated in the pilot study. On the basis of the results of the pilot study (see Testing the Measurement Model: Pilot Study), we omitted 4 items, and the final version of CE-OHC scale included 11 items—6 (CE-OHC1 to CE-OHC6) for measuring knowledge of resources and 5 (CE-OHC7 to CE-OHC11) for measuring resource mobilization for collective action. All items were measured using a 5-point Likert-type scale, ranging from 1, strongly disagree, to 5, strongly agree.

Sense of Virtual Community

Sense of virtual community was measured by adapting 7 items from the Sense of Community Index [65,66] to the online community context. Respondents were asked to evaluate statements about the OHC forum that they most often visit on a scale of 1, strongly agree and 0, strongly disagree. The scale demonstrated acceptable internal consistency (alpha=.75).

Intensity of Participation in the Online Health Community

Intensity of participation in the OHC was measured with 9 items, which asked respondents to assess the frequency of their participation in online forum discussions (eg, posting, commenting, asking questions, opening new forum threads, and encouraging discussion) in the last 12 months on a 5-point scale of 1, never, to 5, very often. Responses to these items were summed in an index demonstrating good internal consistency (alpha=.91).

Involvement in Community Organization

Involvement in community organization was measured with 6 items. Respondents were asked about their engagement in activities relating to the OHC’s vision, goals, and internal events. Answers were indicated on a 5-point scale of 1, never, to 5, very often. The 6 items were summed in an index that demonstrated good internal consistency (alpha=.95).

Civic Participation

Civic participation was measured with 4 items, asking respondents about their participation in activities related to initiatives and actions in the OHC that pertain to issues of public concern. Respondents indicated their answers on a 5-point scale of 1, never, to 5, very often. Civic participation items were summed in an index that demonstrated good internal consistency (alpha=.83).

Received Offline Emotional Support

To measure received offline emotional support, 3 items were used to ask respondents, on a 5-point scale of 1, never to 5, very often, how regularly they received various forms of emotional support from people in their everyday lives. This variable was computed as an aggregated average of its items and demonstrated good internal consistency (alpha=.92).

Control Variables

Membership length was measured by asking respondents to indicate how long they had been users of the OHC on the scale of 1, less than 1 month; 2, less than a year; 3, 1 to 3 years; and 4, more than 3 years.

Statistical Analyses

To test the measurement model of the CE-OHC scale and to ensure its construct validity [67], we first computed the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy and Bartlett test of sphericity (BTS) to determine whether our data were suitable for exploratory factor analysis (EFA). The KMO index ranges between 0 and 1, and values above 0.5 are considered suitable for factor analysis [67]. To ensure the suitability of factor analysis, BTS should be statistically significant (P≤.05), which indicates that sufficient correlations exist among the variables [68]. EFA was conducted to determine which of the scale’s items should be retained. Factors were extracted using principal axis factoring, which uses estimates of communalities on the diagonal in the extraction process [68]. As we did not expect an orthogonal factor solution, oblimin rotation was used.

Confirmatory factor analysis (CFA) was used to determine how well the measurement model fit the observed data [69]. As the construct of collective empowerment is composed of 2 latent dimensions, we used the second-order CFA approach to establish the construct validity of the CE-OHC scale. Second-order CFA is equivalent to ordinary first-order CFA, with the difference...
that each latent dimension is modeled as an indicator of the second-order single latent construct [70]. In the case of 2 first-order factors, the model is unidentified [69]. To avoid the identification problem, the model requires additional information, which may be accomplished by including a constraint that sets the 2 factor loadings of the latent dimensions equal to one another [69]. To assess the model fit, the following absolute and incremental fit indices were used: (1) root mean square error of approximation (RMSEA, 0.08 as a cutoff for poor fitting models); (2) standardized root mean square residual (SRMR), where a value of less than 0.08 is generally considered a good fit; (3) comparative fit index (CFI), which ranges between 0.0 and 1.0, where values closer to 1.0 indicate good fit (CFI≥0.90); and (4) Tucker Lewis Index (TLI), which also ranges between 0.0 and 1.0, and where TLI≥0.9 indicates a good fit [71].

Construct validity was also assessed using a hypothesis-testing approach by which conceptual framework (theory) underlyng the measure is used to state hypotheses regarding the relation between the measure and theoretically (un)related concepts and based on the empirical analysis and findings make inferences whether the measure is valid [72]. Correlation analysis with the Pearson correlation coefficient was used to test the association among CE-OHC, its subscales, and (un)related theoretical measures. The scale’s reliability was assessed with the Cronbach alpha coefficient, which ranges between 0 and 1.0. The rough guidelines are that a value of .7 or higher indicated acceptable reliability and a value of .8 or better indicates good internal consistency [47].

To establish the scale’s predictive validity, ordinary least squares (OLS) regression was performed to test the role of collective empowerment in OHCs in users’ civic participation. Data were analyzed using IBM SPSS and R software, with the lavaan package [73] used for second-order CFA.

Results

Testing the Measurement Model: Pilot Study

Descriptive analysis of the CE-OHC items demonstrated that the majority are approximately normally distributed (see Multimedia Appendix 2). The interitem correlation analysis showed redundancy between 2 items pertaining to knowledge of resources (ie, “From using Med.Over.Net’s forums, I know where to get information about resources needed to satisfy my health-related needs” and “From using Med.Over.Net’s forums, I know how to get help from others to achieve my health-related goals”; r=0.82, P<.001) and 2 items relating to resource mobilization for collective action (“From using Med.Over.Net’s forums, I have realized that the only way to improve health care in our country is by collaborating with other OHC users” and “From using Med.Over.Net’s forums, I feel that I can only impact health care issues by working in an organized way with other OHC users”; r=0.82, P<.001). Consequently, we retained only one of the items for each of the above pairs (see Multimedia Appendix 2).

We conducted EFA to obtain communalities for each item and eigenvalues for extracted factors. The EFA showed a solution of 2 factors, whereby 2 items that were both reverse worded had communalities lower than 0.1 and a factor loading of around or below 0.2. Consequently, we omitted both items from further analysis. A principal axis factor analysis was conducted on 11 items of the CE-OHC scale (Multimedia Appendix 2).

The KMO measure was well above the acceptable limit of 0.5 [67] with KMO=0.89, which confirms the sampling adequacy of the analysis. The BTS was also statistically significant (P<.001), which indicates that sufficient correlations exist among the variables [68]. The EFA revealed that 2 factors had eigenvalues greater than Kaiser’s criterion of 1 and, in combination, explained around 62.2% of the variance (Multimedia Appendix 2). All items on the CE-OHC scale had communalities around or above 0.4. Cronbach alpha, for both knowledge of resources and resource mobilization for collective action (alpha=.90), indicated good internal consistency. The obtained 2-factor solution was tested using CFA to verify the second-order measurement model of the CE-OHC scale (see Multimedia Appendix 2). The CFA fit indices suggested a reasonably good fit with χ²=118.4, CFI=.96, TLI=.95, RMSEA=0.08, and SRMR=0.05. Factor loadings for both subscales were above 0.6, which supports the idea that CE-OHC is a single construct that manifests itself through the knowledge of resources and resource mobilization for collective action (Multimedia Appendix 2). Cronbach alpha (.90) for all items of the CE-OHC scale also supports this solution.

Testing the Measurement Model: Main Study

Of the 11 items of the CE-OHC scale, item CE-OHC2 had the highest mean (mean 3.72, SD 0.76) and item CE-OHC7 had the lowest mean (mean 2.41, SD 1.12; Table 2). A principal axis factor analysis was conducted on the 11 items using oblique rotation, direct oblimin (Table 2). The KMO measure confirmed the sampling adequacy for the analysis with KMO=0.86, which is well above the acceptable limit of 0.5 [67]. BTS was also statistically significant (P=.001), indicating data’s suitability for factor analysis. An initial analysis was run to obtain eigenvalues for each factor in the data, with 2 factors having eigenvalues greater than Kaiser’s criterion of 1 and, in combination, explaining 63.8% of the variance (Table 3). The communalities of all items were greater than 0.3. We retained 2 factors, and the items that cluster on the same factor suggest that the first factor represents knowledge of resources and the second factor represents resource mobilization for collective action. Cronbach alphas also indicate good internal consistency for both factors (alpha=.87 for knowledge of resources; alpha=.88 for resource mobilization for collective action; Table 3) and the correlation coefficient between factors is r=0.38.
Table 2. Factor loadings for collective empowerment in online health communities (CE-OHC) items and descriptive statistics (n=784).

<table>
<thead>
<tr>
<th>Number of scale items</th>
<th>Scale items (From using Med.Over.Net’s forums…)</th>
<th>Factor 1: Knowledge of resources</th>
<th>Factor 2: Resource mobilization for collective action</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE-OHC1</td>
<td>…I know to whom I can turn when I have a health problem.</td>
<td>0.70</td>
<td>0.02</td>
<td>3.56 (0.90)</td>
</tr>
<tr>
<td>CE-OHC2</td>
<td>…I know how to use the health resources available to me in the OHC.</td>
<td>0.79</td>
<td>−0.04</td>
<td>3.72 (0.76)</td>
</tr>
<tr>
<td>CE-OHC3</td>
<td>…I know how to get help from others to achieve my health-related goals.</td>
<td>0.82</td>
<td>−0.02</td>
<td>3.55 (0.83)</td>
</tr>
<tr>
<td>CE-OHC4</td>
<td>…I know how to access resources such as information, money, services, or support for dealing with health problems.</td>
<td>0.74</td>
<td>−0.02</td>
<td>3.20 (0.98)</td>
</tr>
<tr>
<td>CE-OHC5</td>
<td>…I understand better how our country’s healthcare system works.</td>
<td>0.58</td>
<td>0.07</td>
<td>3.13 (0.97)</td>
</tr>
<tr>
<td>CE-OHC6</td>
<td>…I know which healthcare service I must use to solve my health problems.</td>
<td>0.72</td>
<td>0.01</td>
<td>3.59 (0.84)</td>
</tr>
<tr>
<td>CE-OHC7</td>
<td>…I actively advocate with other users for better healthcare in our country.</td>
<td>−0.01</td>
<td>0.65</td>
<td>2.41 (1.12)</td>
</tr>
<tr>
<td>CE-OHC8</td>
<td>…I feel that I can only impact healthcare issues by working in an organized way with other OHC users.</td>
<td>−0.01</td>
<td>0.79</td>
<td>2.48 (1.11)</td>
</tr>
<tr>
<td>CE-OHC9</td>
<td>…I believe that, to improve healthcare, it is more effective to work with a group of OHC users than as an individual.</td>
<td>0.01</td>
<td>0.76</td>
<td>3.22 (1.12)</td>
</tr>
<tr>
<td>CE-OHC10</td>
<td>…I realize that only by working together with other OHC users can we muster the power to change the healthcare system.</td>
<td>0.01</td>
<td>0.87</td>
<td>2.90 (1.08)</td>
</tr>
<tr>
<td>CE-OHC11</td>
<td>…I think that a user becomes powerful in the wider environment only through collaboration with other OHC users.</td>
<td>0.01</td>
<td>0.79</td>
<td>3.09 (1.06)</td>
</tr>
</tbody>
</table>

Table 3. Mean, standard deviation, percentage of variance, and Cronbach alphas of the two factors of collective empowerment in online health communities (CE-OHC) scale.

<table>
<thead>
<tr>
<th>Factors of CE-OHC scale</th>
<th>Value, mean (SD)</th>
<th>Percentage of variance (%)</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1: Knowledge of resources</td>
<td>3.45 (0.68)</td>
<td>42.6</td>
<td>.87</td>
</tr>
<tr>
<td>Factor 2: Resource mobilization for collective action</td>
<td>2.82 (0.90)</td>
<td>21.2</td>
<td>.88</td>
</tr>
</tbody>
</table>

The 2-factor structure was tested using CFA to inspect the measurement model of the CE-OHC scale. On the basis of the assessment of the modification indices, we freed the covariance between 2 items of knowledge of resources (CE-OHC5 and CE-OHC6) and 2 items of resource mobilization for collective action (CE-OHC7 and CE-OHC8) as the items use similar phrasing. CFA revealed that the factor loadings for both factors are all above 0.5 (Figure 1). Fit indices with a revised parameter specification gave a better and a reasonably good fit ($\chi^2=208.9$, CFI=.96, TLI=.95, RMSEA=0.07, and SRMR=0.04), which supports the CE-OHC scale’s 2-dimensional structure (Figure 1). The CE-OHC scale’s good internal consistency was also indicated by Cronbach alpha (.86).

Two subscales were created from the above items, where the knowledge of resources subscale has a higher mean (mean 3.45, SD 0.68) than does resource mobilization for collective action (mean 2.82, SD 0.90; Table 3). For further analysis, we also computed an overall collective empowerment in OHCs variable, which was calculated as the average of its subscales.
**Figure 1.** Second-order confirmatory factor analysis of collective empowerment in online health communities (CE-OHC) scale with standardized factor loadings of subscales and their items. CE-OHCl-11: Items of CE-OHC scale.

**Discriminant and Convergent Validities**

To verify the construct validity of the CE-OHC scale, correlation analysis was conducted to test the association among CE-OHC, its subscales, and suggested theoretically (un)related measures, that is, sense of virtual community, intensity of participation, involvement in community organization, and received offline emotional support (Table 4). As hypothesized with regard to convergent validity, the CE-OHC and its subscales, that is, knowledge of resources and resource mobilization for collective action, were significantly correlated with sense of virtual community and intensity of participation, although the correlation between knowledge of resources and intensity of participation is weak ($r=0.11; P=.003$). The results also demonstrated that CE-OHC and its subscale, resource mobilization for collective action, are weakly but significantly associated with involvement in community organization, whereas there is no significant association between the knowledge of resources subscale and involvement in community organization ($r=0.02; P=.66$).

**Table 4.** Bivariate correlations among collective empowerment in online health communities (CE-OHC) scale, its subscales, and theoretically (un)related measures (n=784).

<table>
<thead>
<tr>
<th>CE-OHC scale and its subscales</th>
<th>Sense of virtual community</th>
<th>Intensity of participation</th>
<th>Involvement in community organization</th>
<th>Received offline emotional support</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE-OHC scale</td>
<td>0.44 (&lt;.001)</td>
<td>0.27 (&lt;.001)</td>
<td>0.12 (.001)</td>
<td>0.14 (&lt;.001)</td>
</tr>
<tr>
<td>Knowledge of resources</td>
<td>0.30 (&lt;.001)</td>
<td>0.11 (.003)</td>
<td>0.02 (.66)</td>
<td>0.18 (&lt;.001)</td>
</tr>
<tr>
<td>Resource mobilization for collective action</td>
<td>0.40 (&lt;.001)</td>
<td>0.30 (&lt;.001)</td>
<td>0.18 (.001)</td>
<td>0.07 (.06)</td>
</tr>
</tbody>
</table>

With regard to the discriminant validity, we expected that the CE-OHC and its subscales would not be associated with received offline emotional support. The results, on the contrary, revealed a statistically significant and weak correlation between CE-OHC and received offline emotional support ($r=0.14; P<.001$) and between knowledge of resources and received offline emotional support ($r=0.18; P<.001$). As the results presented in Table 4 suggest, only the correlation between received offline emotional support and resource mobilization for collective action was not significant.

**Predictive Validity**

To assess the predictive validity of the CE-OHC scale and its subscales, we performed OLS regression. Two regression models were tested: one, in which the CE-OHC scale is included as an independent variable (*single model*), and the other, in which distinct subscales are included as independents variables (*subscale model*). We report the means with standard deviations of all (independent and dependent) variables included in the regression analysis in Table 5, and the results of both regressions are reported in Table 6.
Table 5. Descriptive statistics of variables in regression analysis (n=784).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value, mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (0=male, 1=female)</td>
<td>0.82 (0.38)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Age (years)</td>
<td>41.1 (11.5)</td>
<td>18</td>
<td>90</td>
</tr>
<tr>
<td>Education</td>
<td>3.67 (0.80)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Membership length</td>
<td>3.69 (0.60)</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Collective empowerment in online health communities (CE-OHC)</td>
<td>3.14 (0.65)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Knowledge of resources</td>
<td>3.45 (0.68)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Resource mobilization for collective action</td>
<td>2.82 (0.90)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Sense of virtual community</td>
<td>0.72 (0.27)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Intensity of participation</td>
<td>1.50 (0.62)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Involvement in community organization</td>
<td>1.15 (0.46)</td>
<td>1</td>
<td>4.33</td>
</tr>
<tr>
<td>Civic participation</td>
<td>1.24 (0.51)</td>
<td>1</td>
<td>4.75</td>
</tr>
</tbody>
</table>

Table 6. Multiple regression with civic participation as a dependent variable (n=784).

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Single model</th>
<th>Subscales model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta SE</td>
<td>b SE beta</td>
</tr>
<tr>
<td>Collective empowerment in online health communities (CE-OHC)</td>
<td>0.10 0.02</td>
<td>.13b 0.02c</td>
</tr>
<tr>
<td>Knowledge of resources</td>
<td>— — — 0.03 0.02</td>
<td>.04</td>
</tr>
<tr>
<td>Resource mobilization for collective action</td>
<td>— — 0.07 0.01</td>
<td>.12b</td>
</tr>
<tr>
<td>Sense of virtual community</td>
<td>−0.08 0.05 0.05</td>
<td>−0.04 d</td>
</tr>
<tr>
<td>Intensity of participation</td>
<td>0.13 0.02 0.13</td>
<td>0.16b</td>
</tr>
<tr>
<td>Involvement in community organization</td>
<td>0.76 0.03 0.75</td>
<td>0.03 .69b</td>
</tr>
<tr>
<td>Membership length</td>
<td>0.01 0.02 0.01</td>
<td>0.02 .01</td>
</tr>
<tr>
<td>Gender</td>
<td>0.02 0.04 0.02</td>
<td>0.04 .02</td>
</tr>
<tr>
<td>Age</td>
<td>0.00 0.00 0.007</td>
<td>0.00 −0.01</td>
</tr>
<tr>
<td>Education</td>
<td>0.01 0.02 0.02</td>
<td>0.02 .02</td>
</tr>
</tbody>
</table>

ab: unstandardized regression coefficient.

bP<.001.

cThe empty cells in the table are present because in the single model only collective empowerment in online health communities (CE-OHC) was included as independent variable and in the subscales model subscales knowledge of resources and resource mobilization for collective action were included as independent variables.

d.05<P<.1.

In the single model, independent variables account for 66.4% of the variance in civic participation, and in the subscale model, independent variables account for 66.5% of the variance of the same dependent variable. The fit of each regression model was significant (F<sub>single</sub>=191.5, P<.001; F<sub>subscale</sub>=170.9, P<.001). As seen in Table 6, the overall CE-OHC scale demonstrated significant but very weak association with civic participation (beta=.13; P<.001). In the subscale model, only resource mobilization for collective action was significantly associated with civic participation (beta=.12; P<.001), although the knowledge of resources subscale was not significantly associated with the dependent variable (Table 6).

Among the predictors that were adopted from the literature, intensity of participation in OHCs (beta=.17; P<.001) and involvement in community organization (beta=.69; P<.001) were significantly associated with civic participation, whereas sense of virtual community was, according to the results (Table 6), very weakly and in the margins of statistical significance related to OHC users’ civic participation. None of the control variables included in the regression models were statistically significantly associated with civic participation (Table 6).

Discussion

Principal Findings

The purpose of this study was to conceptualize collective empowerment in OHCs, to develop a scale to measure it, and to inspect the scale’s psychometric properties in terms of
factorial structure, reliability, construct validity, and predictive validity.

First, we argued that collective empowerment is, in addition to individual empowerment, an important facet of the concept of patient empowerment with important ramifications for understanding the impact of OHCs on health care in general. Collective empowerment is composed of 2 distinct dimensions (knowledge of resources and resource mobilization for collective action), which was demonstrated by our pilot and main studies. Our study also showed that the CE-OHC scale may be considered a second-order factor, suggesting that the 11-item scale can be used to measure overall collective empowerment in OHC contexts. The measurement properties of the CE-OHC scale demonstrate that the scale is internally consistent with somewhat limited discriminant and predictive validities.

This study yielded an insight into the construct and predictive validity of the CE-OHC scale. To demonstrate the convergent and discriminant validities, we hypothesized that CE-OHC will be correlated with sense of virtual community, involvement in community organization, and intensity of users’ participation in OHCs but not correlated with received offline emotional support. The results of the main study suggest that evidence for the CE-OHC scale’s convergent validity can be only partially provided. Although the association between the CE-OHC scale (and its subscales) and sense of virtual community, as well as intensity of participation, was confirmed, the correlation between CE-OHC and involvement in community organization was very weak and even absent in the case of the knowledge of resources subscale. In other words, although users may be proactively involved in a community’s activities and organization, it does not correlate with their collective empowerment, in terms of being able to understand the wider sociopolitical contexts of health issues and how to collectively engage to influence such contexts. We may speculate that such a result may be related to the fact that OHCs are complex entities that can include various subcommunities, for example, specific types of online discussion forums such as counseling or support group forums. Such subcommunities usually include specific types of community management, opportunity role structure, and sanctioning and monitoring mechanisms [74]. Involvement in community organization may thus rely heavily on the structure of a specific OHC’s subcommunity, which, crucially, can also affect users’ abilities to use and apply health-related knowledge acquired via the OHC, enabling them to resolve and address health issues within the health care system. In this study, involvement in community organization among OHC users was measured independently from the type of subcommunity or forum (online support group forum or online counseling forum) in which they most often participate. It is recommended that future research should focus on investigating how differences in the specific structural properties of OHC (subcommunities) affect users’ patterns of involvement in online communities and collective empowerment.

Our study did not determine the CE-OHC scale’s discriminant validity to be satisfactory. Offline emotional support is weakly associated with CE-OHC and its subscales, although such associations were not expected. Although research has not hitherto found evidence of a correlation between received offline emotional support and collective empowerment, there may exist a (in)direct link between the fulfillment of caring behaviors and emotional connection among people and their development of collective empowerment. Generally, developed support systems in (online) communities have been identified as an important facilitator of (individual) empowerment [75]. Further studies could focus on identifying the role of exchanged (offline) emotional and other types of social support in arriving at a critical understanding of the sociopolitical environment, knowledge of available resources, and methods of mobilizing those resources to collectively realize goals in the wider public domain. Moreover, future studies could also undertake a multitrait-multimethod approach [76] to assess discriminant and convergent validities and thus focus on investigating the patterns of the relationships between correlations of CE-OHC scale with similar and different constructs using different data collection methods.

In our study, the hypothesis regarding predictive validity was also only partially supported. An overall measure of the CE-OHC scale proved to be a significant predictor of civic participation, although the influence was somewhat weak. The subscale that pertains to knowledge of resources did not have a significant effect on users’ engagement in activities pertaining to issues of public concern. Resource mobilization for the collective action subscale directly pertains to the perception of the collective power developed through an interaction with other individuals (users of the OHCs) and the possibilities of using this power to effect changes in the existing health care system. Thus, the significant direct effect is more plausible than it is in the knowledge of resources subscale, which pertains more to cognitive processes than to action. Although this subscale’s validity is limited, we believe that both subscales present important components of the development of OHC users’ collective empowerment. Resource mobilization is more activation oriented and predominately pertains to an awareness of the power that a collective effort, such as that of an OHC, has. However, resource mobilization also requires knowledge about certain issues, and awareness that these issues cannot be solved individually. Both components are then required for individuals, as members of the community, to gain influence as a whole and, consequently, generate change in the sociopolitical environment’s structure. In the existing literature on collective empowerment, there is a lack of clear evidence of its specific outcomes or its antecedents, which are crucial for defining the nomological network of the collective empowerment construct. This scarcity of research is particularly evident in the health field and in OHC research, which has so far overlooked the importance of these Web-based platforms for the development of collective empowerment and, thus, its investigation. Consequently, the confirmation and validation of our results is currently beyond our reach. The CE-OHC scale will be an important baseline for future research into collective empowerment and should encourage research into this phenomenon and the processes surrounding it in various OHCs.

Limitations
This study has several limitations, making further research inevitable. In testing the convergent validity of the CE-OHC scale, we were limited by the aforementioned lack of a...
nomological network that would have offered a stronger theoretical rationale for selecting criteria to establish validity. The evidence for discriminant validity was further hindered for the practical reason that we could not include additional variables in the already lengthy Web questionnaire. The scale’s content validity could also be further improved by the inclusion of a larger set of experts to evaluate the initial pool of items and compute the content validity index.

Further attention should be also given to the optimization of some items’ wording, as 2 pairs of items of each subscale appear to have common content that is disconnected from the content of the latent concept. However, we believe that the reliability of the overall CE-OHC scale, as well as of its subscales, was unaffected by this limitation as the results showed good internal consistency, which was confirmed in both the pilot and main studies.

Another limitation of this study is that both the pilot and main studies were geographically limited and conducted on a single OHC. MON is an OHC that has been in operation for almost 2 decades, and it has a high number and regular base of users and a structure that includes both online support group forums and counseling forums with specifically developed rules and norms that provide a foundation for the development of collective empowerment. Although Slovenia is typical of European Union countries with respect to the internet usage and information communication technologies [77], and MON is comparable with internationally established OHCs, such as PatientsLikeMe, MedHelp, and HealthUnlocked, the development and validation of the scale should include further studies covering different samples, cultures, and OHC settings.

Implications

This study carries several implications for research and practice. First, we are certain that the CE-OHC scale can be used for a plethora of quantitatively based investigations of emergent phenomena within new information communication technologies. Collective empowerment is an under-researched phenomenon, but it is key to understanding how individual activities transform into a psychological disposition for collective engagement and, in the next step, into actual collective action that has an impact on social change [43]. Explanatory and predictive research requires valid and reliable scales, and it is hoped that the proposal of the CE-OHC scale is a step toward the establishment of widely accepted standardized measures of collective empowerment. Moreover, as OHCs span across different Web-based platforms and include different stakeholders, the scale can be used to measure the collective empowerment of, for example, users of specific Facebook, Discord, Reddit, or Twitter groups, where units of interest may comprise patients, caregivers, and also nurses or doctors.

Second, measuring collective empowerment also carries implications for online community managers. Scales such as the CE-OHC scale allow community managers to assess the emerging social power within OHCs and the nature of this power and to implement measures aimed at managing such activities, for example, by providing functionalities that would help harness such power and providing mechanisms for generating an impact on wider social circumstances. In this context, measuring collective empowerment is also at least indirectly relevant for health policy makers in helping them to identify initiatives or even cases of patient unrest in Web-based platforms. We should note here that we assumed collective empowerment to be functional, in that it contributes to positive social change [5]. However, since empowerment can also be dysfunctional [5], this implies that collective empowerment can also be channeled toward unproductive or even damaging goals. Problematic collective behaviors can be evident, for example, in OHCs related to the antivaccination movement [78], proanorexia groups [79], or AIDS-denialist groups [34]. This implies that, when measuring collective empowerment, we should also consider measuring other variables pertaining to the goals of empowerment and other important predictors. Moreover, collective empowerment should be linked to eHealth literacy as previous research [5,59] has shown that a lack of eHealth literacy may lead to dysfunctional empowerment.

Conclusions

The 11-item CE-OHC scale appears to be a reliable and relatively valid instrument, developed to advance the measurement of collective empowerment in OHC contexts. To the best of our knowledge, the CE-OHC scale represents the first instrument developed for this purpose. The CE-OHC scale can help to identify the potential of OHCs to foster users’ collective engagement and provide a framework that can inform the development of the resources needed to empower OHC social interactions. Research in collective empowerment generally transcends the individualistic approach and contributes to a more holistic understanding of empowerment as a process that brings together individuals, communities, and social change.
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Abstract

Background: Older adults are more vulnerable to polypharmacy and prescriptions of potentially inappropriate medications. There are several ways to address polypharmacy to prevent its occurrence. We focused on computerized decision support tools.

Objective: The available literature was reviewed to understand whether computerized decision support tools reduce potentially inappropriate prescriptions or potentially inappropriate medications in older adult patients and affect health outcomes.

Methods: Our systematic review was conducted by searching the literature in the MEDLINE, CENTRAL, EMBASE, and Web of Science databases for interventional studies published through February 2018 to assess the impact of computerized decision support tools on potentially inappropriate medications and potentially inappropriate prescriptions in people aged 65 years and older.

Results: A total of 3756 articles were identified, and 16 were included. More than half (n=10) of the studies were randomized controlled trials, one was a crossover study, and five were pre-post intervention studies. A total of 266,562 participants were included; of those, 233,144 participants were included and assessed in randomized controlled trials. Intervention designs had several different features. Computerized decision support tools consistently reduced the number of potentially inappropriate prescriptions started and mean number of potentially inappropriate prescriptions per patient. Computerized decision support tools also increased potentially inappropriate prescriptions discontinuation and drug appropriateness. However, in several studies, statistical significance was not achieved. A meta-analysis was not possible due to the significant heterogeneity among the systems used and the definitions of outcomes.

Conclusions: Computerized decision support tools may reduce potentially inappropriate prescriptions and potentially inappropriate medications. More randomized controlled trials assessing the impact of computerized decision support tools that could be used both in primary and secondary health care are needed to evaluate the use of medication targets defined by the Beers or STOPP (Screening Tool of Older People’s Prescriptions) criteria, adverse drug reactions, quality of life measurements, patient satisfaction, and professional satisfaction with a reasonable follow-up, which could clarify the clinical usefulness of these tools.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42017067021; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42017067021

(J Med Internet Res 2019;21(11):e15385) doi:10.2196/15385
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Introduction

The older adult population is increasing in developed countries [1], and people worldwide are living longer [2,3]. According to the World Health Organization, people aged 60 years and older in 2020 will outnumber children younger than 5 years. In 2050, the world’s population aged 60 years and older is expected to total 2 billion [2].

The aging of populations increases the pressure on health care systems, which should be aligned with the needs of older populations [4]. Older patients are more likely to have more than one chronic condition, known as multimorbidity [5,6]. The prevalence of multimorbidity is more than 90% in older patients [5]. Having more than one chronic condition requires the use of several medications. Thus, older adults are more vulnerable to polypharmacy [7], meaning the use of multiple drugs administered to the same patient [8,9], in addition to prescriptions of potentially inappropriate medications (PIMs) [10-12]. A PIM can be described as a medication use that has potentially more risks than benefits with a safer alternative available [10].

Potentially inappropriate prescription (PIP) is a broader concept than PIM, because it includes over-, under-, and misprescribing (eg, inappropriate dose or duration). It is defined as “the prescribing of medication that could introduce a significant risk of an adverse event, in particular when there is an equally or more effective alternative with lower risk available” [13].

Due to changes in pharmacokinetics and pharmacodynamics, older people are more prone to drug interactions and adverse drug reactions [14,15]. Adverse drug reactions are considered a public health problem in older patients and a cause of disability and mortality [15]. Deprescribing is defined as “the process of withdrawal of inappropriate medication, supervised by a health care professional, with the goal of managing polypharmacy and improving outcomes” [16].

There are several ways to address polypharmacy to prevent its occurrence [17-23]. This review focused on computerized decision support (CDS) tools. Bates et al [24] defined CDS systems as computer-based systems providing “passive and active referential information as well as reminders, alerts, and guidelines.” Payne [25] added that CDS tools can be defined as “computer applications designed to aid clinicians in making diagnostic and therapeutic decisions in patient care.” CDS tools may have a positive impact on health care, such as reducing physicians’ orders of unnecessary tests [26].

Previous studies reviewed such strategies, such as multidisciplinary team medication reviews, pharmacist medication reviews, computerized clinical decision support systems, and multifaceted approaches and reported substantial heterogeneity in the included studies, but did not focus on CDS [19,21]. One systematic review that did focus on CDS systems included studies published only through 2012, and new studies have been published since then [27]. This systematic review aims to clarify whether CDS tools can help in reducing PIPs or PIMs to improve clinical outcomes in older adults.

Methods

Eligibility Criteria

The systematic review was conducted according to a protocol previously published [28] and registered in PROSPERO (International Prospective Register of Systematic Reviews; CRD42017067021). We searched for intervention controlled studies (type of study) with participants aged 65 years or older (population) that assessed whether CDS tools (intervention) could diminish PIM (outcome). Moribund or terminal participants were excluded along with those requiring palliative care. No other restriction was applied.

Search Methods

We searched MEDLINE, CENTRAL, EMBASE, and Web of Science for studies published through February 2018 without language restrictions. Specific queries were used according to each database’s requirements that were described in detail elsewhere [29]. Trial registries, different types of grey literature, and contact with specialists in the field were also performed. The reference lists of all included studies were searched to identify any potentially pertinent study that might not have been identified by previous methods. References were checked from previously published systematic reviews.

Selection Process

Articles were selected by applying the criteria to the title and abstract of each study. Studies that were selected at this stage were then assessed in their entirety. Each stage was conducted by two researchers blindly and independently. Two reviewers (LM and TM) examined the titles and abstracts and did the full-text screening. When disagreement occurred, it was resolved through consensus.

Data Collection Process

For all the included studies, characterization of data and results were exported into a datasheet by one of the authors (LM) and confirmed by the other (MS).

Type of Data Collected

Studies were characterized according to setting, intervention, comparison definition, study duration, number of included participants overall and in each study group, the proportion of missing data, participants’ mean age, the proportion of male individuals, and deprescribing target. Outcomes retrieved from each study were categorized as PIP- or PIM-related and by overall number of prescriptions, adverse drug reactions, and potential drug-drug interactions.

Analysis of Results and Assessment of the Risk of Bias

Possible bias in randomized controlled trials (RCTs) was independently identified using the Cochrane Collaboration Risk
of Bias tool [29] by two researchers (TM and LM). This assessment was confirmed by other authors (IV and MS). Risk of bias was determined with regard to random sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessments, incomplete outcome data, selective outcome reporting, and other biases.

The included articles did not permit the performance of a meta-analysis because there were not a minimum of three studies using the same deprescribing target. Thus, only a narrative synthesis was performed. We have summarized the main features and results of all the included studies, discussed their limitations, and proposed future research avenues.

Results

Description of the Studies

Using our search strategy, 3756 articles were identified through MEDLINE, Central, EMBASE, and Web of Science databases. One article was identified through contact with specialists. After duplicates were removed, 2819 articles remained. The titles and abstracts were screened, and 2767 studies were excluded. Of these, 52 articles were selected to assess eligibility and their full text was analyzed. Of these, 36 articles were excluded. Ultimately, we included 16 studies in our systematic review. No new article was found by searching in the included studies’ reference lists, trial registries, or grey literature. The article selection process and reasons for exclusion are described in Figure 1.

The characteristics of the included studies are described in Table 1. More than half (10/16) of the included studies were RCTs, one was a crossover study, and five were pre-post intervention studies. Most studies were conducted in North America (Canada and United States; n=11) [30-40]. The remaining were conducted in Europe (n=5) [41-45].

Six studies were conducted exclusively in secondary health care institutions [35,37,38,40,44,45]. In two studies, only emergency department participants were included [33,39]. In total, six studies were performed exclusively in primary health care institutions [30-32,41-43], one study took place in a health maintenance organization [34], and one study included participants from both secondary and primary health care institutions [36]. Six studies took place at teaching hospitals [36-38,40,44,45].

Most commonly, the standard of care was the only comparator (n=11). The interventional design was always based on a CDS tool, which was usually included in the electronic medical record with several different features. In some cases (n=6), complex interventions were performed that included training and engagement sessions and/or leaflet provision.

The RCTs had an inclusion period ranging from 3 to 30 months (see Table 2). The crossover study included four on-off periods with a 6-week duration [33]. The pre-post intervention studies frequently compared different time periods.
Figure 1. Flow diagram on search and article inclusion, according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) Statement.
Table 1. Descriptions of the included studies in the systematic review (N=16).

<table>
<thead>
<tr>
<th>Author, year; (study); country</th>
<th>Setting</th>
<th>Comparator</th>
<th>Intervention</th>
<th>Deprescribing target</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Randomized controlled trials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tamblyn et al [30], 2003; Canada</td>
<td>PHC²</td>
<td>Usual careᵇ</td>
<td>Computerized decision support tool providing alert identified problem + presented possible consequences + provided alternative therapy</td>
<td>PIPᶜ (159 clinically relevant PIPs in the elderly defined by expert consensus)</td>
</tr>
<tr>
<td>Price et al [31], 2017; Canada</td>
<td>PHC (8 GPᵇ)</td>
<td>Usual care</td>
<td>Clinical decision support tool showing alert with specific STOPPᶜ guideline content in electronic medical record</td>
<td>PIPs (40 STOPP criteria)</td>
</tr>
<tr>
<td>Avery et al [41], 2012; (PINCER); UK</td>
<td>PHC (72 GP)</td>
<td>Computer-generated simple feedback</td>
<td>PINCER; comparator + pharmacisted information technology complex intervention</td>
<td>PIPs on NSAIDsᶜ, beta blockers, ACEᶜ inhibitors, or loop diuretics</td>
</tr>
<tr>
<td>Erler et al [42], 2012; Germany</td>
<td>PHC (46 GP)</td>
<td>Usual care</td>
<td>Interactive 1-hour workshop for physicians on detection and management of CKD⁹ + provision of desk-top checklist of medications to be reduced or avoided + patient information leaflets + training in the use of software “DOSING”</td>
<td>Prescription exceeding recommended standard; daily dosage &gt;30% or recommended; maximum daily dose in CKD patients</td>
</tr>
<tr>
<td>Clyne et al [43], 2015; (OPTI-SCRIPT); Ireland</td>
<td>PHC (21 GP)</td>
<td>Usual care + simple, patient-level PIP postal feedback</td>
<td>Comparator + academic detailing with pharmacist + medicine review with Web-based pharmaceutical treatment algorithms + leaflets</td>
<td>PIPs using 28 criteria from the study</td>
</tr>
<tr>
<td>Cossette et al [40], 2017; Canada</td>
<td>SHCⁱ (teaching hospital)</td>
<td>Usual care</td>
<td>KT⁰ strategy; distribution of educational materials + in-services by geriatricians + computerized alert systems pharmacist-physician</td>
<td>7 PIMsᵏ based Beers and STOPP geriatric criteria and drugs with anticholinergic properties or acting on the central nervous system</td>
</tr>
<tr>
<td>Fried et al [32], 2017; (TRIM); USA</td>
<td>PHC (Veterans Affairs; medical center)</td>
<td>Usual care only and usual care with telephonic patient assessment</td>
<td>2 Web apps: (1) extracts information on medications and chronic conditions from the electronic health record, (2) interface for data chart review and telephonic patient assessment + a set of automated algorithms evaluating medication appropriateness + patient-specific medication management feedback report for the clinician</td>
<td>Medication appropriateness based on range of criteria, including feasibility in context of patient’s cognition and social support, potential overtreatment of DM¹ or hypertension, “traditional” PIMs according to Beers and STOPP criteria, inappropriate renal dosing, and patient report of adverse medication effects</td>
</tr>
<tr>
<td>O’Sullivan et al [44], 2016; Ireland</td>
<td>SHC (teaching hospital)</td>
<td>Usual medical and pharmaceutical care</td>
<td>Clinical decision support software supported structured pharmacist review of medication designed to optimize geriatric pharmaceutical care</td>
<td>Medicines associated with “nontrivial” adverse drug reactions (according to WHO)</td>
</tr>
<tr>
<td>Terrel et al [33], 2009; USA</td>
<td>EDᵐ (teaching hospital)</td>
<td>Computerized; physician order entry without alerts</td>
<td>Computer-assisted decision support alert when PIM was being prescribed + rationale + recommended safer substitute therapies. If physician chose to continue, second menu displayed to query most important reason</td>
<td>9 high-use and high-impact PIMsᵐ</td>
</tr>
<tr>
<td>Raebel et al [34], 2007; USA</td>
<td>HMOⁿ (18 medical offices + 21 pharmacies)</td>
<td>Usual care</td>
<td>Medication alert generated from PIMS not allowing prescription label to be printed until the pharmacist actively determined whether prescription should be dispensed; pharmacists should communicate notifications to prescribing clinicians</td>
<td>Newly prescribed PIMs based on the Beers, Zhan and Kaiser Performance Care Management Institute lists of medications to be avoided in older peopleⁿ</td>
</tr>
</tbody>
</table>

**Crossover studies**
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<table>
<thead>
<tr>
<th>Author, year; (study); country</th>
<th>Setting</th>
<th>Comparator</th>
<th>Intervention</th>
<th>Deprescribing target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peterson et al [35], 2005; USA</td>
<td>SHC</td>
<td>Usual computerized order entry</td>
<td>Guided dosing of psychotropic medication integrated in Brigham Integrated Computer System</td>
<td>Benzodiazepines, opiates, and neuroleptics</td>
</tr>
<tr>
<td>Pre-post intervention studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ruhland et al [36], 2017; USA</td>
<td>SHC + PHC; (1 teaching hospital + 2 community hospital + 31 clinics)</td>
<td>Usual care</td>
<td>Clinical decision support system creating an alert + rational and; alternative medication through Epic (an integrated electronic medical record)</td>
<td>PIMs on glyburide</td>
</tr>
<tr>
<td>Mattinson et al [37], 2010; USA</td>
<td>SHC (teaching hospital)</td>
<td>Usual care</td>
<td>Medication-specific warning system (advised alternative medication or dose reduction)</td>
<td>PIMs on medications not recommended for use in older patients (not recommended medications) and those for which only a reduced dose was advised (dose-reduction medications)</td>
</tr>
<tr>
<td>Lester et al [38], 2015; USA</td>
<td>SHC (teaching hospital)</td>
<td>Computerized physician order entry without alerts</td>
<td>Computerized; physician order entry with pop-up alerts for selected PIPs containing links to articles relevant to the alert</td>
<td>PIPs on diphenhydramine, metoclopramide, and antipsychotics</td>
</tr>
<tr>
<td>Ghibelli et al [45], 2013; (INTERcheck); Italy</td>
<td>SHC (teaching hospital)</td>
<td>Analysis without any interference</td>
<td>Computer-based application (INTERCheck) that collects, stores and automatically provides drug information to reduce or prevent PIPs</td>
<td>PIMs from 2003 Beers Criteria; potential DDIs; and Anticholinergic Cognitive Burden Scale</td>
</tr>
<tr>
<td>Stevens et al [39], 2017; (EQUIPPED); USA</td>
<td>ED (10 Veterans Affairs; medical centers)</td>
<td>Usual care</td>
<td>EQUIPPED interventions: education + informatics-based clinical decision support + individual provider feedback</td>
<td>PIMs from 2012 Beers Criteria category 1 (to avoid in all older adults)</td>
</tr>
</tbody>
</table>

aPHC: primary health care.  
bEach physician was given a computer, printer, health record software, and access to the internet.  
cPIP: potentially inappropriate prescription.  
dGP: general practice.  
eSTOPP: Screening Tool of Older People’s Prescriptions.  
fNSAID: nonsteroidal anti-inflammatory drug.  
gACE: angiotensin-converting enzyme.  
hCKD: chronic kidney disease.  
iSHC: secondary health care.  
jKT: knowledge translation.  
kPIM: potentially inappropriate medication.  
lDM: diabetes mellitus.  
mED: emergency department.  
*nHigh-use and high-impact PIMs: promethazine, diphenhydramine, diazepam, propoxyphene with acetaminophen, hydroxyzine, amitriptyline, cyclobenzaprine, clonidine, indomethacin.  
oHMO: health maintenance organization.  
pExamples of medications to be avoided in older people: amitriptyline, chlordiazepoxide, chlorpropamide, diazepam, doxepin, flurazepam, aspirin in combination with hydrocodone or oxycodone, ketorolac, oral meperidine, and piroxicam.  
qDDI: drug-drug interaction.
<table>
<thead>
<tr>
<th>Study</th>
<th>Randomized controlled trials</th>
<th>Participants, N</th>
<th>Age (years), mean (SD)</th>
<th>Gender (male), n (%)</th>
<th>Outcome missing data, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price et al [31]</td>
<td>8; (02-10/2015)</td>
<td>81,905</td>
<td>C: 37,615; I: 44,290</td>
<td>N/R; all &gt;65 years</td>
<td>N/R</td>
</tr>
<tr>
<td>Avery et al [41]</td>
<td>6 (and 12)</td>
<td>480,942</td>
<td>C: 37,659; I: 34,413</td>
<td>N/R</td>
<td>N/R</td>
</tr>
<tr>
<td>Erler et al [42]</td>
<td>6</td>
<td>404</td>
<td>C: 206; I: 198</td>
<td>C: 80 (9); I: 81 (6)</td>
<td>9 (4); I: 0 (0)</td>
</tr>
<tr>
<td>Clyne et al [43]</td>
<td>6; (10/2012-09/2013)</td>
<td>196</td>
<td>C: 97; I: 99</td>
<td>C: 76 (5); I: 77 (5)</td>
<td>3; I: 3 (3)</td>
</tr>
<tr>
<td>Cossette et al [40]</td>
<td>10 weeks; (09/2015-12/2015)</td>
<td>321</td>
<td>C: 133; I: 139</td>
<td>C: 81 (7); I: 82 (8)</td>
<td>N/R</td>
</tr>
<tr>
<td>Fried et al [32]</td>
<td>3; (10/2014-01/2016)</td>
<td>156</td>
<td>C: 36; C2: 39; I: 81</td>
<td>&lt;70 years C: 25 (39); I: 27 (42)</td>
<td>N/R</td>
</tr>
<tr>
<td>O’Sullivan et al [44]</td>
<td>13; (06/2011-07/2012)</td>
<td>737</td>
<td>C: 361; I: 376</td>
<td>C: 788; (IQR 72-84); I: 77; (IQR 71-83)</td>
<td>N/R</td>
</tr>
<tr>
<td>Terrel et al [33]</td>
<td>30; (12/01/2005-07/07/2007)</td>
<td>5162</td>
<td>C: 2515; I: 2647</td>
<td>C: 74 (7); I: 74 (7)</td>
<td>N/R</td>
</tr>
<tr>
<td>Raebel et al [34]</td>
<td>12; (18/05/2005-17/05/2006)</td>
<td>59,680</td>
<td>C: 29,840; I: 29,840</td>
<td>C: 74; (5-95 percentile 66-88); I: (5-95 percentile 66-88)</td>
<td>N/R</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study</th>
<th>Pre-post intervention studies</th>
<th>Participants, N</th>
<th>Age (years), mean (SD)</th>
<th>Gender (male), n (%)</th>
<th>Outcome missing data, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peterson et al [35]</td>
<td>4 × 6 week on-off periods; (08/10/2001-16/05/2002)</td>
<td>3718</td>
<td>C: 1925; I: 1793</td>
<td>C: 75 (7); I: 75 (7)</td>
<td>N/R</td>
</tr>
<tr>
<td>Ruhland et al [36]</td>
<td>3 + 3; (B: 01/12/2014-01/12/2014; A: 01/03/2015-01/03/2015)</td>
<td>N/R</td>
<td>101 patients with activated alert</td>
<td>75</td>
<td>N/R</td>
</tr>
<tr>
<td>Mattison et al [37]</td>
<td>6 + 41.5; (B: 1/06-17/03/2014; A: 17/03/2015-31/05/2015)</td>
<td>N/R</td>
<td>N/R; all &gt;65 years</td>
<td>N/R</td>
<td>N/R</td>
</tr>
<tr>
<td>Lester et al [38]</td>
<td>12 + 24; (B: Q2 2010; A: Q2s 2011-2013)</td>
<td>29,465</td>
<td>B: 6604; A: 22,861</td>
<td>&lt;75 years B: 5279 (80); A: 15,633 (68)</td>
<td>N/R</td>
</tr>
<tr>
<td>Ghibelli et al [45]</td>
<td>2 + 2; (B: 04 to 05/2012; A: 06 to 07/2012)</td>
<td>134</td>
<td>B: 74; A: 60</td>
<td>B: 27 (36); A: 25 (42)</td>
<td>B: 0 (0); A: 0 (0)</td>
</tr>
<tr>
<td>Stevens et al [39]</td>
<td>&gt;6 + &gt;12</td>
<td>N/R</td>
<td>N/R; all &gt;65 years</td>
<td>N/R</td>
<td>N/R</td>
</tr>
</tbody>
</table>

\(a\): comparator group.

\(b\): intervention group.

\(c\): N/R: not reported.

\(d\): B: before.

\(e\): A: after.

\(f\): N/A: not applicable.
A total of 233,144 participants were included and assessed in RCTs (mean sample size: 21,199; range 196-72,072 participants). The crossover study included 3718 individuals. The pre-post intervention studies included more than 29,700 participants. However, some studies did not report a raw number of participants included in each study period. There was no information regarding whether missing data influenced the outcome assessment in eight studies (50%).

According to our inclusion criteria, all individuals were older than 65 years of age. The mean age in the selected studies was approximately 75 years. Females were often more prevalent, especially in larger studies.

The deprescribing target varied among the studies, and several papers used more than one criterion [30,32-34,40,45]. PIM was defined in some papers using internationally recognized criteria, such as the Beers Criteria (n=5) [32,34,39,40,45], the Screening Tool of Older People’s Prescriptions (STOPP) criteria (n=3) [31,32,40], and the Anticholinergic Cognitive Burden Scale (n=1) [45]. In other studies (n=4), some group medications were specifically the target, such as benzodiazepines, opiates, and neuroleptics [35]; glyburide [36]; nonsteroidal anti-inflammatory drugs (NSAIDs), beta blockers, angiotensin-converting enzyme (ACE) inhibitors, or loop diuretics [41]; and diphenhydramine, metoclopramide, and antipsychotics [38].

**Results of the Studies**

The main results of the included studies are described in Tables 3 and 4. Several definitions and units were used to measure the impact of CDS tools on changes in PIP and PIM drugs (overall or concerning specific drugs). Studies assessed the following PIP- or PIM-related outcomes: number of PIMs started per 1000 visits [30], number of PIMs discontinued per 1000 visits [30], proportion of discontinued PIMs [30], percentage of PIMs [43], mean number of PIMs, risk of receiving a prescription for a drug exceeding the recommended maximum dose [42], risk of receiving a prescription for a drug exceeding the recommended standard doses [42], proportion of reconciliation errors corrected [32], proportion of recommendations implemented [32,33], proportion of patients with at least one PIM, and/or proportion of all prescribed medications that were PIM [33].
### Table 3. Results of the included studies including changes in potentially inappropriate prescriptions or medications (N=16).

<table>
<thead>
<tr>
<th>Study</th>
<th>PIP(^a) or PIM(^b)-related outcomes</th>
<th>Changes in specific PIP or PIM drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Randomized controlled trials</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tamblyn et al [30]</td>
<td>Number of PIP started per 1000 visits C: 52.2 vs I(^c): 43.8, RR(^e) 0.82 (CI(^f) 95% 0.69–0.98); PIP discontinuation C: 44.5% vs I: 47.5%, RR: 1.14 (95% CI 0.98-1.33); number of PIP discontinued per 1000 visits C: 67.4 vs I: 71.4, RR 1.06 (95% CI 0.89-1.26)</td>
<td>Number of PIP started per 1000 visits: drug-disease contraindication C: 18.4 vs I: 16.6, RR 0.89 (CI 95% 0.72-1.10); drug-age contraindication C: 13.7 vs I: 10.7, RR 0.77 (CI 95% 0.59-1.00); excessive duration therapy C: 17.1 vs I: 13.3, RR 0.78 (CI 95% 0.61-0.99); therapeutic duplication C: 6.8 vs I: 6.1, RR 0.87 (CI 95% 0.69-1.11); number of PIP discontinued per 1000 visits: drug-disease contraindication C: 57.9 vs I: 62.6, RR 1.08 (CI 95% 0.85-1.36); drug-age contraindication C: 42.9 vs I: 40.7, RR 0.94 (CI 95% 0.79-1.13); excessive duration therapy C: 32.6 vs I: 32.3, RR 1.00 (CI 95% 0.77-1.29); therapeutic duplication C: 334.0 vs I: 317.1, RR 0.94 (CI 95% 0.59-1.51)</td>
</tr>
<tr>
<td>Price et al [31]</td>
<td>Change in PIP C: 0.1% vs I: 0.1%, ( P = .80 )</td>
<td></td>
</tr>
<tr>
<td>Avery et al [41]</td>
<td>Change in PIP C: 0.1% vs I: 0.1%, ( P = .80 )</td>
<td>At 6 months: history of peptic ulcer prescribed an NSAID(^h) without a PPI/history of peptic ulcer without PPI ( AOR^{j} 0.58 (95% CI 0.38-0.89) ); asthma prescribed a β blocker/asthma ( AOR 0.73 (95% CI 0.58-0.91) ); aged ≥75 years long-term ACE(^k) inhibitors or loop diuretics without urea and electrolyte monitoring in the previous 15 months aged ≥75 years receiving long-term ACE inhibitors or diuretics ( AOR 0.51 (95% CI 0.34-0.78) ); secondary outcomes ( AOR ) varied from 0.39-0.96; at 12 months: history of peptic ulcer prescribed an NSAID without a PPI/history of peptic ulcer without PPI ( AOR 0.91 (95% CI 0.59-1.39) ); asthma prescribed a β blocker/asthma ( AOR 0.78 (95% CI 0.63-0.97) ); aged ≥75 years receiving long-term ACE inhibitors or loop diuretics without urea and electrolyte monitoring in the previous 15 months aged ≥75 years receiving long-term ACE inhibitors or diuretics ( AOR 0.63 (95% CI 0.41-0.95) ); secondary outcomes ( AOR ) varied from 0.50-0.98</td>
</tr>
<tr>
<td>Erler et al [42]</td>
<td>CKD(^j) patients with ≥1 prescription exceeding recommended maximum dose ( AOR 0.46 (95% CI 0.26-0.82) ); CKD patients with ≥1 prescription exceeding recommended standard dose by ≥30% ( AOR 0.66 (95% CI 0.36-1.21) )</td>
<td>NS differences in the numbers of patients with potentially dangerous or contraindicated medications</td>
</tr>
<tr>
<td>Clyne et al [43]</td>
<td>Percentage of PIP I: 52% vs C: 77%, ( P = .02 ), ( AOR 0.32 (95% CI 0.15-0.70) ); mean number of PIP C: 1.18 vs I: 0.70, ( P = .02 )</td>
<td>Odds of PIP ( AOR 0.30 (95% CI 0.14-0.68) ); NS differences for duplicate or long-term benzodiazepines</td>
</tr>
<tr>
<td>Cossette et al [40]</td>
<td>Drug cessation or dosage decrease: at 48h C: 15.9% vs 45.8%, AD(^m) 30.0% (95% CI 13.8-46.1); at discharge C: 27.3% vs I: 48.1%, AD 20.8% (95% CI 4.6-37.0); drug cessation: at 48h C: 15.1% vs 51.9%, AD 36.8% (95% CI 15.6-57.9); at discharge C: 34.4% vs I: 45.2%, AD 10.7% (95% CI –10.5 to 31.9); dosage decrease: at 48h C: 17.2% vs 38.1%, AD 20.9% (95% CI 4.1-45.8); at discharge C: 15.8% vs I: 52.4%, AD 36.6% (95% CI 12.3-60.9)</td>
<td>—</td>
</tr>
<tr>
<td>Fried et al [32]</td>
<td>Proportion of medication reconciliation errors corrected C: 14.3% vs I: 48.4%, ( P &lt; .001 ); proportion of ≥1 TRIM recommendations implemented C: 21.9% vs I: 29.7%, ( P = .42 )</td>
<td>—</td>
</tr>
<tr>
<td>O’Sullivan et al [44]</td>
<td>Patients with ≥1 PIP C: 84.6% vs I: 82%</td>
<td>—</td>
</tr>
<tr>
<td>Terrel et al [33]</td>
<td>Proportion of visits with a PIP C: 3.9% vs I: 2.6, ( P = .02 ), OR(^o) 0.55 (95% CI 0.34-0.89), ARR(^o) 1.3% (95% CI 0.4-2.3); proportion of all prescribed medications that were PIP C: 5.4% vs I: 3.4, ( P = .006 ), OR 0.59 (95% CI 0.41-0.85), ARR 2.0% (95% CI 0.7-3.3)</td>
<td>—</td>
</tr>
</tbody>
</table>

\( a \) PIP: potentially inappropriate prescription; \( b \) PIM: potentially inappropriate medication; \( c \) RR: risk ratio; \( d \) CI: confidence interval; \( e \) I: intervention group; \( f \) C: control group; \( g \) AOR: adjusted odds ratio; \( h \) NSAID: nonsteroidal anti-inflammatory drug; \( i \) AOR: adjusted odds ratio; \( j \) ACE: angiotensin-converting enzyme; \( k \) AD: absolute difference; \( l \) CKD: chronic kidney disease; \( m \) AD: absolute difference; \( n \) OR: odds ratio; \( o \) ARR: absolute risk reduction.
Study | PIP\textsuperscript{a} or PIM\textsuperscript{b}-related outcomes
| Changes in PIP or PIM drugs
| Changes in specific PIP or PIM drugs

Raebel et al \[34\] | Newly dispensed ≥1 PIP rate per 100 patients C: 2.20 vs I: 1.85, \(P=.002\), RRR\textsuperscript{c} 16%; newly dispensed ≥1 PIP only for indications included in intervention rate per 100 patients C:1.50 vs I: 1.10, \(P<.001\) | Newly dispensed ≥1 PIP rate per 100 patients: amitriptyline C: 0.61 vs I: 0.38, \(P<.001\); chlordiazepoxide C: 0.05 vs I: 0.04, \(P=.55\); diazepam C: 1.38 vs I: 1.28, \(P=.32\); doxepin C: 0.14 vs I: 0.11, \(P=.24\); flurazepam C: 0.01 vs I: 0.01, \(P=.69\); ketorolac C: 0.00 vs I: 0.01, \(P=.50\); meperidine (oral) C: 0.01 vs I: 0.01, \(P=N/A\); oxycodone/aspirin C: 0.00 vs I: 0.00, \(P=N/A\); newly dispensed ≥1 PIP only for indications included in intervention, rate per 100 patients: amitriptyline C: 0.59 vs I: 0.37, \(P<.001\); chlordiazepoxide C: 0.05 vs I: 0.04, \(P=.55\); diazepam C: 0.71 vs I: 0.56, \(P=.002\); doxepin C: 0.13 vs I: 0.09, \(P=.17\); flurazepam C: 0.01 vs I: 0.01, \(P=.69\); ketorolac C: 0.00 vs I: 0.01, \(P=.50\); meperidine (oral) C: 0.01 vs I: 0.01, \(P=N/A\); oxycodone/aspirin C: 0.00 vs I: 0.00, \(P=N/A\); dispensings of chlorpropamide, hydrocodone/aspirin, or piroxicam C: 0 vs I: 0

Crossover studies

Peterson et al \[35\] | Prescription recommended daily dose C: 19% vs I: 29%, \(P<.001\); prescription orders with 10-fold dosing C: 5.0% vs I: 2.8%, \(P<.001\); prescriptions in agreement with recommendation C: 18.6% vs I: 29.3%, \(P<.001\); prescription of nonrecommended drugs C: 10.8% vs I: 7.6%, \(P<.001\) | Prescription orders with 10-fold dosing: benzodiazepines C: 3.5% vs I: 2.0%, \(P=.01\); opiates C: 5.5% vs I: 2.8%, \(P<.001\); neuroleptics C: 10.0% vs I: 7.5%, \(P=.35\); prescriptions in agreement with recommendation: benzodiazepines C: 20.8% vs I: 28.2%, \(P<.001\); opiates C: 16.6% vs I: 29%, \(P<.001\); neuroleptics C: 22.5% vs I: 38%, \(P<.001\)

Pre-post intervention studies

Ruhland et al \[36\] | — | Glyburide orders from total oral antidiabetic orders B\textsuperscript{2}: 3.3% vs A\textsuperscript{2}: 1.6%, \(P<.001\); 17.8% patients transitioned off glyburide

Mattison et al \[37\] | Number of orders per total number of patients per day: not recommended medication B: 0.070 vs A: 0.054, \(P<.001\); dose reduction medications B: 0.037 vs A: 0.037, \(P=.71\); unflagged medications B: 0.033 vs A: 0.030, \(P=.03\); number of orders per number of new patients per day: not recommended medication B: .333 vs A: 0.263, \(P<.001\); dose reduction medications B: 0.182 vs A: 0.186, \(P=.51\); unflagged medications B: 0.158 vs A: 0.148, \(P=.08\) | >65 years prescription rates of: diphenhydramine B: 26.9% vs A: 20%, \(P<.001\); metoclopramide B: 16.7% vs A: 12.5%, \(P<.001\); antipsychotics B: 8.8% vs A: 9.2%, \(P=.80\); 265 years: no significant changes for diphenhydramine, metoclopramide, or antipsychotics

Lester et al \[38\] | — | Proportion of patients exposed to PIM at discharge B: 37.8% vs A: 11.6%; mean number of PIM per patient at discharge B: 0.4 vs A: 0.1

Ghibelli et al \[45\] | Proportion of patients exposed to PIM at discharge B: 21.6% vs A: 6.7%; tioripamide B: 5.4% vs A: 0.0%; digoxin B: 5.4% vs A: 1.7%; doxazosin B: 1.3% vs A: 1.7%; clonidine B: 1.3% vs A: 0.0%
<table>
<thead>
<tr>
<th>Study</th>
<th>PIP(^a)- or PIM(^b)-related outcomes</th>
<th>Changes in PIP or PIM drugs</th>
<th>Changes in specific PIP or PIM drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stevens et al[39]</td>
<td>Average percentage of PIMs per month: site 1 B: 11.9 vs A: 5.1, (P&lt;.001); site 2 B: 8.2 vs A: 4.5, (P&lt;.001); site 3 B: 8.9 vs A: 6.1, (P=.007); site 4 B: 7.4 vs A: 5.7, (P=.04)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\) PIP: potentially inappropriate prescription.  
\(^b\) PIM: potentially inappropriate medication.  
\(^c\) C: comparator group.  
\(^d\) I: intervention group.  
\(^e\) RR: relative rate.  
\(^f\) CI: confidence interval.  
\(^g\) No data.  
\(^h\) NSAID: nonsteroidal anti-inflammatory drug.  
\(^i\) PPI: proton-pump inhibitor.  
\(^j\) AOR: adjusted odds ratio.  
\(^k\) ACE: angiotensin-converting enzyme.  
\(^l\) CKD: chronic kidney disease.  
\(^m\) AD: absolute difference.  
\(^n\) OR: odds ratio.  
\(^o\) ARR: absolute risk reduction.  
\(^p\) RRR: relative risk reduction.  
\(^q\) N/A: not applicable.  
\(^r\) B: before.  
\(^s\) A: after.
Table 4. Results of the included studies including number of prescriptions, adverse drug reactions, and potential drug-drug interactions (N=16).

<table>
<thead>
<tr>
<th>Study</th>
<th>Overall number of prescriptions</th>
<th>Adverse drug reaction</th>
<th>PDDI[^a]</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Randomized controlled trials</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tamblyn et al [30]</td>
<td></td>
<td></td>
<td></td>
<td>Number of PDDI started per 1000 visits C: 1.5 vs I: 1.6, RR[^[d] 1.12 (CI 95% 0.68-1.87); number of PDDI discontinued per 1000 visits C: 65.6 vs I: 51.5 per 1000 visits, RR 1.33 (CI 95% 0.90-1.95)</td>
</tr>
<tr>
<td>Price et al [31]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Physicians with more computer problems downloaded information less often (r=−.31)</td>
</tr>
<tr>
<td>Avery et al [41]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Description of 12 data quality probes; alert awareness: all participants in I were aware of STOPP alerts, but not consistently; workflow and display: location on screen and workflow identified as barriers; study disruptiveness: considered as minimal</td>
</tr>
<tr>
<td>Erler et al [42]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Mean number of medications per patient C: 13.8 vs I: 13.3, P=.65</td>
</tr>
<tr>
<td>Clyne et al [43]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Beliefs about Medicine Questionnaire AOR 0.16 (CI 95% −1.85 to 1.07); 12-item Well-Being Questionnaire AOR −0.41 (CI −0.80 to 1.07)</td>
</tr>
<tr>
<td>Cossette et al [40]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Mean LOS (median, IQR) C: 9.5 (5-21) vs I: 10 (6-19), P=.9; in-hospital death C: 11 (8.6%) vs I: 6 (4.8%), P=.3; 30-day post discharge ER visits C: 27 (21.1%) vs I: 27 (21.4%); 30-day postdischarge readmissions C: 28 (21.9%) vs I: 20 (15.9%), P=.3</td>
</tr>
<tr>
<td>Fried et al [32]</td>
<td>Mean number of medications per patient C: 13.8 vs I: 13.3, P=.65</td>
<td>—</td>
<td>—</td>
<td>Beliefs about Medicine Questionnaire AOR 0.16 (CI 95% −1.85 to 1.07); 12-item Well-Being Questionnaire AOR −0.41 (CI −0.80 to 1.07)</td>
</tr>
<tr>
<td>O’Sullivan et al [44]</td>
<td>Total number of medications C: 3747 vs I: 4192, P&lt;.001; median (IQR) number of medications per patient C: 9 (7-12) vs I: 12 (8-15), P&lt;.001; number (%) of people with polypharmacy ≥5 medications: C: 346 (92.0%) vs I: 346 (95.8), P=.44</td>
<td>—</td>
<td>—</td>
<td>Mean patient active participation C: 2.7 vs I: 5.5, P=.001; percentage of patients assessment of care for chronic conditions score &gt;10 C: 15.6% vs I: 29.7%, P=.06, OR[^[i]1.73 (CI 95% 0.82-9.08); patient medication-related; communication C: 3.6 vs I: 7.5, P&lt;.001; mean clinician facilitative communication C: 0.67 vs I: 1.53, P=.02; mean clinician medication-related communication C: 4.6 vs I:7.3, P=.002; percentage ≥1 recommendations C: 32.8% vs I: 63.6%, P&lt;.001; OR 3.33 (95% CI 1.37-8.04)</td>
</tr>
<tr>
<td>Terrel et al [33]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>CDS alerts 1000 in 296/361 patients; intervention group attended 54.8% of recommendations; median (IQR) LOS days C: 9 (5-16) vs I: 8 (5-13.5), P=.44; hospital mortality C: 4.5% vs I: 4.7%, P&gt;.05; interrater reliability for application of WHO-UMC ADR causality criteria k= 0.81; Hallas ADR preventability criteria k= 0.87; application of Hartwig ADR; severity criteria k=0.56</td>
</tr>
<tr>
<td>Raelbel et al [34]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>CDS alerts 114 during 107 visits; 43% of recommendations accepted</td>
</tr>
</tbody>
</table>
### Pre-post intervention studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Overall number of prescriptions</th>
<th>Adverse drug reaction</th>
<th>PDDI</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peterson et al [35]</td>
<td>Median (IQR) orders per admission C: 2 (1-3) vs I: 4.2 (1-3), P=.43</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>—</td>
<td>Number of altered mental status per 100 patient-days C: 21.9 vs I: 20.9, P=.17; median (IQR) LOS days C: 4 (2-6) vs I: 4 (2-6), P=.43; in-hospital fall rate C: 0.64 vs I: 0.28; falls per 100 patient-days, P=.001, AOR 0.50 (95% CI 0.30-0.82); fall injuries per 100 patient-days rate C: 0.17 vs I: 0.06, P=.09</td>
</tr>
<tr>
<td>Ruhland et al [36]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>CDS tool alerted 101 times for 75 providers during encounters for 76 patients over 90 days; physicians were more likely to transition patients off glyburide vs other health care providers (46.2% vs 8.0%, P&lt;.001)</td>
</tr>
<tr>
<td>Mattison et al [37]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lester et al [38]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ghibelli et al [45]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Median anticholinergic burden at discharge B: 1.5 vs A: 1.1</td>
</tr>
<tr>
<td>Stevens et al [39]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

PDDI: potential drug-drug interactions.

### Effects of Interventions

The CDS tools consistently reduced the number of PIPs started and the mean number of PIPs per patient, while also increasing PIM discontinuation and drug appropriateness. However, in several cases statistical significance was not achieved for some of the assessed measures, such as for PIM discontinuation in the Tamblyn et al article [30], for change in PIMs in the Price et al study [31], and other studies described in Table 3.

### Number of Prescriptions

With regard to the impact on the number of prescriptions, the RCT described by Fried et al [32] reported no significant reduction in the mean number of prescriptions in the group exposed to two Web apps. One study obtained information on medications and chronic conditions from an electronic health record, and the second study used an interface for data chart review, a telephone-based patient assessment, a set of automated algorithms evaluating medication appropriateness, and a
patient-specific medication management feedback report for the clinician. In a crossover study [35], there were no significant differences in the median number of medications prescribed per patient during the periods in which guided dosing of psychotropic medication was integrated into the Brigham Integrated Computer System.

In contrast, the RCT described by O’Sullivan et al [44] demonstrated that those in the intervention group (using CDS software structuring pharmacist review of medications designed to optimize geriatric pharmaceutical care) prescribed significantly fewer drugs (both total and median number of drugs). However, no impact was observed for the proportion of people with polypharmacy prescribed more than five drugs at once. This RCT was the only one addressing adverse drug reactions and it concluded that using this software significantly reduced the risk of adverse drug reactions. Furthermore, only 15 patients’ medications needed to be reviewed to prevent one adverse drug reaction.

**Number of Potential Drug-Drug Interaction**

Only two studies assessed whether CDS tools could decrease the number of potential drug-drug interactions [30,44]. One CDS used in an RCT was found to decrease the initiation of PIP, but it did not have a similar impact on deprescription [30].

One pre-post intervention study observed that the proportion of patients exposed to potential drug-drug interactions increased after implementing a computer-based app that collects, stores, and automatically provides drug information to reduce or prevent PIPs [45]. However, the mean number of potential drug-drug interactions per patient at discharge was reduced. Statistical significance was not reported.

**Other Measures**

Other miscellaneous measures were reported in the studies examined, which should be highlighted. One RCT concluded that having computer problems was directly linked with PIP or PIM information download, and these computer problems could have an impact on the success of CDS tools [30]. Only one study described data quality probes; it found that professionals included in the intervention group were aware of STOPP alerts, although not in a consistent manner. Furthermore, the layout and impact on the workflow of the CDS tool were potential barriers to successful adherence [31].

**Adherence to Computerized Decision Support Tools**

Several RCTs reported the frequency of adherence to CDS recommendations by a health professional, with values ranging from 33% to 55% [32,33,44]. No significant reduction in the length of stay or intrahospital mortality was found in the RCT described by O’Sullivan et al [44]; in the Cosstte et al study [40], the differences between the intervention and control groups were not statistically different. Similarly, a crossover study found no difference in the length of stay between periods when the CDS tool was either active or inactive [35]. Likewise, no difference was observed with respect to patients’ altered mental status or fall injuries. However, there was a significant decrease in the in-hospital rate.

The TRIM RCT concluded that the use of CDS tools significantly improved patients’ active participation and facilitated communication between the clinician and the patient [32]. Another RCT found no significant impact on the Beliefs about Medicine Questionnaire or the 12-item Well-Being Questionnaire when general practitioners had access to information from a pharmacist and a medical review with Web-based pharmaceutical treatment algorithms and leaflets in addition to the usual care and simple, patient-level PIP postal feedback [43].

**Cost-Effectiveness of Computerized Decision Support Tools**

The cost-effectiveness of CDS tools was addressed in one RCT. The authors reported that there was a 95% probability that adding a pharmacist-led information technology complex intervention, in addition to computer-generated simple feedback, could be cost-effective, resulting in a willingness to pay £75 per error avoided at 6 months [41].

**Risk of Bias in the Studies Examined**

The RCTs received a total score according to the Cochrane Collaboration Risk of Bias tool that ranged from 1 [30,31] to 5 [41,43]. The procedure to guarantee allocation concealment was unclear in eight of ten RCTs. Complete blinding of participants and personnel was not possible due to the nature of the intervention. Blinding for the outcome assessment was not conducted in five studies [31,34,40,41,44], and was unclear if it was successful in another two [30,42]. Both of these biases may have resulted in an overestimate of the CDS tools’ impact on PIP or PIM reduction (see Table 5).
Table 5. Risk of bias assessment (according to Cochrane Collaboration Risk of Bias tool) for the randomized controlled trials (n=10).

<table>
<thead>
<tr>
<th>Study</th>
<th>Risk of bias items</th>
<th>Random sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessment</th>
<th>Incomplete outcome data</th>
<th>Selective reporting</th>
<th>Other bias</th>
<th>Total score (max=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avery et al [41]</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>5</td>
</tr>
<tr>
<td>Cossette et al [40]</td>
<td>+</td>
<td>?</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Fried et al [32]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>?</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Raebel et al [34]</td>
<td>+</td>
<td>?</td>
<td>–</td>
<td>–</td>
<td>?</td>
<td>+</td>
<td>+</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

a?: unclear risk of bias.

b: high risk of bias.
c+: Low risk of bias.

Several studies did not report whether outcome data were available for all the participants included (n=4) [30,31,33,34]. Other biases were also found in five of the RCTs; namely, selection bias, performance bias, contamination, and underpowered sample sizes.

Regarding the pre-post intervention studies [36-39,45], they were considered high risk following the Cochrane Effective Practice and Organisation of Care [46]. For example, it is expected that pre-post intervention studies are more prone to the Hawthorne effect [47]. The Hawthorne effect happens when people (in this case, prescribers and patients) know they are being watched, which may lead to changes in behavior [47]. We consider that it is possible that being aware of one’s study participation could have resulted in prescribers taking more care when prescribing medications.

Limited generalizability was also pointed out by several authors as a major limitation due to the context—single-center design—and the use of CDS tools that were created specifically for the study, which may not be available in other institutions.

Discussion

Principal Results

Despite the fact that withdrawal of PIPs is considered to be evidence-based [48], it is not an easy task [49]. CDS tools may play a role in supporting deprescription. From the 16 studies examined in this review, 10 were RCTs. Although RCTs represent stronger evidence, they lacked important data pertaining to clinical outcomes and presented a significant risk of bias (the total score of the studies using the Cochrane Collaboration Risk of Bias tool ranged from 1 to 5 with a mean value of 3). The most frequent biases included no blinding of health professionals and an unclear risk of breaking allocation concealment. If prescribers are not blinded, this can easily affect the deprescribing process. Health professionals may have been more susceptible to accepting the CDS tool recommendations. Alternatively, patients may have been more likely to agree with the withdrawal process. If a break in allocation concealment occurred, it is expected that investigators may have potentially included older adults that they considered best suited for the intervention group. Both types of bias may have led to an overestimation of the benefit of CDS tools.

We have also included five pre-post intervention studies. The nonrandomized nature of these studies is the major limitation of this analysis. The impact of CDS tools may be confounded by other changes that may have occurred in the institutions during the study periods.

We observed that almost two-thirds of the included studies were performed in the United States, and one-third were performed in European countries. This reflects the importance that has been given to this topic only in developed countries where electronic health record systems are widely available.

Overall Applicability and Quality of the Evidence

Seven studies were conducted in teaching hospitals and clinics [33,36-38,40,44,45], which may indicate potential bias. Teaching units are more prone to accept interventions in patient care, such as changes in a prescription through the use of CDS tools. We can assume that these professionals may be more likely to change a patient’s prescription and, therefore, to address PIPs. This tendency may result in an overestimate of the impact of the intervention, and we can only speculate as to what would be the impact in a nonteaching unit.

There is a balance between the number of studies conducted in primary care versus secondary care institutions, and only one was conducted in both. The impact of CDS on PIP or PIM reduction was similar between settings despite differences in the health professional and population characteristics. This
suggests that the CDS tool might be successful in the context of a larger patient population.

The generalization of our results may be limited for several reasons. First, most studies used standard care as a comparator without providing additional details. In such a complex context, the management of older patients in institutions with several levels of care may mean that standard care could differ greatly between studies.

Second, the intervention varied greatly as a result of using different electronic systems, contents, and layouts. The intervention frequently included several features beyond the creation and application of a CDS tool itself.

Third, the main outcome definition was also diverse. Several studies used STOPP [31,32,40] and Beers Criteria [32,34,39,40,45] to define which medications were targeted. Both criteria are widely used worldwide, and although they do not provide a list of prohibited medications, they are an important tool for physicians due to their evidence-based rationale and constant updating. Nevertheless, the authors chose different groups of criteria for their outcome measures.

Fourth, the studies selected different participants and had widely variable sample sizes. Only two studies addressed potential drug-drug interactions [30,45] and one addressed adverse drug reactions [44]. Due to the increase of polypharmacy in older adults, the risk is higher for experiencing drug-drug interactions and adverse drug reactions. For the former, no significant impact was found, whereas for the latter, a CDS tool significantly decreased the number of adverse drug reactions.

This tool, which included a clinical decision support software and a structured pharmacist review of medication [44], seems to be promising for aiding medication reconciliation activities. Most of the reconciliation issues highlighted by this CDS tool were accepted by the health care professionals involved. In particular, the Erler et al study [42] should, in our opinion, have assessed these two topics because they studied a population with renal impairment, which is particularly susceptible to adverse drug reactions and drug interactions. Similarly, only two studies assessed the impact of CDS tools on length of stay [35,40], and two assessed intrahospital mortality [40,44]. No differences were found between those using a CDS tool and those not using a CDS tool. Cost-effectiveness was also assessed by one study, which reported a 95% probability of a CDS tool being cost-effective due to a willingness to pay £75 to prevent an adverse drug reaction in a 6-month period [41]. The study’s results may have been underestimated due to low adherence to CDS recommendations. Three RCTs that evaluated adherence reported values fluctuating from 33% to 55% [32,33,44]. Finally, we consider the possibility that the Avery et al trial [41] could have explored the issue of prescription NSAIDs to patients with a history of asthma as a secondary outcome because the authors had information on both conditions (prescriptions of NSAIDs and a history of asthma). This analysis could yield interesting information about the patterns of prescribing NSAIDs to these patients.

Strengths and Limitations

This review presents some limitations. We have chosen to include both RCTs (n=10) and pre-post studies (n=6). We acknowledge that the latter provide a lower level of evidence. Nevertheless, they have assessed some outcomes for which no additional evidence exists. In addition, we have focused our search on articles having PIP modification outcomes, thus some studies assessing changes in PIM may have been missed.

Our search terms were more limited to PIP; therefore, this paper may have missed some studies regarding PIM. Nevertheless, no new articles were found when searching in the references from the included studies and in the grey literature.

Major strengths of our study include the fact that we have followed the Cochrane Collaboration Handbook [50], which makes our study less susceptible to major biases and errors. Furthermore, no new references were found from searches in the grey literature, pertinent scientific meeting books of abstracts, and the included studies’ list of references, which suggests that our search strategy was exhaustive and all pertinent articles had been included.

However, the quality of the results of a systematic review is dependent on the available data. For all that was previously described, we believed that conducting a meta-analysis was not possible. Thus, only a narrative synthesis has been provided.

Comparison With Prior Work

To our knowledge, there are three previously published systematic reviews assessing the impact of CDS tools on PIP or PIM [51-57]. Due to an increase in the search period, the use of broader search criteria, and our overall methodology, we were able to include five additional RCTs [31,32,40,43,44]. These studies added evidence with new outcomes, such as well-being and patients’ beliefs [43], reduction of adverse drug reactions [44], and users’ perspectives [31].

The highlight of the findings in the more recent RCTs were as follows. In the study by Price et al [31], alerts with specific STOPP guideline content in electronic medical records positively changed PIPs (comparator: 0.1% versus intervention: 0.1%, P=.80), but not significantly. In the study by Clyne et al [43], the intervention consisted of Web-based pharmaceutical treatment algorithms that led to a lower percentage of PIPs (intervention: 52% versus comparator: 77%, P=.02). In the trial by Cossette et al [40], a computerized alert system-based pharmacist-physician intervention was able to significantly increase drug cessation or decrease dosage at discharge (comparator: 27.3% versus intervention: 48.1%; absolute difference 20.8%, 95% CI 4.6-37.0). In the TRIM trial [32], the proportion of medication reconciliation errors was significantly diminished (comparator: 14.3% versus intervention: 48.4%, P<.001). In the article by O’Sullivan et al [44], clinical decision support software reduced adverse drug reactions among older patients (control patients: 20.7% versus intervention patients: 13.9%, P=.02). In sum, articles published since 2012 substantiated the value of CDS to improve PIP- or PIM-related outcomes.
Conclusions
The use of CDS tools had a positive impact on PIP independently of the outcome definition in the majority of the studies included in our analysis. However, statistical significance was not always achieved. Several possible sources of bias and experimental limitations were found in the included studies, and evidence is lacking regarding the impact of CDS tools in potential drug-drug interactions, adverse drug reactions, length of stay, mortality, and cost-effectiveness.

This research suggests that RCTs assessing the impact of CDS tools could be conducted in both primary and secondary health care settings using medication targets defined by Beers or STOPP criteria.

To replicate the intervention in different RCTs, a standard CDS tool could be developed. These CDS tools could promote communication between physicians and pharmaceutical services. These RCTs could also assess adverse drug reactions, quality of life measurements, and patient and professional satisfaction, with a reasonable follow-up to clarify the clinical usefulness of these tools.
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Abstract

Background: There is a considerable shortfall in specialized health care professionals worldwide to deliver health services, and this shortfall is especially pronounced in low-middle-income countries. This has led to the implementation of task-shifted interventions, in which specific tasks are moved away from highly qualified health workers to health workers with less training. The World Health Organization (WHO) has published recommendations for such interventions, but guidelines for software and systems supporting such interventions are not included.

Objective: The objective of this study was to formulate a number of software requirements for computer systems supporting task-shifted interventions. As the treatment of mental health problems is generally considered to be a task for highly trained health care professionals, it poses interesting case studies for task-shifted interventions. Therefore, we illustrated the use of the identified software requirements in a mobile system created for a task-shifted depression intervention to be provided to older adults in deprived areas of São Paulo, Brazil.

Methods: Using a set of recommendations based on the WHO’s guidance documentation for task-shifted interventions, we identified 9 software requirements that aim to support health workers in management and supervision, training, good relationship with other health workers, and community embeddedness of the intervention. These 9 software requirements were used to implement a system for the provision of a psychosocial depression intervention with mobile Android interfaces to structure interventions and collect data, and Web interfaces for supervision and support of the health care workers delivering the intervention. The system was tested in a 2-arm pilot study with 33 patients and 11 health workers. In all, 8 of these 11 health workers participated in a usability study subsequent to the pilot.

Results: The qualitative and quantitative feedback obtained with the System Usability Scale suggest that the system was deemed to have a usability of between OK and Good. Nevertheless, some participants’ responses indicated that they felt they needed technical assistance to use the system. This was reinforced by answers obtained with perceived usefulness and ease of use questionnaires, which indicated some users felt that they had issues around correct use of the system and perceived ability to become skillful at using the system.

Conclusions: Overall, these high-level requirements adequately captured the functionality required to enable the health workers to provide the intervention successfully. Nevertheless, the analysis of results indicated that some improvements were required...
for the system to be useable in a task-shifted intervention. The most important of these were better access to a training environment, access for supervisors to metadata such as duration of sessions or exercises to identify issues, and a more robust and human-error–proof approach to the availability of patient data on the mobile devices used during the intervention.
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**Introduction**

**Background**

Health care systems worldwide, but especially those in low-middle-income countries (LMICs), struggle with the high demand for the specialized resources traditionally used in the delivery of health care interventions. To address the lack of specialized resources, the most common strategy followed has been that of task-shifting. This strategy involves moving specific tasks, where appropriate, from highly qualified health workers to health workers with less training and fewer qualifications, so as to make more efficient use of the available human resources [1]. Task-shifting has a long history in many guises with structured implementations in, for example, China and Thailand from the 1950s and 1970s onward, respectively [2,3].

In Africa, task-shifting has been used for various diseases and notably in response to the HIV/AIDS pandemic [4]. Task-shifting is not limited to LMICs. For example, Maier and Aiken found that of 39 countries covering Europe, the United States, Canada, Australia, and New Zealand, 27 countries made use of task-shifting from physicians to nurses [5]. In such settings, task-shifting may improve access to services or reduce their cost. In LMICs on the other hand, the use of task-shifting may have a more pronounced effect as it may allow the delivery of health services where this was not possible before because of the lack of human resources. Rather than shifting tasks to nurses, in LMICs, most of the task-shifted programs have been delivered by community health workers (CHWs) who are generally people of all ages, often community members, with no professional education but who receive a few months of training.

A review of task-shifting studies in LMICs found that task-shifting was a promising approach to efficiency improvements and the increased provision of services at a given quality and cost [6]. Notwithstanding the merits of this strategy, there have been problems with its implementation [6,7]. Between 1980 and 1990, many established task-shifted programs were discontinued because of poor implementation, resourcing issues, or the absence of lasting health outcome improvements [8]. In recognition of these and other challenges, the World Health Organization (WHO) collated a set of recommendations for successful implementation of task-shifting interventions [1]. Campbell and Scott [8] divided these recommendations into 5 categories and added a sixth as follows:

1. Strong management and supportive supervision
2. Appropriate selection of CHWs
3. Suitable training
4. Adequate retention and incentive structures for CHWs
5. Good relationship with other health care workers
6. Community embeddedness of personnel and intervention

Information and communications technology (ICT), though acknowledged as a useful tool in some task-shifting interventions [9], is overlooked in these recommendations as an opportunity to overcome some of the fundamental issues in supporting task-shifting. ICT can play an important role in the training, support, and supervision of CHWs delivering task-shifted interventions. The need for such functionality is illustrated by several studies of task-shifted interventions in mental health, which reported challenges around training and supervision of the intervention providers [10,11], treatment quality [12], and fidelity [13].

**Objectives**

This study sought to address this gap by formulating a set of software requirements to extend the requirements listed by Campbell and Scott [8] and illustrating the use of these requirements in a software platform for the support of a task-shifted depression intervention. Depression is common among older adults [14–17], impacts negatively on quality of life [18,19], has negative social and health consequences [20–22], and increases health care utilization and costs [23,24]. There are effective treatments for depression in later life [25–27], but these are complex interventions, which often require specialized resources. One of the most salient barriers to deliver these programs is the lack of specialized staff [28–32]. Hence, a task-shifted depression intervention is a challenging, potentially impactful demonstrator for the task-shifting software requirements we identified in this study. The intervention aimed to allow CHWs, who normally provide basic services to elderly citizens within Brazil’s family unit-based health system [33], to deliver a complex psychosocial intervention to older adults residing in poor neighborhoods of São Paulo, Brazil. As far as we are aware, specific software requirements for ICT systems that play supporting roles in task-shifting interventions are not currently available. Although the app described focusses on mental health interventions, the applicability of the chosen approach is not limited to the domain of mental health.

**Methods**

**Definition of Task-Shifting Software System Requirements**

Four of the recommendation categories proposed by Campbell and Scott are relevant to the functionality that can be provided by ICT systems: management and supervision, training, good relationship with other health care workers, and community embeddedness. During the initial stages of the project, a needs analysis and use case scenarios were employed to define software requirements for these 4 categories. In this phase, a
psychiatrist and 3 psychologists were involved in the drafting of a number of use cases to describe a typical use of the system and the functionality required to support the CHWs in delivering the intervention. Subsequently, a nonfunctional prototype based on mock-ups was tested and discussed further, resulting in updated use cases and the first version of the requirement specification. The first version of the requirement specification formed the basis of a functional prototypes system that was presented to CHWs. Their feedback was incorporated in the final pilot system.

Software Requirements for Strong Management and Supportive Supervision

The mobile nature of modern ICT systems allows users to manage their tasks effectively and obtain appropriate supervision input as and when required. Such interactions can be user initiated, prompted by the system, or may result from supervisor intervention. The developed system contributes to such management and supervision by implementing the requirements described further.

Requirement 1: Guidance

The ICT system should provide the CHW with a means of structuring the intervention, automatically presenting the key aspects of the intervention at the appropriate time.

Requirement 2: Decision Support

The system should either aid in decision making, or automatically make certain decisions for the care provider.

Requirement 3: Supervision

The system should enable supervisors of the CHWs to remotely monitor the intervention, assess progress and potential issues, and initiate corrective action when required.

Requirement 4: Accountability

The system should provide all users with the trust and confidence that (1) they receive automated prompts in regard to their duties; (2) the recording of the execution of such duties is performed automatically insofar as practically and ethically possible; (3) any deviation from these duties is flagged accordingly and reported to line managers; and (4) any storage and communication of patient data are performed in a secure manner.

Requirement 5: Record Keeping

The system should automatically maintain records of information resulting from the intervention. These records should then be available for later sessions to support Guidance and Decision Support and for Supervision and Accountability purposes.

Software Requirements for Suitable Training

Characteristics of learning identified as important for task-shifting [34], such as being learner-centered, experiential, problem-orientated, and context-appropriate can be appropriately provided by ICT, especially as a refresher after initial, more formal training.

Requirement 6: Training Environment

The system should allow CHWs to quickly review the content of a specific session and practice delivery of the intervention and all its exercises.

Software Requirements for Good Relationship With Other Health Care Workers

The relationship between CHWs within a team and between CHWs and their supervisors is crucial to a successful task-shifted intervention [35]. ICT can contribute to a good relationship by providing effective and transparent communication between CHWs among themselves, and between CHWs and their supervisors or general practitioners.

Requirement 7: Automated Communication

The system should automatically communicate important information and events to relevant stakeholders. It should be clear to all stakeholders what information is relayed to whom. Where required, stakeholders should be able to respond.

Requirement 8: User-Initiated Communication

The system should allow immediate communication with relevant stakeholders involved in the care of that particular patient.

Software Requirements for Community Embeddedness of Personnel and Intervention

Campbell and Scott [8] defined community embeddedness as “...when community members ‘own’ the project by having substantial control over the selection, monitoring, activities and priority-setting of CHWs:” Whereas this definition goes far beyond the physical location of the intervention, an important aspect of community embeddedness is that interventions can be provided where this is deemed most suitable by the community, and often this may be the patient’s own home. Especially for the older adults targeted in this work, mobility may be a limiting factor in the delivery of care through health centers.

Requirement 9: Delivery in the Community

It should be possible to deliver the full intervention in the community, certainly in a location acceptable to the patient and if necessary in their own home. Hence, all intervention resources and patient data should be accessible on a mobile device without direct connection to the internet, for instance through an app.

Development of the Pilot System

The system requirements gathered in the early stages of this development process indicated the necessity for an architecture with interfaces for CHWs on mobile devices, a central storage of gathered data, and Web interfaces for supervisory actors. The resulting system, which was named PROACTIVE, contains a mobile Android app developed for tablets with a minimum screen size of 8” and various interfaces accessible through a Web-based portal for remote supervision and management purposes.

The Psychosocial Intervention

One of the main goals of the intervention is to strengthen the autonomy of the patients and highlight the role they can play
in their own therapy. The intervention combines psychosocial techniques tailored to individual participants with embedded support mechanisms for nonspecialist health workers delivering the intervention. Behavioral activation was used as the main psychosocial approach in view of its demonstrated feasibility and efficacy for the treatment of depression [36]. It is a simple technique to apply, requires only a short period of professional training [37], and is suitable for delivery by nonspecialists [38,39]. The intervention further incorporates elements of psychoeducation (education about depression and simple coping strategies) and relapse prevention.

**Mobile Android Interfaces**

The CHW performs all interactions and sessions with the patient using the Android app. Upon logging in with a username password combination, the Android app’s starting screen gives the user an overview of the patients in their care (see Figure 1).

When selecting a user and choosing **Start Session**, the correct session content will be compiled for the chosen user and an intervention session started. The various screens in each session can be navigated using swipe actions to move to neighboring screens similar to browsing through a book page by page. In addition, chapters in the session can be selected using a horizontal menu bar at the top of the screen, and pages within these chapters can be selected using a vertical menu at the left-hand side of the screen. Wherever the interface presents or requests dynamic patient or user-specific data, a custom-built application programming interface (API) is used to provide a quick and easy means of defining user interfaces with automated storage and retrieval of information. The information thus obtained is stored in database tables.

The first screen of every intervention session (apart from the first session) displays the homework assignments agreed upon in the previous session (Figure 2) and allows the patient and CHW to start the new session discussing and recording progress and exploring potential barriers and solutions for homework assignments.

After reviewing their homework, the patients will respond to a number of questionnaires. On every visit, depression is assessed with the 9-item Patient Health Questionnaire (PHQ-9) [40], and mood is rated on a Likert rating scale (Figure 3). To assist CHWs in this task, a video presented during the first session explains to patients why and how the PHQ-9 is conducted, and the CHWs and patients have access to these videos throughout all future sessions. On the basis of the answers provided in the PHQ-9, the system will, if any of the answers indicate the presence of a depressive symptom, automatically add an extra question to assess how PHQ-9 symptoms have affected the patient’s life. Any positive response to the ninth question of the PHQ-9 on suicidal ideation automatically determines the immediate assessment of suicidal risk. For this, questions frequently used to assess immediate suicide risk (if there was any suicide attempt during the last 14 days and when was this attempt, and if the person has plans and means for another attempt) are shown on the screen. If the answer to any of these questions is positive, the CHW will immediately see instructions in the app on how to proceed in this situation, that is, to stay with the patient until a friend or family member has arrived. Other information, such as medication use (Figure 4), can be updated if required using a questionnaire.

---

**Figure 1.** Patient overview screen.
Figure 2. Homework review screen.

Figure 3. Mood rating screen.
Having gathered and updated the patient’s mental and physical health status, the intervention continues with multimedia resources that explain aspects of the patient’s symptoms, behaviors, and ways to improve these symptoms. In a series of videos specifically designed for this intervention, an actor explains the symptoms of depression, the vicious circle leading to a worsening of the depression and ways to counteract this vicious circle, the importance of doing pleasant activities to improve mood, how avoidant behaviors are linked to depression, how to plan pleasant (healthy) activities, and how to prevent relapse. As CHWs have limited training in the symptoms of depression and the principles underlying the intervention, these videos support the CHWs in providing patients with the required information on their depressive symptoms and the purpose of the intervention. One of the main goals of the intervention is to strengthen the autonomy of the patients and highlight the role they have in their own improvement. For this reason, in all sessions the patients do activities on the app, supported by the CHW, and plan activities to do between sessions. This strategy helps patients to develop the autonomy to identify and deal with symptoms of depression at present and in the future.

Sessions conclude with the scheduling of a new appointment. This scheduler recommends the date for the next appointment based on the patient’s current progress in the therapy and structures the process of making an appointment for a new visit to complete the current session or to move on to the next session in the therapy. As internet connectivity is not always available at the patients’ homes, the app contains all information for the patients under the care of the CHW who uses the device.

As mentioned previously, an important goal of the system is to empower CHWs with limited training in mental health service provision to provide a psychosocial intervention. To this end, the system provides automated support to the CHWs. This support consists of session content recommendations, as well as support in scheduling intervention visits and further recommendations personalized to that patient, such as warnings regarding adherence to the intervention, suicidal ideation, and progress in the intervention. The CHW has access to these recommendations and warnings in a dedicated screen in the app. Where necessary, the system forwards recommendations and warnings to supervisors by email.

To further support the supervision of CHWs, he or she can, in consultation with the patient, choose to make audio recordings of (parts of) the session for use in future intervention or supervision sessions. These audio recordings are stored on the device and are only accessible to the CHW.

**Web Interfaces for Monitoring and Supervision**

The Web interfaces allow individuals with supervisory roles access to the system. The information shown to these individuals varies slightly based on the objective to show only the most pertinent information. Those that are responsible for the running of the intervention at a high level (Trial Managers or their equivalent in the health system) see aggregate data on a per-patient basis, whereas clinical supervisors see more detailed information for each patient related to the clinical care in which one of their CHWs is involved.

**Experimental Validation and User Experience Testing**

The PROACTIVE system was tested in a pragmatic 2-arm pilot study in 2 family health units in the Northern area of São Paulo city, Brazil [41]. A previous survey of older inhabitants of São Paulo’s poor neighborhoods found that only 12.3% of those
identified as having depression were receiving treatment [42]. The insufficient availability of mental health services to such populations has previously raised the alarm [43], and PROACTIVE is a first attempt to provide a simple, feasible, and affordable depression intervention to older inhabitants of São Paulo’s poor neighborhoods. Eligible participants were aged 60 years and older. Exclusion criteria were not having depression as assessed by the PHQ-9 (PHQ-9<10); complete deafness; terminal illness; high risk of suicide; or incapability to communicate (for example, cognitive impairment and mental illness either relayed by a family member or detected by the researcher).

Before the start of the intervention, 8 CHWs and 3 nurse assistants (NAs) were trained and provided with an overview of the intervention, session contents, how to use the technological support platform, psychosocial techniques to deliver the intervention, and ways to engage with patients.

The training program consisted of 3 full days of intensive training delivered by 2 psychologists. During the intervention, the system was used for a total of 17 weeks by the 8 CHWs and 3 NAs who cared for a total of 33 patients with 15 individuals in a low-intensity (8 sessions) and 18 in a high-intensity group (11 sessions). Overall, 19 patients completed all sessions within the timeframe available. Completion rate in the low-intensity group was 13 out of 15 with completion in the high-intensity group 4 out of 18. The main reason for the low completion rate in the high-intensity group was the slightly curtailed time available for the follow-up in the pilot study. The mean PHQ-9 at follow-up (approximately 24 weeks after assignment to a CHW) was 12.3 (SD 3.7) and 3.8 (SD 3.9) in the control and intervention arms, respectively, and the follow-up rate was 92% (23/25) and 94% (31/33) in the control and intervention arms, respectively.

Upon completion of the pilot, the 8 CHWs and 2 of the 3 NAs involved in the intervention participated in a qualitative assessment of the system in which the System Usability Scale (SUS) [44] and the Technology Acceptance Model (TAM) [45] were used to elicit the CHW’s perception of usability of the system. The NAs were excluded from this analysis, as their higher levels of training would result in optimistically skewed conclusions. The average age of the CHWs was 37.3 years (SD 6.7 years). Out of the 8 CHWs, 7 indicated they had smartphones and of those with smartphones, all used WhatsApp. 5 used Facebook, and 3 used their smartphones to play games. Half of the respondents had used tablets before their use of tablets in Facebook, and 3 used their smartphones to play games. Half of the respondents perceived their use of technology on average as 1.9 on the scale provided in Multimedia Appendix 1, indicating that, on average, the respondents perceived their use of technology between A lot of difficulty and Cannot handle technology.

The questions and Portuguese translations of the TAM questionnaire can be found in Multimedia Appendix 1. The responses to the TAM questionnaire are provided on a 7-point Likert scale ranging from extremely unlikely (coded as 1) to extremely likely (coded as 7) (see Multimedia Appendix 1).

For the analysis of results, we calculated the SUS score in the usual way, which involves summing the scores on all positive elements of the questionnaire (ie, all odd-numbered statements), summing the scores on all negative elements (even-numbered statements), and subtracting the latter sum from the first. By adding 20 to the result and subsequently multiplying the total by 2.5, the overall score will be on a scale of 0 to 100. Rather than interpreting the score as a percentage score, it should be seen as a percentile rank with an SUS score of 68 as the mean score [46].

Results from the TAM questionnaire were analyzed as the perceived usefulness (PU), calculated as the mean score of questions 1 to 6 of the TAM questionnaire, and ease of use (EoU), calculated as the mean score of the questions 7 to 12 of the TAM questionnaire.

Results
The mean overall SUS score was 65.6, which in previous studies has been associated with an overall rating of between OK and Good [47]. Mean ratings of the responses to the individual items are shown in Table 1. These show that, whereas agreement with the positive aspects of the SUS (the odd-numbered questions) is always higher than neutral (a score of 2), agreement with the negative aspects of the SUS questionnaire (the even-numbered items) is higher than neutral for questions 4 and 6. From the questionnaire wording, this indicated that users experienced aspects of the system as inconsistent and expected to need assistance for further use of the system.

The mean scores for PU and EoU were 5.4 (SD 1.7) and 5.6 (SD 1.3), respectively, which indicates mildly positive views between somewhat likely and likely on PU and EoU. Per-question average responses on the PU and EoU are shown in Table 2 and provide a better insight in aspects of the system that require improvements. The 2 aspects of PU that were scored lowest (PU4 and PU5) indicated that the respondents perceived the ability of PROACTIVE to help them be more effective at doing their job and making the job easier somewhat likely. Of note for PU is that the participants performed tasks with the app they had never performed before, and their frame of reference did not allow comparison with a past experience without the use of the app. In that respect, the EoU responses are of greater interest as they give an insight in usability experiences.

https://www.jmir.org/2019/11/e11346

J Med Internet Res 2019 | vol. 21 | iss. 11 | e11346 | p.496
(page number not for citation purposes)
### Table 1. Mean scores on individual items of the System Usability Scale.

<table>
<thead>
<tr>
<th>System Usability Scale question</th>
<th>Mean score on question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.1</td>
</tr>
<tr>
<td>2</td>
<td>1.4</td>
</tr>
<tr>
<td>3</td>
<td>2.6</td>
</tr>
<tr>
<td>4</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>3.5</td>
</tr>
<tr>
<td>6</td>
<td>2.1</td>
</tr>
<tr>
<td>7</td>
<td>2.6</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3.1</td>
</tr>
<tr>
<td>10</td>
<td>1.8</td>
</tr>
</tbody>
</table>

### Table 2. Average scores on the Technology Acceptance Model.

<table>
<thead>
<tr>
<th>Technology Acceptance Model question</th>
<th>Mean score on question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>5.6</td>
</tr>
<tr>
<td>3</td>
<td>5.4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5.1</td>
</tr>
<tr>
<td>6</td>
<td>5.9</td>
</tr>
<tr>
<td>7</td>
<td>5.4</td>
</tr>
<tr>
<td>8</td>
<td>5.1</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>5.9</td>
</tr>
<tr>
<td>11</td>
<td>5.1</td>
</tr>
<tr>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>

In all, 3 items on this scale received mean scores below the overall mean EoU score of 5.6. These items relate to learning to operate (EoU1), using correctly (EoU2), and becoming skillful (EoU5) at use of the app.

To put this in perspective, Figures 5-7 show plots of the relationships between the user-reported difficulty in using technology versus SUS, PU, and EoU, respectively. These figures suggest that lower scores for SUS, PU, and EoU can partly be explained by the participants’ level of difficulty with use of technology. This in turn suggests that the PU and EoU improvements may be realized through a combination of modifications to the app and the ability to gain more experience in its use. It is acknowledged that these results were obtained in a pilot study from a group of only 8 participants, thus limiting their statistical value.
Figure 5. System Usability Scale (SUS) versus technology experience.

Figure 6. Perceived usefulness (PU) versus technology experience.
**Discussion**

**Principal Findings**

Feedback obtained during the pilot and the qualitative software validation performed with end users provided important insights in the extent to which the high-level requirements identified for the system were implemented successfully.

**Requirement 1: Guidance**

In the usability assessment, some of the users indicated that they found the system inconsistent and expected to require technical assistance during normal use of the system. Whereas these results may partly stem from bugs encountered and resolved during the pilot, they do indicate that further guidance is required. Solutions may be to hide part of the interface, such as the list of pages in a chapter displayed on the left-hand side of the screen by default and more extensive logging of use of the app, such that issues can be identified automatically. For example, longer than expected or usual activity on a particular screen of the app may indicate that users encountered issues with the content presented on the screen and such findings can be discussed in supervision meetings.

**Requirement 2: Decision Support**

Decision support was visible to end users in the form of recommendations on the course of action after 3 initial sessions resulting in the patient being allocated to a high-intensity (8 more sessions) or low-intensity (5 more sessions) intervention, questionnaires on suicidality, and advice to discuss patients that did not show progress (based on trends in PHQ-9 responses) with supervisors. The algorithm for allocation to the low-intensity or high-intensity treatment was not disclosed to the health workers, so they could not influence the allocation of patients to the second phase of treatment.

**Requirement 3: Supervision**

In a full-scale trial or clinical roll-out of this intervention, CHWs will be supervised by the clinical supervisors who normally have supervisory responsibilities for these CHWs. During the pilot, supervision was performed by research psychologists who conducted the pilot study. Data captured by the system were used to discuss the progress of patients and to make suggestions for future sessions.

The functionality to make audio recordings of sessions was added to the app during the pilot upon request. For simplicity and ethical considerations, it was decided not to send the resulting audio files to the server. Hence, reviews can only be done face-to-face with the CHW, who is the only person with access to the files created on the device. It would be worth considering whether the benefits that could be derived from making the audio files available on the server would weigh up against potential issues around privacy. It may also be possible to implement a consent mechanism for audio uploads to the server on a per-user or per-instance basis. A further consideration is that the storage of audio data would require more server storage capacity, but this should not be a limiting factor with modern servers.

**Requirement 4: Accountability**

Accountability functionality was enabled by the patient data gathered during intervention sessions, but also by logs relating to session timing and appointments. The app logged when a session was started and finished and kept track of appointments made with the patient. It also allowed the CHW to make note...
of missed appointments and the reasons. These data proved invaluable during the pilot in several ways. For example, the patient responses gathered during sessions allowed automated content selection during interventions and the generation of patient-specific prompts to CHWs, thus providing robust support to the latter in following protocols and procedures. The data on scheduled, completed, and missed sessions provided valuable information on patient progress and potential barriers to their involvement in the intervention. For (trial) supervisors, the logged data were presented in such a way that these individuals obtained a high-level overview of the intervention delivered by CHWs and progress of their patients, thus allowing timely corrective action when required.

During the pilot, the geolocation of a session was not recorded and CHWs were also not prevented from accessing a session for a patient when there was no future appointment for that patient. Although this may be seen as overly rigid, there may be merit in locking the app for a user until shortly before the next scheduled appointment. This would prevent inadvertent data logging for a user (for example, because of briefly accessing the next session in the app when merely intending to review the session the next patient will receive) and would also encourage CHWs to maintain complete diaries of patient visits.

Treatment recommendations and warnings regarding a lack of progression or suicidality were displayed both in the app and in the supervisors’ Web interface. For full accountability, a protocol should be implemented that requires CHWs and their supervisors to indicate that the recommendations and warnings have been reviewed and followed up.

Requirement 5: Record Keeping

The patient data logged in the sessions were used to personalize subsequent sessions, thus facilitating CHWs to provide a contextualized intervention. This, in turn, enabled sessions to be conducted efficiently (for example, the medical questionnaire can be reviewed and updated very quickly) and allowed an objective review of progress (through reviewing homework agreed on in a previous session and by allowing read-only access to tabular and graphical representations of PHQ-9 response, mood ratings, and homework completion on a session basis). In addition, aggregate information derived from the data gathered during sessions provided supervisors a good insight in patient progress and allowed for timely intervention where required.

Although, where possible, data input was structured and made quicker using drop-down lists and other multiple-choice widgets, some elements of the intervention required considerable free-text input. We provided keyboards for this purpose and though this may suit some users, others may find such input difficult on a tablet device.

Requirement 6: Training Environment

Although generally positive, the responses to items 3 and 7 on the SUS scale regarding EoU and learning rate, respectively, indicate that users were not always confident in using the system. Requests for an interface with dummy patients for each of the sessions (which was implemented during the pilot) support our belief that these shortcomings can be remedied with improved in-app training facilities.

Requirement 7: Automated Communication

During the pilot, automated communication was limited to patient-specific warnings being shown in the Web interfaces for supervisors and researchers. Such automated communications should be extended to automated emails to supervisors and, where necessary, to routine care health providers involved in the care of patients that make use of the system to fully comply with accountability requirements.

Requirement 8: User-Initiated Communication

Due to time constraints, user-initiated communications were not implemented during the pilot study, but CHWs were able to contact supervisors using the device’s normal phone app and Google Hangouts. A WhatsApp group was used frequently for communication among CHWs and researchers involved in the trial. The limited implementation of this user-initiated communication in the pilot study version of the system does not seem to have had a negative effect on the good relationship between health care workers in a team, but this is likely because of the fact that these health care teams were already well established.

Requirement 9: Delivery in the Community

Mobile delivery of the intervention in patients’ homes was facilitated using the mobile intervention interface on Android tablets that contained data for all the patients under the care of a given CHW using the device. Most tablets were shared by, normally, 2 CHWs, and the protocols required users to synchronize their devices before leaving the community health center. In a few instances, this sharing resulted in CHWs using a different tablet that did not contain the data for their patients. A login in the app with subsequent synchronization would have resulted in all data being downloaded, but this was not always performed, on occasion resulting in CHWs not being able to perform the session as planned. Although the tablets were equipped with subscriber identification module cards, a connection to the system’s servers may not always be available at a patient’s home. For this reason, it is desirable to implement a procedure within the app that unobtrusively ensures the data for the CHW using the tablet are indeed available on the device.

Task-shifting has been the preferred strategy to address the lack of specialized resources in LMICs. However, this problem is of such magnitude that even transferring responsibilities to low-cadre health workers is not enough to overcome the problem. More innovative solutions are needed. One such solution is for technology to provide assistance to these lower-cadre health workers. This is already happening in many parts of the world, and the uptake is increasing rapidly [48]. Our pilot suggests that technology indeed may have a positive effect on the ability of low-cadre health workers to effectively deliver a psychosocial mental health intervention. Although our results lack statistical power, they suggest the intervention improved symptoms of depression and that the support provided to the CHWs by the system allowed them to deliver the intervention with very little training and support. Moreover, the pilot addresses the needs of a significantly underserved population.
population, which does not have access to routine mental health services delivered by highly skilled practitioners. The combination of task-shifting and technology is a key enabler for provision of mental health services to this underserved population.

Limitations
The timelines and resources available for the development of the system were considerably challenging and for this reason, choices had to be made in regard to the implementation of the requirements identified in the Methods section. Shortcomings in this regard were identified in the previous section and form the starting point for further development.

A further limitation related to the usability testing of our system concerns the limited number of users who provided their feedback (8 of the 11 users during the pilot). These numbers do not allow for a robust quantitative analysis of results obtained from the SUS and TAM questionnaires. Nevertheless, the qualitative analysis of their responses has provided invaluable feedback for further development of the system.

As a last limitation, as the supervisor role in the pilot was covered by psychologists involved in the development of the project, we have not yet robustly assessed their experiences with and opinion of the system. This will be rectified during the main trial.

Conclusions
In this paper, we proposed a set of high-level software requirements for ICT systems supporting task-shifted interventions based on the recommendation framework proposed by Campbell and Scott [8]. These software requirements were used to develop an ICT system for the support of a depression intervention provided by CHWs without specialized mental health training. The system consists of an app used by CHWs to provide a structured intervention to older adults in São Paulo’s (Brazil) poorer neighborhoods and Web interfaces that allow the various stakeholders to monitor and supervise the intervention remotely. The intervention app was built using a purpose-built API that allows direct interaction between the graphical user interface and an underlying data source. The advantage of this approach is that new functionality can be rapidly added by defining the user interface alone. As a result, future development can be performed by users with limited experience in app development.

The SUS and TAM were used to elicit information on usability, PU, and EoU. Results from these assessments and insights gained during the pilot were used to assess the high-level software requirements we proposed. Our overall conclusion is that these high-level requirements adequately captured the functionality required to enable the CHWs to provide the intervention successfully. Nevertheless, the analysis of results indicated that some improvements are required for the system to be useable in a task-shifted intervention. The most important of these are more extensive access to a training environment, access for supervisors to metadata such as duration of sessions or exercises to identify issues, and a more robust and human-error–proof approach to availability of patient data on the mobile devices used during the intervention. Given the rapidly increasing number of task-shifted interventions in health care, which are delivered mostly by CHWs in LMICs, and other nonspecialized health workers in high-income countries, ICT solutions are a promising avenue to provide the support and accountability required in the performance of their demanding tasks.
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Abstract

Background: Rural and remote residents are more likely to smoke than those who live in major cities; however, recruitment of research participants from rural and remote areas can be challenging. The cost per participant recruited from rural and remote areas via online (eg, social media) and traditional strategies (eg, print) has implications for researchers on how to allocate resources to maximize the number of participants recruited. Participant characteristics such as demographics, financial stress, mental health, and smoking-related factors may be associated with recruitment method (ie, online vs traditional), and so it is important to understand whether certain subgroups are more likely to be recruited via a particular strategy.

Objective: This study aimed to determine the cost per participant recruited and examine whether characteristics such as demographics, financial stress, mental health, and smoking-related factors may be associated with the recruitment method (ie, online vs traditional).

Methods: Participants were recruited into a randomized trial that provided smoking cessation support. Eligible participants were aged 18 years or older; used tobacco daily; had access to video communication software, internet, and telephone; had an email address; and lived in a rural or remote area of New South Wales, Australia. This study describes the natural (observed) experience of recruiting participants via online and traditional methods into a smoking cessation trial.

Results: Over 17 months, 655 participants were recruited into the smoking cessation trial. A total of 88.7% (581/655) of the participants were recruited via online methods. Moreover, 1.8% (12/655) of the participants were recruited from remote locations and none from very remote areas. The cost per participant recruited by the various online strategies ranged from Aus $7.29 (US $4.96, £4.09, and €4.43) for Gumtree, a local online classified website, to Aus $128.67 (US $87.63, £72.20, and €78.28) for email. The cost per participant recruited using traditional strategies ranged from Aus $0 (US $0, £0, and €0) for word of mouth to Aus $3990.84 (US $2757.67, £2227.85, and €2477.11) for telephone. Women had greater odds of being recruited via online methods than men (odds ratio 2.50, 95% CI 1.42–4.40). No other characteristics were associated with the recruitment method.

Conclusions: The cost per participant recruited via online and traditional strategies varied, with the range being smaller for online than traditional recruitment strategies. Women have greater odds of being recruited via online strategies into rural smoking cessation trials.

Trial Registration: Australian New Zealand Clinical Trials Registry ACTRN12617000514303; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=372584&isReview=true

(J Med Internet Res 2019;21(11):e14911) doi:10.2196/14911
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Introduction

Tobacco Use in Rural Population

In high-income countries such as Australia [1] and the United States [2], people who live in rural and remote areas have been identified as a priority population for smoking cessation interventions. Research has found that factors such as lower income [3], lower education levels [4], and fewer substance abuse treatment facilities [4,5] contribute to higher rates of tobacco use in rural areas, and rural residents are more likely to smoke tobacco than their counterparts who live in major cities [4]. Rural and remote locations comprise all areas outside major cities [1,4]. In the United States, the smoking prevalence is 24.9% in rural areas [6] compared with 20.8% of US adults in the general population [7]. In Australia, those in remote and very remote areas are 1.7 times more likely to smoke than those in major cities [8]. In Australia, the smoking rate is 12.8% [9] in the general population compared with 22% [10] among those living in regional and remote areas. There is, therefore, a need for tobacco control research to focus on such high-risk populations; however, recruitment of research participants who live in rural or remote locations for smoking cessation interventions can be challenging [11]. Several factors such as large geographical areas, limited resources, and transport barriers contribute to the difficulty of recruiting participants from these locations [12].

Recruitment Methods

Timely recruitment of participants is a very important aspect of large research studies [13] because delays in recruitment may increase financial costs [14], reduce the sample size obtained, and limit the study’s robustness through inadequate statistical power [15,16], resulting in the reduced possibility of detecting a statistically significant result when there is a true difference between treatments [17]. Researchers conducting trials, therefore, often explore several avenues to recruit participants ranging from online to traditional methods. Traditional recruitment approaches that have been used include print (eg, direct mail, newspapers, posters, and flyers), broadcast advertising (eg, radio and television advertisements) [18], and word of mouth. Online methods such as social media (eg, Facebook and Twitter) [19,20], online advertisements (eg, Google advertisements), email, and other website promotions have also been used to recruit participants into research [21-23]. The potential reach of online recruitment strategies makes them appealing for recruiting participants into smoking cessation programs [23-25] and smoking cessation trials [26-29]. For example, in 2018, there were 3.9 billion internet users [30], and in 2016 to 2017, 86% of all households in Australia had access to the internet [31]. Specifically, 82.7% of those living in inner regional locations of Australia have internet access at home, as do 80.7% in outer regional locations and 77.1% in remote areas [31]. There is also evidence that online recruitment strategies are able to recruit participants with different demographic characteristics to those recruited via traditional recruitment methods [26-28,32,33]. Google advertisements, links on websites [27], and Facebook advertising are significantly more likely to recruit smokers aged between 18 and 25 years [32] or find a 7-year age difference between traditional and online recruitment [26]. In contrast, participants recruited by traditional methods such as newspapers, flyers, radio, and word of mouth in another smoking cessation trial were older and more confident in their quit attempts compared with those recruited via online methods [28]. Furthermore, people with depression have been found to be more likely to use the internet for health purposes [34,35], and social media users are more likely to have mental health conditions [36]. Financial stress, defined as “the difficulty that an individual or household may have in meeting basic financial commitments due to a shortage of money” [37], may also affect whether people have access to the internet and online advertisements; however, no research has examined whether financial stress is associated with recruitment strategy (ie, online vs traditional).

Cost of Recruitment

Traditional and online recruitment strategies have been found to be cost effective [26,28,29,38]. For example, in 2016, an Australian study reported that the cost of an enrolled participant into a smoking cessation trial was Aus $56.34 (US $38.93, £31.43, and €34.95) for online (social media) and Aus $52.33 (US $36.13, £29.20, and €32.46) for traditional recruitment strategies [28]. In another Australian smoking cessation trial, the cost of online social media recruitment was Aus $42.34 (US $29.24, £23.63, and €26.27) per participant enrolled and Aus $21.52 (US $14.86, £12.01, and €13.35) per participant for traditional recruitment strategies [26]. Furthermore, a US study with young adult smokers used Facebook and spent up to US $10 (£8.08 and €8.98) in 2014 for each participant recruited into the smoking cessation trial [38]. Similarly, in a study conducted in the United States using other online strategies but not Facebook (ie, an online health risk assessment [HRA], online advertisements, traditional material [offline promotions], and quit-line screening), young adult smokers were recruited for US $41.35 (£33.41 and €37.10) for each enrolled smoker [29]. Online materials recruited the most smokers (online advertisements: n=1426; US $41.35) [29]. For the lowest cost in comparison with the other 3 recruitment strategies (HRA: n=397, US $630.85; quit-line screening: n=189, US $133.61; and offline materials: n=1341, US $56.23) [29]. This cost information has also been presented as a table in Multimedia Appendix 1. The existing research on the cost of recruiting smokers into research trials and characteristics of participants recruited by online versus traditional methods has focused on the general population [26-29] and suggests that online recruitment is a feasible method that can complement traditional recruitment strategies [26,28].

Objectives

To our knowledge, no studies have compared the cost per participant recruited and subgroups of smokers from rural and remote locations recruited using online and traditional strategies.
Methods

Design
This study used the baseline survey of a smoking cessation trial that assessed how participants were recruited into the study (ie, via online or traditional strategies). Participants were recruited to take part in a 3-arm randomized trial of behavioral support for smoking cessation [39]. The 3 arms of the trial provided (1) real-time video counseling delivered via video communication software (eg, Skype (Microsoft Corporation) and FaceTime (Apple Inc), (2) telephone counseling, or (3) written self-help materials (control) [39]. The University of Newcastle Human Research Ethics Committee granted ethics approval. The trial is prospectively registered with the Australian New Zealand Clinical Trials Registry (ACTRN12617000514303).

Participants
Participants were recruited over a 17-month period from May 25, 2017, to October 2, 2018. To be eligible for the trial, smokers needed to be aged 18 years or older; use tobacco daily; have access to a mode of video communication (eg, Skype and FaceTime), the internet, and a telephone; have a current email address; and reside in an inner or outer regional, remote, or very remote area of New South Wales (NSW) Australia. The classification of these areas was based on the Accessibility and Remoteness Index of Australia (ARIA+) [40]. The ARIA+ is a geographic accessibility index that reflects the ease or difficulty people face in accessing services in nonmetropolitan Australia based on residential postcode [40]. The different degrees of rurality are established on road distances needed to be traveled from the location to service centers of various population sizes. The resulting index of geographic accessibility classification is then used to categorize locations as inner regional (>0.2 to ≤2.4), outer regional (>2.4 to ≤5.92), remote (>5.92 to 10.53), and very remote (>10.53) areas [40].

Recruitment
Both traditional and online advertising methods were used concurrently to recruit participants. The success of the recruitment approaches was monitored on an ongoing basis, and recruitment resources were allocated to each method based on participant numbers recruited by each method throughout the recruitment period.

Online Recruitment Strategies
For all the online strategies, there were advertisements throughout the entire recruitment period of May 2017 to October 2018.

Facebook
All Facebook advertisements targeted only adults in rural and remote postcodes that were eligible for this study as classified by the ARIA+. A total of 41 paid advertisements were placed on Facebook as needed to boost the recruitment rate with a fixed daily budget limit of Aus $30 to Aus $100 (US $20.73-US $69.10). Unpaid Facebook promotions were posted on a daily basis to more than 1161 Facebook community boards.

Twitter
A total of 38 Twitter posts were made from the study twitter account and used to promote the research project using the hashtag quit smoking (#quitsmoking).

Emails to Businesses and Individuals
A total of 11,858 emails obtained from a business directory and partners in health services, such as local health districts, were sent out to corporate businesses, health organizations, mining companies, local area businesses, and trades people located in the eligible areas.

Gumtree
A total of 9 advertisements were placed on Gumtree, a local free online classified website, in postcodes that were eligible, and these remained on the website for the entire recruitment period.

Web Promotions and Internet Search
A study website was set up at the beginning of the study to promote the study and was active for the entire study period. The website was visible to anyone that searched online search engines for smoking cessation information and was cited on all print and online study advertising material.

Traditional Recruitment Strategies
Newspaper
The newspaper recruitment strategy was used from August 2017 to September 2018 with a total of 51 different rural and remote newspapers. Two sizes of paid advertisements were used (92×63 mm or 100×72 mm) and were placed in the middle section of the newspaper. There were 44 free newspaper articles and 7 paid newspaper advertisements in different rural and remote newspapers. The free articles were written by journalists together with the research team to promote the research.

Posters
In total, 68 Men’s Sheds located in rural and remote NSW were telephoned in October 2017 and asked to display a poster promoting the study on their premises. Of these, 10 premises indicated that they were willing to do so, and a colored poster was distributed to them. In May 2017, posters were sent to 28 gyms, 21 Police-Citizens Youth clubs, 5 dental centers, 2 pharmacies, 2 hairdressers, 1 laundry shop, and 1 restaurant. Given the geographic diversity of locations, the study team did not visit these sites to verify if in fact the posters were displayed.

Flyers
A total of 2400 flyers were distributed. Flyers were printed in color on 1 side of an A4 paper and trifolded. A total of 19,00
flyers were placed into residential mailboxes in inner and outer regional locations of NSW in June, July, November, and December 2017, and 500 flyers were distributed to attendees at a rural conference in September 2018.

Radio
A total of 6 live radio interviews on different radio stations targeting rural and remote areas were conducted in July, August, September, and November 2017 and September 2018. The interviews promoted the smoking cessation trial, including information about the study and how to enroll into the study.

Telephone Calls
Telephone calls were made to 2465 households (2284 landlines and 181 mobiles) from an unlisted landline between June 2017 and September 2018. A single call was made to these households to determine if there was a potentially eligible participant and, if so, whether they would be interested in enrolling into the study.

Magazine
A single, colored advertisement, 136x61 mm in size, that promoted the study was placed in the middle section of a rural magazine in April 2017.

Data Collection Procedures
All the advertising materials promoted the study website. Potential participants could click on (for online) or type (for traditional) the study website address to access information about the smoking cessation trial. The study website included a detailed information letter that described the research, outlined the importance of the study, informed who was eligible to participate, and contained a hyperlink that potential participants could select to complete the online screening survey. The screening survey computer software determined whether eligibility requirements were met, and if participants were eligible, they were immediately redirected to the online baseline survey. The baseline survey took about 10 to 15 min to complete.

Measures

Recruitment Method
To determine whether participants were recruited via an online or traditional strategy, each participant was asked how they heard about the study during the baseline survey. The response options were as follows: Facebook advertisement or page, Twitter, Gumtree, Google advertisements, Web promotions (eg, study promoted on websites), Instagram, email, posters, flyers, postcards, magazine, newspaper, television, radio, word of mouth, telephone, or other (please specify).

Sociodemographic Characteristics
The baseline survey assessed sociodemographic characteristics including age, gender, country of birth, Aboriginal or Torres Strait Islander origin, education, marital status, and occupational status.

Geographical Location
The participant’s residential postcode collected during the baseline survey was used to determine location of residence (ie, inner regional, outer regional, remote, or very remote) according to the ARIA+. ARIA+ is a geographic accessibility index that reflects the ease or difficulty people face in accessing services. It is based on road distances needed to be traveled from the location to service centers of various population sizes from a point to the nearest urban centers and localities in 5 separate population ranges. The classification comprises major cities, inner regional Australia, outer regional Australia, remote Australia, and very remote Australia.

Mental Health
Anxiety and depression were assessed using the 4-item Patient Health Questionnaire-4 (PHQ-4). The PHQ-4 is a reliable and valid measure of depression and anxiety in the general population. The participants were asked, over the last 2 weeks, how often they had been bothered by the following: (1) feeling nervous, anxious, or on edge; (2) not being able to stop or control worrying, (3) little interest or pleasure in doing things, and (4) feeling down, depressed, or hopeless. The response options were as follows: not at all, several days, more than half the days, or nearly every day.

Financial Stress
Financial stress was assessed by asking if in the past 6 months, the participant did any of the following because of a shortage of money: (1) could not pay electricity, gas, or telephone bills on time; (2) could not pay the mortgage or rent on time; (3) pawned or sold something; (4) went without meals; (5) was unable to heat home; (6) asked for financial help from friends or family; and (7) asked for help from a welfare or community organization. The response options were yes or no.

Quitting Intentions
Participants were asked what best described their intentions regarding quitting. The response options were as follows: will quit in the next 30 days, will quit in the next 6 months, may quit in the future but not in the next 6 months, never expect to quit, and do not know.

Nicotine Dependence
The Heaviness of Smoking Index (HSI), which comprises 2 questions (time to first cigarette of day and number of cigarettes per day), was used to assess nicotine dependence. The HSI was used rather than the Fagerstrom Test for Nicotine Dependence because it has fewer items and it has been found to have acceptable reliability and validity.

Confidence to Quit
Confidence to quit was assessed by asking “if you decided to give up smoking altogether, how likely do you think you would be to succeed?” The response options were as follows: (1) very likely, (2) fairly likely, (3) fairly unlikely, (4) very unlikely, and (5) do not know.

Statistical Analysis
Statistical analyses were completed using SAS software version 9.3 (SAS Institute Inc). Categorical measures were described...
using frequencies and percentages. For continuous measures, means, medians, and standard deviations were reported. To assess the relationship between variables of interest and recruitment strategy, a multiple logistic regression model was run, which included the recruitment strategy as the dependent outcome and the following as independent variables: sociodemographic characteristics, mental health measures, financial stress, and smoking-related variables. Odds ratios (ORs) and 95% CIs were reported. A criterion for statistical significance of $P<.05$ was used.

### Cost Analysis

All monetary costs were recorded directly from invoices as they were incurred. Costs associated with each recruitment strategy were tracked and summarized. The traditional recruitment costs included staff time for telephone calls; preparing materials; delivering radio interviews; liaising with newspaper journalists; dropping materials into mailboxes; printing and postage of materials; and costs for paid newspaper advertisements, magazine advertisements, and resources (eg, printing materials). The costs associated with the online strategies included staff time to send emails; posting advertisements on Facebook, Twitter, and Gumtree; setting up the study website, and the cost of paid Facebook advertisements. The cost per participant recruited was calculated by summing the total cost for each recruitment strategy and dividing it by the number of participants recruited via that strategy.

### Results

#### Participant Characteristics

Between May 25, 2017, and October 2, 2018, 655 participants were enrolled in the study. Moreover, 77.4% (507/655) of the participants were female, 87.0% (570/655) were Australian born, and 40.3% (264/655) had completed a certificate or diploma from a Technical and Further Education campus, which provided vocational education in Australia. The average age of the participants was 43.7 years, 55.4% (363/655) participants were married or living in a de facto relationship, 62.6% (410/655) were employed, and 73.0% (477/655) lived in an inner regional area. The mean number of cigarettes smoked per day was 19.0 (SD 9.2), and the average minutes to first cigarette after waking up was 37.3 (SD 86.5) min. The mean age participants started smoking regularly was 16.6 (SD 4.5) years. Almost half of the participants (48.6%, 318/655) had made a quit attempt in the last 12 months, 45.0% (295/655) intended to quit in the next 30 days, and 53.0% (347/655) were confident that they were likely to quit (Table 1).
Table 1. Participants’ characteristics (N=655).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD); median</strong></td>
<td>43.7 (11.8); 43.0</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>507 (77.4)</td>
</tr>
<tr>
<td>Male</td>
<td>148 (22.6)</td>
</tr>
<tr>
<td><strong>Country of birth, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>570 (87.0)</td>
</tr>
<tr>
<td>Other</td>
<td>85 (13.0)</td>
</tr>
<tr>
<td><strong>Aboriginal or Torres Strait Islander, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>53 (8.1)</td>
</tr>
<tr>
<td>No or do not know</td>
<td>602 (91.9)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Completed primary school</td>
<td>5 (0.8)</td>
</tr>
<tr>
<td>Completed years 7-9</td>
<td>52 (7.9)</td>
</tr>
<tr>
<td>Completed year 10</td>
<td>127 (19.4)</td>
</tr>
<tr>
<td>Completed Higher Secondary Certificate or leaving year 12</td>
<td>52 (7.9)</td>
</tr>
<tr>
<td>Technical and Further Education Certificate or diploma</td>
<td>264 (40.3)</td>
</tr>
<tr>
<td>University degree or higher</td>
<td>146 (22.2)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (1.4)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>147 (22.4)</td>
</tr>
<tr>
<td>Married or de facto</td>
<td>363 (55.4)</td>
</tr>
<tr>
<td>Married but separated</td>
<td>46 (7.0)</td>
</tr>
<tr>
<td>Divorced</td>
<td>74 (11.3)</td>
</tr>
<tr>
<td>Widowed</td>
<td>16 (2.4)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>9 (1.4)</td>
</tr>
<tr>
<td><strong>Location, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Inner regional</td>
<td>477 (73.0)</td>
</tr>
<tr>
<td>Outer regional</td>
<td>164 (25.1)</td>
</tr>
<tr>
<td>Remote</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full time or part time or casual</td>
<td>410 (62.6)</td>
</tr>
<tr>
<td>Home duties</td>
<td>73 (11.2)</td>
</tr>
<tr>
<td>Permanently unable to work or ill</td>
<td>56 (8.6)</td>
</tr>
<tr>
<td>Retired</td>
<td>35 (5.3)</td>
</tr>
<tr>
<td>Student (full or part time)</td>
<td>27 (4.1)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>40 (6.1)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (2.1)</td>
</tr>
<tr>
<td><strong>Smoking characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Cigarettes per day (n=620), mean (SD); median</td>
<td>19.0 (9.21); 20</td>
</tr>
<tr>
<td>Time to first cigarette (n=632), mean (SD); median</td>
<td>37.3 (86.5); 15</td>
</tr>
<tr>
<td>Age (years) started smoking regularly (n=649), mean (SD); median</td>
<td>16.6 (4.5); 16</td>
</tr>
<tr>
<td><strong>Quit attempt in the past 12 months, n (%)</strong></td>
<td></td>
</tr>
</tbody>
</table>
Recruitment Strategies

Table 2 outlines the percentage of participants recruited by online and traditional methods. A total of 88.7% (581/655) of the participants were recruited via online strategies and 11.3% (74/655) of the participants were via traditional strategies. The majority (83.5%, 547/655) of the participants reported that they heard about the study through Facebook, whereas 7.2% (47/655) were recruited via newspaper.

Cost per Smoker Recruited

The cost per participant recruited for each online and traditional recruitment strategy are described in Table 2. The cost for each participant recruited by the different online strategies ranged from Aus $7.29 for Gumtree to Aus $128.67 for email. In contrast, for the traditional recruitment strategies, the cost per participant recruited ranged from Aus $0 for word of mouth and television (initiated and completed by television station at no cost to the study) to Aus $3990.84 for telephone recruitment.

Comparison of Participant Characteristics Recruited via Online Versus Traditional Strategies

Table 3 compares the characteristics of participants recruited via online or traditional methods. Women had greater odds of being recruited via online strategies than men (OR 2.50, 95% CI 1.42-4.40; \(P=0.002\)). There were no significant associations between any other participant characteristics and type of recruitment method.

### Demographic characteristics

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>318 (48.6)</td>
</tr>
<tr>
<td>No</td>
<td>335 (51.2)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>

### Quitting intentions, n (%)

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Will quit in the next 30 days</td>
<td>295 (45.0)</td>
</tr>
<tr>
<td>Will quit in the next 6 months</td>
<td>229 (35.0)</td>
</tr>
<tr>
<td>Will not quit in the next 6 months or never expect to quit or do not know</td>
<td>131 (20.0)</td>
</tr>
</tbody>
</table>

### Confidence to quit, n (%)

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very or fairly likely to quit</td>
<td>347 (53.0)</td>
</tr>
<tr>
<td>Very or fairly unlikely to quit</td>
<td>168 (25.7)</td>
</tr>
<tr>
<td>Do not know</td>
<td>140 (21.4)</td>
</tr>
</tbody>
</table>

### Table 2. Participant recruitment via recruitment methods.

<table>
<thead>
<tr>
<th>Recruitment method</th>
<th>Participants, n (%)</th>
<th>Total cost for each strategy (Aus $</th>
<th>US $</th>
<th>£</th>
<th>€)</th>
<th>Cost per participant recruited (Aus $</th>
<th>US $</th>
<th>£</th>
<th>€)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Online methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gumtree</td>
<td>5 (0.8)</td>
<td>36.43</td>
<td>24.81</td>
<td>20.44</td>
<td>22.16</td>
<td>7.29</td>
<td>4.96</td>
<td>4.09</td>
<td>4.43</td>
</tr>
<tr>
<td>Web promotions and internet search</td>
<td>10 (1.5)</td>
<td>437.56</td>
<td>298.00</td>
<td>245.55</td>
<td>266.22</td>
<td>43.76</td>
<td>29.80</td>
<td>24.56</td>
<td>26.62</td>
</tr>
<tr>
<td>Twitter</td>
<td>1 (0.2)</td>
<td>61.52</td>
<td>41.90</td>
<td>34.52</td>
<td>37.43</td>
<td>61.52</td>
<td>41.90</td>
<td>34.52</td>
<td>37.43</td>
</tr>
<tr>
<td>Facebook</td>
<td>547 (83.5)</td>
<td>33,738.52</td>
<td>22,977.28</td>
<td>18,932.47</td>
<td>20,526.24</td>
<td>61.68</td>
<td>42.01</td>
<td>34.61</td>
<td>37.53</td>
</tr>
<tr>
<td>Email</td>
<td>18 (2.7)</td>
<td>2315.98</td>
<td>1577.32</td>
<td>1299.56</td>
<td>1409.07</td>
<td>128.67</td>
<td>87.63</td>
<td>72.20</td>
<td>78.28</td>
</tr>
<tr>
<td><strong>Traditional methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word of mouth</td>
<td>19 (2.9)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Television (initiated or completed by television station—no cost to study)</td>
<td>1 (0.2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Newspaper</td>
<td>47 (7.2)</td>
<td>2363.38</td>
<td>1609.60</td>
<td>1326.27</td>
<td>1437.90</td>
<td>50.28</td>
<td>34.25</td>
<td>28.22</td>
<td>30.59</td>
</tr>
<tr>
<td>Radio (live interviews)</td>
<td>2 (0.3)</td>
<td>205.55</td>
<td>139.99</td>
<td>115.36</td>
<td>125.06</td>
<td>102.78</td>
<td>70.00</td>
<td>57.68</td>
<td>62.53</td>
</tr>
<tr>
<td>Magazine</td>
<td>2 (0.3)</td>
<td>170.81</td>
<td>116.33</td>
<td>95.86</td>
<td>103.92</td>
<td>85.41</td>
<td>51.96</td>
<td>47.93</td>
<td>58.17</td>
</tr>
<tr>
<td>Posters</td>
<td>1 (0.2)</td>
<td>566.65</td>
<td>385.92</td>
<td>318.01</td>
<td>344.76</td>
<td>566.65</td>
<td>385.92</td>
<td>318.01</td>
<td>344.76</td>
</tr>
<tr>
<td>Flyers</td>
<td>1 (0.2)</td>
<td>2546.29</td>
<td>1734.18</td>
<td>1429.38</td>
<td>1549.64</td>
<td>2546.29</td>
<td>1734.18</td>
<td>1429.38</td>
<td>1549.64</td>
</tr>
<tr>
<td>Telephone</td>
<td>1 (0.2)</td>
<td>3990.84</td>
<td>2757.67</td>
<td>2227.85</td>
<td>2477.11</td>
<td>3990.84</td>
<td>2757.67</td>
<td>2227.85</td>
<td>2477.11</td>
</tr>
</tbody>
</table>
Table 3. Comparison of participants recruited via online and traditional strategies.

<table>
<thead>
<tr>
<th>Variable and categories</th>
<th>Online strategies (n=581)</th>
<th>Traditional strategies (n=74)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Female</td>
<td>460 (90.7)</td>
<td>47 (9.3)</td>
<td>2.50 (1.42-4.40)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>121 (81.8)</td>
<td>27 (18.2)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Age (years) mean (SD)</td>
<td>43.72 (11.7)</td>
<td>43.23 (12.8)</td>
<td>1.01 (0.98-1.03)</td>
<td>.52</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.39</td>
</tr>
<tr>
<td>Year 10 or less</td>
<td>166 (89.7)</td>
<td>19 (10.3)</td>
<td>1.56 (0.75-3.26)</td>
<td></td>
</tr>
<tr>
<td>Higher Secondary Certificate or year 12 or Technical and Further Education</td>
<td>290 (90.1)</td>
<td>32 (9.9)</td>
<td>1.50 (0.79-2.83)</td>
<td></td>
</tr>
<tr>
<td>University or tertiary</td>
<td>124 (84.9)</td>
<td>22 (15.1)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>With partner</td>
<td>328 (90.4)</td>
<td>35 (9.6)</td>
<td>1.61 (0.94-2.77)</td>
<td></td>
</tr>
<tr>
<td>Without partner</td>
<td>253 (86.6)</td>
<td>39 (13.4)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Employed full or casual or part time</td>
<td>366 (89.3)</td>
<td>44 (10.7)</td>
<td>1.45 (0.81-2.59)</td>
<td></td>
</tr>
<tr>
<td>Not employed</td>
<td>215 (87.8)</td>
<td>30 (12.2)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Aboriginal or Torres Strait Islander, n (%)</td>
<td>532 (88.4)</td>
<td>70 (11.6)</td>
<td>Reference</td>
<td>.14</td>
</tr>
<tr>
<td>Yes</td>
<td>49 (92.5)</td>
<td>4 (7.6)</td>
<td>2.55 (0.73-8.87)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>532 (88.4)</td>
<td>70 (11.6)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Australian born, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>No</td>
<td>79 (92.9)</td>
<td>6 (7.1)</td>
<td>1.95 (0.79-4.81)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>502 (88.1)</td>
<td>68 (11.9)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Anxiety, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>No</td>
<td>295 (88.3)</td>
<td>39 (11.7)</td>
<td>1.05 (0.57-1.95)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>286 (89.1)</td>
<td>35 (10.9)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Depression, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>No</td>
<td>348 (88.3)</td>
<td>46 (11.7)</td>
<td>0.76 (0.40-1.46)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>233 (89.3)</td>
<td>28 (10.7)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Financial stress, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>0</td>
<td>268 (88.5)</td>
<td>35 (11.6)</td>
<td>0.71 (0.29-1.72)</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>241 (89.3)</td>
<td>29 (10.7)</td>
<td>0.82 (0.34-1.96)</td>
<td></td>
</tr>
<tr>
<td>4-7</td>
<td>72 (87.8)</td>
<td>10 (12.2)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Quitting intentions, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>Will quit in the next 30 days</td>
<td>267 (90.5)</td>
<td>28 (9.5)</td>
<td>1.68 (0.86-3.28)</td>
<td></td>
</tr>
<tr>
<td>Will quit in the next 6 months</td>
<td>203 (88.7)</td>
<td>26 (11.4)</td>
<td>1.41 (0.71-2.80)</td>
<td></td>
</tr>
<tr>
<td>Will not quit within the 6 months, never expect to quit, and do not know</td>
<td>111 (84.7)</td>
<td>20 (15.3)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Confidence to quit, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.40</td>
</tr>
<tr>
<td>Very or fairly likely</td>
<td>313 (90.2)</td>
<td>34 (9.8)</td>
<td>1.25 (0.74-2.11)</td>
<td></td>
</tr>
<tr>
<td>Very or fairly unlikely or do not know</td>
<td>268 (87.0)</td>
<td>40 (13.0)</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>Heaviness Smoking Index score, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>0-2: low addiction</td>
<td>143 (87.2)</td>
<td>21 (12.8)</td>
<td>0.60 (0.23-1.58)</td>
<td></td>
</tr>
<tr>
<td>3-4: moderate addiction</td>
<td>307 (88.0)</td>
<td>42 (12.0)</td>
<td>0.65 (0.27-1.58)</td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This Australian study found that both online and traditional recruitment strategies could facilitate the recruitment of smokers who lived in rural and remote areas into a smoking cessation trial. The online strategy had a high yield of smokers residing in rural and remote locations, similar to other studies conducted with the wider general population [26,29,32,38,46-50]. This is the first study to compare the cost per participant recruited from rural and remote locations using online and traditional strategies into a smoking cessation trial. The findings provide insight on the variability of cost per participant depending on the recruitment strategy used. The cost per participant recruited ranged from Aus $7.29 to Aus $128.67 for online strategies and Aus $0 to Aus $3990.84 for traditional strategies. Word of mouth was, by far, the most inexpensive method per participant recruited because the study incurred no cost from this recruitment strategy. However, word of mouth would not have been sufficient to recruit enough participants into the smoking cessation trial and, therefore, is not practical on its own, although it is an inexpensive strategy.

Facebook recruited the largest number of participants in this study compared with other online strategies and traditional recruitment methods (although this would have been influenced by the most money being spent on Facebook). However, Facebook was neither the most inexpensive online recruitment method in terms of cost per participant recruited nor was it cheaper than every traditional recruitment strategy. Nevertheless, to maximize the number of rural and remote participants recruited into smoking cessation trials, there needs to be a balance between the cost per participant recruited and the capacity (ie, total participants’ that can access each method). Specifically, there would be substantially fewer participants recruited into the study if only the most inexpensive methods (eg, word of mouth and Gumtree) were used, as these strategies did not recruit as large a number of participants as Facebook.

Comparison With Prior Studies

The cost per participant for recruiting rural and remote smokers is variable and comparable with recruiting smokers in the general population [26,28,29,32,38,49,50], especially given that this study included all the costs such as staff time and printing of flyers unlike other studies [26,29,32,38,49]. For instance, in a US study of a Web-based smoking intervention [49], the total advertisement cost per randomized participant was US $40.51 (£33.33 and €36.32) for Facebook, US $34.71 (£28.56 and €31.12) for Google, and US $20.30 (£16.7 and €18.2) for traditional sources but excluded the costs for personnel. In another Australian study, the cost of online social media recruitment was Aus $42.34 (US $29.24, £23.63, and €26.27) per participant enrolled in a smoking cessation trial, whereas for the traditional recruitment strategies, it was Aus $21.52 (US $14.86, £12.01, and €13.35) per participant [26]. However, these costs did not include call back costs for after-hours’ time and materials sometimes mailed out to the newspaper participants [26]. In 2016, another Australian study [28] reported that the costs to recruit an eligible respondent into a smoking cessation trial via online (social media) methods was Aus $57.34 (US $38.93, £31.43, and €34.95) versus Aus $52.33 (US $36.13, £29.20, and €32.46) for the traditional methods. However, some costs such as printing and distribution of flyers were not included, and radio interviews were conducted free of charge [28]. Another smoking cessation trial [29] reported that online advertisements cost US $41.35 (£33.41 and €37.10), whereas traditional materials cost US $56.23 per enrolled participant. Finally, another study of young adult smokers using Facebook recruitment reported a cost of US $8.80 per eligible participant recruited into a cessation trial [38].

The results from this study showed that compared with men, women had greater odds of being recruited via online strategies. This is similar to a study by Stanczyk et al [50] where the internet yielded a higher proportion of female smokers, compared with other strategies. However other smoking cessation trials [26,28,51] have found no association between gender and method of recruitment. Nonetheless, it should be noted that the majority of men in this study were still recruited via online methods. Bearing in mind that most participants recruited via online strategies were recruited via Facebook, the finding that women had greater odds of being recruited via online strategies might be explained by evidence that women, unlike men, considered Facebook an integral part of their life to connect daily [52] and were more likely to seek support, either social (Facebook) or otherwise [53], but this was not the case for men and, particularly, men living in rural areas [54]. The participation of fewer men in smoking cessation research compared with women is not surprising. For instance, in a systematic review of proactive telephone counseling for smoking cessation [55], 17 out of the 21 studies reported a greater proportion of women than men participated [55]. Similarly, in a smoking cessation trial conducted in rural Kansas, United States, only 35% of the sample were men [56].

There were no significant associations found for other characteristics between participants recruited via online and traditional strategies in this study. In contrast, a study by Frandsen et al [28] reported a significant association between social media recruitment and younger participants compared with those recruited by traditional methods into smoking cessation support. Furthermore, although there is evidence that social media users are more likely to have mental health conditions [36], this study did not find any association between anxiety or depression and the recruitment method.

Limitations

The study had a number of limitations. First, access to the internet was an eligibility criterion and might have excluded some smokers who would have been interested in behavioral
support and had no internet connection. Second, most people were recruited from inner or outer regional areas, and the recruitment strategies were only able to reach a small proportion of smokers from remote areas and no one from very remote areas. This may not be surprising given that few newspapers and online notice boards or local classified websites specifically targeted very remote areas. In addition, the study targeted only 0.001% of the NSW population that lives in very remote areas [57]. Third, another limitation is that self-report was used as the measure of how participants were recruited into the study. Although there are online systems to track users after having clicked on an online advertisement (eg, via Facebook), people who heard about the study from traditional sources (eg, hardcopy newspaper) could not be tracked via such a system. Finally, this study recruited only adults living in rural and remote areas of Australia, and therefore, the findings might have limited generalizability to other countries, particularly low- and middle-income countries.

Conclusions
The cost per participant recruited via online and traditional strategies varied with the range of costs being smaller for online than traditional recruitment strategies. Women have greater odds of being recruited via online strategies into rural smoking cessation trials.
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Abstract

Background: Social media is a popular and convenient method for communicating on the Web. The most commonly used social networking website, Facebook, is increasingly being used as a tool for recruiting research participants because of its large user base and its ability to target advertisements on the basis of Facebook users' information.

Objective: We evaluated the cost and effectiveness of using Facebook to recruit young women into a Web-based intervention study (PREFER). The PREFER study aimed to determine whether an educational video could increase preference for and uptake of long-acting reversible contraception (LARC).

Methods: We placed an advertisement on Facebook over a 19-day period from December 2017 to January 2018, inviting 16- to 25-year-old women from Australia to participate in a Web-based study about contraception. Those who clicked on the advertisement were directed to project information, and their eligibility was determined by using a screening survey.

Results: Our Facebook advertisement delivered 130,129 impressions, resulting in over 2000 clicks at an overall cost of Aus $918 (Aus $0.44 per click). Web-based project information was accessed by 493 women. Of these, 462 women completed the screening survey, and 437 (437/463, 95%) women were eligible. A total of 322 young women participated in Surveys 1 and 2 (74% response rate), and 284 women participated in Survey 3 (88% retention rate), with an advertising cost of Aus $2.85 per consenting participant.

Conclusions: Facebook proved to be a quick, effective, and cost-efficient tool for recruiting young Australian women into a study that was investigating contraceptive preferences. However, Web-based recruitment may result in sociodemographic biases. Further research is required to evaluate whether Facebook is suitable for recruiting older study populations.

(Keywords: social media; Facebook; recruitment; intervention study; patient education; internet)

Introduction

Participant recruitment for research is challenging. This process involves identifying potentially eligible individuals, implementing strategies to target potential participants, inviting participants into the study, and obtaining informed consent.

Traditional recruitment strategies include flyers, newspaper advertisements, mail-outs, word of mouth, and television broadcasts. However, these methods are often slow, labor intensive, and expensive, and these can lead to project delays, and, in some cases, failure to meet recruitment targets. Furthermore, difficulties sourcing participants and their contact
details, the need to involve third-party organizations, the costs of staffing, travel, and printing, and the delay between obtaining consent and participation add further complexity.

Social media is a popular and convenient platform for communicating on the Web. Social media enables users to share information, such as updates, images, videos, and events, as well as send messages and maintain contact with other users. Facebook is the most commonly used social networking website, with over 2 billion users worldwide [1]. This includes 15 million users in Australia, with 50% of the Australian population using Facebook daily [2]. In Australia, over 2.5 million Facebook users are aged 18 to 25 years [2]. Facebook is increasingly being used as a tool for recruiting research participants. Its large user base and its ability to target advertisements according to demographic information made available by Facebook users make Facebook an effective recruitment approach. Facebook has been used successfully to recruit participants for studies on potentially sensitive topics, such as smoking cessation [3], alcohol consumption [4], abortion [5], and sexual health/HIV [6]. Facebook has also been successfully used to recruit participants for intervention studies on depression [7], posttraumatic stress disorder [8], physical activity [9], and smoking [10]. An Australian study that examined contraceptive use (CUPID) successfully used Facebook, as well as traditional methods, to recruit young women [11].

Although the use of Facebook as a recruitment technique is gaining popularity, the ability of researchers to draw upon the experiences of previous work is compromised by inconsistent reporting of Facebook recruitment. Thornton et al.’s [12] systematic review of studies that used Facebook to recruit participants found that only half of the articles described their Facebook recruitment strategy in detail. Comparing Facebook recruitment outcomes is further complicated by the use of different measures to assess effectiveness (eg, impressions and cost per click). Although the cost per participant is generally a comparable measure across different methods, few studies report on recruitment costs [13]. There is also limited information on the development of advertising content used in Facebook recruitment and the role of incentives with online recruitment.

We used Facebook advertising exclusively to target young Australian women and recruit them into a Web-based intervention study, the PREFER study. The PREFER study was concerned with examining whether an educational video could increase young women’s preference for and uptake of LARC. This paper aimed to focus on our evaluation of the cost and effectiveness of using Facebook to recruit study participants.

**Methods**

**Study Design**

PREFER used a before-and-after survey methodology to address its aim. Participation in the study involved completing a series of Web-based surveys: (1) screening, (2) preintervention (Survey 1), (3) immediately postintervention (Survey 2), and (4) 6 months postintervention (Survey 3). This study was approved by the Monash University Human Research Ethics Committee (project number 10456).

**Recruitment**

We created a paid Facebook advertisement, featuring an image of young people using computer devices and a call for volunteers to participate in Web-based surveys about their contraceptive preferences. The Facebook Ads Manager fed the advertisement into newsfeeds, targeting women aged 16 to 25 years, who were living in Australia.

Women were eligible to participate in the survey if they (1) were aged between 16 and 25 years, (2) had been sexually active with a male partner in the past 6 months or anticipated sexual activity in the next 6 months, (3) had not undergone a tubal ligation or hysterectomy, (4) had a partner or partners who had not undergone a vasectomy, and (5) were not pregnant or had no desire to become pregnant in the next year.

Power and sample size estimations determined that 281 participants would be required in this study. The budget for the recruitment of participants was Aus $2000.

**Data Collection**

Facebook users who clicked on the advertisement were then taken to a project landing page via the Department of General Practice, Monash University website. The page outlined the phases of the study and included a link to the project’s explanatory statement. Interested individuals were then able to access the Web-based screening survey and confirm that they had read and understood the explanatory statement. Eligible participants could then access the baseline survey (Survey 1), and the completion and submission of Web-based survey responses were considered implied consent. On completion of the baseline survey, participants were directed to view the long-acting reversible contraception (LARC) first Web-based patient education video on the Web (approximately 10 min long), which conveyed information on all contraceptive options available to Australian women. This included their mode of action, effectiveness, and side effects, starting with discussion of the LARC options with emphasis on their superior efficacy and patient acceptability. Following the video (intervention), participants were directed to complete Survey 2. A total of 6 months later, participants were emailed a Web-based link to the postintervention survey (Survey 3). Participants received up to Aus $40 in electronic gift vouchers as reimbursement for their time—Aus $20 for completing Surveys 1 and 2 and Aus $20 for completing Survey 3.

**Data Analysis**

We used the measures outlined in the following section to evaluate the cost and effectiveness of using Facebook to recruit female participants aged 16 to 25 years into the PREFER study.

**Measures**

Textboxes 1 and 2 show effectiveness and cost, respectively.
Textbox 1. Effectiveness measures.

- Impressions: The number of times the Facebook advertisement appeared on the Newsfeeds of Facebook users.
- Clicks: The number of times Facebook users clicked on the advertisement.
- Number of completed screening surveys.
- Eligibility: The proportion of interested individuals who were eligible to participate.
- Participants: The number of participants who completed Surveys 1 and 2.
- Retention rate: The proportion of participants who completed Surveys 1 and 2, who completed Survey 3.

Timeframe: Surveys 1 and 2 completed by participants within 5 months.

Textbox 2. Cost measures.

- Cost per click: The cost paid each time the advertisement was clicked during the advertising campaign.
- Cost per participant: The cost per consenting participant.
- Facebook advertising budget: Aus $2000 (excluding incentive payments of Aus $40 electronic gift card per participant).

Results

Overview

Our Facebook advertisement delivered 130,129 impressions, resulting in over 2000 clicks at an overall cost of Aus $918 (Aus $0.44/click). Web-based project information was accessed by 493 women. Of these, 462 women completed the screening survey and 437 (95%) women were eligible. This occurred in only 19 days. A total of 322 young women participated in Surveys 1 and 2 (74% response rate), and 284 women participated in Survey 3 (88% retention rate), with an advertising cost of Aus $2.85 per consenting participant. Recruitment outcomes are further described below.

Recruitment Outcomes

Textbox 3 and 4 show effectiveness and cost, respectively.

Textbox 3. Effectiveness measures.

- Impressions: 130,129
- Clicks: 2101
- Completed screening survey: 462
- Eligibility: 95% (n=437)
- Participants: n=322
- Retention rate: 88% (n=284)

Timeframe: 19 days

Textbox 4. Cost measures.

- Cost per click: Aus $0.44
- Cost per participant: Aus $2.85
- Total Facebook advertising cost: Aus $918

Discussion

Principal Findings

Our study showed that Facebook advertising was a cost-effective method for recruiting participants into an educational intervention study delivered on the Web. Our project budget of Aus $2000 for a 5-month recruitment timeframe was met with an overall spend of Aus $918 over a brief 19-day Facebook advertising campaign. We recruited 322 young Australian women, of whom 284 (88%) women completed the follow-up survey (Survey 3). These results add to the evidence that Facebook is a useful tool for recruiting research participants [14,15].

Our study is novel in that we used a single paid Facebook advertisement to successfully recruit young women. Facebook recruitment proved to be an effective strategy for recruiting participants who were eligible. Our Facebook advertisement targeted users by age (16-25 years), sex (female), and location (Australia), and the screening survey was completed by 462 people. Importantly, this method captured individuals who were eligible and willing to participate (n=437; 95%), with the
remaining 5% ineligible because of not meeting the inclusion criteria. This confirms the findings of previous studies that showed that Facebook is effective in targeting and recruiting young Australian women [11,14,16]. However, unlike these studies, we were able to meet and exceed our recruitment target without combining Facebook recruitment with traditional recruitment methods or using multiple Facebook advertisements.

A surprising finding was that we achieved our participant target (n=281) within a 19-day timeframe. Owing to the cost-effectiveness of our recruitment campaign, we were able to increase our participant target from 281 to 320. Whitaker’s [15] review showed that it took an average of 5 months (median 3 months, IQR 8) to recruit 463 participants (median 264 participants, IQR 775). Our study had anticipated a 5-month timeframe for the recruitment of participants for Surveys 1 and 2; however, recruitment was completed within 19 days. Over this period, our advertisement appeared in Facebook newsfeeds more than 130,000 times. Despite reports of poor participant retention in other internet-based studies [17], participant retention was high at our 6-month follow-up (88% completed Survey 3). This highlights the potential strengths of recruiting young women for research by using Facebook and conducting follow-up via email. Using the internet to connect with and communicate with research participants enables them to respond and complete Web-based surveys at a time and place convenient for them.

Facebook recruitment was also an affordable approach for recruiting participants into our study. We used less than half (Aus $918) of our recruitment budget (Aus $2000), and the cost per participant was only Aus $2.85 (US $2.05). Traditional recruitment methods have been estimated to cost US $1094.27 for television, US $811.99 for print media, US $635.92 for radio, and US $332.46 for postal recruitment [18]. Previous studies resorted to combining Facebook advertising with traditional recruitment methods such as mail-outs, radio promotion, newspaper advertising, and word of mouth [11,19,20] to achieve recruitment targets. Other studies combined Facebook advertising with other Web-based methods, such as Google, Web-based newsletters and email [3,20], or other social media platforms, such as Twitter [6] and MySpace [21]. Our streamlined recruitment approach of developing 1 Facebook advertisement enabled us to meet and exceed our original recruitment target, without the need to apply other recruitment strategies or develop alternative Web-based advertising content as required by other studies [11,14]. This facilitated our ability to track the interest in our advertisement over the course of our recruitment campaign.

Our cost per participant was also inexpensive compared with other studies that used Facebook advertising for recruitment. A systematic review of studies that used Facebook to recruit participants for health research found that the average cost per click was US $0.51 [14], compared with our study’s cost per click of US $0.32. Furthermore, our cost per participant was considerably less expensive than other studies that used Facebook to recruit young Australian women [11,14]. Our findings add to the growing evidence of the cost benefits of using Facebook to recruit research participants [12,15].

Limitations
A limitation to our study is that did not collect reasons for nonparticipation because of the quick progress of participant recruitment and data collection. Reasons for nonparticipation may have been particularly useful to know if our recruitment target was not met, as it can assist researchers to direct their resources more appropriately to help progress recruitment efforts [11].

Conclusions
For the purposes of recruiting young Australian women to our Web-based intervention, Facebook proved to be an affordable, effective, and quick method of recruiting participants. Our study adds important data on the outcomes of using Facebook to recruit research participants, and the study highlights the importance of documenting successful recruitment campaigns, particularly for sexual health research, which can be considered a sensitive topic. Our findings will inform researchers of the benefits of using Facebook to recruit participants; however, further research is required to establish the effectiveness of using Facebook to target other study populations, such as people in older age groups or from diverse cultural backgrounds.
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Abstract

Background: Tools used to appraise the credibility of health information are time-consuming to apply and require context-specific expertise, limiting their use for quickly identifying and mitigating the spread of misinformation as it emerges.

Objective: The aim of this study was to estimate the proportion of vaccine-related Twitter posts linked to Web pages of low credibility and measure the potential reach of those posts.

Methods: Sampling from 143,003 unique vaccine-related Web pages shared on Twitter between January 2017 and March 2018, we used a 7-point checklist adapted from validated tools and guidelines to manually appraise the credibility of 474 Web pages. These were used to train several classifiers (random forests, support vector machines, and recurrent neural networks) using the text from a Web page to predict whether the information satisfies each of the 7 criteria. Estimating the credibility of all other Web pages, we used the follower network to estimate potential exposures relative to a credibility score defined by the 7-point checklist.

Results: The best-performing classifiers were able to distinguish between low, medium, and high credibility with an accuracy of 78% and labeled low-credibility Web pages with a precision of over 96%. Across the set of unique Web pages, 11.86% (16,961 of 143,003) were estimated as low credibility and they generated 9.34% (1.64 billion of 17.6 billion) of potential exposures. The 100 most popular links to low credibility Web pages were each potentially seen by an estimated 2 million to 80 million Twitter users globally.

Conclusions: The results indicate that although a small minority of low-credibility Web pages reach a large audience, low-credibility Web pages tend to reach fewer users than other Web pages overall and are more commonly shared within certain subpopulations. An automatic credibility appraisal tool may be useful for finding communities of users at higher risk of exposure to low-credibility vaccine communications.

(J Med Internet Res 2019;21(11):e14007) doi:10.2196/14007
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Introduction

Background
The spread of misinformation, which we define here to include communications that are not a fair representation of available evidence or communicate that evidence poorly, has become an increasingly studied topic in various domains [1-8]. Misinformation can cause harm by influencing attitudes and beliefs [9,10]. Although the rapid growth of Web-based communications has benefited public health by providing access to a much broader range of health information, most people trust health information available on the Web without attempting to validate the sources [11,12], despite concerns about the presence of misinformation in what they access [13] and known issues where biases and marketing can lead to the miscommunication of evidence [14-18]. Proposed approaches for mitigating the impact of misinformation include empowering individuals to better deal with the information they encounter and improvements in the automatic detection of misinformation on Web-based platforms [1].

Most studies aimed at finding or tracking misinformation on social media define misinformation using veracity—whether a claim is true or false or real or fake. In the health domain, veracity alone often does not provide enough information to be useful in understanding the range of factors that might influence attitudes and behaviors, such as persuasiveness, timeliness, or applicability. The credibility of health communications thus includes a broader set of factors that include veracity as well as readability and clarity, the use and transparency of sources, biases and false balance, and disclosure of conflicts of interest [19]. It is important to consider credibility when evaluating the potential impact of health communications on health attitudes and outcomes because certain types of communication can be true but misleading, such as in the case of false balance in news media [20].

A range of tools have been developed to assess the credibility of health information available on the Web. Most were designed as checklists to be used by experts to assess the credibility and transparency of what they are reading. The DISCERN tool was designed as a general purpose tool for evaluating the quality of health information [21], with an emphasis on Web pages that patients might use to support the decisions they make about their health. The Quality Index for health-related Media Reports (QIMR) is a more recent example and differs from previous tools in that it was designed to be used to evaluate the quality of communications about new biomedical research [22]. Common elements of the tools used by experts to assess the credibility of health research reporting and patient information on the Web include the following: the veracity of the included information, transparency about sources of evidence, disclosure of advertising, simplicity and readability of the language, and use of balanced language that does not distort or sensationalize [19]. Most of the tools can be time-consuming to use and often require specific training or expertise to apply. Organizations such as HealthNewsReview that ended in 2018 used experts to evaluate new health-related communications as they appear in the news media [23].

Public perception of vaccines is an exemplar of the problem of misinformation spread through news and social media [24]. Beyond public health and vaccines, previous studies using social media data derived from Twitter to understand the spread and impact of misinformation have variously extracted text from what users post or information about their social connections [25-29]. Attitudes toward vaccines and opinions about disease outbreaks are a common application domain studied in social media research [30-34]. In particular, studies of human papillomavirus (HPV) vaccines have made use of the information users post and their social connections, as well as what people might have been exposed to from their networks [35-38]. The ability to measure how people engage and share misinformation on social media may help us better target and monitor the impact of public health interventions [39-41].

Given the rate at which new information is made available and the resources needed to appraise them, there is currently no way to keep up with new health-related stories as soon as they appear. Although the challenge of managing information volume versus quality was discussed two decades ago [42], methods for managing emerging misinformation in health-related news and media remain an unresolved issue for public health.

Research Objectives
We sought to characterize the sharing and potential reach of vaccine-related Web pages shared on Twitter, relative to credibility. As it would not have been feasible to manually assess the credibility of all Web pages, we developed and evaluated classifiers to automatically estimate their credibility.

Methods
Overview
The study used a retrospective observational design. To estimate the credibility of vaccine-related Web pages shared on Twitter, we collected text from vaccination-related Web pages by monitoring links from tweets that mentioned relevant keywords. We manually appraised the credibility of a sample of Web pages by applying a checklist-based appraisal tool, using the sample to train classifiers to predict a credibility score in unseen Web pages. Applying an ensemble classifier to the full set of Web pages collected as part of the surveillance, we examined patterns of sharing relative to credibility scores.

Datasets
We collected 6,591,566 English language, vaccine-related tweets and retweets from 1,860,662 unique Twitter users between January 17, 2017, and March 14, 2018, using the Twitter Search Application Programming Interface, using a set of predefined search terms (including “vaccin*,” “immunis*”, “vax*,” and “antivax*”). For all unique users posting vaccine-related tweets during the study period, we collected the lists of their followers to construct the social network.

We extracted 1.27 million unique URLs from the set of tweets to identify the set of text-based Web pages to include in the analysis. To restrict the set of Web pages to only English language text, we used a Google library [43]: removed other Web pages that were internal Twitter links, broken links, or
links to Web pages that were no longer available; and removed Web pages with fewer than 300 words in contiguous blocks. We then checked for duplicates of other Web pages already included, removing Web pages for which most of the text was equivalent to another Web page in the set, retaining the Web page with the greatest number of words. The remaining set of 143,003 Web pages (Figure 1) was used in the subsequent analysis.

To modify how we sampled tweets for constructing a manually labeled dataset, we used PubMed to search for vaccine-related research articles using search terms “vaccine” or “immunisation” in the title or abstract, automatically expanded by PubMed to include synonyms and MeSH terms. The search returned 306,886 articles. We then used the PubMed identifiers of these articles with Altmetric (Digital Science) to identify Web pages (news, blogs, and social media posts) that linked to these articles via their digital object identifier, PubMed entry, or journal Web page. We found 647,879 unique URLs from Altmetric that cited the selected vaccines-related PubMed articles.

The intersection of the URLs extracted from Altmetric and the URLs extracted from the tweets allowed us to oversample from the set of Web pages for which we expected to have higher-credibility scores (described below). This approach also allowed us to exclude most of the URLs shared on Twitter that linked directly to research articles by removing the tweets that were identified by Altmetric.

Figure 1. The steps used to define the training dataset and automatically label Web pages.

Credibility Appraisal Tool

The credibility appraisal tool was developed by 3 investigators (AGD, AD, and MS) with expertise in public health, public health Informatics, science communication, and journalism. To develop a tool that would work specifically with vaccine-related Web pages, the investigators adapted and synthesized individual criteria from the following checklist-based tools and guidelines [19]:

- Centers for Disease Control and Prevention guide for creating health materials [44]
- The DISCERN tool [21]
- Media Doctor review criteria [47]
- World Health Organization report on vaccination and trust [48]
- The QIMR [22].

Using these documents as a guide, we adapted from the DISCERN and QIMR checklists, and added 2 additional criteria that were specific to vaccine-related communications. The tool was pilot tested on 30 randomly selected Web pages and iteratively refined through discussion among the 3 investigators. The resulting credibility appraisal tool included the following 7 criteria: (1) information presented is based on objective, scientific research; (2) adequate detail about the level of evidence offered by the research is included; (3) uncertainties and limitations in the research in focus are described; (4) the information does not exaggerate, overstate, or misrepresent available evidence; (5) provides context for the research in focus; (6) uses clear, nontechnical language that is easy to understand; and (6) is transparent about sponsorship and funding.

Manually Labeled Sample

The 3 investigators then applied the credibility appraisal tool to an additional 474 vaccine-related Web pages. For each Web page, investigators navigated to the website, read the article, and decided whether it satisfied each of the 7 criteria.
process produced a set of values (0 or 1) for each criterion and Web page. We then summarized the information as a credibility score, defined by the number of criteria that were satisfied, and grouped Web pages by credibility score into low (0-2 criteria satisfied), medium (3-4 criteria satisfied), and high (5-7 criteria satisfied). Across the 474 expert-labeled examples, the proportion of the Web pages that were judged to have satisfied each of the 7 credibility criteria varied substantially (Figure 2).

The investigators independently undertook duplicate appraisals of a subset of the Web pages to measure inter-rater reliability, and it was found to be reasonable for separating Web pages as low, medium, or high credibility (Fleiss kappa 0.46; 95% CI 0.41-0.52; \( P < .001 \)) and near-perfect when the aim was to separate low-credibility Web pages from all others (Fleiss kappa 0.89; 95% CI 0.82-0.97; \( P < .001 \)). The design of the checklist suggests that it is a useful approach for identifying Web pages of low credibility.

**Figure 2.** The proportion of Web pages that met the individual criteria in the 474 Web pages used to train the classifiers. cri: criterion.

### Classifier Design

We compared 3 machine learning methods that are commonly used for document classification problems: support vector machines (SVM), random forests (RF), and recurrent neural networks (RNN). The SVM method trains a large-margin classifier that aims to find a decision boundary between 2 classes that is maximally far from any point in the training data. In the RF method classification, trees are constructed by randomly selecting a subspace of features at each node of the decision tree to grow branches. The method then uses bagging to generate subsets of training data for constructing individual trees, which are then combined to form RF model. The RNN method refers to a class of artificial neural networks comprising neural network blocks that are linked to each other to form a directed graph along a sequence. The method is used to model dynamic temporal behavior for a time sequence, which is useful for understanding the language.

The aim of these supervised machine learning techniques was to train a model to predict the class of an unseen document by learning how to distinguish the language used across classes. To apply the classifiers, we cleaned the text downloaded from Web pages by removing extra spaces, tabs, extra newlines, and nonstandard characters including emoticons. Each Web page was then included as a document in our corpus.

To develop the RNN classifier, we used average-stochastic gradient descent weight-dropped long short-term memory [49]. In what follows, we refer to this as the deep learning (DL)–based classifier. The DL-based classifier comprised a backbone and custom head. The backbone is a language model that is a deep RNN. The head is a linear classifier comprising 2 linear blocks with rectified linear unit activations for the intermediate layer and a softmax activation for the final layer that can estimate the target labels (in our case, whether it satisfies a credibility criterion).

Language models are trained to understand the structure of the language used in a corpus of documents, and its performance is measured by its ability to predict the next word in a sentence based on the set of previous words. After the language model is trained for this task, the complete DL-based classifier is then fine-tuned to predict whether a document satisfies each of the credibility checklist criteria. Language models are often trained to learn the structure of the language in a target corpus, but recent advances in transfer learning have produced superior results including shorter training times and higher performance. An example is the Universal Language Model Fine-Tuning method [50], which was proposed and evaluated on natural language processing tasks.

We used transfer learning to create the language model backbone. The language model was developed with 3 layers, 1150 hidden units, and an embedding size of 400 per word, and the weights were initialized from a pretrained WikiText-103 language model produced by Howard et al [50]. The parameters and values used in the initialization of the language model and classifier are given in Table 1. The results of the performance of the associated language model are given in Figure 3.
Table 1. The parameters and corresponding values for the initialization of the language model and classifier.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight decay</td>
<td>1.00E-04</td>
</tr>
<tr>
<td>Backpropagation through time</td>
<td>60</td>
</tr>
<tr>
<td>Batch size</td>
<td>52</td>
</tr>
<tr>
<td>Dropouts</td>
<td>0.25, 0.1, 0.2, 0.02, 0.15</td>
</tr>
<tr>
<td>Embedding size</td>
<td>400</td>
</tr>
<tr>
<td>Number of layers</td>
<td>3 (language model), 5 (classifier)</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>$\beta_1, \beta_2$</td>
<td>0.8, 0.99</td>
</tr>
</tbody>
</table>

Figure 3. The performance difference of the language model (LM) for 2 different settings, including training loss (top-left), validation cross-entropy loss (top-right), and the accuracy of the LM predicting the next word in a sentence given previous words in the validation text (bottom).

For the SVM- and RF-based classifiers, we performed additional preprocessing to remove stop words and low-frequency words to improve accuracy. After preprocessing, there were 60,660 unique words used across the entire corpus; these were used as features for training and testing RF and SVM classifiers. Each document was represented as a set of feature vectors, where features were defined by term frequency–inverse document frequency (tf-idf) weights. tf-idf represents the importance of a word to a document in a corpus, which increases proportionally to the number of times it appears in the document but is offset by the frequency of the word in the corpus, ensuring that the similarity between documents be more influenced by discriminative words with relatively low frequencies in the corpus. The best parameters for SVM and RF are found using grid search functionality of scikit-learn library and are given in Table 2.

Using the expert-labeled data, we trained 21 classifiers (1 per criterion for each of the RF-, SVM-, and DL-based classifiers) and evaluated the performance of the classifiers in 10-fold cross-validation tests, reporting the average F1 score and accuracy for all 3 classifiers. Although the comparison of the performance across the set of classifiers may be of interest, our aim was to provide the basis for an ensemble classifier that could reliably estimate which of the criteria were met by each Web page.
Table 2. The parameters used for support vector machine and random forest classifiers; all other parameters are kept as default.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Support vector machines</strong></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>100</td>
</tr>
<tr>
<td>Gamma</td>
<td>1</td>
</tr>
<tr>
<td>Kernel</td>
<td>linear</td>
</tr>
<tr>
<td>Norm</td>
<td>l1</td>
</tr>
<tr>
<td>Use-idf&lt;sup&gt;a&lt;/sup&gt;</td>
<td>TRUE</td>
</tr>
<tr>
<td>Max-df&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td>N-gram range</td>
<td>(1,1)</td>
</tr>
<tr>
<td><strong>Random forests</strong></td>
<td></td>
</tr>
<tr>
<td>N-estimators</td>
<td>10</td>
</tr>
<tr>
<td>Criterion</td>
<td>Gini</td>
</tr>
<tr>
<td>Min-impurity-split</td>
<td>1.00E-07</td>
</tr>
</tbody>
</table>

<sup>a</sup>Use-idf: when true, term weights are scaled by the number of documents they appear in.

<sup>b</sup>Max-df: when set to 1, words that appear in every document are not removed.

Sharing and Potential Exposure Estimation

Following the development of a reliable tool for automatically estimating the credibility of vaccine-related communications at scale, we aimed to characterize patterns of potential exposure to low-credibility vaccine communications on Twitter. For each Web page that met our study inclusion criteria, we estimated its credibility score using the best-performing classifiers for each criterion. We then aggregated the total number of tweets posted during the study period that included a link to the Web page, including tweets and retweets. We then estimated the potential exposure by summing the total number of followers for all tweets and retweets. Note that this represents the maximum possible audience, and we did not identify the unique set of users who might have been exposed at least once because of who they follow as we had done in previous studies [14].

To examine how users posting links to low-credibility Web pages might be concentrated within or across subpopulations, we also estimated a per-user measure of credibility, which was defined by the list of credibility scores for any user sharing links to one or more Web pages. We used these lists in conjunction with information about followers to construct a follower network, which allowed us to identify subpopulations of Twitter users for which the sharing of low-credibility vaccine communications was common.

Results

Classifier Performance

The RF classifiers produced the highest performance overall, and in most cases predicted, whether the text on a vaccine-related Web page satisfied each of the credibility criteria with over 90% accuracy (Table 3). The SVM-based classifier produced the highest F<sub>1</sub> scores for 2 of the most unbalanced criteria. Further experiments are needed to determine whether the DL-based classifier outperforms baseline methods if more expert-labeled data are made available. The results show that it is feasible to estimate credibility appraisal for Web pages about vaccination without additional human input, suggesting the performance—although variable—is high enough to warrant their use in surveillance.

Where the best-performing classifiers were combined to distinguish between low-, medium-, and high-credibility Web pages, the overall accuracy of the ensemble classifier that combines best-performing classifiers (SVM for criterion 3 and 7 and RF for all other criteria) was 78.30%. In terms of labeling low-credibility Web pages, the ensemble classifier rarely mislabeled a high- or medium-credibility Web page as low credibility; more than 19 out of every 20 Web pages labeled as low credibility were correct.

To consider the expected robustness of the classifiers, we additionally analyzed the set of terms that were most informative of low-credibility Web pages. We used a Fisher exact test to compare the proportion of low-credibility Web pages a term appeared in at least once relative to the proportion of other Web pages in which the term appeared at least once, examining the terms that were over-represented in either direction (Figure 4). The results indicate a set of mostly general terms; terms that are most indicative of low-credibility Web pages are related to stories about individuals and individual autonomy (eg, “her,” “son,” “autistic,” “right,” and “allowed”), and terms that are most indicative of other Web pages are related to research and populations (eg, “institute,” “phase,” “placebo,” “countries,” “improve,” and “tropical”). The results suggest that the sample of Web pages used to construct the training data is a broad enough sample to capture general patterns rather than specific repeated topics that would limit the external validity of the approach.
Table 3. Performance of the classifiers (average $F_1$ score and accuracy in 10-fold cross-validation).

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Deep learning*</th>
<th>Support vector machines*</th>
<th>Random forests*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_1$ score</td>
<td>Accuracy</td>
<td>$F_1$ score</td>
</tr>
<tr>
<td>1</td>
<td>0.851 (0.005)</td>
<td>0.740 (0.008)</td>
<td>0.903 (0.032)</td>
</tr>
<tr>
<td>2</td>
<td>0.000 (0.000)</td>
<td>0.638 (0.003)</td>
<td>0.802 (0.044)</td>
</tr>
<tr>
<td>3</td>
<td>0.000 (0.000)</td>
<td>0.865 (0.009)</td>
<td>0.761 (0.038)</td>
</tr>
<tr>
<td>4</td>
<td>0.882 (0.001)</td>
<td>0.789 (0.002)</td>
<td>0.903 (0.042)</td>
</tr>
<tr>
<td>5</td>
<td>0.551 (0.249)</td>
<td>0.486 (0.051)</td>
<td>0.787 (0.034)</td>
</tr>
<tr>
<td>6</td>
<td>0.867 (0.002)</td>
<td>0.765 (0.004)</td>
<td>0.912 (0.006)</td>
</tr>
<tr>
<td>7</td>
<td>0.000 (0.000)</td>
<td>0.840 (0.008)</td>
<td>0.801 (0.029)</td>
</tr>
</tbody>
</table>

*The classifier with the highest $F_1$-score is italicized for each criterion.

Figure 4. A subset of the terms that were informative of low-credibility scores in the training set of 474 Web pages. Terms at the top are those most over-represented in low-credibility Web pages compared with other Web pages, and terms at the bottom are those most under-represented in low-credibility Web pages compared with other Web pages. OR: odds ratio; Inf: infinity.

Potential Exposure Estimation

Satisfied with the performance of the ensemble classifier, we then applied it to the full set of 144,003 unique vaccine-related Web pages, producing an estimated credibility score for every page. Fewer Web pages with low-credibility scores were shared on Twitter relative to those with medium- or high-credibility scores (Figure 5), although it is important to consider the performance limitations of the ensemble classifier when interpreting these findings. We estimated that 11.86% (16,961 of 143,003) of Web pages were of low credibility, and they generated 14.68% (112,225 of 764,283) of retweets. In comparison, 23.52% (33,636 of 143,003) of Web pages were of high credibility, and they generated 21.04% (160,777 of 764,283) of all retweets.

When we examined the total number of potential exposures by counting cumulative followers across all tweets and retweets for each Web page, we found that the distributions were similar (illustrated by the slopes of the 3 distributions in Figure 6).
Measured by the total proportion of exposures to links to relevant Web pages, tweets to low credibility Web pages produced 9.34% (1.64 billion of 17.6 billion) of total exposures, compared with the 24.59% (4.33 billion of 17.6 billion) of total exposures to high-credibility Web pages. This indicates that Twitter users sharing links to high-credibility and medium-credibility vaccine-related Web pages tended to have a greater number of followers than those sharing links to low-credibility vaccine-related Web pages. However, the shape of the distribution shows that some of the low-credibility Web pages may have been influential; the top 100 Web pages by exposure were included in tweets that may have been seen by 2 million to 80 million users, and more than 200 Web pages of low credibility were included in tweets that could have reached 1 million users.

Links to low-credibility vaccine-related Web pages were more heavily concentrated among certain groups of users posting tweets about vaccines on Twitter. This is evident in a visualization of the follower network for the set of 98,663 Twitter users who posted at least two links to Web pages included in the study (Figure 7). The network indicates heterogeneity in the sharing of links to low-credibility vaccine-related Web pages, suggesting that there are likely to be communities of social media users for whom the majority of what they see and read about vaccines is of low credibility.
Figure 7. A network visualization representing the subset of 98,663 Twitter users who posted tweets including links to vaccine-related Web pages at least twice and were connected to at least one other user in the largest connected component. Users who posted at least 2 high-credibility Web pages and no low-credibility Web pages (cyan) and those who posted at least two low-credibility Web pages and no high-credibility Web pages (orange) are highlighted. The size of the nodes is proportional to the number of followers each user has on Twitter, and nodes are positioned by a heuristic such that well-connected groups of users are more likely to be positioned close together in the network diagram.

Discussion

Principal Findings

We found that it is feasible to produce machine learning classifiers to identify vaccine-related Web pages of low credibility. Applying a classifier to vaccine-related Web pages shared on Twitter between January 2017 and March 2018, we found that fewer low-credibility Web pages were shared overall, though some had a potential reach of tens of millions of Twitter users. A network visualization suggested that certain communities of Twitter users were much more likely to share and be exposed to low-credibility Web pages.

Research in Context

This research extends knowledge related to the surveillance of health misinformation on social media. Where much of the prior research has aimed to label individual social media posts or the claims made on social media by veracity [25-29], we instead labeled Web pages shared on social media using a credibility appraisal checklist extended from previously validated instruments to be appropriate to vaccine-related communications [21,22]. In other related work, Mitra et al [51] examined the linguistic features in social media posts that influenced perceptions of credibility. Although we did not examine the linguistic features of the tweets that included links to low-credibility information, it would be interesting to connect these ideas to better understand whether they influence user
behavior—making users more likely to engage with a tweet by URL access, replying, and sharing.

The work presented here is also different from previous studies examining opinions and attitudes expressed by Twitter users, which mostly label individual tweets or users based on whether they are promoting vaccination or advocating against vaccines [30,32,35,38]. Here we consider the communications shared on Twitter rather than the opinions expressed by users in the text of tweets.

Our study is also not directly comparable with previous studies that have examined how misinformation spreads through social media [2-6]. We examined a single topic that might not generalize to other application domains such as politics, labeled information according to a broader set of criteria than just the veracity of the information, and measured total potential exposures rather than just cascades of tweets and retweets. Rather than sampling from a set of known examples of fake and real news to compare spread, we sampled from across the spectrum of relevant articles shared on Twitter. Structuring the experiments in this way, we found no clear difference in the distribution of total potential exposures between low-credibility Web pages and others. Although most low-credibility Web pages are shared with a smaller number of Twitter users, some had the potential to reach tens of millions.

Implications

This study has implications for public health. The ability to measure how people engage with and share misinformation on social media may help us better target and monitor the impact of public health interventions [39-41]. We found that certain subpopulations of Twitter users share low-credibility vaccine communications more often and are less likely to be connected to users sharing higher-credibility vaccine communications. Although these results are unsurprising, most studies examining vaccines on social media have only counted tweets rather than examining the heterogeneity of potential exposure to vaccine critical posts [30,38,52], despite evidence of the clustering of opinions from as early as 2011 [32]. This study is consistent with these previous findings on clustering and studies examining exposure to different topics about HPV vaccines [35,37].

Knowing where low-credibility communications are most commonly shared on social media may support the development of communication interventions targeted specifically at communities that are most likely to benefit [53]. Although the methods are not yet precise enough to reliably identify individual links to low-credibility communications, they may eventually be useful as the basis for countermeasures such as active debunking. Methods for inoculating against misinformation by providing warnings immediately before access have mixed results [10,54,55].

Limitations

There were several limitations to this study. Although we used a modified sampling strategy to ensure a more balanced representation of Web pages, the manually labeled sample used for training and internal validation was relatively small, and this might have affected the results in 2 ways. First, our results showed that the DL-based classifiers were less accurate than the RF-based classifiers, but this might have been the consequence of the available training data rather than the general value of the DL approach. Without testing on larger sets of training data, we are unable to reliably conclude about the comparative performance of the machine learning methods. Second, in some document classification tasks where features are relatively sparse or many documents are very similar, using a smaller set of labeled examples can lead to overfitting. To avoid this, we were careful about removing duplicates and Web pages with overlapping text.

A second type of limitation relates to the choices we made about the methods. Other methods and architectures could have been used to predict credibility from text. For example, we could have used simpler methods including Naïve Bayes and logistic regression, used a single multi-label classifier to predict whether a document extracted from a Web page satisfied any of the criteria, or constructed a model that directly predicts the credibility score rather than the individual components.

A further limitation relates to the external validity of the classifier and our inability to draw conclusions about Web pages that do not include contiguous sections of text. We included only Web pages from which we could extract contiguous blocks of text and used a novel approach to sampling from those Web pages to create a reasonably balanced sample across the set of credibility scores. Other URLs included in vaccine-related tweets included links to other social media posts (including links to other tweets), links to YouTube and Instagram, links to memes in which text is embedded in an image, links to dynamic pages that no longer show the same information, and links to a range of other pages that included videos or images alongside a small amount of text. As we were unable to estimate the credibility of the vaccine-related information presented on these other Web pages, our conclusions are limited to the characterization of text-based Web pages. It is likely that a substantial proportion of Instagram, Facebook, and YouTube Web pages would receive a low-credibility score if they were assessed [56-58], which means we may have underestimated the sharing of low-credibility vaccine-related communications on Twitter.

Our estimates of exposure were imperfect. To estimate how many Twitter users might have been exposed to information relative to credibility, we summed the total number of followers of a user for each user that posted the link. We did not count the total number of unique followers who might have seen the link, did not report the number of likes, and do not have access to the number of replies. In the absence of more detailed measures of engagement that can estimate the number of times a Web page was accessed via Twitter, we felt measures of potential exposure were a reasonable upper bound. The conclusions related to measures of potential exposure, therefore, need to be interpreted with caution, and further studies using robust epidemiological designs are needed to reliably estimate exposure.

Conclusions

We developed and tested machine learning methods to support the automatic credibility appraisal of vaccine-related information on the Web, showing that it is feasible. This allowed us to scale
our analysis of large-scale patterns of potential exposure to low-credibility vaccine-related Web pages shared on Twitter. We found that although low-credibility Web pages were shared less often overall, there were certain subpopulations where the sharing of low-credibility Web pages was common. The results suggest two new ways to address the challenge of misinformation, including ongoing surveillance to identify at-risk communities and better target resources in health promotion and embedding the tool in interventions that flag low-credibility communications for consumers as they engage with links to Web pages on social media.
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Abstract

Background: The internet continues to offer new forms of support for health decision making. Government, charity, and commercial websites increasingly offer a platform for shared personal health experiences, and these are just some of the opportunities that have arisen in a largely unregulated arena. Understanding how people trust and act on this information has always been an important issue and remains so, particularly as the design practices of health websites continue to evolve and raise further concerns regarding their trustworthiness.

Objective: The aim of this study was to identify the key factors influencing US and UK citizens’ trust and intention to act on advice found on health websites and to understand the role of patient experiences.

Methods: A total of 1123 users took part in an online survey (625 from the United States and 498 from the United Kingdom). They were asked to recall their previous visit to a health website. The online survey consisted of an updated general Web trust questionnaire to account for personal experiences plus questions assessing key factors associated with trust in health websites (information corroboration and coping perception) and intention to act. We performed principal component analysis (PCA), then explored the relationship between the factor structure and outcomes by testing the fit to the sampled data using structural equation modeling (SEM). We also explored the model fit across US and UK populations.

Results: PCA of the general Web trust questionnaire revealed 4 trust factors: (1) personal experiences, (2) credibility and impartiality, (3) privacy, and (4) familiarity. In the final SEM model, trust was found to have a significant direct effect on intention to act (beta=.59; P<.001), and of the trust factors, only credibility and impartiality had a significant direct effect on trust (beta=.79; P<.001). The impact of personal experiences on trust was mediated through information corroboration (beta=.06; P=.04). Variables specific to electronic health (eHealth; information corroboration and coping) were found to substantially improve the model fit, and differences in information corroboration were found between US and UK samples. The final model accounting for all factors achieved a good fit (goodness-of-fit index [0.95], adjusted goodness-of-fit index [0.93], root mean square error of approximation [0.50], and comparative fit index [0.98]) and explained 65% of the variance in trust and 41% of the variance in intention to act.

Conclusions: Credibility and impartiality continue to be key predictors of trust in eHealth websites. Websites with patient experiences can positively influence trust but only if users first corroborate the information through other sources. The need for corroboration was weaker in the United Kingdom, where website familiarity reduced the need to check information elsewhere. These findings are discussed in relation to existing trust models, patient experiences, and health literacy.

(J Med Internet Res 2019;21(11):e11125) doi:10.2196/11125
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Introduction

Background

The number of people using the internet for health information and advice continues to grow with people affected by long-term or chronic conditions making particular use of online resources [1]. Over 80% of teens have sought health information online at some point about a range of health and lifestyle issues [2], and there has been a rise in surrogate seekers, those seeking information online for someone else [3]. Understanding how people come to trust the information and advice they find online has been an important issue since the widespread adoption of the internet [4] and continues to be so (see, eg, recent work by Marcus et al [5] and Lu et al [6]).

The explosion in new providers, new formats, and platforms continues to generate concerns regarding the quality and variability of the health information available to the average citizen. Despite the introduction of codes and standards, for example, Health on the Internet code, early concerns over information quality, accuracy, and credibility [7] are still being echoed by researchers examining the provision of electronic health (eHealth) material across a range of conditions [8] including diabetes, osteoarthritis, and orthognathic surgery [9-11].

Today, such concerns sit within a wider debate about the veracity of information available to citizens through a variety of online sources. We know that people will often make snap judgments about the quality of information available online [4,12], relying upon simple heuristics to inform their decision making. We also know that people seldom make these judgments in isolation but are likely to show social influences in their information searches [12].

In particular, we can see that citizens exhibit homophily when going online for information—choosing to be guided by others they perceive as similar to themselves [13] and selecting information that is consistent with their own prior beliefs [14].

These social effects are particularly strong when people share their own health experiences online. Shared personal experiences are important to health consumers [15,16], and these are disseminated in online support communities, which can offer long-term supportive relationships, providing empathy, and reducing patients’ sense of isolation [17,18]. As online social networks have grown, the range and availability of personal experiences have grown enormously. Peer-to-peer resources in the form of support forums, blogs, written or video testimonials, as well as curated experiences have become a common feature of online health resources. They are found in eHealth sites provided not just by concerned individuals but by charities, governmental organizations, and commercial websites alike. They once again put the concept of a trusting relationship center stage as the mediating technology, the host platform, and the contributors themselves can all be considered as objects of trust [19].

Put simply, a health consumer must typically make a number of layered trust decisions before engaging with peer-led material on a site [13], although a credible host site may be a prerequisite for trust in the more personal stories or blogs contained within [20].

The sheer number of eHealth resources available means that there are significant opportunities to check and verify any information and advice found online. Indeed, corroboration has been shown to have a key role in predicting trust and action around eHealth information [21]. However, research indicates that once again we see different factors influencing the layered trust decisions that are made [21]. At the peer-led level, when people are seeking to check information about personal experiences, these corroborating activities may become distorted by social networks, where the homophily effects of being able to tap into information bubbles of “people like me” may act to limit the effectiveness of cross-checking, particularly for groups with low socioeconomic status (eg, [14]).

At the platform or website level, other factors come into play. Thus, for example, many websites require commercial funding, and this in turn can be signaled by the presence of online advertising, which in turn may act to undermine the perceived trustworthiness of the messages on the site. Impartiality is fundamental to trust in online resources [22], and advertising can lead a consumer to question the underlying motivations of an organization, sensing that they may not necessarily be acting primarily in the interests of a patient or carer [23].

Genuine peer contributors to a forum or site may wish to convey a credible, persuasive account of their experience with a particular product or service, but, if the narrative is framed in a commercial context, then the veracity of that experience may be called into question [24,25].

In general, it appears that personal experiences and commerce do not work well together. The blurring of the lines between testimonials and advertising serves to reduce the value of the personal accounts and the overall credibility of the website [23]. Furthermore, new trust concerns arise for both contributors and consumers of health content if people feel that the information they provide or access may be used to profile their own health status. This is a critical issue in the wake of new developments in the United States that give more freedom to internet service providers to sell on consumer information to advertisers [26], making health privacy a critical, but as yet under-researched aspect of trust decision making in eHealth [27].

Understanding the antecedents of trust in online health information has been a long-standing interest of the authors who, for the past 20 years, have developed and reported a number of large-scale eHealth surveys to gauge changes in the trust practices of people seeking health information online. Taken together, the studies have addressed the rise in patient-centered and patient-generated health information.

Since 2000, the range of patient-led resources and the nature and number of different eHealth providers have grown dramatically, and the most recent changes have seen a dramatic rise in patient narratives, often accompanied by new advertising funding models that may not always be viewed as appropriate in a health domain. The noticeable shift toward the inclusion of peer-led information creates interesting questions around what exactly it is that we are being asked to trust—the advice, the patient who provides a story, the organization behind the website, or other (sometimes unknown) funders. All of these can influence the decision to trust, and subsequently act upon, health advice. The extent to which health privacy affects trust in eHealth is also poorly understood. It is, therefore, timely to ask again about how people make their trust decisions.
Data we collected 10 years ago [21] resulted in a model that showed how trust in eHealth information and intention to act on the advice could be predicted on the basis of source credibility and impartiality. In that study, the predictive value of these 2 factors was enhanced when consumer responses to uncongenial health-risk information was taken into account. In particular, adding variables specific to health psychology (eg, measures addressing coping style), alongside measures designed to capture response to the online environment (eg, information corroboration), enhanced the model’s predictive power.

**Objectives**

In this study, we aimed to update this model and provide a more timely understanding of the current antecedents of trust in online health information. We did this in 2 steps. First, we assessed the factorial structure of an updated general measure of trust in online health resources. We took the general measure of trust used in the study by Harris et al [21] and supplemented it with measures addressing inter alia personal experiences online, the presence of advertising, and health privacy concerns. Second, we sought to establish how well these subsequent factors improved the predictive power of the older model [21]. In addition, we purposely sampled from the United States and the United Kingdom to establish the robustness of the model across 2 widely different health care economies, one largely privatized (with funding via a complex health insurance network) and the other largely nationalized.

In summary, then, we sought to model the role of online personal experiences in health information and advice-seeking behavior using populations drawn from the United States and the United Kingdom.

**Methods**

**Design**

A cross-sectional survey was conducted in November 2015 and collected quantitative data from eHealth users regarding their use of health websites as part of a larger project measuring online trust in health websites every 5 years since 2000. We used a panel company to recruit a similar demographic to those that had participated in our previous studies to gain a sample representative enough to allow for meaningful comparisons.

**Participants**

A total of 8272 people clicked on the link from the recruitment advertisement on the panel company’s internal Web page and were assessed on their eligibility to take part in the survey. Of this larger sample, 74.62% (6172/8272) indicated that they used the internet to look for health advice compared with 25.43% (2103/8272) who did not use the internet for advice. Following eligibility assessment (older than 18 years and UK- [40% quota] or US-based [60% quota]), a total of 1396 participants completed the questionnaire. A total of 96 were removed because of incomplete data resulting in 1123 participants that completed the full survey exploring online health seekers. Of the 1123 participants, 875 (77.92%) reported searching the internet for health advice for themselves, 145 (12.91%) for someone else, and the remaining 112 (9.97%) for both. Participants received £1.71 (or the US equivalent) for taking part in the study. Full details of participant demographics can be found in Table 1.
Table 1. Participant demographics (N=1123).

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Online seekers frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Location</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>625 (55.65)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>498 (44.34)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>462 (41.14)</td>
</tr>
<tr>
<td>Female</td>
<td>661 (58.86)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>172 (15.32)</td>
</tr>
<tr>
<td>25-35</td>
<td>311 (27.69)</td>
</tr>
<tr>
<td>36-44</td>
<td>222 (19.77)</td>
</tr>
<tr>
<td>45-54</td>
<td>195 (17.36)</td>
</tr>
<tr>
<td>55-64</td>
<td>146 (13.00)</td>
</tr>
<tr>
<td>65+</td>
<td>63 (5.61)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full time</td>
<td>545 (48.53)</td>
</tr>
<tr>
<td>Part time</td>
<td>171 (15.23)</td>
</tr>
<tr>
<td>Retired</td>
<td>137 (12.20)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>208 (18.52)</td>
</tr>
<tr>
<td>Student</td>
<td>62 (5.52)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>354 (31.52)</td>
</tr>
<tr>
<td>Married</td>
<td>531 (47.28)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>106 (9.44)</td>
</tr>
<tr>
<td>Civil partnership</td>
<td>29 (2.58)</td>
</tr>
<tr>
<td>Divorced</td>
<td>84 (7.48)</td>
</tr>
<tr>
<td>Widowed</td>
<td>19 (1.69)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>912 (81.21)</td>
</tr>
<tr>
<td>Latino/Hispanic</td>
<td>40 (3.56)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>12 (1.07)</td>
</tr>
<tr>
<td>African</td>
<td>59 (5.25)</td>
</tr>
<tr>
<td>Caribbean</td>
<td>11 (0.98)</td>
</tr>
<tr>
<td>South Asian</td>
<td>23 (2.05)</td>
</tr>
<tr>
<td>East Asian</td>
<td>20 (1.78)</td>
</tr>
<tr>
<td>African American</td>
<td>11 (0.98)</td>
</tr>
<tr>
<td>Mixed</td>
<td>18 (1.60)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>16 (1.42)</td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school/secondary school</td>
<td>18 (1.60)</td>
</tr>
<tr>
<td>Secondary school/high school/general educational development</td>
<td>294 (26.18)</td>
</tr>
<tr>
<td>Further education (college, A-levels or equivalent)</td>
<td>199 (17.72)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>490 (43.63)</td>
</tr>
</tbody>
</table>
## Procedure
Before study commencement, the study received full ethical approval from the Department of Psychology at Northumbria University, and the online survey was piloted with 5 participants to assess comprehension and running of the survey. The survey was hosted on Qualtrics. The first page provided participants with information detailing the aim, length, data storage, contact details, and withdrawal process of study. They were then asked to provide informed consent. The study then commenced, and participants were asked whether they used the internet to look for health advice. Those answering “yes” then completed a series of questions relating to the last time they searched for health advice online. Specifically, they were asked to “think about any one site that you visited during that search” and to answer the remaining questions with respect to that site. They answered questions relating to the impact of the health advice on their coping perceptions and intention to act, the degree to which they trusted the information and website, and demographic information.

## Measures
Unless stated otherwise, participants answered the following measures on a 5-point Likert scale (1=strongly disagree to 5=strongly agree).

### General Web Trust Questionnaire
The first measure contained the 24 items from the study by Harris et al [21], supplemented by 8 items assessing the presence of personal experiences [28] and 5 items to measure privacy concerns. In addition, coping was measured with 4 items such as “Looking at this site made me feel in control,” in which participants’ responses were rated on a 6-point scale with the following labels: 1=less, 2=slightly less, 3=no different, 4=slightly more, and 5=more (Cronbach alpha=.83). Information corroboration with other sources of information was measured with the following 2 items: (1) “I checked other websites” and (2) “I checked other sources” (Cronbach alpha=.85). It is recognized that having just 2 items contributing to a measure can give challenge to the accuracy of Cronbach alpha, although in such cases alpha acts as a lower bound for the reliability, that is, it always underestimates the true reliability of the scale [29]. Note that these items were all taken from an earlier study [21].

### Outcome Measures
Trust was measured with the following 2 items: (1) “I trusted the site” and (2) “I felt I could trust the information on the site” (Cronbach alpha=.78). Intention to act was an outcome measure, assessed with 1 item “I intended to act upon the advice.”

## Results
We first explored the updated general Web trust questionnaire by performing principal component analysis (PCA). We then explored the relationship between the factor structure and outcomes by testing its fit to the sampled data using structural equation modeling (SEM).

### Properties of the General Web Trust Questionnaire
The 36 items of the scale were entered into the PCA, and varimax rotation with Kaiser normalization was used. Any items with factor loadings lower than 0.30 were suppressed (see Table 2).

The findings from the PCA revealed that 4 components (with eigenvalues above 1) could explain the data accounting for 66.057% of the variance. This complied with the minimum acceptable level of 60% variance and recommendations of eigenvalues above 1 for factors [30]. One item The site was free from advertisements did not load onto any component and was dropped from the analysis. In other words, this component was not, in isolation, a strong enough measure to be considered influential in the final model.

Overall, the analysis revealed that the 4 final components explained a large amount of the variance in the data, and the items had strong component loadings (well above the 0.30 criterion). It is recognized that the fourth component could be considered as weak as it only comprises 2 items. Advice is that there should be a minimum of 3 items per extracted component. However, it is reasonable that a component with 2 items is identified, provided that the other factors have more than 3 items and the 2-item factor has a nonzero covariance with at least one other factor in the population [31]. Such is the case here.
Table 2. Factor loadings for each item (factor loadings lower than 0.30 are suppressed).

<table>
<thead>
<tr>
<th>Item</th>
<th>Rotation factor loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Factor 1: Personal experiences&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>The language on the site made it easy to understand.</td>
<td>—&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>The site helped me understand the issue better.</td>
<td>—</td>
</tr>
<tr>
<td>The site was easy to use.</td>
<td>—</td>
</tr>
<tr>
<td>The site told me most of what I needed to know.</td>
<td>—</td>
</tr>
<tr>
<td>The layout was consistent with other sites.</td>
<td>—</td>
</tr>
<tr>
<td>The advice appeared to be prepared by an expert.</td>
<td>—</td>
</tr>
<tr>
<td>The advice seemed to be offered in my best interests.</td>
<td>—</td>
</tr>
<tr>
<td>The advice came from a knowledgeable source.</td>
<td>—</td>
</tr>
<tr>
<td>The advice seemed credible.</td>
<td>—</td>
</tr>
<tr>
<td>The site was owned by a well-known organization.</td>
<td>—</td>
</tr>
<tr>
<td>The site featured familiar logos.</td>
<td>—</td>
</tr>
<tr>
<td>The site had a professional design.</td>
<td>—</td>
</tr>
<tr>
<td>The site had an attractive design.</td>
<td>—</td>
</tr>
<tr>
<td>The site provided reassurances about my privacy.</td>
<td>—</td>
</tr>
<tr>
<td>The site gave the option to post anonymously.</td>
<td>—</td>
</tr>
<tr>
<td>The site gave reassurances about how they used your information.</td>
<td>—</td>
</tr>
<tr>
<td>The site had a privacy policy.</td>
<td>—</td>
</tr>
<tr>
<td>The site explained their use of cookies.</td>
<td>—</td>
</tr>
<tr>
<td>The site contained accounts of other patient experiences.</td>
<td>0.815</td>
</tr>
<tr>
<td>There was a chance to share my experiences.</td>
<td>0.821</td>
</tr>
<tr>
<td>There were opportunities to interact with other people on the site.</td>
<td>0.829</td>
</tr>
<tr>
<td>On the site I saw a wide range of experiences rather different to mine.</td>
<td>0.791</td>
</tr>
<tr>
<td>The site offered powerful accounts of health experiences.</td>
<td>0.817</td>
</tr>
<tr>
<td>It felt like the advice was tailored to me personally.</td>
<td>0.559</td>
</tr>
<tr>
<td>On the site, I was offered the chance to see experiences from people just like me.</td>
<td>0.856</td>
</tr>
<tr>
<td>The site contained contributions from like-minded people.</td>
<td>0.863</td>
</tr>
<tr>
<td>I was able to contribute to content on the site.</td>
<td>0.817</td>
</tr>
<tr>
<td>The personal accounts on the site were written by people similar to me.</td>
<td>0.882</td>
</tr>
<tr>
<td>I found personal accounts that reflected my own experience.</td>
<td>0.875</td>
</tr>
<tr>
<td>I found personal accounts that were relevant to my condition.</td>
<td>0.876</td>
</tr>
<tr>
<td>There were opportunities to gather information from the personal accounts on the site.</td>
<td>0.870</td>
</tr>
<tr>
<td>The personal accounts contained advice for readers.</td>
<td>0.869</td>
</tr>
<tr>
<td>The personal accounts provided social or emotional support.</td>
<td>0.845</td>
</tr>
<tr>
<td>The advice appeared to be impartial and independent.</td>
<td>—</td>
</tr>
<tr>
<td>The advice seemed objective (ie, no hidden agenda).</td>
<td>—</td>
</tr>
</tbody>
</table>
Structural Equation Modeling Analysis

The data were analyzed using SEM performed in IBM SPSS AMOS and based on the model structure from Harris et al [21], which represents the data collected 10 years ago. Maximum likelihood estimation methods were used to assess model fit, and the input for each analysis was the covariance matrix of the items. The goodness-of-fit for the models was evaluated with the following absolute goodness-of-fit indices (GFIs) [32]: (1) the Chi-square goodness-of-fit statistic; (2) the root mean square error of approximation (RMSEA); (3) GFI; (4) the adjusted goodness-of-fit (AGFI), and (5) comparative fit index (CFI).

Nonsignificant Chi-square values indicate that the hypothesized model fits the data, and RMSEA values smaller than or equal to 0.08 are indicative of an acceptable fit. However, values above 0.1 should lead to model rejection [33]. GFI values greater than 0.95 are indicative of a good fit, and values greater than 0.90 are indicative of an acceptable fit [34]. AGFI values of 0.90 are indicative of a good fit, and values greater than 0.85 may be considered an acceptable fit [35]. The closer the CFI value is to 1 the better the fit [36].

The final model accounted for 65% of the variance in trust, 27% of the variance in coping, and 41% of the variance in intention to act. The model was a good fit for 4 of the indices. The fit indices for GFI and AGFI were 0.95 and 0.93, which are indicative of a good fit. RMSEA was 0.050, and CFI was 0.98.

Path coefficients (beta) and $R^2$ values were also inspected in evaluating the predictive power of the models. Although the Chi-square indicated that the model was not a good fit to the data, $X^2_{168}=639.8$, $P<.001$, Chi-square has been criticized for being too sensitive to large sample sizes, especially for samples over 200 [37], as in this study. Only credibility and impartiality was found to have a significant, direct relationship with trust (see Table 3). Familiarity and presence of personal experiences did not significantly relate to trust. The effects of familiarity, personal experiences, and privacy may be indirect and mediated through the other trust variables. In particular, personal experiences was found to have a significant direct effect on information corroboration, which in turn significantly predicted trust. Individuals who are presented with personal experiences may, therefore, corroborate this information with other sources and websites enhancing their trust in the personal experiences account. Trust in turn was found to significantly relate to coping perceptions and intention to act on the advice. This suggests that trustworthy websites heighten their coping perceptions, making them feel reassured, in control, and able to cope.

Table 3. The regression weights and critical ratio (ie, Z-score) values for the main effects of the hypothesized full model (combined UK and US participants).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unstandardized path coefficients</th>
<th>Critical ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credibility and impartiality $\rightarrow$ trust</td>
<td>0.944</td>
<td>17.110</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity $\rightarrow$ trust</td>
<td>0.012</td>
<td>0.552</td>
<td>.58</td>
</tr>
<tr>
<td>PEX$^a$ $\rightarrow$ trust</td>
<td>0.021</td>
<td>0.960</td>
<td>.34</td>
</tr>
<tr>
<td>Information corroboration $\rightarrow$ trust</td>
<td>0.050</td>
<td>3.001</td>
<td>.003</td>
</tr>
<tr>
<td>Credibility and impartiality $\rightarrow$ information corroboration</td>
<td>0.520</td>
<td>7.566</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity $\rightarrow$ information corroboration</td>
<td>-0.051</td>
<td>-1.289</td>
<td>.20</td>
</tr>
<tr>
<td>PEX $\rightarrow$ information corroboration</td>
<td>0.067</td>
<td>2.092</td>
<td>.04</td>
</tr>
<tr>
<td>Trust $\rightarrow$ coping</td>
<td>2.229</td>
<td>16.518</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trust $\rightarrow$ intention to act</td>
<td>0.794</td>
<td>16.197</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coping $\rightarrow$ intention to act</td>
<td>0.013</td>
<td>1.425</td>
<td>.15</td>
</tr>
<tr>
<td>Information corroboration $\rightarrow$ intention to act</td>
<td>0.063</td>
<td>2.751</td>
<td>.006</td>
</tr>
</tbody>
</table>

$^a$PEX: personal experiences.
Comparison of Two Populations

A total of 2 further structural equation models were then assessed; one for each of the 2 populations that made up the full dataset, those from the United States and those from the United Kingdom. Although no previous literature exists to document consumer differences in terms of their trust in online health information, the countries differ widely in terms of state-run health provision, and it is known that health consumers differ in terms of their internet health behaviors [38] and that physicians in the United States and the United Kingdom differ widely in terms of their access to online information [39].

US Population

The model was a good fit for 4 of the indices. The GFI and AGFI were 0.93 and 0.91, respectively, and the RMSEA and CFI were 0.055 and 0.97, respectively, although the Chi-square indicated that the model was not a good fit to the data, $X^2_{168}=481.3$, $P<.001$ (see earlier above). Path coefficients (beta) and $R^2$ values were also inspected in evaluating the predictive power of the models. The final model accounted for 64% of the variance in trust, 27% of the variance in coping, and 44% of the variance in intention to act. Regression weights are presented in Table 4 below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unstandardized path coefficients</th>
<th>Critical ratio</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credibility and impartiality → trust</td>
<td>1.001</td>
<td>13.346</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity → trust</td>
<td>-0.052</td>
<td>-1.515</td>
<td>.13</td>
</tr>
<tr>
<td>PEX$^a$ → trust</td>
<td>0.073</td>
<td>2.436</td>
<td>.02</td>
</tr>
<tr>
<td>Information corroboration → trust</td>
<td>0.068</td>
<td>3.023</td>
<td>.003</td>
</tr>
<tr>
<td>Credibility and impartiality → information corroboration</td>
<td>0.364</td>
<td>3.959</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity → information corroboration</td>
<td>0.018</td>
<td>0.308</td>
<td>.76</td>
</tr>
<tr>
<td>PEX → information corroboration</td>
<td>0.060</td>
<td>1.408</td>
<td>.16</td>
</tr>
<tr>
<td>Trust → coping</td>
<td>2.224</td>
<td>12.696</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trust → intention to act</td>
<td>0.802</td>
<td>13.216</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coping → intention to act</td>
<td>0.008</td>
<td>0.651</td>
<td>.52</td>
</tr>
<tr>
<td>Information corroboration → intention to act</td>
<td>0.075</td>
<td>2.485</td>
<td>.01</td>
</tr>
</tbody>
</table>

$^a$PEX: personal experiences.

There are 2 differences in the observed relationships when comparing the US model with the full model. First, the significant predictive path between personal experiences and information corroboration is lost. However, given that the regression weight is identical in both models, this is just a consequence of reduced power in the UK analysis. A total of 2 further paths also fail to reach significance in the UK model compared with the full model: information corroboration to trust and to intention to act. For these 2, there is a noticeable reduction in the regression coefficients for the UK model compared with both the US and full models, and as such the loss of significance is a consequence of a weaker relationship as well as a reduction in power.

Moreover, the UK model also produces a significant path between familiarity and information corroboration that is not present in either the full or the US model.

In summary, although the US- and UK-based analyses share—as might be expected—many of the significant relationships identified in the full model, 2 distinct dissociations are also identified: The significant path between personal experiences and trust that only emerges in the US model and the significant (and negative) path between familiarity and information corroboration that only emerges in the UK model, such that UK citizens are less likely to corroborate information if their primary source is familiar.

UK Population

Although the Chi-square indicated that the model was not a good fit to the data, $X^2_{168}=422.8$, $P<.001$, the model was a good fit for the remaining 4 indices. The GFI and AGFI were 0.92 and 0.89, respectively. Finally, RMSEA was 0.055, and CFI was 0.97. Path coefficients (beta) and $R^2$ values were also inspected in evaluating the predictive power of the models. The final model accounted for 65% of the variance in trust, 27% of the variance in coping, and 44% of the variance in intention to act. Regression weights are presented in Table 5.

As with the US-based model, the significant predictive path between personal experiences and information corroboration is lost. Equally, however, the regression weight is identical in both models, and this is just a consequence of reduced power in the UK analysis. A total of 2 further paths also fail to reach significance in the UK model compared with the full model: information corroboration to trust and to intention to act. For these 2, there is a noticeable reduction in the regression coefficients for the UK model compared with both the US and full models, and as such the loss of significance is a consequence of a weaker relationship as well as a reduction in power.

Moreover, the UK model also produces a significant path between familiarity and information corroboration that is not present in either the full or the US model.
Specifically, Harris et al. [21] showed that 2 website factors—credibility and impartiality—were the strongest predictors of trust. Harris et al [21] also showed that trust and its relationship to intention to act were moderated by 2 cognitive processes—involving threat appraisal and information corroboration. They also, along with personal experiences factor, significantly affect the processes of information corroboration, which in turn affect both trust and intention to act upon the health advice given, with a final coping factor also moderating the relationship between trust and intention to act. In short, credibility of information and impartiality occupy pivotal roles in our decision to trust the information we view online, as it did in the earlier Harris et al model [21], something entirely consistent with the ways in which patients come to develop trust relationships with their physician where there is a strong belief that doctors act in the patients’ best interest (eg, [45]). Credibility and impartiality are key to trust in eHealth in 2019 as they were 10 years ago.

Online health information is also important in helping people to cope with health issues. When people trust sites that provide positive information about controlling symptoms or disease, it appears to help boost their overall sense of coping and efficacy. Although the model developed by Harris et al [21] did not find a significant relationship between trust and coping, we found that trust could account for 27% of the variance in coping. Our model confirms that placing trust in health websites is important in helping users to cope with their health issues, and this is in line with previous research indicating that seeking health information is in itself an important coping mechanism in enhancing adjustment to illness and in the promotion of health-related activities [46,47]. These findings could reflect a general improvement in the ways in which trusted sites offer information and advice and is possibly related to the rise of health websites offering patient experiences. We know from these data that patient experiences can influence trust (see below), and from the published literature, we know that personal experiences can also help people to feel supported in their health issues [18], but the ways that such experiences might directly affect coping would require further investigation.

**Table 5.** The regression weights and critical ratio values for the main effects of the hypothesized model for UK participants.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unstandardized path coefficients</th>
<th>Critical ratio</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credibility and impartiality → trust</td>
<td>0.912</td>
<td>10.982</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity → trust</td>
<td>0.034</td>
<td>1.135</td>
<td>.26</td>
</tr>
<tr>
<td>PEX² → trust</td>
<td>-0.031</td>
<td>-0.985</td>
<td>.33</td>
</tr>
<tr>
<td>Information corroboration → trust</td>
<td>0.029</td>
<td>1.141</td>
<td>.25</td>
</tr>
<tr>
<td>Credibility and impartiality → information corroboration</td>
<td>0.740</td>
<td>7.094</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity → information corroboration</td>
<td>-0.139</td>
<td>-2.586</td>
<td>.01</td>
</tr>
<tr>
<td>PEX information corroboration</td>
<td>0.065</td>
<td>1.337</td>
<td>.18</td>
</tr>
<tr>
<td>Trust → coping</td>
<td>2.213</td>
<td>10.716</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trust → intention to act</td>
<td>0.782</td>
<td>9.929</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coping → intention to act</td>
<td>0.019</td>
<td>1.259</td>
<td>.21</td>
</tr>
<tr>
<td>Information corroboration → intention to act</td>
<td>0.058</td>
<td>1.656</td>
<td>.02</td>
</tr>
</tbody>
</table>

aPEX: personal experiences.

**Discussion**

**Principal Findings**

In terms of identifying the key predictors of trust and intention to act on health information, we found that trust significantly influenced self-reported intention to act on advice. Of the trust predictors, only credibility and impartiality was found to have a significant, direct relationship with trust. The effects of other variables (familiarity, personal experiences, and privacy) may be indirect and mediated through the other trust variables. For the role of personal experiences, it was found to have a significant direct effect on information corroboration, which in turn significantly predicted trust. Trust in turn was found to significantly relate to coping perceptions and intention to act on the advice. These results lead us to make the following observations.

The first point to note is that trust judgments significantly influence self-reported intention to act upon the health advice given online and furthermore, that these trust judgments reflect the extent to which people feel that the information sources are (1) credible, that is, contain good quality, relevant information, (2) well designed and presented, and (3) impartial, that is, contain information offered in the health consumer’s best interest. These results resonate with recent findings in the existing literature (see Shaffi and Rowley [40] for a systematic review). For example, trust is known to predict intention to act upon health advice (eg, [21,41]). The relevance, quality, usefulness, and accuracy of information are known determinants that the information content is trustworthy [42]. The presentation, ease of use, and clarity of information are linked to perceptions of *professionalism* that, again, underpin judgments of trust [43,44] and, finally, the beliefs about objectivity and impartiality of the source also ensure trust [21].

Looking in more detail at the model presented in Figure 1, we can see interesting similarities and differences between the current model and the model developed 10 years ago [21]. Specifically, Harris et al. [21] showed that 2 website factors (information quality and impartiality) directly influenced trust. In the model we present here, these same 2 website factors, now combined into 1 construct named *credibility and impartiality* are the strongest predictors of trust. Harris et al [21] also showed that trust and its relationship to intention to act were moderated by 2 cognitive processes—involving threat appraisal and information corroboration. They also, along with personal experiences factor, significantly affect the processes of information corroboration, which in turn affect both trust and intention to act upon the health advice given, with a final coping factor also moderating the relationship between trust and intention to act. In short, credibility of information and impartiality occupy pivotal roles in our decision to trust the information we view online, as it did in the earlier Harris et al model [21], something entirely consistent with the ways in which patients come to develop trust relationships with their physician where there is a strong belief that doctors act in the patients’ best interest (eg, [45]). Credibility and impartiality are key to trust in eHealth in 2019 as they were 10 years ago.
The role of personal experiences in relation to trust is an interesting finding, and our contribution here is novel. As we noted earlier, one of the biggest changes to the internet is the sharing of patient stories and experiences. We note in our model that personal experiences can influence trust but only indirectly through first, influencing those judgments of credibility and impartiality that are so important in predicting trust and second, influencing the ways that people choose to corroborate the information they view online. This finding resonates with the idea that although personal experiences are often liked, they are not necessarily trusted automatically [23]. The literature concerning trust in e-commerce and, in particular, social commerce provides a useful reference point for considering the relationship between trust in personal experiences and trust in the health website overall [48,49]. The trustworthiness of other customers on a website can be transferred to the community and thus help build stronger confidence or trust in the website as a whole [50]. Similarly, on social media sites, high levels of trust in other site members lead to higher levels of trust in and use of the site as a whole [51].

The corroboration point is interesting as in the combined UK and US data we found that low information credibility and impartiality, as well as the presence of personal experiences, led to higher levels of corroboration but that the need for corroboration, sometimes referred to as triangulation, differed between the US and UK samples. Specifically, in the United Kingdom, if the primary source of information was familiar, then patients expressed less need to corrobate that information. This could well be a function of the dominance of the National Health Service as a single trusted health care provider in the United Kingdom (indeed, most UK respondents cited the National Health Service website as their source of health information), as opposed to the more complex marriage of public and private insurance–based systems operating in the United States, where WebMD was the most popular online choice. It may also be possible that the difference could lie in the extent to which advertising was present in the most popular websites, but our single item on advertising was insufficient to provide good data here. These results do resonate with the data provided by Schneider et al [38] who compared eHealth search patterns in a private (United States) and public (United Kingdom) health care market and concluded that the US system incentivizes personal search into eHealth and that free access to health care professionals in the United Kingdom (including telephone support) reduces the incentive to search widely for health information online.

The health corroboration process relies upon people being able to make an appropriate distinction between the more or less reliable sources of information they find online, and of course people may differ in their ability to make this distinction and to retain it when trying to recall information at a later date. The extent to which individuals engage in information corroboration is likely to reflect eHealth literacy and suggest that we may need to think more carefully about how to support different individuals when making trust judgments about online health information [14,52]. This may be particularly important when personal experiences are present as we know that personal experiences can help trigger a homophily “patients like me” response that may mean individuals are yet more vulnerable to targeted messages [13].

Health privacy was introduced as a factor in this study. It did not impact directly on trust in eHealth information, but the effect of privacy may be indirect and mediated through other trust variables. The data for this study were collected before the introduction of new privacy and data protection legislation that regulates the storage of personal data. The General Data Protection Regulation in Europe, which came into force in May 2018, is designed to harmonize data protection law across Europe and to bring the law up to date with technological advancements, specifically the increasing use of digital data. It would be interesting to see how a more transparent and direct message about data processing may impact on people’s perceptions of data privacy with regard to health websites going forward, and in the wake of increasing public concerns about the privacy of their health data, it is interesting to note new models that speculate on the role of health privacy in eHealth [53].

Limitations and Future Work

Here we focus on a sample of the US and UK population, which limits how representative the findings are to other countries and cultures. Nevertheless, the model demonstrates the impact of trust in eHealth on health decision making for 2 different westernized countries (with different national health practices).
and where use of the internet and technology is widespread. However, further work is required to explore country and demographic differences such as the growing role of information credibility skills in navigating online information [54]. Second, future work would benefit from assessing the impact of advertising using a more comprehensive range of items.

We speculated that corroboration across online sources may be linked to advertising, but the single advertising item within the general trust questionnaire did not load onto any of the factors in the model. It may still be worth exploring this relationship in future work as it may point to a changing and increasingly complex situation concerning the form and presence of advertising on health websites. Advertising comes in many forms, from banners to embedded endorsements. Pharmaceutical sites offer a holistic form of advertising, although some sites may choose to advertise through the use of crafted personal testimonials. The single item assessing advertising may be too blunt an instrument to detect attitudes toward these different commercial approaches and limits what we can deduce about the effect of advertising on trust in eHealth. The work is underway to assess people’s understanding of advertising more broadly in this context, especially given the blending of information sources in an online health care context [55].

Conclusions

In conclusion, despite the large increase in new providers, new formats, and platforms, impartiality continues to remain a key predictor of trust in health websites as well as the extent to which users consider information sources to be credible. The presence of personal experiences information can have a positive influence on trust provided that users corroborate the information through additional sources.
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Abstract

Background: The field of eHealth has a history of more than 20 years. During that time, many different eHealth services were developed. However, factors influencing the adoption of such services were seldom the main focus of analyses. For this reason, organizations adopting and implementing eHealth services seem not to be fully aware of the barriers and facilitators influencing the integration of eHealth services into routine care.

Objective: The objective of this work is to provide (1) a comprehensive list of relevant barriers to be considered and (2) a list of facilitators or success factors to help in planning and implementing successful eHealth services.

Methods: For this study, a twofold approach was applied. First, we gathered experts’ current opinions on facilitators and barriers in implementing eHealth services via expert discussions at two health informatics conferences held in Europe. Second, we conducted a systematic literature analysis concerning the barriers and facilitators for the implementation of eHealth services. Finally, we merged the results of the expert discussions with those of the systematic literature analysis.

Results: Both expert discussions (23 and 10 experts, respectively) identified 15 barriers and 31 facilitators, whereas 76 barriers and 268 facilitators were found in 38 of the initial 56 articles published from 12 different countries. For the analyzed publications, the count of distinct barriers reported ranged from 0 to 40 (mean 10.24, SD 8.87, median 8). Likewise, between 0 and 48 facilitators were mentioned in the literature (mean 9.18, SD 9.33, median 6). The combination of both sources resulted in 77 barriers and 292 facilitators for the adoption and implementation of eHealth services.

Conclusions: This work contributes a comprehensive list of barriers and facilitators for the implementation and adoption of eHealth services. Addressing barriers early, and leveraging facilitators during the implementation, can help create eHealth services that better meet the needs of users and provide higher benefits for patients and caregivers.

(J Med Internet Res 2019;21(11):e14197) doi:10.2196/14197
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Introduction

Background

In 1999, the term eHealth was coined. The first publications defined it as a “new term needed to describe the combined use of electronic communication and information technology in the health sector. The use in the health sector of digital data—transmitted, stored, and retrieved electronically—for clinical, educational, and administrative purposes, both at the local site and at a distance” [1].

With the evolution of an increasing number of e-services, health care is providing many different eHealth services. In general, eHealth is associated with a positive influence on health care outcomes [2]. Improved cost-effectiveness, more information on a patient’s health status, and better communication between health care professionals are just some examples of the benefits of eHealth services [3,4]. However, there is no consistent picture of eHealth services’ adoption and broad acceptance. Often, eHealth services are not adopted and lack acceptance by their users [5]. However, for several services, domains, or patient groups, the levels of acceptance and related adoption rates are reported to be higher [6].

For several years, health care institutions have evaluated and started to use eHealth services to support patient care. The evolution of mobile phones and the broad availability of apps for prevention, wellness, and fitness scenarios has resulted in an increased importance of eHealth for the health care industry because these new services help to better support care processes [7,8]. Both the primary and secondary health care markets are important when it comes to eHealth services. With eHealth being an important economic factor, member countries of the Organisation for Economic Co-operation and Development spend an average of 8.9% of their gross domestic product on health [9]. In addition, start-ups and “big players” (eg, Google, Apple, Facebook, Amazon, and Microsoft) [10] play an important role in the eHealth economy. These economic factors drive changes in eHealth legislation in national health care systems, such as the eHealth Act in Germany and the Electronic Patient Record Act in Switzerland [11].

Several models are available to evaluate the use of technology (eg, Technology Acceptance Model [12] and Unified Theory of Acceptance and Use of Technology [13]), which are often adapted for evaluation in the eHealth domain [14,15]. Such models provide criteria for the evaluation of technology acceptance. The use of eHealth in routine care can be explained to a certain extent by these models [14-16]. However, those models may benefit from several additions and modifications, especially in relation to implementation.

Several reviews and projects have identified barriers and facilitators for eHealth service adoption in certain environments and disease contexts, such as mental health [17-19], veterans health care [20-22], and hypertension [23-25]. However, to the best of our knowledge, no overview, meta-analysis, or comprehensive list of barriers and facilitators affecting the adoption of eHealth services has been conducted and published.

For this reason, we organized two expert workshops and related discussion rounds to obtain an overview of the barriers and facilitators for the adoption of eHealth services. Both workshops were independent of a specific scenario and were accompanied by an exhaustive literature analysis.

Objective

The objective of this work is twofold: to provide (1) a comprehensive list of barriers to be considered, and (2) a list of facilitators or success factors to help in planning and implementing eHealth services. It is not within the scope of this paper to provide another model for evaluating eHealth or telemedicine services.

Methods

Overview

Two different approaches were combined in this study. First, we wanted to obtain international experts’ current opinions on facilitators and barriers toward the implementation of eHealth services. This step helped to identify immediate experiences and knowledge bases especially from experts from countries with a higher level of digitization in health care. Second, we were interested in facilitators and barriers for implementation in completed projects and initiatives. Thus, two rounds of expert discussions at health informatics conferences in Europe were organized and held. Finally, a systematic literature analysis on barriers and facilitators for the implementation and adoption of eHealth applications was conducted.

Expert Discussions

Two expert discussions were organized at conferences in Europe: (1) Medical Informatics Europe (MIE) 2015 in Madrid, Spain, and (2) eHealth Innovation Days (eHID) 2017 in Flensburg, Germany.

The MIE 2015 expert discussion in Madrid included 23 international experts from the field of medical and health informatics (15 participants from Europe; 5 from the Middle East, Asia, and America; and 3 German organizers). The primary topic of the expert discussion was “Consumer Health Informatics: Barriers and Facilitators of eHealth Use Among Consumers.” The discussion included three short introduction talks, followed by three discussion groups on barriers for eHealth use among consumers [26]. However, due to time constraints resulting from the workshop format, the discussion mostly focused on barriers. Each group separately discussed the barriers to the use of eHealth applications and wrote them down on prompt cards. Once the discussions of five small groups were finished, each group presented their results briefly. The organizers of the expert discussion collected and aggregated the results in the format of a short workshop report [26].

The second expert discussion, on the topic of “Success Factors for Consumer-Centered eHealth Services,” was held in Flensburg, Germany. Participants were experts in the fields of medical and health informatics located in the Baltic Sea region, especially Sweden, Finland, Estonia, and Germany. An introduction followed by two short keynote talks constituted a starting point for the experts changing their perspective to one
of five stakeholder groups. There were stakeholder groups for (1) citizens, patients, and family members (3 experts); (2) start-ups and application developers (4 experts); (3) researchers (3 experts); (4) policy makers and politicians (0 experts); and (5) data privacy officers and chief information officers (CIOs) (0 experts). The stakeholder groups for policy makers and politicians, as well as data privacy officers and CIOs were planned but were called off (0 participants). Each stakeholder group brainstormed on the success factors and facilitators for consumer-centric eHealth application use and/or its implementation. Next, each group presented briefly, and all groups discussed the results in a panel format. The results of each group were collected via flipcharts and consolidated by the authors in similar formats as the results of the first expert workshop held during MIE 2015.

**Literature Analysis**

To identify relevant articles in the field, a PubMed search was conducted on May 28, 2018, including the following query terms: ((“telemedicine”[MeSH Terms] OR “telemedicine”[All Fields]) AND (““patients”[MeSH Terms] OR “patients”[All Fields]) OR consumers[All Fields]) AND (“adoption”[MeSH Terms] OR “adoption”[All Fields]) AND (““ehealth”[MeSH Terms] OR ehealth[All Fields]) AND (““adoption”[MeSH Terms] OR “adoption”[All Fields]) AND barriers[All Fields] AND facilitators[All Fields]) AND (““patients”[MeSH Terms] OR “patients”[All Fields]) OR consumers[All Fields]).

The time frame for potentially relevant articles was only limited by the search date. All articles published before this retrieval date were considered relevant. The resulting literature was filtered by scanning for actual mentions of barriers or facilitators for the adoption or implementation of any kind of eHealth application (see Textbox 1). In this context, titles, abstracts, and full-text articles were read to determine whether the article met the aforementioned criteria. For all identified papers, barriers and facilitators were extracted manually by one of the authors. Barriers and facilitators were listed in an Excel spreadsheet (see Multimedia Appendix 1). Next, a categorization was applied creating a mind map for barriers and facilitators separately (see Multimedia Appendix 2). This categorization was based on the three main categories as identified by Griebel et al [26]: (1) individual, (2) environmental and organizational, and (3) technical.

**Textbox 1.** Criteria for the inclusion and exclusion criteria of literature in the analysis.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Published and listed on PubMed as of May 28, 2018</td>
</tr>
<tr>
<td>Listing barriers for the implementation or adoption of eHealth services and/or listing success factors/facilitators for the implementation or adoption of eHealth services</td>
</tr>
<tr>
<td>Articles in English and German</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article about research protocols of a planned study (ie, no results on barriers and/or facilitators)</td>
</tr>
<tr>
<td>Abstract not available</td>
</tr>
<tr>
<td>Article not about eHealth services</td>
</tr>
<tr>
<td>Full text not accessible</td>
</tr>
</tbody>
</table>

**Comparison of Expert Discussions and Literature Analysis**

One expert in the field of medical informatics categorized the barriers identified in the literature according to the categories provided by the study of Griebel et al [26] and extended the original mind map with the results from the literature analysis conducted for this study. The success factors for eHealth service adoption identified in the literature were categorized using the main categories (individual, environmental and organizational, and technical) in accordance with the categorization of barriers. The subcategorization of the results of the expert discussions refining the three categories was done where applicable and subsequently reviewed by a coauthor. The mind map, originally generated with results from the expert discussion on success factors, was then augmented with items found in the literature. Finally, the aggregated results of the Griebel et al study [26] were extended with the results from the expert workshop on success factors, with facilitators found in the literature, and displayed in a hierarchical form (mind map).

**Results**

Results of the findings of the expert discussions are outlined first, followed by the results from the literature review. Both result sets are then compared for common and different attributes.

**Expert Discussions**

The expert discussion concerning barriers for eHealth services resulted in three categories of barriers: (1) individual, (2) environmental and organizational, and (3) technical barriers (see Figure 1). The category of individual barriers aggregated cognitive, motivational, accessibility, and trust-related barriers of individual consumers. Financial issues, political barriers, and organizational structures formed the category of environmental and organizational barriers. Unsuit services or design not fitting to the users' needs were among the technical barriers. Security concerns were another barrier because often systems and network-enabled medical devices fail to provide an acceptable level of security. Additionally, system language, missing support (who to call for help?), missing standards (both for patient data and for data exchange), and missing system security.
feedback leading to unclear benefits were mentioned as barriers for eHealth services.

The expert discussion focusing on success factors and facilitators of consumer-centric eHealth services resulted in similar categories (individual success factors, environmental success factors, and technical success factors) (see Figure 2). We identified 31 success factors in the expert discussions. Subcategories of the individual success factors were a clear benefit of the service, trusting and controlling the service, the collaboration via the service, the service’s user experience, and that the service facilitates research. Flexible funding, health outcomes, policies for using generated data for research, competition, and supporting laws and regulations were the subcategories of environmental success factors. Usability, standards, security, and reliability of the service were subcategories of technical success factors.

**Figure 1.** Barriers of eHealth usage among consumers identified in the first expert discussion at MIE 2015.
Figure 2. Success factors for consumer-centric eHealth services identified in the second expert discussion at eHID.

Literature Analysis

The literature analysis resulted in 56 publications published between December 27, 2007, and May 3, 2018. Of these publications, 38 were found to be relevant with full texts accessible to the authors for in-depth analyses [17-25,27-55] (see Figure 3). For the excluded 18 publications, either the full text was not accessible to the authors (n=8) or the articles did not describe, analyze, or present results about barriers or facilitators for the use of eHealth applications (n=10) (exclusion criteria see Textbox 1).

Figure 3. Flowchart for the identification of articles meeting the inclusion or exclusion criteria (see Textbox 1).
Publications, including the ones missing full text (n=8), originated mostly from the United States (19/46, 41%, published 2011-2018), followed by the Netherlands (6/46, 13%, published 2014-2018), Canada (5/46, 10%, published 2015-2017), the United Kingdom (5/46, 10%, published 2016-2017), Australia (3/46, 6%, published 2014-2015), and Norway (2/46, 4.35%, published 2015). Ghana (published 2017), Belgium (published 2016), Ireland (published 2015), Swaziland (published 2015), Europe (published 2013), and Finland (published 2008) each had one publication in this literature analysis (1/46, 2%; see Figure 4).

Figure 4. Included publications (before removal of missing full texts) by year and geographical location.

We identified 76 distinct barriers (33 individual, 25 environmental, and 18 technical) and a total of 268 facilitators (131 individual, 101 environmental, and 36 technical) in the literature (see Multimedia Appendix 1). The most frequent barrier in the literature was limited exposure/knowledge of eHealth (ie, poor digital health literacy) with 16 references [17,19-22,32,33,36,38,40,41,43,47,48,51,55], followed by 15 references of lack of necessary devices [19,20,22,24,32,37,38,40,41,43,44,48,51,53,55], and problems with financing eHealth solutions [17-19,21,24,27,28,33,38,39,42,47]. For a complete list of the top 10 barriers, see Table 1.

Ease of use was the most stated success factor found in the literature with seven references [20,30,33,43,44,47,53], followed by improves communication [23,28,35,44,55]. For a list of the top six facilitators, see Table 2.

Table 1. List of top 10 barriers mentioned in the literature.

<table>
<thead>
<tr>
<th>Perceived barrier</th>
<th>Mentions, n</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Limited exposure/knowledge of eHealth (eg, poor digital health literacy)</td>
<td>16</td>
<td>[17,19-22,32,33,36,38,40,41,43,47,48,51,55]</td>
</tr>
<tr>
<td>2. Problems with financing eHealth solutions</td>
<td>15</td>
<td>[17-19,21,24,27,28,33,38,39,42,47]</td>
</tr>
<tr>
<td>7. Accessibility</td>
<td>10</td>
<td>[23,36,38,39,43,46,47,51,53,55]</td>
</tr>
<tr>
<td>8. Unsuited services, design does not fit users’ needs</td>
<td>9</td>
<td>[24,33,35,38,43,46,47,52,53]</td>
</tr>
<tr>
<td>8. Confidentiality</td>
<td>9</td>
<td>[17,23,30-34,40,51]</td>
</tr>
<tr>
<td>10. Missing fit into organizational structures, incentives</td>
<td>8</td>
<td>[18,24,25,27,28,42,45,47]</td>
</tr>
<tr>
<td>10. Added workload</td>
<td>8</td>
<td>[23,24,28,29,38,39,44,54]</td>
</tr>
</tbody>
</table>
Table 2. List of the top six facilitators mentioned in literature. 

<table>
<thead>
<tr>
<th>Position</th>
<th>Perceived facilitator</th>
<th>Mentions, n</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ease of use</td>
<td>7</td>
<td>[20,30,33,44,47,53]</td>
</tr>
<tr>
<td>2</td>
<td>Improves communication</td>
<td>5</td>
<td>[23,28,35,44,55]</td>
</tr>
<tr>
<td>2</td>
<td>Motivation</td>
<td>5</td>
<td>[23,36,47,52,53]</td>
</tr>
<tr>
<td>2</td>
<td>Integrated into care</td>
<td>5</td>
<td>[24,25,28,33,35]</td>
</tr>
<tr>
<td>5</td>
<td>Involvement of all relevant stakeholders</td>
<td>4</td>
<td>[18,25,47,54]</td>
</tr>
<tr>
<td>6</td>
<td>Availability of resources</td>
<td>3</td>
<td>[19,25,54]</td>
</tr>
<tr>
<td>6</td>
<td>User-friendliness</td>
<td>3</td>
<td>[27,36,39]</td>
</tr>
</tbody>
</table>

*There were too many facilitators mentioned twice in the literature to list them all because it would make the table too long and difficult to read.*

Only one of the included articles did not list any barriers [49], whereas three articles did not identify any facilitators [17,40,48]. For the analyzed publications, the count of distinct barriers reported ranged from 0 to 40 [24] (mean 10.24, SD 8.87, median 8). Likewise, between 0 and 48 facilitators [24] were mentioned in the literature (mean 9.18, SD 9.33, median 6).

**Comparison of Expert Discussions and Literature Analysis**

The combination of the expert discussions (15 barriers) and literature analysis (n=76) yielded a total of 77 specific barriers. In sum, 292 facilitators or success factors were found during the expert discussions (n=31) and via the literature analysis (n=268).

All barriers identified in the literature could be matched to the main categories (individual barriers, environmental barriers, technical barriers) defined in the Griebel et al study [26]. The technical barriers category was also mentioned in Mileski et al [24]. In mapping barriers from the expert discussions and literature analysis, we found that all but one barrier resulting from the expert discussions—system language (ie, the language of the service in use, such as German or English)—were also covered by the literature.

Facilitators derived from the literature could also be mapped completely to the adapted main categories from Griebel et al [26].

**Discussion**

**Principal Results**

Several references in the literature report specific barriers of eHealth adoption and implementation (eg, missing eHealth strategies [19,33,38]). However, distinct success factors are only included in one or two references (eg, clear governance of national eHealth strategy [32]).

Although 24 success factors from the expert discussions were not included in the results of our literature analysis, only one barrier identified in the expert discussions (system language) was not found via the literature analysis in this study. Thus, the overlap of success factors between the literature analysis and expert discussions was smaller than for barriers.

The top 10 barriers (see Table 1) and top six facilitators (see Table 2) as identified by their mention in the literature analysis can be named important factors influencing the implementation and adoption of eHealth services. The remaining factors seem to be more specific to certain stakeholders or areas of application since eHealth is a large field.

We identified many more success factors than barriers for the adoption of eHealth services. One reason behind this finding might be that success factors are outlined to a greater extent and in higher detail compared with barriers, which are reported very coarse-grained. Publication bias could be another reason. Unsuccessful projects tended not to analyze the reasons for failure, or at least not to publish their insights, compared with successful projects. For example, the Good eHealth Report [56] lists lessons learned, but the case studies published are only successful ones. For example, the reasons for the delay of the German Telematics Infrastructure and services are not published in scientific studies at all.

**Limitations**

The expert workshops were held only in Europe, which might have led to an underrepresentation of American, African, and Asian input to the discussions. Apart from PubMed, no further literature databases were consulted for this study. In addition, only one search with several parameters was conducted. However, the search parameters were adjusted several times to allow for more relevant articles to be found. Therefore, articles were randomly checked in the process. The literature analysis was restricted by search parameters including “barriers” and “facilitators” as well as “adoption” and “implementation,” which resulted in fewer articles found in the initial search. This also led to exclusion of fewer articles from the resulting list of publications because of irrelevance according to the chosen inclusion and exclusion criteria. Moreover, no white papers or reports by governments or other organizations were considered. Blog posts and articles by security professionals or operators and developers of these services, for example, were not included. A more comprehensive investigation with a focus on the aforementioned roles could consider these sources as well.

The categorization of barriers and facilitators was done by only one of the authors based on Griebel et al [26]. Thus, interrater reliability cannot be presented.

**Comparison With Prior Work**

The literature analysis included several systematic reviews conducted by other researchers. However, these reviews were...
either focused on a specific eHealth application, disease, or patient subgroup. Kruse et al [20], for example, reviewed articles limited to military veterans with posttraumatic stress disorder to find out about factors that would influence telemedicine adoption. Myleski et al [24] focused their review on telemedicine for the self-management of hypertension. The systematic review by Ross et al [57] was limited to systematic reviews on factors influencing the implementation of eHealth published between 2009 and 2014. Ross et al searched with “MEDLINE, EMBASE, CINAHL, PsychINFO, and the Cochrane Library”—different databases than this study—so the relevant systematic reviews included in their study are only to a limited extent part of our literature analysis because we only searched PubMed. Ross et al used different categories for factors influencing the implementation of eHealth services informed by the Consolidated Framework for Implementation Research: innovation characteristics, outer setting, inner setting, characteristics of individuals, and process. Within these categories, Ross et al included components from all our top-level categories (individual, environmental and organizational, technical), such as adaptability and complexity (technical), and cost (environmental and organizational). Outer and inner setting, as described by Ross et al, would be included in environmental and organizational in our classification. However, Ross et al found “access to knowledge and information” to be a component of inner setting, which was added as an individual barrier (limited exposure/knowledge of eHealth) in our analysis. Another systematic review by O’Connor et al [43] analyzed qualitative studies to understand the factors affecting engagement with and recruitment to the use of eHealth applications. Bush et al [30] limited their systematic review to the pediatric population and the application type patient portal. The adoption of mHealth by health care professionals was the topic of the systematic review of Gagnon et al [33]. A narrative meta-review on e-mental health services was done by Batterham et al [17]. De Lusignan et al [32] did a literature review including electronic health records and patient access to health information, although eHealth applications were narrowed down to a subgroup. In contrast to the studies included in our literature analysis, which were either based on literature analysis or reviews or experiences, we combined both expert discussions (experts’ experience) and literature analysis. However, 24 success factors and one barrier from the expert discussions were not found in the literature. Also, the discussion groups “policy makers and politicians” and “data privacy officers and CIOs” could not be held due to a lack of participants.

Further approaches analyzed the applicability of the Technology Acceptance Model [13] and Unified Theory of Acceptance and Use of Technology [14,15] for the evaluation of eHealth services. However, these studies focused on contributing models for the evaluation of either eHealth services in general or a specific eHealth service instead of trying to provide a complete list of factors influencing their adoption. Models reflect only on certain details; they do not provide a holistic view of the impact factors for eHealth services.

Prior work includes analyses limited to within Europe, such as the Good eHealth Report [56] and MethoTelemed project [58]. The success factors given by the Good eHealth Report [56] are covered in the results of our literature analysis and expert discussions. Black et al [59] indicate that realizing the benefits of eHealth for quality and safety of health care is not guaranteed. They propose that more evaluation is necessary to identify all factors influencing eHealth services. The MethoTelemed project aimed to contribute to the evidence base on the impacts, benefits, and costs concerning telemedicine [58]. However, the project was constrained to telemedicine and focused mostly on methodological improvements.

In summary, the literature analysis conducted for this study, combined with findings from previous expert discussions, led to a more comprehensive list of barriers and facilitators for the adoption and implementation of eHealth services in general.

Conclusions

This work provides a comprehensive list of barriers and success factors based on two expert discussions and a literature analysis (see Multimedia Appendix 2). This list allows different stakeholders to address barriers and make use of facilitators in the planning phase of eHealth services. Thus, our work provides a valuable resource for health professionals, researchers, health care institutions, or consumers. With this resource, these groups might create better-suited applications and thus raise the adoption levels of consumer-centric eHealth services. Further studies on missing publications regarding the number of unsuccessful projects and eHealth services are necessary to research publication bias in this field.
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Abstract

Background: The success of a mobile phone app in changing health behavior is thought to be contingent on engagement, commonly operationalized as frequency of use.

Objective: This subgroup analysis of the 2 intervention arms from a 3-group randomized controlled trial aimed to examine user engagement with a 100-day physical activity intervention delivered via an app. Rates of engagement, associations between user characteristics and engagement, and whether engagement was related to intervention efficacy were examined.

Methods: Engagement was captured in a real-time log of interactions by users randomized to either a gamified (n=141) or nongamified version of the same app (n=160). Physical activity was assessed via accelerometry and self-report at baseline and 3-month follow-up. Survival analysis was used to assess time to nonuse attrition. Mixed models examined associations between user characteristics and engagement (total app use). Characteristics of super users (top quartile of users) and regular users (lowest 3 quartiles) were compared using t tests and a chi-square analysis. Linear mixed models were used to assess whether being a super user was related to change in physical activity over time.

Results: Engagement was high. Attrition (30 days of nonuse) occurred in 32% and 39% of the gamified and basic groups, respectively, with no significant between-group differences in time to attrition (P=.17). Users with a body mass index (BMI) in the healthy range had higher total app use (mean 230.5, 95% CI 190.6-270.5; F²=8.67; P<.001), compared with users whose BMI was overweight or obese (mean 170.6, 95% CI 139.5-201.6; mean 132.9, 95% CI 104.8-161.0). Older users had higher total app use (mean 200.4, 95% CI 171.9-228.9; F¹=6.385; P=.01) than younger users (mean 155.6, 95% CI 128.5-182.6). Super users were 4.6 years older (t297=3.6; P<.001) and less likely to have a BMI in the obese range (χ²2=15.1; P<.001). At the 3-month follow-up, super users were completing 28.2 (95% CI 9.4-46.9) more minutes of objectively measured physical activity than regular users (F1,272=4.76; P=.03).

Conclusions: Total app use was high across the 100-day intervention period, and the inclusion of gamified features enhanced engagement. Participants who engaged the most saw significantly greater increases to their objectively measured physical activity over time, supporting the theory that intervention exposure is linked to efficacy. Further research is needed to determine whether these findings are replicated in other app-based interventions, including those experimentally evaluating engagement and those conducted in real-world settings.
Introduction

Background

Mobile phone apps have been proposed as a cost-effective method of delivering wide-scale, appealing interventions, targeting lifestyle-related health problems, such as physical inactivity, to prevent chronic diseases [1,2]. However, despite the rapid growth of these approaches, researchers only started to develop and examine custom-made apps to deliver physical activity (PA) interventions in the past decade [3]. To date, these have tended to report mixed results [4,5], with meta-analyses indicating overall modest effects [6,7]. Contributing to overall modest efficacy are the lower rates of intervention exposure and compliance and the high levels of attrition that are often reported [8].

The apparent link between intervention exposure and efficacy [8-10] highlights the need for detailed understanding of user engagement, which considers how frequently users access or use different features of the app or simply log on to the app at all. To date, engagement has been conceptualized and operationalized in different ways, and attempts have been made to reach a shared understanding of approaches [11,12]. Research studies have tended to focus on frequency of app use and dropout rates assessed as percentages of users who ceased using the app during the intervention [12,13]. Others take a user-centric approach, considering the appeal of an app and the experience of using it reported directly from users themselves, via interviews or questionnaires [14]. Commercial companies, on the other hand, view app engagement differently, focusing on metrics that include the number of daily active users (DAUs), the number of monthly active users (MAUs), and churn, measured either as the rate at which nonuse attrition occurs or, to take into account new app downloads, by dividing the number of users at the end of a period by the number of users present at the beginning and expressing this as a percentage [15]. Finally, commercial companies examine the characteristics and usage patterns of super users, who use an app the most in terms of frequency, time spent, or who remain active users for an extended period. These super users are more likely to rate an app favorably, share it with their friends, and engage with most of its features [16-19]. More recently, as researchers look to disseminate apps with demonstrated efficacy into natural, ecologically valid settings [20-22], it may be more useful to adopt these commercial metrics. In this approach, engagement metrics used to measure the success of for-profit commercial apps may be more informative or provide unique insights and could be adopted to allow for comparison between research-and industry-led PA apps.

Objectives

This study therefore sought to contribute to addressing this need by applying engagement metrics from commercial settings to app usage data collected within a health behavior randomized controlled trial (RCT) to provide insights regarding usage rates and associations between user characteristics and app usage.

This study aimed to (1) describe user engagement with a PA app as total app use, DAU and MAU, and nonuse attrition (churn rate), (2) examine whether user characteristics were associated with engagement (total app use), (3) compare characteristics between super users and regular users, and (4) examine whether total app use or being a super user was related to intervention efficacy.

Methods

Research Design

This study is a secondary and subgroup analysis of the 2 intervention arms from a 3-group cluster RCT that evaluated the efficacy of an app-based intervention in increasing performance of moderate-to-vigorous PA (MVPA), in comparison with a waitlist control group. Full details of the RCT have been published previously [23]. The study received ethics approval from the University of South Australia’s Human Research Ethics Committee (protocol: 33967), and it was registered with the Australian and New Zealand Clinical Trial Registry (protocol: 12617000113358).

Participants and Procedures

Recruitment took place in 2016 and 2017, primarily via a paid Facebook advertising campaign and free advertisements placed in community-based Facebook groups. Participants were eligible if they were aged 18 to 65 years, lived anywhere in Australia, used Facebook weekly, reported as completing less than 150 min of MVPA per week, and were able to sign up to the study in a group of at least 3 and a maximum of 8 existing Facebook friends who also met the study inclusion criteria and were willing to join the study.

Participant teams were randomized to either the gamified or basic app (descriptions below) or to the waitlist control group in a 1:1:1 allocation ratio. The gamified app included social and gamified features designed to encourage use of the app and in-app interaction within teams of friends using the app together, whereas the basic app was designed to be used by each participant independently. Participant teams allocated to the waitlist control group are not included in the current analysis.

Intervention

Users in both app groups received a pedometer (Zencro, TW64S) to measure their daily step counts, and they received
a weekly email with a summary of their individual step count progress. For gamified users, the email also highlighted a different app feature each week.

**Gamified App**

The gamified app (Active Team, see Figure 1) encouraged users to take 10,000 steps per day for 100 days. This app was designed by the research team (led by CM) and developed in conjunction with a software development company (Portal Australia) primarily for academic research purposes. Figure 1 shows screenshots of the app. Full app details and additional images are available in the study protocol [23]. Within the app, users could log their steps into a calendar that tracked their progress over time. Simple gamification (game-like elements included in nongame settings [24]) features were included: a leaderboard, unlockable gifts and medals, a Facebook-style newsfeed, and mini-PA challenges. The leaderboard displayed a ranked summary of each teammates’ step count progress. New virtual gifts and medals were unlocked when users reached predetermined step counts. The Facebook-style newsfeed allowed users to share messages with each other, and mini challenges could be sent between users to encourage short bursts of PA (eg, to take 2000 steps in the next 20 min or to take 12,000 steps per day for 3 consecutive days). Users received a daily push notification reminding them to log their step counts, and users received push notifications when a teammate interacted with them within the app.

![Figure 1. Screenshots of the Active Team app showing (left to right): splashscreen, step calendar, and virtual gifts.](image)

**Basic App**

Users of the basic app received a pared down version of the Active Team app that allowed them to enter and monitor their own steps in the calendar, and they received a daily push notification reminding them to enter their step counts. This version of the app contained no gamified or social features.

**Outcomes**

This study used demographic and PA data, as well as app usage data from the 100-day intervention period.

**Demographics**

Demographic characteristics were collected within a Web-based survey at baseline. Users reported their sex (male and female), age—median=41 and categorized into older (>41) or younger (<40)—the highest level of education they had achieved (high school or less, some college or further education institution, and university degree or higher), and height and weight, from which body mass index (BMI; kg/m²) was calculated and converted into categories: healthy weight (<24.9), overweight (25-29.9), obese (>30).

**Physical Activity**

PA was assessed at baseline (before being randomized to the gamified or basic app) and 3-month follow-up (to coincide with the end of the 100-day intervention period), using GENEActiv accelerometer. At both time points, participants received an accelerometer, instructions to wear the device for 7 days, and a reply-paid envelope, via the Australian postal system. These data were classified into MVPA by using cut points established by Esliger et al [25]. Self-reported PA was collected via the Active Australia Survey (AAS) [26], delivered electronically.
The AAS collects details of minutes spent in walking and moderate and vigorous activity in the past week and calculates MVPA from moderate and vigorous activity.

**Engagement**

Engagement data were collected using a real-time log of each user’s interactions with the app, which was automatically uploaded to the study’s server over the 100-day intervention period. The operationalization of the engagement metrics used in this study is provided below.

**Total App Use**

The primary engagement metric used in this study is the number of times the app features were used (total app use) during the 100-day intervention period. To calculate this individual-level engagement metric, each interaction with a feature of the app (ie, step calendar, newsfeed, challenge page, gift page, and friends page) was included as a single use. Where the server recorded multiple interactions with a single app feature within a 15-min period, this was counted once only.

**Daily Active Users**

This sample-level engagement metric was calculated as the number and percentage of gamified and basic app users who accessed the app each day.

**Monthly Active Users**

This sample-level engagement metric was calculated as the number and percentage of gamified and basic app users who accessed the app at least once every 30 days.

**Nonuse Attrition**

Attrition was defined as occurring once the user ceased accessing the app for 30 consecutive days or more; the nonuse attrition rate is a sample-level engagement metric. The 30-day threshold is often used to describe the use of commercial apps [15,27]. A sensitivity analysis was performed using the threshold of 14 days of nonuse, a time frame, which has been previously applied in research studies [22,28,29].

**Superusers**

Super users were defined as users whose total app use fell into the top quartile of all users (individual-level engagement metric).

**Step Calendar Use**

The number of unique visits to the step calendar (step calendar use) was also calculated as an individual-level engagement metric, and this has been presented descriptively.

DAU, MAU, nonuse attrition, and super users of the step calendar were calculated, as users of both apps could access this feature, whereas users of the gamified app had access to additional gamified and social features, which could potentially increase their total app use (and were designed to achieve this). The results from the 2 metrics (total app use and step calendar use) were near identical; therefore, the results pertaining to step calendar use are provided in Multimedia Appendix 1.

**Statistical Analysis**

Demographic characteristics, baseline PA levels, total app use, DAU, and MAU are presented descriptively. Kaplan-Meier survival curves [30] were used to assess the time at which attrition (30 consecutive days of nonuse; sensitivity analysis: 14 consecutive days of nonuse) from each app occurred. The number of days of app use was the time variable, and the event variable was specified as being when the user ceased using the app for 30 or more consecutive days (or 14 or more consecutive days for the sensitivity analysis). Observations were classified as censored when the app was still being used by the end of the 100-day intervention period. The log-rank test was used to determine whether the time until nonuse attrition occurred was statistically significantly different between groups (gamified or basic app group).

Associations between user characteristics (sex, education, BMI, age, and group [gamified or basic app] and engagement [total app use]) were examined using the general linear model procedure. Significant interactions for categorical variables (education and BMI) were followed up with post hoc pairwise comparisons (Kruskal-Wallis tests with Bonferroni correction), where appropriate. Demographic characteristics and patterns of app usage by super users (top quartile of users) and regular users (lowest 3 quartiles) are presented descriptively. Between-group differences were analyzed using independent t tests for continuous variables (age, objective, and self-reported PA) and chi-square tests for categorical and binary variables (education, BMI category, and sex). Linear mixed models were used to examine whether total app use or being a super user was related to changes in objective or self-reported PA over time. Total app use, time, and a total app use-by-time interaction were entered as fixed effects in the first model, and superuser status (ie, yes or no), time, and a superuser status-by-time interaction were entered as the fixed effects in the second model. In both models, individual and team were entered as random effects. Adjustments were made for demographic characteristics (sex, education, BMI, and age) by entering these variables into the model. There were no substantial differences between the adjusted and unadjusted models, and the unadjusted models are presented. All analyses were undertaken in SPSS version 25 (IBM Corp).

**Results**

**User Characteristics**

A total of 301 users were randomized to either the gamified (n=141) or basic (n=160) version of the app. Users in both groups were predominantly female (73.8%, 222/301), university educated (53.2%, 159/301), overweight or obese (35.8%, 107/301 and 43.1%, 129/301), and with an average age of 42 (SD 12) years. There were no statistically significant differences in baseline characteristics between the 2 groups. Overall use of both apps was high. On an average, total app use for the gamified group was 239 (SD 202) compared with 120 (SD 94) for basic app users. Users accessed the step calendar on an average of 44 (SD 32) and 36 (SD 29) times for the gamified and basic apps, respectively. Full details of user characteristics and app usage are presented in Table 1.
Table 1. Participant baseline characteristics, total app use, and total step calendar use.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Gamified (n=141)</th>
<th>Basic (n=160)</th>
<th>All (N=301)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>106 (75.2)</td>
<td>116 (72.5)</td>
<td>222 (73.8)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>26 (18.7)</td>
<td>25 (15.6)</td>
<td>51 (17.1)</td>
</tr>
<tr>
<td>Some college</td>
<td>36 (25.9)</td>
<td>53 (33.1)</td>
<td>89 (29.8)</td>
</tr>
<tr>
<td>University degree</td>
<td>77 (55.4)</td>
<td>82 (51.3)</td>
<td>159 (53.2)</td>
</tr>
<tr>
<td><strong>Body mass index, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight</td>
<td>26 (18.7)</td>
<td>37 (23.1)</td>
<td>63 (21.1)</td>
</tr>
<tr>
<td>Overweight</td>
<td>52 (37.4)</td>
<td>55 (34.4)</td>
<td>107 (35.8)</td>
</tr>
<tr>
<td>Obese</td>
<td>61 (43.9)</td>
<td>68 (42.5)</td>
<td>129 (43.1)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>43.3 (11.5)</td>
<td>40.4 (12.2)</td>
<td>41.8 (11.9)</td>
</tr>
<tr>
<td><strong>Objective MVPA a minute per day, mean (SD)</strong></td>
<td>106.7 (52.9)</td>
<td>102.7 (50.6)</td>
<td>104.6 (51.6)</td>
</tr>
<tr>
<td><strong>Self-reported MVPA minute per week, mean (SD)</strong></td>
<td>243.6 (211.7)</td>
<td>262.1 (264.2)</td>
<td>253.5 (240.9)</td>
</tr>
<tr>
<td><strong>Total app use, mean (SD)</strong></td>
<td>239.0 (202.0)</td>
<td>120.17 (94.3)</td>
<td>175.3 (165.2)</td>
</tr>
<tr>
<td><strong>Step calendar use, mean (SD)</strong></td>
<td>43.6 (32.4)</td>
<td>36.1 (28.5)</td>
<td>39.5 (30.6)</td>
</tr>
</tbody>
</table>

*aMVPA: moderate-to-vigorous physical activity.*

**Daily Active Users**

Figure 2 shows the sample-level engagement metric of number of users accessing the app each day. The number of DAUs declined over the 100-day intervention period. At day 7, 68.0% (96/141) of the gamified and 64.4% (102/160) of the basic group were accessing the app daily. By day 49, this declined to 43.9% (62/141) of the gamified and 36.2% (58/160) of the basic group. By day 91, 31.2% (44/141) of the gamified and 21.2% (34/160) of the basic group were accessing the app daily. Differences between groups were statistically significant (t=14.96, P<.001), favoring the gamified group.

Figure 2. Daily active users and total app use.
Monthly Active Users

The sample-level engagement metric, number of MAUs, remained high across the 3-month intervention period. In the first 30 days, 93.7% (282/301) of all users accessed the app (94.3%, 133/141) and 93.1% (149/160) of the gamified and basic groups, respectively. This number declined slightly across the intervention period, but it remained high at 76.4% (230/301) for both groups (75.9%, 107/141) and 76.9% (123/160) of the gamified and basic groups, respectively. Differences in MAUs between the 2 groups were not statistically significant ($P=.99$).

Nonuse Attrition

When assessed using the 30 days of nonuse threshold, nonuse attrition occurred for 31.9% (96/141) and 39.4% (97/160) of the gamified and basic groups, respectively, with no significant differences between groups in the time to attrition (log-rank test, $P=.17$; see Figure 3). Sensitivity analysis applied the 14 days of nonuse threshold and found that nonuse attrition occurred for 48.9% (69/141) and 58.7% (94/160) of the gamified and basic groups, respectively, and differences were not statistically significant (log-rank test, $P=.12$; see Figure 4).

Figure 3. Kaplan-Meier survival estimates showing time to nonuse attrition, 30-day nonuse threshold, and total app use.
User Characteristics and Total App Use

Associations between user characteristics and total app use (individual-level engagement metric) were examined using general linear models. Results indicated that BMI, age, and app group (gamified or basic) were each associated with total app use. Post hoc pairwise comparison (Kruskal-Wallis test) indicated total app use varied on the basis of BMI ($\chi^2=12.8, P=0.001$), driven by differences between those with a BMI classified as healthy (median total app use=194), compared with obese (median total app use=112; $P=0.001$). Older users had higher total app use (mean=200.4, 95% CI 171.9-228.9; $F_1=6.39; P=0.01$) than younger users (mean=155.6, 95% CI 128.5-182.6). Users of the gamified app also had more total app use (mean=236.5, 95% CI 207.9-265.1; $F_1=45.12; P<0.001$), when compared with those using the basic app (mean=119.5, 95% CI 93.0-146.0). Full details of all associations are presented in Table 2.
### Table 2. Associations between user characteristics and total app use.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n</th>
<th>Total app use</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>78</td>
<td>163.7 (129.1-198.2)</td>
<td>2.10 (1)</td>
<td>.15</td>
</tr>
<tr>
<td>Female</td>
<td>221</td>
<td>192.3 (170.1-214.6)</td>
<td>___ a</td>
<td>___</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>51</td>
<td>170.8 (128.7-212.9)</td>
<td>2.21 (2)</td>
<td>.11</td>
</tr>
<tr>
<td>Some college</td>
<td>89</td>
<td>162.0 (128.0-195.0)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>University degree</td>
<td>159</td>
<td>201.2 (174.9-227.5)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td><strong>Body mass index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight</td>
<td>63</td>
<td>230.5 (190.6-270.5)</td>
<td>8.67 (2)</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Overweight</td>
<td>107</td>
<td>170.6 (139.5-201.6)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Obese</td>
<td>129</td>
<td>132.9 (104.8-161.0)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Younger</td>
<td>149</td>
<td>155.6 (128.5-182.6)</td>
<td>6.39 (1)</td>
<td>.01</td>
</tr>
<tr>
<td>Older</td>
<td>150</td>
<td>200.4 (171.9-228.9)</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td><strong>Group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamified</td>
<td>141</td>
<td>236.5 (207.9-265.1)</td>
<td>45.12 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Basic</td>
<td>160</td>
<td>119.5 (93.0-146.0)</td>
<td>___</td>
<td>___</td>
</tr>
</tbody>
</table>

aNot applicable.
b*italics* indicates statistical significance.
cAge: younger=≤40; older=≥41.

**Super Versus Regular Users**

Super users used the app an average of 401 (SD 160; range 248 to 1062) times compared with 100 (SD 71; range 0 to 239) times for regular users. Super users were more likely to be a gamified rather than basic app user ($\chi^2=29.4; P<.001$), were 4.6 years older ($t_{390}=3.6; P<.001$), and were more likely to have a BMI that placed them within the healthy or overweight, rather than obese, range ($\chi^2=15.1; P<.001$), when compared with regular users.

There were no significant differences between super and regular users for either objectively measured or self-reported PA data at baseline; however, super users had greater increases in their objectively measured PA change scores ($t_{390}=4.1; P<.001$), when compared with regular users whose PA decreased slightly from baseline. Full details of differences between super and regular users with regard to baseline characteristics and PA change over time can be found in Table 3.
Table 3. Baseline characteristic and physical activity change score comparisons between super and regular users.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total app use</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Super</td>
<td>Regular</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (19.7)</td>
<td>64 (28.4)</td>
</tr>
<tr>
<td>Female</td>
<td>61 (80.3)</td>
<td>161 (71.6)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>9 (12.0)</td>
<td>42 (18.8)</td>
</tr>
<tr>
<td>Some college</td>
<td>18 (24.0)</td>
<td>71 (31.7)</td>
</tr>
<tr>
<td>University degree</td>
<td>48 (64.0)</td>
<td>111 (49.6)</td>
</tr>
<tr>
<td>Body mass index, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthy weight</td>
<td>22 (29.3)</td>
<td>41 (18.3)</td>
</tr>
<tr>
<td>Overweight</td>
<td>35 (46.7)</td>
<td>72 (32.1)</td>
</tr>
<tr>
<td>Obese</td>
<td>18 (24.0)</td>
<td>111 (49.6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>46.0 (11.5)</td>
<td>40.4 (11.8)</td>
</tr>
<tr>
<td>Group, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamified</td>
<td>56 (73.7)</td>
<td>85 (37.8)</td>
</tr>
<tr>
<td>Basic</td>
<td>20 (26.3)</td>
<td>140 (62.2)</td>
</tr>
<tr>
<td>Objective PAc minute per day at baseline, mean (SD)</td>
<td>107.0 (45.7)</td>
<td>103.7 (53.6)</td>
</tr>
<tr>
<td>Self-reported PA minute per week at baseline, mean (SD)</td>
<td>244.0 (211.2)</td>
<td>256.7 (250.5)</td>
</tr>
<tr>
<td>Objective PA minute per day change score, mean (SD)d</td>
<td>18.4 (45.0)</td>
<td>-8.1 (47.1)</td>
</tr>
<tr>
<td>Self-reported PA minute per week change score, mean (SD)d</td>
<td>239.7 (424.4)</td>
<td>157.3 (388.0)</td>
</tr>
</tbody>
</table>

aNot applicable.  

bItalics indicates statistical significance.  
cPA: physical activity.  
dPhysical activity change scores from baseline to 3-month follow-up (end of intervention).

**Total App Use and Changes to Physical Activity**

There was a weak, significant total app use-by-time interaction effect for objective PA ($F_{1,272}=4.5; P=.04$) and self-reported PA ($F_{1,304}=6.56; P=.01$), where higher total app use (individual-level engagement metric) was associated with greater increases in PA at 3-month follow-up.

**Super Users and Changes to Physical Activity**

At the 3-month follow-up, objective MVPA had increased from baseline for super users of the app, whereas it decreased slightly for regular users. There was a significant group by time interaction, where super users were completing 28.2 (SE 9.5, 95% CI 9.4-46.9) more min of MVPA than regular users ($F_{1,272}=4.76; P=.03$). Differences between super and regular users for self-reported MVPA favored the super users (mean 89.7, SE 43.4, 95% CI 4.4-175.1); however, did not reach statistical significance ($F_{1,297}=3.31; P=.07$).

**Discussion**

**Principal Findings**

The aim of this study was to examine user engagement with an app-based PA intervention. Use of the app was high, and although this trended downward, the low attrition rates indicate that most users were returning to the app at least once every 30 days throughout the intervention. Rates of use differed on the basis of demographic characteristics, where older users and those with a BMI in the healthy range used the app more. Unsurprisingly, engagement was higher for users of the gamified app, which included additional features designed to encourage this. Super users (top quartile of users) also tended to be older and were less likely to be obese. Super users increased their PA over time, whereas regular users decreased.

Engagement with the app was high compared with both research- and industry-led apps. In the gamified and basic app groups combined, users accessed the app features on an average of 175 (SD 165) times during the 100 days. In comparison, a systematic review reported rates of engagement ranging between 5 and 55 times (5%-15% of intended engagement) within Web-based health behavior interventions, ranging in duration...
from 3 months to 26 weeks [8]. Although engagement data from commercial apps are not readily available, a study of over a million users of a commercial weight loss app (Lose It!) that operationalized engagement as number of days of use found mean engagement of 29 days, which increased to 172 days for users accessing customizable features in the app (eg, personalized PA plan) [31]. Other reports examining all apps available in the Apple and Google Play app stores suggest that 21% of all downloaded apps are engaged with just once in the first 6 months [32]. Declining rates of engagement over time are often reported by researcher-led Web-based health interventions [8,9,33,34]; however, although our daily engagement dropped from a high of 70.8% (213/301) to a low of 13.3% (40/301), we found that most users (76.4%, 230/301) were still engaging with the app at least once every 30 days.

Rates of nonuse attrition in this study were low (<40%) compared with previous research and commercial apps. A similar RCT found that 80% of participants ceased using a Web-based PA intervention by week 80 [28], although this study duration is substantially longer than this study. In the Web-based 10,000 steps Australia study [29], 74.84% (8720/11,651) of app-only users had stopped using the intervention by day 43, although this higher rate is because the study occurred in a real world rather than controlled setting. Another real-world study of the 10,000 steps Australia website found that nonuse attrition occurred for 78% of participants after just 2 weeks [22]. Note that each of these studies [22,28,29] used 14 days of nonuse as their threshold, which is likely to have inflated their attrition rate compared with the 30-day threshold we used. When we applied the 14-day threshold in the sensitivity analysis, the attrition rate increased to 50% for the gamified group and 59% for the basic group across the 100-day period, which still compares favorably to the 10,000 steps studies [22,29]. However, our rate of attrition compared favorably with commercial apps, used in real-world settings, which experience an average rate of 62% [35] and which use the 30 consecutive days of nonuse threshold. That nonuse attrition was low in this study, and in that by Kolt et al [28], may be because of the fact that participants were using the app within the context of an RCT [36,37], compared with someone using an app under more ecologically valid circumstances. From our results, we cannot comment on engagement or attrition beyond the 100-day intervention period, as previous research reports increasingly rapid decline of usage as time passes [8,9,38-40].

Consistent with previous research [11], participant characteristics, namely being older and not being obese, were associated with increased engagement. Active Team was designed to be simple and easy to use, and it may have appealed to older users who are potentially less savvy in their use of technology or who may be more health conscious, as they tend to face more health problems [41-43]. Other intervention studies [29,44,45] have found higher engagement among older users, and a systematic review [11] reported a trend toward age and engagement being positively correlated. At first, the fact that users with higher BMI engaged with the app less is discouraging, and other studies have reported a similar negative association [11], as this suggests people who would benefit from the program the most were the least engaged, which is a common challenge for health promoters, whereby groups with the highest needs tend to be the hardest to recruit and engage [46,47]. However, in this study, a high percentage of overweight and obese users (78.4%, 236/301) compared with approximately 63% of the population [48] were recruited; however, the engagement data show these users engaged less across the intervention period, perhaps as risks associated with PA, such as joint and respiratory problems [49-51], become more pronounced for people with higher BMIs, which does make engaging in PA more difficult. In contrast, an intervention using Fitbits found that overweight participants were more likely to engage and increase their PA [52], and more work should be undertaken to understand how best to engage different groups. Regardless, it should be noted that PA holds many health benefits beyond the control of body weight, including improved mood [53,54] and cardiorespiratory fitness [55], which means the higher engagement reported by participants who reported a BMI in the healthy or overweight range is still beneficial.

Users of the gamified app had higher rates of engagement (as measured by each of our metrics), and they were more likely to be super users (74%, 56/76 of super users had the gamified app). This suggests the social and gamified features enhanced engagement [56,57]. In this study, this is consistent with our intent at the outset, as the social and gamified features and prompts were specifically designed and included to increase engagement, these users also received push notifications when someone interacted with them in the app, which were intended to draw them back to the app. As all of our gamified features were social in nature, this network effect likely influenced rates of app use; use by 1 team member (or lack thereof) may have had a flow on effect, through the team, which either promoted or inhibited use. Although our current analysis does not allow us to comment on which social and gamified features resulted in increased engagement, our results suggest that future apps could benefit from including gamified features to promote comparison and competition among users. Moreover, some reviews [58,59] suggest the inclusion of more sophisticated gamified features (eg, personalized avatars, storylines) could enhance usage further. This should be considered with the caveat that there is ongoing debate around whether external motivation provided by gamification undermines intrinsic motivation for participating in PA [60-64]. This is particularly true for the gamified Active Team app, where continued usage may be dependent on usage by others, which could further undermine the intrinsic motivation. Although gamification does need to be implemented carefully to support establishment of and commitment to a PA regimen, the provision of an extrinsic motivator (to begin) is preferable to lacking any motivation.

Despite similar baseline PA levels, super users saw statistically significant increases in their objectively measured PA over time, when compared with regular users. These results held true after controlling for demographic characteristics likely to influence engagement (ie, age, BMI, sex, and education level [34]). Although promising, this does mean that regular users, who made up the majority of users (74.8%, 225/301), had PA levels that, on average, decreased slightly, 8 (SD 47) min, over the 3-month period. Taken together, these results suggest that
app-based interventions can work, perhaps only for a small group of people or only when engagement can be maximized [8,65]. Although users of the gamified app had more features to engage with, these results are near identical when engagement was assessed using step calendar use, a feature that both groups had access to (see Multimedia Appendix 1). This suggests that self-monitoring of behavior may have been an engaging and potent enough mechanism for change for some users [66].

Together, these findings highlight the complexities of the theorized dose-response relationship between intervention exposure (engagement) and efficacy [8-10,65] and support the theory of an optimum dosage or exposure threshold [67] required for intervention efficacy, which is potentially different for each user. Given super users saw statistically significant increases to their PA over time, whereas those who used the app less did not, also suggests ongoing efforts to understand and boost engagement [12,13,68] are warranted to enhance appeal so that as many users as possible receive the optimum exposure for intervention benefits.

**Strengths, Limitations, and Future Directions**

The findings presented here should be interpreted in the context of the study’s limitations. First, only user engagement during the 100-day intervention duration is included; we have relied on objective engagement metrics from the study’s server, and we have used the term gamification to refer to a particular set of game design elements (ie, newsfeed, challenges, virtual gifts, and leaderboard), all of which are social in nature. Furthermore, this study has not considered psychological aspects of engagement, such as participant perceptions or the interplay between personality and engagement [12,40]. In this study, super users were a priori defined as those whose app use fell within the top quartile of all users; however, we acknowledge that other definitions of this novel term would have been equally justified. Moreover, no single engagement metric can wholly capture and explain user engagement, as such, there will be limitations associated with any engagement metric. For example, the concept of nonuse attrition may be blunt, as it does fail to adequately capture usage that diminishes over time in those who continue to engage with the program. Our choice of engagement metric was guided by the metrics reported by industry-led apps, and it is important to note that such apps often view uptake and use as benchmark for success rather than behavior change. However, in research and public health settings, engagement is considered important, as it mediates user exposure to the intervention and therefore has important implications for efficacy. Causal claims cannot be made, as this study is a secondary and subgroup analysis of RCT data that did not experimentally test the impact of varying levels of engagement on PA outcomes. Reverse causation is equally possible; the relationships between app usage and PA may be because users who were able to increase their PA over time were more satisfied with their experience of the intervention; therefore, they used the app more. The sample is also subject to a self-selection bias and, typical of health behavior research, well-educated women are overrepresented [46].

Strengths of this study include the large sample size (n=301) and the inclusion of objective measurements of app usage and PA. Although we acknowledge participants signing up to an RCT may be highly motivated, our intervention was delivered entirely via an app with no in-person contact between study staff and participants. However, the inclusion of eligibility criteria, baseline, and 3-month follow-up assessments signifies this approach is distinct from real-world settings, and we do not know whether our high rates of engagement are potentially influenced by a Hawthorne effect (where awareness of being under observation results in modified behavior [69,70]). Translation of researcher-led apps into real-world trials is likely to become more commonplace [7,21,22,71], and the ability to make comparisons to available industry-led apps will be increasingly important. This study has used engagement metrics commonly reported by industry-led apps, and the method and findings may be useful to future studies seeking to make direct comparisons between research- and industry-led apps.

A real-world trial of the app used in this study is now underway, and once complete, it can confirm whether the findings reported here hold true in a setting comparable to how we would expect people to use commercially available apps. Our findings support the inclusion of social and gamified features to increase engagement. Interventions are increasingly incorporating gamification and social features [45,72-75], and it will be interesting to see whether our engagement results are replicated in these studies. Moreover, although consensus on how engagement is operationalized has not yet eventuated, the field of engagement science can continue to progress if future studies publish analyses of app engagement that are similarly, or more, detailed (ie, to consider each gamified feature separately) than this study. These analyses should seek to evaluate the role of engagement levels on intervention efficacy in both instances where interventions are able to demonstrate overall efficacy and those that do not. In this way, engaging features can be identified, refined, and incorporated into future interventions to enhance their potential for positive behavior change effects.

**Conclusions**

Taken together, our results indicate app-based interventions can sustain user engagement across a 100-day intervention period, and the inclusion of social and gamified features can enhance engagement. Users who were older or with a BMI classified as healthy or overweight (rather than obese) engaged more, and those who engaged the most (ie, super users, the top quartile of users) reported statistically significant increases to their objectively measured PA over time, supporting the theory that intervention exposure is linked to efficacy. Further research is now needed to determine whether these findings are replicated in other app- and Web-based behavior change studies and in ecologically valid real-world settings.
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Abstract

Background: Little is known about the exact process of how patients search for medical information on the internet and what they retrieve. There is especially a paucity of literature on browsing for information on minor ailments, a term used for harmless diseases that are very common in the general population and thus have a significant impact on health care.

Objective: This vignette-based experimental study aimed to explore what kind of Web-based search strategies are applied and how search strategies, demographic characteristics, and the quality of the visited websites relate to finding the right diagnosis. Additional goals were to describe how searching on the Web influences one’s perception of the severity of the potential diagnosis and whether or not the participants would discuss the information they found on the internet with their doctors.

Methods: Out of 1372 survey participants, 355 were randomly sampled, and 155 of them were recruited and assigned to one of four clinical scenarios. Each search term they used was classified as one of three search strategies: (1) hypothesis testing, (2) narrowing within the general hypothesis area, and (3) symptom exploration. The quality of the websites used was determined by using the DISCERN instrument. To compare the diagnostic accuracy of the participants before and after the internet search, a McNemar test was used. Chi-square tests were used to describe which factors are related to the chosen search strategy. A multivariate binary logistic regression model was constructed to predict which factors are related to finding a sound diagnosis after searching the internet for health information.

Results: Most participants (65.8%, 102/155) used the symptom exploration strategy. However, this depends on the assigned scenario (P<.001) and the self-estimated severity score of the symptoms before the internet search (P=.001). A significant relation was found between choosing an accurate diagnosis and age (odds ratio [OR] 0.94, 95% CI 0.90 to 0.98) and the clinical scenario, as well as the use of high-quality websites (OR 7.49, 95% CI 1.85 to 30.26). Browsing the internet did not lead to a statistically significant change in participants’ beliefs about the severity of the condition (McNemar test, P=.85). Most participants (65%) shared their retrieved information with their physician and most of them (75%) received a positive response.

Conclusions: Our findings suggest that most patients use a symptom-based approach; however, if patients expect the potential diagnosis to be severe, they tend to use a hypothesis verification strategy more often and are therefore prone to certain forms of bias. In addition, self-diagnosing accuracy is related to younger age, the symptom scenario, and the use of high-quality websites. We should find ways to guide patients toward search strategies and websites that may more likely lead to accurate decision making.

(J Med Internet Res 2019;21(11):e12278) doi:10.2196/12278
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Introduction

Background

Over the last few decades, the internet has become an important and easily accessible source of medical information for patients [1,2]. A reason that people frequently mention for visiting the Web is to find reassurance or to find an explanation or diagnosis for their physical complaints [2]. Furthermore, people tend to use the internet for determining whether or not they should consult a physician [2]. Younger patients, females, and highly educated individuals are known to search for health information more often than others [3,4]. Internet use has the potential to improve patient empowerment, as well-informed patients tend to play a more active role in their own health care [5]. In addition, it may influence the patients’ timing of help seeking behavior [6]. These findings also correspond with the results of a study performed on the widely used website, Thuisarts.nl. This is a reliable source of medical information about minor ailments and advice on self-care, developed by the Dutch College of General Practitioners. Research has shown that in the 2 years after the introduction of this website, the number of short general practitioner (GP) consultations decreased by 12% [7]. However, there are downsides to the use of this easily accessible source of information. It should be considered that most patients are not medically trained. This makes it difficult for them to understand medical jargons and to find accurate information, especially for those with lower education levels and a low socioeconomic status [8,9]. Furthermore, there is an abundance of low-quality websites available, as only a minority meets the standardized quality and accuracy requirements [10,11]. However, no less than two-thirds of the patients have a high level of confidence in the information retrieved from the internet [12]. Using this incorrect information can lead to incorrect decisions [13,14] or to the retrieval of incorrect notions about a medical condition or treatment [15,16]. In addition, lay individuals are often inaccurate when they try to self-diagnose without consulting a physician [17].

Previous Research

What remains relatively unexplored in the current literature is exactly how patients look for information on the internet. A certain approach was chosen by Pang et al [18], who divided search behaviors into 4 different categories. The distinction was not made to determine the best strategy but to indicate that the following 4 different search strategies have different needs in their search for information: Quick Fact Seeking refers to patients terminating their search once they retrieved superficial information for a specific health issue. Therefore, websites should provide key points and a brief summary that is relevant to the topic; All-Around Skimming indicates patients who go through a wide range of information in a fast manner. To support this behavior, excerpts and previews will be helpful; Focused Reading denotes concentrated reading on a particular topic. Reader-friendly features are recommended to support this behavior; and Knowledge Digging indicates the intense reading associated with the in-depth research on a number of diverse health topics. Therefore, a broader range of information should be provided. They created a design for consumer health websites that meets these different needs and concluded that this approach will lead to better knowledge acquisition. Other literature on this topic has been derived from experimental studies, where participants were assigned to search the internet for information on hypothetical scenarios. Keselman et al [19] observed that lay individuals using the verification of the primary hypothesis strategy tend to seek out data that correspond to their incorrect initial diagnosis to confirm their own hypothesis and health beliefs (confirmation bias). Participants using the narrowing search within the general hypothesis strategy remained indecisive about the diagnosis, whereas the bottom-up symptom exploration strategy seemed the most successful. Luger et al [20] conducted a study that revealed that using previous illness experiences and having less existing medical knowledge were associated with choosing an inaccurate diagnosis. Perez et al [21,22] explain that their results correspond with the dual-processing theory, differentiating between system 1 processing (unconscious, initiative, automatic, rapid, low effort) and system 2 processing (conscious, systematic, deliberative, slow, high effort). System 2 processing is associated with higher-quality decision making and is more often applied by individuals with a higher education level and younger age. Another previous study found that patients often select websites of organizations that they consider to be of good reputation or organizations that are domestic, because it makes them feel more confident that they are getting reliable information. On the contrary, participants often avoid websites that have visible advertising or are obviously profit-oriented [23].

Study Aim

To address the challenging process of obtaining and applying medical information derived from the internet by patients, it is of great importance to understand how these individuals search for information. There is, however, limited information available on this topic. So far, there has been no research into how people search for medical information on the internet about minor ailments, whereas these are common health issues affecting a large part of everyday health care in general practice. The aim of this study was to explore what kind of Web-based search strategies are being used and if they lead to finding a sound diagnosis. Additional objectives are to determine whether the quality of the used websites and certain participant characteristics are related to finding the right diagnosis. Furthermore, this paper describes how searching on the Web influences the perception of severity of the potential diagnosis and if the participants in general would discuss the retrieved information on the internet with their doctor.

Methods

Recruitment of Participants

This research was conducted on a vignette-based experimental study design that focused on the internet search patterns of Dutch adults. Participants were recruited through a survey on the use of the internet for obtaining information about medical issues, which can be found in Multimedia Appendix 1. This survey was compiled in collaboration with the Dutch Consumers’ Association, which is an independent nonprofit association that conducts research and makes publications about various products, services, and injustices in society. The survey
was sent to the Association’s panel members who could fill out the Web-based survey from January 18 to January 27, 2017. This resulted in a total number of 5774 respondents. These participants were asked if they were willing to apply for the experimental test. However, they were only able to do so if they met the inclusion and exclusion criteria. The inclusion criteria were that the participants have access to the internet, that they use it for obtaining information about medical issues, and that they were aged 18 years or older. In addition, the participants were not able to apply if they or their housemates were medically educated. A random sample was taken from the resulting 1372 applicants, which resulted in 355 selected individuals who received an invitation email. In total, 189 of the 355 selected participants were included in this study, of which 155 completed the internet search. The 34 participants who did not complete the internet search indicated at the beginning of the survey that they recognized the disease mentioned in their assigned clinical scenario. Therefore, these participants did not have to do an internet search but were immediately forwarded to the final question in which they had to indicate what they thought was the accurate diagnosis (see Figure 1). The experimental test was run from February 25 until March 12, 2017. The participants did not receive any rewards or payment for their participation but were promised to be informed about the results of the study.

Figure 1. A flowchart of patient recruitment.

**Study Procedures**

Participants were randomly and equally assigned to 1 of 4 clinical scenarios, which represented the symptoms of xanthelasma, seborrheic keratosis, carpal tunnel syndrome (CTS) or benign paroxysmal positional vertigo (BPPV). The scenarios of xanthelasma and seborrheic keratosis consisted of an image, whereas the scenarios of CTS and BPPV were represented through a textual description of the symptoms (see Multimedia Appendix 2). The scenarios were developed with input from clinical coauthors (NHC and JAHE). The reason why these diseases were chosen is because they belong to the so-called *minor ailments*. This term is used for relatively harmless diseases that are incredibly common in the general population and thus have a significant impact on health care. However, some of the symptoms can also occur in other diseases. As a result, they are not immediately recognizable for a medically untrained individual. Participants were not informed that the symptoms were suggestive of xanthelasma, seborrheic keratosis, CTS, or BPPV. The remaining 155 participants had to fill out a second survey at home concerning the assigned scenario and related questions (see Multimedia Appendix 3). After receiving their scenario, the participants had to choose their initial possible diagnosis that would explain the symptoms mentioned in their scenario. They also had to indicate whether they estimated that the disease was severe or not severe. The participants were then instructed to search the internet using the Web browser, Google, as though they were experiencing these symptoms themselves. Their internet search was recorded by means of print screens and search terms, which the participants recorded themselves. After conducting the internet search, they had to choose a final explanatory diagnosis, severity score, and answer questions such as on which websites they found the information to...
diagnose the symptoms and whether they would discuss the information found with their physician.

Data Preparation and Coding of Education Level, Internet Search Behaviors, and Diagnostic Accuracy

Education level was classified as 1 of 3 categories: low, intermediate, and high. Participants who received primary school, lower vocational education, preparatory secondary vocational education, or general secondary education were classified as low educated. The second group who received senior secondary vocational education, senior secondary general education, or preuniversity education was classified as intermediate educated. The ones who received higher professional education or academic higher education were considered highly educated. Each search term that was entered was classified as 1 of 3 search strategies: (1) hypothesis testing, (2) narrowing within the general hypothesis area, and (3) symptom exploration [19,21]. Hypothesis testing means entering relevant search terms to verify a diagnostic primary hypothesis (ie, entering melanoma). The second strategy describes narrowing the search within a general hypothesis area (ie, entering skin conditions). Symptom exploration refers to entering search terms that involve symptoms (ie, entering brown, hump, crust on skin). The participants’ assessments of the diagnosis were coded in 2 categories. These categories were as follows: accurate if the stated diagnosis matched the diagnosis of the assigned scenario and not accurate if the stated diagnosis did not match or if the participants did not know the answer, were unsure, or guessed multiple diagnoses. Of course, participants were not accounted for spelling errors and both medical and vernacular names were labeled as accurate, provided they were referring to the right condition. Examples of accurate diagnoses that were mentioned by participants who were assigned to the seborrheic keratosis vignette were as follows: Senile wart or seborrheic keratosis. Examples of inaccurate diagnoses were birthmark, melanoma, or don’t know. To check whether coding was done unequivocally, almost half of the participants were also coded by a second independent team member. Team members met regularly to compare their own independent coding of participants’ search terms and assessments of the diagnosis. The initial assessment of the search terms and diagnosis showed an average difference of 8.1% among team members, but this was resolved completely through discussion until members of the team reached a consensus. The quality of the websites that were used by the participants to find their diagnosis was determined by using the DISCERN instrument [24,25]. Websites were considered to be of low quality if <2, intermediate if between 2.1 and 3.9, and high if >4. Participants could submit up to four websites but were assigned to the group low, intermediate, or high based on the website used with the highest quality. To ensure reliable coding, a selection of 20 websites was independently classified by a second team member. All websites were independently placed in the same group, so no difference in assessment was found.

Statistical Analysis

The demographic characteristics of the participants were identified with descriptive statistics. A comparison between participants of the 4 different scenarios was made with a one-way analysis of variance (ANOVA) test (for age in years) and chi-square tests (for gender, education level, and self-estimated severity score). A McNemar test was used to compare the diagnostic accuracy of the study population before and after the internet search. Furthermore, a multivariate binary logistic regression model was constructed to predict the choice of an accurate diagnosis after searching on the Web for health information, using search strategy, age, gender, education level, clinical scenario, and the quality of the websites used as predictors. In this analysis, finding an accurate diagnosis served as the dependent variable, with finding the inaccurate diagnosis as the reference group. Finally, a McNemar test was used to compare the self-chosen severity score before and after the internet search. A P value lower than .05 was considered significant. All statistical analyses were performed using SPSS version 20 (IBM).

Ethical Approval

The research plan has been submitted to the Medical Ethical Committee (MEC) of the Leiden University Medical Centre. As the data cannot be traced back to the individual participant, the MEC considered the study exempt.

Results

Participant Characteristics

The participant demographic and personal characteristics are presented in Table 1. Participant demographic characteristics were identified with descriptive statistics, and a comparison between participants of the 4 different scenarios was made with a one-way ANOVA test (for age in years) and chi-square tests (for gender, education level, and self-estimated severity score). The study population ranged from 18 to 74 years of age, the overall mean age being 47.5 (SD 13.5) years. There were as many men as women (48% versus 52%, respectively). Most participants were highly educated, considering 65% graduated on a high education level and 28% obtained an intermediate education level. Comparing the 4 different scenarios with each other, the mean age was similar between the 4 groups (P=.45). The gender distribution is not exactly equally divided for each scenario. Especially, the scenarios of seborrheic keratosis (70% male), CTS (30% male), and BPPV (36% male) were unequally distributed (P=.001). Education level showed a similar distribution pattern for all 4 scenarios (P=.52). There was a difference in the self-estimated severity score before the internet search between the 4 different scenarios; particularly, the participants who were assigned to the seborrheic keratosis scenario tend to score the symptoms as severe (61%, P<.001).
Table 1. Participant demographic characteristics (N=155).

<table>
<thead>
<tr>
<th>Characteristics per scenario</th>
<th>Xanthelasma (N=38)</th>
<th>Seborrheic keratosis (N=44)</th>
<th>CTS(^a) (N=37)</th>
<th>BPPV(^b) (N=36)</th>
<th>Total (N=155)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.4 (12.5)</td>
<td>47.1 (14.5)</td>
<td>47.2 (14.0)</td>
<td>45.3 (12.7)</td>
<td>47.5 (13.5)</td>
<td>.45</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>.001</strong></td>
</tr>
<tr>
<td>Male</td>
<td>19 (50)</td>
<td>31 (70)</td>
<td>11 (30)</td>
<td>13 (36)</td>
<td>74 (48)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>19 (50)</td>
<td>13 (30)</td>
<td>26 (70)</td>
<td>23 (64)</td>
<td>81 (52)</td>
<td></td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>.52</strong></td>
</tr>
<tr>
<td>Low</td>
<td>2 (5)</td>
<td>6 (14)</td>
<td>1 (3)</td>
<td>2 (6)</td>
<td>11 (7)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>12 (32)</td>
<td>12 (27)</td>
<td>11 (30)</td>
<td>8 (22)</td>
<td>43 (28)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>24 (63)</td>
<td>26 (59)</td>
<td>25 (68)</td>
<td>26 (72)</td>
<td>101 (65)</td>
<td></td>
</tr>
<tr>
<td><strong>Self-estimated severity score, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe</td>
<td>2 (5)</td>
<td>27 (61)</td>
<td>11 (30)</td>
<td>12 (33)</td>
<td>52 (34)</td>
<td></td>
</tr>
<tr>
<td>Not severe</td>
<td>36 (95)</td>
<td>17 (39)</td>
<td>26 (70)</td>
<td>24 (67)</td>
<td>103 (66)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)CTS: carpal tunnel syndrome.  
\(^b\)BPPV: benign paroxysmal positional vertigo.

**Effect of Internet Searching on Diagnostic Accuracy**

Of the 189 participants, 34 indicated that they recognized the condition that caused the symptoms of the scenario, and they provided a final diagnosis without doing an internet search; only 9 out of 34 (26%) were accurate (see Figure 2). The remaining 155 participants also had to provide a first diagnosis before searching for information on the internet, of which 17 (10.9%) were accurate. After the internet search, 4 participants (4/155, 2.5%) found an incorrect diagnosis, even though their initial diagnosis was correct. Of the 138 participants who were initially inaccurate, 35.4% (55/155) found the right diagnosis. A McNemar test revealed that performing an internet search leads to a statistically significant improvement in self-diagnosing accuracy compared with before the internet search (44% versus 11%, respectively; \(P<.001\)).

Figure 2. The effect of internet use on self-diagnosing accuracy (N=189).
Search Strategies Used

Overall, most of the participants used the symptom exploration strategy to find a diagnosis (66%). Hypothesis testing was the second most frequently used strategy (23%), whereas the least used strategy was narrowing in the general area (12%). The used search strategy depends on the assigned scenario. A chi-square test confirms that there is a statistically significant correlation between the assigned scenario and the chosen search strategy ($P<.001$). The scenarios xanthelasma, CTS, and BPPV were predominantly solved using the symptom exploration strategy (68%, 92%, and 92%, respectively). Hypothesis testing was the most used strategy among the participants who were assigned to the seborrheic keratosis scenario (61%). In addition, there was a difference in the self-estimated severity score, confirmed by a chi-square test that reveals that the chosen search strategy is significantly related to the self-estimated severity score of the symptoms before the internet search ($P<.001$). Of the participants who used the hypothesis testing strategy, 60% scored the symptoms as severe, in advance. The participants who used the narrowing strategy and symptom exploration strategy only scored the symptoms as severe in 22% and 26% of the cases, respectively.

Characteristics That Influence Diagnostic Accuracy

The mean age of the participants who were accurate in their final diagnosis was 45.3 (SD 13.0) years. Of the participants who were inaccurate, this was 49.2 (SD 13.7; see Multimedia Appendix 4). Of the females, 52% chose the correct diagnosis, compared with 35% of the men. Furthermore, especially those participants who were assigned to diagnose xanthelasma and CTS were accurate in their diagnosis (66% and 68%, respectively). Seborrheic keratosis was the most difficult to diagnose, as only 20% chose an accurate diagnosis. In addition, users of the hypothesis testing strategy were accurate in 31% of the cases, whereas narrowing in the general area strategy led to 33% correct answers. The symptom exploration strategy led to an accurate diagnosis more often, as 50% of the individuals who used this strategy found the accurate diagnosis. Of the 196 visited websites, 6 could not be traced back by the assessor (JK). Therefore, 190 websites were checked on quality using the DISCERN instrument. Almost all visited websites were written in Dutch (95%), the remaining 5% were written in English. Of the participants who used only low-quality websites or intermediate-quality websites, 52% and 34%, respectively, found the accurate diagnosis. The participants who used at least one high-quality website were more accurate, for 64% gave a correct diagnosis. A multivariate binary logistic regression model was constructed to predict the diagnostic accuracy that was based on information retrieved from the internet. No multicollinearity was found. The resulting model showed a significant association between diagnostic accuracy with age, clinical scenario, and the quality of the websites used (see Table 2). For every 1-year increase in age, the odds of choosing the accurate diagnosis decreased by 6% (odds ratio [OR] 0.94, 95% CI 0.90 to 0.98). Furthermore, the clinical scenarios xanthelasma and CTS were significantly associated with choosing the right diagnosis (OR 10.73, 95% CI 3.24 to 35.54 versus OR 2.74, 95% CI 1.08 to 6.96, respectively) in contrast to the scenarios seborrheic keratosis (OR 0.22, 95% CI 0.07 to 0.71) and BPPV (OR 0.15, 95% CI 0.06 to 0.41), which are significantly associated with choosing an inaccurate diagnosis. Another factor significantly related to finding the right diagnosis is the highest quality of the websites used on which the participant found the final diagnosis. Compared with participants who only used low-quality websites, participants who used at least one high-quality website were most likely to find the accurate diagnosis (OR 7.49, 95% CI 1.85 to 30.26), followed by intermediate-quality website users (OR 1.53, 95% CI 0.33 to 7.00). In addition, there was no significant association with gender, education level, and search strategy.
Table 2. Multivariate binary logistic regression analysis of the relationship of demographic characteristics with reliance on choosing the accurate diagnosis after an internet search (N=155).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.94 (0.90-0.98)</td>
<td>.005</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (reference)</td>
<td>1</td>
<td>.12</td>
</tr>
<tr>
<td>Female</td>
<td>2.36 (0.80-6.97)</td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Low (reference)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.81 (0.09-7.21)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.62 (0.09-4.31)</td>
<td></td>
</tr>
<tr>
<td>Scenario</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Xanthelasma</td>
<td>10.73 (3.24-35.54)</td>
<td></td>
</tr>
<tr>
<td>Seborrheic keratosis</td>
<td>0.22 (0.07-0.71)</td>
<td></td>
</tr>
<tr>
<td>CTS</td>
<td>2.74 (1.08-6.96)</td>
<td></td>
</tr>
<tr>
<td>BPPV</td>
<td>0.15 (0.06-0.41)</td>
<td></td>
</tr>
<tr>
<td>Search strategy</td>
<td></td>
<td>.82</td>
</tr>
<tr>
<td>Hypothesis testing</td>
<td>1.41 (0.48-4.18)</td>
<td></td>
</tr>
<tr>
<td>Narrowing</td>
<td>0.83 (0.24-2.81)</td>
<td></td>
</tr>
<tr>
<td>Symptom exploration</td>
<td>0.86 (0.33-2.21)</td>
<td></td>
</tr>
<tr>
<td>Quality of websites used</td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Low (reference)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>1.53 (0.33-7.00)</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>7.49 (1.85-30.26)</td>
<td></td>
</tr>
</tbody>
</table>

The odds ratios of Scenario and Search strategy were derived by settings, CONTRAST subcommand deviation. The effect for each category of the independent variable is compared with the overall mean.

CTS: carpal tunnel syndrome.
BPPV: benign paroxysmal positional vertigo.

Influence of Searching the Internet on Self-Estimated Severity Score

Before searching the internet, 34% of the participants tend to score the symptoms of the assigned scenario as severe. After finding information about the possible diagnosis on the internet, 34% still scored the symptoms as severe. Therefore, searching the internet did not lead to a statistically significant change in participants’ beliefs about the severity of the condition (McNemar test, \(P=0.85\)). This last self-chosen severity score after the internet search was related to the assigned scenario (chi-square test, \(P=0.002\)) but was not related to the diagnostic accuracy (chi-square test, \(P=0.13\)).

Whether or Not to Discuss With the Physician?

In general, almost two-thirds (65%) of the participants have discussed medical information found on the Web with their physician in the past. In 75% of these consultations, the participants received a positive response from the physician. The most frequently heard comments from the physicians to their patients were that searching the internet contributes to well-informed patients and that it makes them better prepared for the consultation. Furthermore, it was mentioned that the physicians need to explain less and therefore the consultation would take less time. Only 5% received a negative response, which mainly consisted of warnings that the information on the internet is not always correct and that self-diagnosing by laymen is undesirable. Of the other participants who did not share the information found on the Web with their physician, most did not have a special reason for not telling or had simply forgotten to do so. Only 3 participants mentioned that they expected that, after sharing, the physician would no longer look at them with an open mind.

Discussion

Principal Findings and Comparison With Prior Work

With our vignette-based experimental study, we tried to provide an initial insight into how patients search for medical information on the internet and how they attempt to self-diagnose symptoms of minor ailments on the Web. Despite the fact that Web-based self-diagnosis is very popular, limited research has been done on this topic, especially regarding
internet search on minor ailments, even though these ailments are common health issues and therefore a very common reason for consulting the GP. Our findings suggest that searching on the Web can be a helpful tool in the process of self-diagnosing. Overall, 44% of the participants were accurate in their final diagnosis, which was a significant improvement compared with the 11% who were accurate before searching the internet. On the contrary, it should also be considered that 3% of the participants who were initially accurate found an incorrect diagnosis afterward. Of the participants who stated they recognize the diagnosis in advance without the help of the internet, the self-diagnosing accuracy was poor and only 26% were accurate.

To determine why some participants find the right diagnosis whereas others do not, we observed how people search for medical information on the internet and which factors or characteristics contribute to finding the accurate diagnosis. In the overall study group, most people tend to use a symptom exploration strategy. Hypothesis verification strategy and narrowing in the general area strategy were used less. This corresponds with previous research on internet search behaviors of emergency department patients and a study on internet queries, in which it is also shown that most of the internet searches are focused on symptoms [17,26]. Which strategy was chosen seems to be associated with the type of scenario and how severe the participants estimated that the diagnosis would be in advance. For example, a lot of participants assigned to the seborrheic keratosis scenario filled in an initial diagnosis of melanoma or skin cancer and estimated that the diagnosis would be severe. A significant majority of the keratosis participants chose the hypothesis testing strategy. This is in line with other previous research that showed that more focused seekers usually have a clear idea and a plan to research in a limited set of results (hypothesis testing), whereas more exploratory seekers usually try to address unfamiliar problems by retrieving a wider range of information (symptom exploration). Patients who are searching for information about medical issues tend to use a more exploratory method, especially individuals who need to handle health issues of themselves or their loved ones and individuals who have a high level of uncertainty about the subject [27]. After the internet search for the seborrheic keratosis scenario with the hypothesis testing strategy, many participants still thought the diagnosis would be skin cancer, and this scenario had the most inaccurate participants compared with the other three. This phenomenon was observed more often in previous research and is known as confirmation bias (starting with a hypothesis and only looking at information that confirms the initial hypothesis) and premature termination bias (quitting the search after viewing only 1 topic) [19,28]. These studies show that especially hypothesis-driven strategies are prone to these forms of bias.

Furthermore, the multivariate binary logistic regression analysis showed that younger age, the symptom scenario xanthelasma and CTS, and the use of higher-quality websites lead to more self-diagnosing accuracy. In the current literature, younger age and higher education are characteristics that contribute to search strategies that are more successful in finding an accurate diagnosis [21]. Our study confirms that a younger age is significantly related to diagnostic accuracy. A possible explanation for this is that younger people have more experience with browsing the internet and that this contributes to finding the right diagnosis [20]. However, the literature is contradictory, as another study stated that more internet experience was not significantly related to diagnostic accuracy [19]. Our study did not find a significant relation with higher education but that may be caused by the fact that few lower educated participants were included in our study population (see Limitations section). It could be based on coincidence that our lower educated individuals just did well self-diagnosing, and therefore we could not detect a significant difference compared with the higher educated participants. A possible explanation for why the scenarios xanthelasma and CTS were easier for the participants to diagnose is because the differential diagnosis of these symptoms is less extensive and therefore possibly easier to find on the internet. Seborrheic keratosis was the most difficult to diagnose, as only 20% chose an accurate diagnosis. Despite the unequal distribution in gender in this scenario, no difference was found between men (19% accurate) and women (23% accurate). Furthermore, we found that participants who used higher-quality websites were more likely to choose the accurate diagnosis. After studying the list of websites used, it can be concluded that the websites that are considered to be of high quality according to the DISCERN method have often been developed by hospitals or doctors’ associations or departments. Examples are thuisarts.nl (Dutch College of General Practitioners) or oogartsen.nl (Dutch foundation for ophthalmologists of top clinical hospitals). The websites classified as low quality are mainly health forums, where everyone can write anything and there is little or no control over the quality of this information, for example, Artikelсуte.info or Mens-en-gezondheid.infonl.nl. This demonstrates that it is of great importance to guide lay people in their internet search by offering websites with reliable information that has been written or verified by professionals. This concept corresponds to previous research that examined the possible barriers and needs of patients searching for medical information on the internet [29]. One important finding was that patients have indicated to prefer guidance of health professionals to find appropriate Web-based resources [29,30]. Furthermore, the findings suggest that greater involvement by health professionals could contribute to an improved relationship between the health professional and patient by minimizing barriers such as finding incomprehensible information, information in medical jargon, volume of information, and inconsistency of information across different sources [29]. We suggest that health professionals can play a role in consumers’ navigation of Web-based health information by, for example, placing weblinks to high-quality websites on the internet homepage of the doctor’s practice or on the information board that is often present in the waiting room of the practice.

What falls outside the scope of our study is what role search engines play in managing the displayed content and what impact this has on the decision-making process of the consumer. People often only view the top search results and what is shown there is logically very important for information gathering. Some recent researches show that the bias of search engines or social media can have an effect on people [31,32]. There is evidence
that obscuring the true identity of an information source, obscuring the affiliations of an information source, and control over user-generated content can greatly influence consumer health knowledge and behavior [31]. It is logical to think that this can also influence the self-diagnosing process, but how exactly is an important subject for future research.

In addition, a frequently mentioned reason why people search for Web-based medical information is to find reassurance [2]. However, the results of the survey show that the self-estimated severity score in advance does not differ from the self-estimated severity score after searching the internet, and this is not related to whether the participants find the right diagnosis or not. Therefore, our study shows that people actually do not find the reassurance they are looking for, even if they find the right diagnosis. Apparently, a visit to the doctor is still necessary. Almost two-thirds of the participants indicated that they would share the information they found with their physician. Previous research supports these findings and indicates that the most frequently mentioned reason to discuss the information found with their physician is to ascertain the opinions of health professionals on the retrieved health information [30]. Most participants received a positive response from their doctor.

Limitations
There are factors that limit the generalization of the findings. First, the surveys were conducted among panel members of the Dutch Consumers’ Association. This is an independent nonprofit association that conducts research and makes publications about various products, services, and injustice in society. Anyone can become a member of this organization; however, one can expect that these individuals are more conscious and are higher educated compared with the rest of the Dutch population. By selecting these subjects, in particular, a form of selection bias occurs. That would explain why our study population is so highly educated. As some studies show that finding the right diagnosis is related to a higher level of education, it is expected that finding the right diagnosis in the general population is even more difficult than finding the right diagnosis in our research group. Second, participants were instructed to do a scenario-based internet search and were therefore driven by symptoms they did not experience at that moment. Furthermore, in reality it is possible that the course of a disease is gradual and has different stages (eg, CTS). Therefore, patients may experience different symptoms over time instead of perceiving all the symptoms at the same time. This can make the search for the correct diagnosis more difficult in real life. These 2 factors might influence the generalizability of our results, as it may have artificially influenced participants’ search efforts and strategies. Finally, it should be considered that the chosen search strategy and whether patients find the right diagnosis or not depends on the disease and experienced symptoms. Therefore, we realize that only these 4 chosen scenarios cannot represent how patients search the internet for medical information in general, but it does provide an indication.

Conclusions
Our findings suggest that most patients who search the internet for medical information use a symptom-based approach, but this depends on the experienced symptoms. If the patient expects the potential diagnosis to be severe, they tend to use a hypothesis verification strategy more often and are therefore prone to certain forms of bias. To prevent this, doctors should advise their patients to look for symptoms rather than hypothesis-driven strategies. In addition, self-diagnosing accuracy is related to younger age, the symptom scenario, and the use of higher-quality websites. Although it is difficult to tackle the abundance of low-quality websites, doctors should focus on ways to guide patients toward professional websites that may be more likely to lead to accurate decision making. This can be archived, for example, by placing weblinks to high-quality websites on the internet homepage of the doctor’s practice or on the information board that is often present in the waiting room of the practice. However, future research that includes more patients and more different types of scenarios will be necessary to further understand the complex coordination between patient search strategies, finding reliable websites, and Web-based symptom information processing.
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Abstract

Background: Given the recognized importance of preventing poor dietary behaviors during adolescence, we need a better understanding of college students’ dietary behaviors. Studies have found that individual factors and electronic health (eHealth) literacy may affect one’s dietary behaviors. However, few studies have fully investigated the effect of the three levels of eHealth literacy (functional, interactive, and critical) and the interactive effect of individual factors (eg, gender, monthly expenses, and frequency of cooking) and the three levels of eHealth literacy on the four aspects of dietary behaviors (consumer health, balanced diet, regular eating habits, and unhealthy food intake).

Objective: This study aimed to investigate whether individual differences and higher eHealth literacy are associated with more positive dietary behaviors and less unhealthy dietary intake.

Methods: The eHealth Literacy Scale is a 12-item instrument designed to measure college students’ functional, interactive, and critical eHealth literacy. The Dietary Behaviors Scale is a 14-item instrument developed to measure four aspects of dietary behaviors of college students. A questionnaire was administered to collect background information about participants’ gender, monthly expenses, and frequency of cooking. A national sample of college students was surveyed, and 813 responses were obtained. We conducted a multiple regression analysis to examine the association among individual factors, eHealth literacy, and dietary behaviors.

Results: This study found that functional eHealth literacy was negatively related to unhealthy food intake (beta=-.11; P=.01), and interactive eHealth literacy was positively related to balanced diet (beta=.25; P<.001) and consumer health (beta=.15; P=.02). Moreover, critical eHealth literacy was positively related to consumer health (beta=.30; P<.001) and regular eating habits (beta=.20; P=.002). Finally, the interactive effect between gender and interactive eHealth literacy was negatively related to balanced diet (beta=-.22; P<.001). The interactive effect between monthly expenses and functional eHealth literacy was negatively related to balanced diet (beta=.07; P=.03), although the interactive effect between monthly expenses and critical eHealth literacy was negatively related to balanced diet (beta=-.10; P=.047).

Conclusions: This study showed that Taiwanese college students with higher functional eHealth literacy were more likely to engage in fewer unhealthy food consumption practices. Those who had higher interactive and critical eHealth literacy were more likely to engage in positive dietary behaviors than those with functional eHealth literacy. Surprisingly, females with high interactive eHealth literacy were more likely to have a poor balanced diet. In contrast, students with higher monthly expenses and higher functional eHealth literacy were more likely to have a balanced diet. However, students with higher monthly expenses and higher critical eHealth literacy were less likely to maintain a balanced diet.

(J Med Internet Res 2019;21(11):e13140) doi:10.2196/13140
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Introduction

Background

The importance of preventing poor dietary behaviors during adolescence has been recognized because of its impact on long-term health issues such as the development of obesity and other noncommunicable diseases [1]. Students’ dietary behaviors are most affected by their families and schools before they start college, but afterward, their dietary choices are mostly made independently [2]. The college years offer an opportunity for new experiences and personal freedom, such as the autonomy of food choices; however, the period is also noted for the emergence of unhealthy behaviors that place college students at risk of health problems [3]. Noteworthy findings about college students’ unhealthy eating behaviors reveal frequent consumption of snacks and fried foods and of fewer than 5 servings of fruits and vegetables daily [4,5]. Moreover, college students may put themselves at increased risk by consuming unsafe foods that may cause foodborne illness (eg, undercooked meat and shellfish containing marine toxins) or by not following accepted food safety practices [6]. Clearly, campus life should provide college students with crucial opportunities to develop healthy eating behaviors and adopt a nutritious and balanced food intake, thereby forming a strong basis for good health throughout life. Thus, we need a better understanding of college students’ dietary behaviors.

Dietary behaviors, including consumer health, balanced diet, regular eating habits, and unhealthy food intake, can be viewed as positive or negative actions in relation to maintaining or enhancing health [7]. Consumer health refers to individuals’ health awareness and decisions about food purchasing. A balanced diet indicates eating the recommended amount of a variety of foods from each food group daily. Regular eating habits refer to individuals’ healthy eating habits. Unhealthy food intake refers to individuals’ consumption of junk food and drinks [7]. Individuals must understand the prevailing nutritional recommendations with respect to the food products that they are considering and use such recommendations to choose suitable foods [8]. These practices and skills are included in the concept of health literacy.

Health literacy refers to an individual’s ability to access, understand, and use information to promote and maintain good health [9]. Studies have shown that individuals with higher health literacy are more likely to use food labels and have higher dietary quality [10], healthier eating behavior, and lower consumption of sugar-sweetened beverages [11]. Recently, the advent of the internet has drastically changed how health information is disseminated, and the internet is now widely used to obtain this information. People should not only be health literate but also have the capabilities, resources, and motivation to find, understand, and appraise health information using digital services and technology [12]. Unlike other distinct forms of literacy, electronic health (eHealth) literacy combines basic literacy as well as information, health, media, computer, and scientific literacies and applies them to eHealth promotion [13]. To obtain a complete overview of people’s skills in obtaining and using health information, it is more necessary to measure eHealth literacy than to measure health literacy [14].

Norman and Skinner [13] have defined eHealth literacy, which includes functional, interactive, and critical levels [15], as “the ability to seek, find, understand, and appraise health information from electronic sources and to apply the knowledge gained to addressing or solving health problems.”. Functional eHealth literacy specifies the communicative and social skills that can be used to extract information in social Web-based multimedia environments. Critical eHealth literacy involves the cognitive skills that can be applied to critically evaluate the credibility, relevance, and risks of sharing and receiving Web-based health information [16-18]. Such a classification indicates that the different levels of literacy progressively allow for greater autonomy and personal empowerment in decision making as well as engagement in a wider range of health actions [9,15]. Having the composite skills of eHealth literacy allows individuals to achieve positive health behaviors [19].

Objectives

The integrative model of eHealth use (IMeHU) indicates that people with high eHealth literacy are not only more inclined to use the internet to find answers to health-related questions but are also able to understand the information that they find, verify its veracity, and use it to promote health behaviors [20]. Studies have found that 27 % web user reported that their eating habits had affected by eHealth resources (eg, health websites) [21]. In addition, individuals with higher eHealth literacy adopt more balanced nutrition [22]. Recently, researchers have focused on the three levels of eHealth literacy and found that individuals with high functional [16] and critical eHealth literacy [16,17] are more likely to practice balanced eating habits. However, other studies have found no statistically significant evidence of a relationship between interactive eHealth literacy and eating habits [16,17]. A systematic review demonstrated few studies reporting an association between eHealth literacy and health behaviors, with inconsistent results [19]. Accordingly, this study attempted to fully investigate the roles of functional, interactive, and critical eHealth literacy on the four aspects of dietary behaviors. We thus propose the following hypothesis: H1: college students who possess higher functional, interactive, and critical eHealth literacy will engage in more positive dietary behaviors.

The IMeHU suggests that individual factors may affect one’s health behaviors [20]. Studies have found that college students with higher meal expenses were more likely to display poor dietary behaviors [23,24]. Cooking skills are important for health and well-being [25], as studies have shown that an intervention involving gardening, nutrition, and cooking can improve dietary intake [26]. Some studies have also reflected gender differences, such as 1 study that showed girls’ higher engagement in dietary behaviors than boys [27]. However, other studies have revealed female college students’ insufficient vegetable intake [28] and a poor balanced diet and unhealthier food intake than that of male students [7]. Given the abovementioned studies on individual differences in dietary behaviors, this study performed
analyses of individual factors (eg, gender, monthly expenses, and frequency of cooking) and the three levels of eHealth literacy to examine the explanatory power of the four aspects of dietary behaviors.

Similarly, little attention has been paid to the interactive effect of individual factors and the three levels of eHealth literacy on the four aspects of dietary behaviors. It is necessary to clarify the effects of individual factors and the three levels of eHealth literacy, as well as how the interactive effect of these 2 elements affects the four aspects of dietary behaviors, to develop an effective health education program to promote healthy dietary behaviors among college students. Therefore, the objective of this study was to investigate the associations among individual factors, eHealth literacy, and dietary behaviors in Taiwanese college students with the goal of determining whether high eHealth literacy is associated with more positive dietary behaviors and less unhealthy dietary intake and to investigate the interactive effects of individual factors and eHealth literacy on the four aspects of dietary behaviors. In accordance with the IMeHU [20] and the abovementioned studies, we therefore propose the following hypothesis: H2: individual factors and eHealth literacy have an interactive effect on the dietary behaviors of college students.

### Methods

#### Participants

This study was conducted nationwide in Taiwan. The list of colleges came from Taiwan’s Ministry of Education. Sampling units were drawn from within each region. We contacted teachers at selected colleges to request their assistance in the pen-and-paper survey distribution. Ultimately, 1100 college students from 10 schools were recruited to participate in the survey. Of the 895 surveys received, we excluded 25 blank surveys, 34 surveys with incomplete respondents’ individual factors, and 23 surveys with fixed mode answers. However, 21 surveys with fewer than 3 items incomplete were retained. We applied expectation-maximization method of multiple imputation to the missing data. In other words, 813 surveys were statistically analyzed in this study (813/895, 90.8%). We gathered the respondents’ individual factors, including information about age, gender (male and female groups), monthly expenses (<NT $5000, NT $5000–NT $10,000, and >NT $10,001), and frequency of cooking (5-point Likert scale). The frequency of cooking was measured by asking how often the students cooked by themselves and was rated based on the responses on a scale from 1 (never) to 5 (always).

#### The Survey Instrument

**Electronic Health Literacy Scale**

Participants’ eHealth literacy was evaluated using the eHealth Literacy Scale (eHLS) [17], which consists of 12 items that constitute 3 levels: functional (3 items), interactive (4 items), and critical (5 items) eHealth literacy. The functional level evaluates individuals’ basic reading and writing skills and basic knowledge of health conditions and health systems. The interactive level evaluates individuals’ communicative and social skills, which can be used to abstract information and derive meaning from different forms of communication. The critical level assesses individuals’ most advanced cognitive skills, which can be applied to critically analyze information, discern the quality of health websites, and use good information to make informed decisions about health.

The items were answered using a 5-point Likert scale, with scores ranging from 1 (total disagreement) to 5 (total agreement). High scores on the respective levels indicated higher functional, interactive, and critical eHealth literacy. Cronbach alpha is a statistic commonly quoted by authors to demonstrate that tests and scales that have been constructed or adopted for research projects are fit for the research purpose. The alpha values of .45 to .98 for this instrument have been described as acceptable [29]. Within the sample used in this study, the Cronbach alpha values of functional eHealth literacy, interactive eHealth literacy, and critical eHealth literacy were .81, .87, and .90, respectively, indicating that the eHLS had acceptable internal reliability.

**Dietary Behaviors Scale**

The participants’ dietary behaviors were evaluated using the Dietary Behaviors Scale (DBS) [7]. Using item analyses, exploratory factor analysis, and confirmatory factor analysis, Luo et al [7] revealed that the DBS is a reliable and validated measure of dietary behaviors of Taiwanese college students. The DBS consists of 14 items that comprise 4 aspects: consumer health (4 items), balanced diet (4 items), regular eating habits (3 items), and unhealthy food intake (3 items). The consumer health aspect evaluates individuals’ attitudes and decisions about food purchasing. The balanced diet aspect evaluates individuals’ nutrient intake. The regular eating habits aspect evaluates individuals’ healthy eating habits. The unhealthy food intake aspect evaluates individuals’ consumption of food and drinks that are high in calories, fat, salt, or sugar.

The items were answered using a 5-point Likert scale, with scores ranging from 1 (never) to 5 (always). High scores in the individual aspects indicated positive attitudes and decisions about product purchases, more balanced and regular eating habits, and more consumption of unhealthy food. Within the sample used in this study, the Cronbach alpha values of consumer health, balanced diet, regular eating habits, and unhealthy food intake were .82, .72, .59, and .68, respectively, indicating that the DBS had acceptable internal reliability [29].

#### Data Analysis

Analyses were conducted using SPSS 17.0 (IBM Corp). We performed 4 multiple regression analyses to examine the explanatory power of the four aspects of dietary behaviors. In the model, individual factors, the 3 levels of eHealth literacy, and the interaction of these 2 elements were entered. Gender was viewed as a dummy variable where males were coded as 0, and monthly expenses and frequency of cooking were viewed as continuous variables.

#### Ethical Considerations

The study adopted an anonymous questionnaire in line with the government’s institutional review board rules for exempt review. The questionnaire instructions informed the participants of the
research purpose and confidentiality and indicated that they had the right to refuse to participate at any time. The participants received the questionnaire and gifts at the same time; even if a participant decided to drop out of the investigation, he or she still received the gifts (a pen and an L-folder). This approach was intended to be fair to each participant, to avoid the impact of gift incentives on the participants, and to provide compensation for the participants.

### Results

**Participants’ Demographics and Characteristics**

Table 1 presents the demographics and characteristics of the study participants. The mean age of participants was 20.08 (SD 1.43) years. Of the 813 participants, 47.1% (383/813) were female and 40.7% (331/813) reported that their monthly expenses were less than NT $5000. The mean frequency of cooking of the participants was 2.23 (SD 0.96).

<table>
<thead>
<tr>
<th>Variables</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>430 (52.9)</td>
</tr>
<tr>
<td>Female</td>
<td>383 (47.1)</td>
</tr>
<tr>
<td><strong>Monthly expenses</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;NT $5000</td>
<td>331 (40.7)</td>
</tr>
<tr>
<td>NT $5001-NT $10,000</td>
<td>409 (50.3)</td>
</tr>
<tr>
<td>&gt;NT $10,001</td>
<td>73 (9.0)</td>
</tr>
<tr>
<td><strong>Frequency of cooking</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>180 (22.2)</td>
</tr>
<tr>
<td>Seldom</td>
<td>373 (45.9)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>166 (20.4)</td>
</tr>
<tr>
<td>Often</td>
<td>80 (9.8)</td>
</tr>
<tr>
<td>Always</td>
<td>14 (1.7)</td>
</tr>
</tbody>
</table>

**Descriptive Statistics of Electronic Health Literacy and Dietary Behaviors**

Among all participants, the mean scores of functional eHealth literacy, interactive eHealth literacy, and critical eHealth literacy were 3.56 (SD 0.77), 3.57 (SD 0.71), and 3.59 (SD 0.72), respectively, indicating that college students had medium or higher levels of eHealth literacy.

On the DBS, the mean scores of the regular eating habits, balanced diet, unhealthy food intake, and consumer health were 3.15 (SD 0.73), 2.92 (SD 0.70), 3.02 (SD 0.72), and 3.12 (SD 0.76), respectively. This result indicated that college students had positive consumer health and regular eating habits although they did not maintain a balanced diet. Moreover, they sometimes ate unhealthy food.

**Analysis of Electronic Health Literacy and Dietary Behaviors**

In the multiple regression analysis, first, the tolerance and variance inflation factor (VIF), as 2 collinearity diagnostic factors, were examined to assess multicollinearity in this study. The collinearity diagnostics results showed that tolerance ranged from 0.28 to 0.99, and VIF ranged from 1.01 to 3.78. These results indicate that explanatory variables in this multiple regression model were weakly linearly related [30].

The results of the multiple regression analysis are displayed in Multimedia Appendix 1, which shows that functional eHealth literacy was negatively related to unhealthy food intake (beta=-.11; P=.01), and interactive eHealth literacy was positively related to balanced diet (beta=.25; P<.001) and consumer health (beta=.15; P=.02). Moreover, critical eHealth literacy was positively related to consumer health (beta=.30; P<.001) and regular eating habits (beta=.20; P=.002). Thus, hypothesis 1 was partially supported.

The study found that the interactive effect between gender and interactive eHealth literacy was negatively related to balanced diet (beta=-.22; P<.001). The interactive effect between monthly expenses and functional eHealth literacy was positively related to balanced diet (beta=.07; P=.03), although the interactive effect between monthly expenses and critical eHealth literacy was negatively related to balanced diet (beta=-.10; P=.047). Therefore, hypothesis 2 was partially supported.

**Discussion**

**Principal Findings**

This study attempted to fully investigate the associations among a broader concept of eHealth literacy and dietary behaviors and to examine the interactive effects of individual factors and the three levels of eHealth literacy on the four aspects of dietary behaviors. We used the IMeHU to explore the associations among individual factors, eHealth literacy, and dietary behaviors. The study found a statistically significant association among the three levels of eHealth literacy and the four aspects
of dietary behaviors. Furthermore, there was an interactive effect between individual factors and eHealth literacy on the balanced diet aspect of dietary behaviors.

This study demonstrated that functional eHealth literacy was negatively related to unhealthy food intake; however, interactive and critical eHealth literacy were not related to unhealthy food intake. This result indicates that the impact of functional eHealth literacy is greater than that of interactive critical eHealth literacy on unhealthy food intake among Taiwanese college students. Previous studies have found that individuals with adequate functional health literacy are less likely to consume fried chicken [31] and sugar-sweetened beverages [11]. Moreover, studies have indicated that targeted intervention strategies that address health literacy, such as quantitative health information guides, are advantageous to reduce sugar-sweetened beverage consumption [32]. Functional eHealth literacy involves basic skills in reading and writing about Web-based health information [17,18]; thus, enabling Taiwanese college students to understand the risks of unhealthy food intake and engage in fewer unhealthy food consumption practices is important.

Consistent with previous studies [19,20], this study showed that interactive eHealth literacy was positively related to the balanced diet and consumer health aspects of dietary behaviors, and critical eHealth literacy was positively related to regular eating habits and consumer health. To our knowledge, this study was the first to investigate the association among the three levels of eHealth literacy and consumer health behaviors. The Taiwanese government has enacted a food education curriculum to improve knowledge of and skills in healthy consumption and to empower consumers to make healthy choices about food and diet. Interactive eHealth literacy involves more advanced cognitive and literacy skills that can be used to actively participate in everyday activities [15] and to promote healthy consumption patterns [33,34]; thus, enriching interactive eHealth literacy might help Taiwanese college students to engage in balanced diet and consumer health practices. Critical eHealth literacy involves the cognitive skills necessary to critically evaluate Web-based health information [16-18] and use such information to make informed decisions about health [16,17]. Critical eHealth literacy allows individuals to evaluate health issues and recognize risks and benefits as well as to advocate for themselves [35], thereby facilitating Taiwanese college students’ regular healthy eating habits and consumer health practices.

Perhaps surprisingly, the study found that females with high interactive eHealth literacy were more likely to have a poor balanced diet. Previous studies in Taiwan have also shown female college students’ insufficient vegetable intake [28] and a poor balanced diet [7]. It is inferred that social culture plays a central role in the lives of adolescent girls and young women and may influence their female body image and perception of beauty [28]. Although obesity prevalence is quite low among Taiwanese girls, the pressures to be thin still seem to be profound [36]. Gender differences in food choices, therefore, appear to be partly attributable to women’s greater weight control involvement [37]. In addition, interactive health communication applications have great potential to improve health, but they may also cause harm [38]. The internet hosts a wide variety of weight loss diets for which individuals may search, but the effects such diets claim may be unconfirmed or exaggerated, false, or even harmful. In addition, more than 15% of internet users have reported feeling overwhelmed and confused by the amount of information available Web-based [39]. Thus, females with high interactive eHealth literacy might be misled by false information and choose unhealthy meals or portions to lose weight, leading to their poor balanced diet. Therefore, better-designed studies are needed to confirm the dieting attitudes and behaviors of females with high interactive eHealth literacy, how eHealth literacy and their body image shape their perceptions, and how body satisfaction may mediate the association between dieting behaviors and health attitudes through their use of Web-based health information.

Consistent with previous studies [23,24], this study found that Taiwanese college students with high monthly expenses were more likely to demonstrate irregular eating habits and consumption of unhealthy food. When living in a student residence, college students become more self-dependent, which also implies that price and budget become increasingly important [40]. College students with a limited budget must choose their food cautiously [24], which can enable regular eating habits and less consumption of snacks and sugary drinks. In contrast, college students with a higher budget might be able to engage in more hedonic eating, resulting in a poor dietary intake that might have a harmful impact on their health and well-being. Paradoxically, this study found that students with higher monthly expenses and higher functional eHealth literacy were more likely to consume a balanced diet, whereas students with higher monthly expenses and higher critical eHealth literacy were less likely to maintain a balanced diet. Therefore, multilevel nutritional interventions may be beneficial to promote healthy eating behavior and dietary intake, particularly among students with high monthly expenses. Schools should provide more nutrition information about food to enhance students’ functional eHealth literacy. Future qualitative study is also needed to further examine a broad range of factors that might influence how the level of nutrition-related knowledge and perceptions impact the development of eating patterns among students with high monthly expenses.

Limitations

This study is not without limitations. First, we did not remove responses with little missing or incomplete data because those with very little missing data can still be part of the analysis. Second, unhealthy food intake was measured based on frequency (from seldom to always) rather than an average of kilocalories and consumption per day. Thus, our measure of unhealthy food intake may not accurately indicate the effect of interactive and critical eHealth literacy on unhealthy food intake. Third, the study sample was educated and age restricted in Taiwan. Thus, the findings should not be overgeneralized and should be interpreted in light of the sample’s homogeneity. Finally, because the study presented some interesting and paradoxical findings, along with the associations among these factors, eHealth literacy, and dietary behaviors among college students, further studies should examine a broad range of intrapersonal (eg, taste preference, family eating habits, and level of nutrition-related knowledge), interpersonal (eg, peer influence and campus lifestyle), cultural (eg, media and academic activity),
and environmental factors (food availability and food cost) as well as social norms and beliefs that might be influential in determining college students’ eating behavior and dietary intake.

Conclusions
This study, to our knowledge, was the first to establish an association among individual factors, the 3 levels of eHealth literacy, and the four aspects of dietary behaviors among college students. This study found that Taiwanese college students with interactive and critical eHealth literacy were more likely to engage in positive dietary behaviors than those with functional eHealth literacy. For the group of students with high monthly expenses, the role of functional eHealth literacy was greater than that of critical eHealth literacy in balanced diet. Moreover, Taiwanese college students with functional eHealth literacy were less likely to engage in unhealthy food intake. These findings have important implications for health educators, who should provide college students with information to help them understand the risks of high-calorie, high-fat, high-salt, or high-sugar diets and thereby reduce their consumption of unhealthy food. As an interactive effect between gender and interactive eHealth literacy on balanced diet was identified, further research is needed to help female college students critically evaluate the credibility and risks of Web-based health information about losing weight and thereby participate in healthy eating practices.
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Abstract

Background: As the population ages, many more people will be in need of long-term care. According to a recent report by Alzheimer’s Disease International and the Karolinska Institute, 84% of people with dementia are cared for at home and 16% in nursing homes. Several Web-based interventions have been developed to assist the work of carers at home. Measuring the levels of electronic health (eHealth) literacy is of top priority to facilitate inclusion of this population and develop training programs to enhance eHealth literacy skills.

Objective: This study aimed to adapt the eHealth Literacy Scale (eHeals) for carers of people with dementia, who speak Greek as their native language and live in Greece and Cyprus, and to test the reliability and validity of the scale for carers.

Methods: The content validity of the eHealth Literacy Scale for Carers of People With Chronic Diseases (eHeals-Carer) was assessed with an expert panel (N=10). A descriptive study with face-to-face interviews among 101 primary carers of people with dementia was conducted. In addition to the eHeals-Carer to assess their perceived eHealth literacy, participants responded to a brief questionnaire regarding characteristics of internet use and provided sociodemographic data. The internal consistency of the tool and the construct validity via an exploratory factor analysis (EFA) were explored.

Results: The Mean Item-Level Content Validity Index (CVI) and Scale-Level CVI Average was 0.93. The participants were mostly women (75.2%, 76/101), aged less than 60 years (67.3%, 68/101) with secondary education. The internal consistency was estimated at a Cronbach alpha of .83. Two factors were extracted from the EFA: information seeking questions 1 to 5 (factor 1) and evaluation questions 6 to 8 (factor 2).

Conclusions: eHeals-Carer is the first perceived eHealth literacy tool adapted for carers of people with dementia. The use of Web-based services available for carers could help them and improve the health care system in the long term. In Greece and Cyprus, there is a lack of services, and improving the digital skills of carers could provide them with the means to support themselves at home and improve care provision.

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.8080

(J Med Internet Res 2019;21(11):e12504) doi:10.2196/12504
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Introduction

Background

As the population ages, old age diseases are on the rise, that is, many more people will be in need of long-term care in the years to come. In many countries, family and friends usually undertake the role of the carer filling the gap from the lack of organized health and social services, a phenomenon that is more common in Mediterranean and Eastern European regions [1].

According to a recent report by Alzheimer’s Disease International and the Karolinska Institute, 84% of people with dementia are cared for at home and 16% in nursing homes [2]. Most carers of people with chronic diseases are aged older than 55 years, and women provide 71% of the annual informal care hours [3,4]. The global number of informal care hours is estimated to be around 6 hours per day or, on an annual basis, 82 billion hours of care. Carers experience stress, making them more vulnerable to infections and memory disorders, and they report a higher use of antidepressants and have high mortality rates [5-7]. The care of people with dementia can be rather demanding, as most patients may develop behavioral disorders in the course of the disease [8]. Carers search for information of the disease prognosis and treatment, services, and support as a way to manage the negative aspects of caregiving and use their social network, friends, families, health providers, and media (newspapers, television, and internet) to do so [9,10].

Carers’ Pattern of Use of Web-Based Interventions and the Role of Electronic Health Literacy

Several Web-based interventions have been developed to assist the work of carers at home. They are easy to use and provide quick access to disease-specific information, as in the case of health care websites, psychoeducational platforms, applications, and telehealth and telemonitoring devices [11-13]. In most cases, these services have been provided only during the period of the research intervention, and no further information is provided on their use by carers [14]. According to Chiu and Eysenbach [15], a pattern of use of Web-based interventions made by carers is influenced by several factors such as accessibility, perceived effort, carers’ needs (personal skills, social support, carers’ beliefs, and years of care), and the style of use. In a modern framework developed to explain factors influencing the design of new technologies based on electronic health (eHealth) literacy level of the users, there is a discussion based on the individual characteristics (being a patient or a carer), the task dimension, and the experience using the technology [16]. Skills in searching, finding, appraising, and applying health information online have also been defined by Norman and Skinner [17], discussing eHealth literacy, which includes the following 6 literacies: traditional, information, media, health, scientific, and computer literacy. The latter 3 (ie, health, scientific, and computer literacy) are categorized according to the authors as context specific. This model has been modified and extended by other researchers [18-20], and a recent definition of eHealth literacy is provided by Bautista [21] and Paige et al. [22]. eHealth literacy is redefined and “…involves the interplay of individual and social factors in the use of digital technologies to search, acquire, comprehend, appraise, communicate and apply health information in all contexts of healthcare with the goal of maintaining or improving the quality of life throughout the lifespan.” Taking the above into consideration, the individual characteristic, being a carer or a patient, may influence the person’s perceived eHealth literacy level. Low health literacy among carers of adults is associated with poorer health provision, care recipient health outcomes, and increased burden [23].

Adapting the eHealth Literacy Scale for Carers of People With Chronic Diseases

There is a lack of published data on eHealth literacy level among carers of people with dementia and adapted or newly developed tools for this purpose.

Norman and Skinner [24] developed the eHealth Literacy Scale (eHeals) to measure the perceived skills that influence the eHealth literacy and consists of 8 items. It was originally tested among 664 adolescents, aged 13 to 21 years, in Canada and showed good metric properties. The scale is easy to administer. The items are short and incorporate a combination of the literacies presented in the Lily model, take no more than 10 min, and assess the way a person searches, assesses, and applies health information online. Even if there is a discussion concerning the lack of Web 2.0 questions [25], at present, it has been translated and used in many different languages and population groups. In the past 5 years, research studies seem to focus on the dimensionality and construct validity of the scale (eg, the number of factors the tool taps on) as well as other related variables such as internet access and use, computer skills, and determinants of eHealth literacy such as age, monthly income, health status, education, and chronic diseases [26-32].

The need for the eHeals to be adapted for the carers population as the eHealth Literacy Scale for carer of chronic diseases (eHeals-Carer), is associated with their caring needs. They usually search information for another person instead of for themselves and their personal health issues, and they are more receptive to technologies that assist them in their caregiving [33,34]. Adapting eHeals items to fit carers’ online style of use would facilitate their understanding of the topic and make the questions more comprehensible for their specific needs. This also facilitates their inclusion in the new technological era, as new online tailored services are increasingly provided to carers.

Electronic Health Literacy Among Carers and Available Research in Greece and Cyprus

At the moment, we may only find information on the style of health-related internet use and possible predictors of this type of use made by carers [35,36].

In Greece, recently, a study identified older age and lower education among the main predictors of lower functional eHealth literacy in a Greek-speaking population [32]. We know that in Greece and Cyprus, the main reason for internet nonuse among
older adults is the lack of skills [37,38]. In Greeks and Cypriots, among people aged 65 to 74 years, there is a decrease in internet use from 17.6% in 2012 to 11.1% in 2014 and from 12.7% in 2012 to 6.4% in 2014 for the age group of 75 to 99 years. On the basis of data from the Internet in Cyprus report, only 9.6% of the Greek Cypriots search the internet for health information on a weekly basis, and 43% of the sample has never searched the internet for health topics [38].

Objectives
The aim of the study was 2-fold: (1) to identify available validated eHeals as part of a scoping review and (2) to evaluate the validity and reliability of the proposed eHeals for carers among a sample of Greek-speaking carers of people with dementia in Greece and Cyprus.

Methods

Literature Review on Available eHealth Literacy Scale Validations
As part of the validation process, we have searched following the methodology of a scoping review as described in the studies by Arksey and O’Malley and Peters et al [39,40] for relevant validations of eHeals to identify all possible alternatives regarding the different languages, population, statistics, and ratings and any available carers adapted version.

The main research questions of the review are as follows: (1) What type of statistical analysis is used to extract factors for eHeals? (2) How the Web 2.0 problem is handled in existing validations of eHeals? (3) Is there any difference in rating the scale? and (4) Is any eHeals validation for carers available?

We searched for all validations of eHeals in relevant databases (PubMed, CINAHL, MEDLINE, PsycINFO, and Scopus) and gray literature (eScholarship) until December 2018. Keywords used were eHeals and eHealth Literacy Scale.

The studies assessed are based on the following inclusion criteria: (1) the study should be related to the topic of eHealth literacy; (2) the study should be related to the scale reliability and validation; and (3) the study should be published in English.

We did not include studies that used eHeals as a measure of eHealth literacy, but no information on validation was provided. The flowchart and related table of results are included in this paper as Multimedia Appendices 1 and 2.

Validation Process of eHeals Carers in Greece and Cyprus
Following the literature review, we designed the validation and adaptation of the eHeals among Greek and Cypriot carers of people with dementia. Permission to use and adaptation of the scale were obtained by the authors [24]. The study followed the validation process as described by the World Health Organization following a double forward and backward translation strategy [41].

As part of the first step, we proceeded with the double forward and backward translation between the original English and Greek. Initially, 2 independent translators, both native speakers of Greek and fluent in English translated the scale into Greek. After comparing and merging the 2 translations into a single Greek translation by consensus, 2 independent back translations into English were derived by an additional set of 2 bilingual translators, 1 care professional and 1 researcher (ie, nurse trainer). In case of disagreement, we employed consensus meeting among the research team members based on expert opinion and existing literature.

In the second step, face validity by the research team followed. During this phase, researchers assessed the available Greek translation of eHeals and if the translated items corresponded to the English version of eHeals. The research team selected the final version in the Greek language and adapted it accordingly by adding a reference to the caregiving concept in every item of the scale. All items were modified accordingly to refer to the health and caregiving issues of a friend/relative, as, for example, in item 1: “I know what health resources are available” adapted to item 1: “I know what resources/information are available on the Internet concerning the health and caregiving issues of my friend/relative.” The caregiving issues on the scale are explained as the practical, financial, legal issues and information about the disease and available services. In the case of items 2, 3, and 4, we also added short clarification to facilitate understanding. Modifications of the scale are available in Table 1.

The content validity of the adapted items in the Greek language was assessed by a panel of experts in the field of eHealth and dementia or older people. Following this process, the questionnaire was piloted in 25 carers. Finally, the internal consistency of the final version of the Greek-adapted scale was tested among a sample of primary carers, and construct validity was followed with exploratory factor analysis (EFA).
Table 1. eHeals-Carer (eHealth Literacy Scale for Carers of People With Chronic Diseases) items: item difficulty, corrected item-total correlation, and factor loading.

<table>
<thead>
<tr>
<th>Questions per factor</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Corrected item-total correlation</th>
<th>Factor loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 1: “I know what resources/information are available on the Internet concerning the health and caregiving issues of my friend/relative (practical, financial, legal issues, information about the disease and available services).”</td>
<td>3.51 (0.93)</td>
<td>4</td>
<td>0.48</td>
<td>0.485</td>
</tr>
<tr>
<td>Item 2: “I know where to find helpful information on the Internet concerning the health and caregiving of my friend/relative (e.g. which websites I will search).”</td>
<td>3.35 (1.06)</td>
<td>4</td>
<td>0.59</td>
<td>0.540</td>
</tr>
<tr>
<td>Item 3: “I know how to find helpful information on the Internet concerning the health and caregiving of my friend/relative (e.g. concerning the process: google search).”</td>
<td>4.08 (0.82)</td>
<td>4</td>
<td>0.55</td>
<td>0.735</td>
</tr>
<tr>
<td>Item 4: “I know how to use the Internet to answer my questions about the health and caregiving of my friend/relative (e.g. how to ask in order to receive a proper reply to my question).”</td>
<td>3.83 (1)</td>
<td>4</td>
<td>0.53</td>
<td>0.656</td>
</tr>
<tr>
<td>Item 5: “I know how to use the information about the health and caregiving of my friend/relative I find on the Internet to help me (practical, financial, legal issues, information about the disease and available services).”</td>
<td>3.75 (0.85)</td>
<td>4</td>
<td>0.55</td>
<td>0.500</td>
</tr>
<tr>
<td>Total</td>
<td>18.49 (19)</td>
<td>19</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td><strong>Factor 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item 6: “I have the skills I need to evaluate the resources/information I find on the Internet concerning the health and caregiving of my friend/relative.”</td>
<td>3.70 (1.05)</td>
<td>4</td>
<td>0.59</td>
<td>0.756</td>
</tr>
<tr>
<td>Item 7: “I can tell high quality resources/information from low quality resources/information on the Internet concerning the health and caregiving of my friend/relative.”</td>
<td>3.75 (1)</td>
<td>4</td>
<td>0.59</td>
<td>0.731</td>
</tr>
<tr>
<td>Item 8: “I feel confident in using information from the Internet to make decisions concerning the health and caregiving of my friend/relative.”</td>
<td>3.30 (1.08)</td>
<td>3</td>
<td>0.57</td>
<td>0.595</td>
</tr>
<tr>
<td>Total</td>
<td>10.77 (2.62)</td>
<td>11</td>
<td>___</td>
<td>___</td>
</tr>
<tr>
<td>Total scores from both factors</td>
<td>29.27 (5.30)</td>
<td>29</td>
<td>___</td>
<td>___</td>
</tr>
</tbody>
</table>

*a*Not applicable.

**Recruitment**

**Recruitment Panel of Experts for the Content Validity Index**

To proceed with the content validity index, we invited 10 experts to reply to the content validity of the questionnaire. The experts were invited because of their work on eHealth and/or dementia domain. Of 10 experts, 8 were health professionals: 3 health care professionals, nurses, and psychologists working in the field of technology (robotics and digital literacy of older people), 1 member of the Greek team of the European Health Literacy Survey, and 4 health care professionals working in dementia care. The remaining 2 were information technology experts working in the field of eHealth.

**Recruitment of Primary Carers**

The data collection of primary carers was made in the framework of the research protocol for “the Association of Health Literacy and Electronic Heath Literacy with Self-Efficacy, Coping and Caregiving Perceptions Among Carers of People with Dementia: Research Protocol for a Descriptive Correlational Study” [42].

The final sample of the protocol was estimated with 95% power and a type 1 error of 5% to 168 primary carers. All questionnaires were pilot tested in 25 primary carers of people with dementia [43].

The validation of eHeals adapted for carers proceeded with a convenience sample of 101 carers from Greece and Cyprus, based on the subject-to-item ratio 10:1 [43-45]. Participation in the study was voluntary, and the recruitment of the sample lasted for 1 year. Eligibility criteria were broad and included being a carer of a person with dementia, speaking Greek, and being aged older than 18 years. Researchers approached carers at Dementia Day Care Centers in Athens, Greece, and Limassol, Cyprus, or during training courses and public awareness campaign events directed to carers of people with dementia. In the case of Dementia Centers, the scientific supervisors assisted the researcher to arrange the appointment at the time of the day.
that carers were available. In the case of public events, the researcher distributed leaflets, and carers expressed their interest in participating. The researcher arranged a face-to-face survey appointment to administer the questionnaire.

**Measures**

The measures were as follows:

- Content Validity Index [46]: all expert panel participants received the questionnaire adapted for carers in the Greek language and assessed item phrasing, simplicity by commenting on every item and relevance on a 4-point scale: not relative, somehow relative, quite relative, and relative.
- Carers replied to the Greek version of eHeals-Carer, which includes 8 items, each with a 5-point response scale from 1 (strongly disagree) to 5 (strongly agree). As shown in Table 1, all 8 items were adapted accordingly to specifically refer to the caregiving role.
- Carers also provided the following basic sociodemographic information: gender, age, education level (based on the international standard classification of education), employment status, carers’ relationship, living status, and being supported by a secondary carer or not, and replied to a series of questions with regard to internet use, either personal or dementia-specific online use. As part of the sociodemographic information, we have used a visual analog scale for measuring the socioeconomic position, Ladder questionnaire [47,48]. The participants were asked to assess where they stood on a ladder in comparison with other people in Greece or Cyprus, given that in the bottom of the scale are the people with the worst profession or unemployment, least money, and lowest education.

**Data Analysis**

In content validity, we reported the following 3 indexes: (1) Mean Item-Level Content Validity Index (Mean I-CVI), measuring the proportion of relative and very relative responses of the items; (2) Scale-Level Content Validity Index Average (S-CVI/Ave), measuring the average score of the responses of quite relevant and very relevant of every expert; and (3) the Scale Content Validity Index Universal Agreement (S-CVI/UA), measuring all items that all raters assessed as quite or highly relative. As scale CVI, we usually consider the S-CVI/Ave because the S-CVI/UA decreases as the number of raters increases [46].

The internal consistency of the scale was assessed with a Cronbach alpha, and the dimensionality of the scale was explored with EFA. This was the first time that the scale was validated in Greek among carers, and dimensions were not hypothesized before the validation. Confirmatory factor analysis (CFA) will be calculated with the total sample of the study protocol based on the EFA findings.

**Ethical Consideration**

The Cyprus National Ethical Committee (EEBK EII 2016.01.151) and the Cyprus Commissioner for Personal Data Protection (3.28.460) approved the study. As the study was conducted in 2 countries, the study protocol also received approval by the Scientific Committee of Alzheimer Athens Association (March 17, 2017).

**Results**

**Results of Literature Review on Available eHealth Literacy Scale Validations**

According to the first step of the validation process, we conducted a review to identify all possible eHeals validations to decide on the methodology and avoid any replication of existing measures for this specific population.

The scale has been validated and adapted in many different languages and population groups, using either convenient sample recruitment strategies or randomized recruitment techniques (as random telephone dialing). In the last 3 years, the validation studies of the specific tool were increased, showing a tendency toward eHealth literacy research. Only in 1 study from Slovenia did we find the validation of an extended version of 20 items (6 factors) including the Web 2.0 parameter as discussed earlier by Norman [49,50]. In 21 cases, the authors preferred a combination of the original scale adding questions to assess health-related internet use and internet use in general [17,25,27-29,31,51-64]. The reliability in the majority of the studies was quite high, that is, over 0.80. The lowest reliability was presented in a student sample in Bangladesh and in the 6 dimensions of the Slovenian version [50,61]. In 6 of 26 studies, the sample recruitment focused on older adults [25,52,59,65-67].

A series of studies have identified or confirmed the unidimensionality of the eHeals [25,30,31,57,68-70]. However, the latest studies seem to propose either a 2-factor model or a 3-factor model [27-29,52,54,59,62,67]. The study by Soellner et al [64] was one of the first to propose a 2-factor model with an information seeking (questions 1-5 and 8) and an information appraisal (questions 6 and 7) component. This model was later confirmed by Diviani et al [28]. Subsequent studies also supported a 2-factor model, yet with a different set of questions, for example, the first 4 questions tapping on factor 1 and the last 4 questions on factor 2 [27,29]. With regard to the 3-factor model, the most commonly accepted dimensions are as follows: awareness (questions 1 and 2), skills (questions 3-5), and evaluation (questions 6-8). Paige et al [63] proposed a 3-factor model with a different categorization, which, instead of skills and evaluation, includes information seeking (questions 3 and 4) and information engagement (questions 5-8).

In almost all cases, the scoring system distinguished between high and low scores without providing information for a medium level. In 12 papers, the level was calculated by summarizing all items, and in 4 validation studies, the level was calculated by summing up all items and dividing the score with the number of the scale or of the factor. The highest score of eHeals among the studies included in this review is presented in the study by Chung and Nahm [65] for a sample of 886 adults, with a mean age of 62 years and eHeals literacy mean score of 30.94 (SD 6).

In 5 studies, the researchers used a principal component analysis (PCA), in 11 cases EFA, in 8 studies CFA, and in 3 studies either PCA or EFA and then CFA (Multimedia Appendix 2).
In 4 studies, they followed item response theory and Rasch modeling.

This review provided the basis for our validation study. On the basis of the above results, the discussion for the use of classical test theory and item response theory in behavioral and social science [71], and the aim of our study (to adapt an already developed short scale), we decided to follow the classical test theory validation and the use of EFA. As there were many available validations providing different dimensions, we decided to explore the dimensions in this target group and confirm these factors in a larger study sample of carers.

Our decision to adapt for a specific population was in accordance with the measurement modifications for diverse populations [72]. The reasons for modifying this scale were as follows: (1) carers were a different population from the one that participated in the development of the original scale; (2) the scale lacks the caregiving concept that carers would be related to; and (3) if the eHeals was used as it is, there might be a misinterpretation of the items through the caregiving filter. To proceed with the adaptation of the eHeals, we followed an extensive literature review on the eHealth literacy research among carers and older people. Carers’ research on eHealth literacy was limited, but we encountered valuable information on the internet use among carers of frail older people and people with dementia. On the basis of this research, we were able to understand how carers may use the internet in relation to caregiving. They mostly searched for disease-specific information, services for the patients, practical issues, and legal and financial issues and to communicate through emails and chat sites [73-75]. In this regard, we decided to proceed with the context-specific modifications of the eHeals as has been discussed in the following subsections.

**Content Validity of eHealth Literacy Scale Carers in Greek**

Mean I-CVI and S-CVI/Ave was 0.93 in both cases. S-CVI/UA was 0.60.

Experts made no further comment on the phrasing of the scale, apart from 3 comments on 3 different items (items 1, 2, and 9), that did not change the final meaning of these items.

**Demographic Information of Primary Carers**

As part of the reliability and construct validity, our sample comprised primary carers, mostly women (75.2%, 76/101), caring for their parents (61.3%, 62/101) living in the same household (61.3%, 62/101), aged younger than 60 years (67.3%, 68/101), having completed 12 years of education or more (92.0%, 93/101), mostly unemployed or pensioners (62.3%, 63/101), and receiving assistance from a secondary carer (78.2%, 79/101). Detailed demographics are presented in Table 2.

Socioeconomic position was assessed with the use of the ladder figure questionnaire with 10 steps, providing a mean score of 5.8.
### Table 2. Demographic information of the carers sample (N=101).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>76 (75)</td>
</tr>
<tr>
<td>Men</td>
<td>25 (25)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;59</td>
<td>68 (67)</td>
</tr>
<tr>
<td>60-79</td>
<td>33 (33)</td>
</tr>
<tr>
<td>&gt;80</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>No primary education (ISCED(^a), level 0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Primary education (ISCED, level 1)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Secondary education (ISCED, levels 2-4)</td>
<td>54 (53)</td>
</tr>
<tr>
<td>Tertiary education (ISCED; levels 5.1, 5.2, and 6)</td>
<td>39 (39)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>38 (38)</td>
</tr>
<tr>
<td>Unemployed (including pensioners)</td>
<td>63 (62)</td>
</tr>
<tr>
<td><strong>Carers’ relationship</strong></td>
<td></td>
</tr>
<tr>
<td>Caring for parent</td>
<td>62 (61)</td>
</tr>
<tr>
<td>Caring for spouse</td>
<td>28 (28)</td>
</tr>
<tr>
<td>Caring for other (relative/friend/neighbor)</td>
<td>11 (11)</td>
</tr>
<tr>
<td><strong>Secondary carer support</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>79 (78)</td>
</tr>
<tr>
<td>No</td>
<td>22 (22)</td>
</tr>
<tr>
<td><strong>Living status</strong></td>
<td></td>
</tr>
<tr>
<td>Together with person with dementia</td>
<td>62 (61)</td>
</tr>
<tr>
<td>Living in other’s house</td>
<td>39 (39)</td>
</tr>
<tr>
<td><strong>Most frequent internet use for carers</strong></td>
<td></td>
</tr>
<tr>
<td>Search of information</td>
<td>40 (43)</td>
</tr>
<tr>
<td>Reading news</td>
<td>15 (16)</td>
</tr>
<tr>
<td>Entertainment (movies and music)</td>
<td>12 (13)</td>
</tr>
<tr>
<td>Social networks</td>
<td>8 (9)</td>
</tr>
<tr>
<td>Emails</td>
<td>9 (10)</td>
</tr>
<tr>
<td>Professional reasons</td>
<td>8 (9)</td>
</tr>
</tbody>
</table>

\(^a\)ISCED: International Standard Classification of Education.

### Internet Use Characteristics

Of 101 participants, 92 used the internet with the more frequent reason of private internet use: *searching for information on different topics*. Of all participants, 97.0% (98/101) visited websites; 76.2% (77/101) used social networks, such as Facebook, Twitter, and LinkedIn; 81.1% (82/101) used email to communicate; 83.1% (84/101) used interactive services (eg, Viber, Skype, forums, and chatrooms); and only 42.5% (43/101) accessed electronic learning (eLearning) courses.

In the questions regarding online search of dementia-specific information such as disease information, practical issues, legal information, and available services, almost all participants 90.0% (91/101) stated that they had accessed online dementia resources and mostly websites. Almost half of the participants (40.5%, 41/101) had used social networks, and 42% (42/101) had used email to communicate and searched for information with other carers, family, and health professionals. The use of interactive services and eLearning courses were the least preferred resources to communicate and receive information or
training with 32.6% (33/101) and 12% (11.8/101) users equivocally.

Among all participants, 51.4% (52/101) used a mobile phone to access information for dementia care or to communicate with other carers or health care professionals. Adding to the above result, of 52 participants who have used the internet on their mobile phone, 86% (45/52) have accessed websites, 54% (28/52) accessed social networks, 39% (20/52) used emails, 42% (22/52) used other interactive services, and 5% (3/52) used eLearning services through their mobile phone.

Reliability

Internal consistency of the scale was measured with Cronbach alpha of .83. All items appeared important with item-total correlations ranging between .48 and .59. In all cases, the Cronbach alpha was lower if any of the items was removed.

The items with the highest frequency of replies of agreement (agree and strongly agree) were item 3 “I know how to find helpful information on the Internet concerning health and caregiving of my friend/relative (e.g. concerning the process: google search),” item 4 “I know how to use the Internet to answer my questions about the health and caregiving of my friend/relative (e.g. how to ask in order to receive a proper reply to my question),” and item 5 “I know how to use the information about the health and caregiving of my friend/relative I find on the Internet to help me (practical, financial, legal issues, information about the disease and available services).” Item 8 “I feel confident about using information from the Internet to make decisions concerning the health and caregiving of my friend/relative” had the lowest scores of agreement (Figure 1). This was also confirmed by mean scores of every item of the scale as presented in Table 1. The total mean score of the scale eHeals-Carer was 29.27 (SD 5.30).

Figure 1. Frequencies of responses of eHeals-Carer (eHealth Literacy Scale for Carers of People With Chronic Diseases) items.

Construct Validity

The dimensionality of the scale was explored in EFA, principal axis factoring with Varimax rotation. Kaiser-Meyer-Olkin measure sampling adequacy was 0.80, and the Bartlett test of sphericity was statistically significant ($\chi^2_{28}$=261.5 P<.001). Overall, 2 factors with eigenvalue greater than 1 were extracted, with the first factor explaining 24% of the variance and the second factor 23% (rotation sums of square loadings). After Varimax rotation, a clear structure was revealed with no cross-loadings. Items 1 to 5 loaded on the first factor and seem to tap on the information seeking aspect of eHealth literacy. Items 6 to 8 loaded on the second factor and tapped on the evaluation aspect of eHealth literacy. Reliability analysis for factor 1 provided a Cronbach alpha of .77 (mean 18.48 [SD 3], median 19), and for factor 2, a Cronbach alpha of .78 (mean 10.77 [SD 2.62], median 11).

Discussion

Principal Findings

We searched the literature to identify all possible validations of the eHeals and to check if there was any adapted version for this population. We adapted and validated the scale for carers, resulting in a scale with high Mean I-CVI (0.93) and high reliability (0.83). The data analysis supported 2 factors:
information seeking and evaluation. The first factor includes the 5 items of eHeals 1 to 5, and the second factor includes 3 items 6 to 8. In the literature, we identify different categories derived from the analysis of eHeals including awareness (1 and 2), skills (3-5), information seeking (1-5 and 8 or 3-4), information appraisal (6 and 7), information engagement (5-8), and evaluation (6-8). We have also identified 2 factors related to seeking and appraisal skills as in the case of Soellner et al [54], but with a different combination of the eHeals items for the 2 dimensions. This difference, from other researchers, might derive from the cultural adaptation of the tool. In item 5 “I know how to use the information about the health and caregiving of my friend/relative I find on the Internet to help me (practical, financial, legal issues, information about the disease and available services)” was perceived as a competence/skill item on how to do rather than as an item for evaluating the information.

In eHeals, as initially developed by Norman and Skinner, more than 1 literacy is included per item of eHeals [17,53]. For example, traditional, information, computer, and health literacy are included in all items of the scale. Media and scientific literacy can be identified in the evaluation subscale [53]. We adapted the short-scale 8-item eHeals for carers to investigate carers’ eHealth literacy levels. In this adaptation, we consider the different needs of carers regarding health and eHealth literacy skills. According to a recent scoping review, carers’ levels of health literacy are considered adequate, even if they largely depend on the scale used [23]. Carers are the people who manage the communication with the healthcare providers and the care recipient, manage support services for the dependent person, and make health-related decisions. We also know from previous studies that carers’ health literacy levels and eHealth literacy skills may vary according to the person’s characteristics: being a carer or not, as this has been identified for the health-related internet use in this population [36]. Carers report higher levels of health literacy in comparison with the care recipients [23]. They usually search for health-related information for the cared-for person and use the internet to find information about the disease prognosis and treatment, legal and financial issues, practical issues, and communication [34,36,73]. Online information and services are important for the health self-management [9]. This is also confirmed in a study by Anderson et al and the analysis of 2345 carers’ posts in 9 websites. Researchers have categorized posts in 4 topics: social support—communication and inclusion, search of information, sharing of memories with the person with dementia, and sharing information with other carers [76].

In Greece and Cyprus, carers are the core element in the care provision of people with dementia, covering the lack of tailored services by the National Health System [77,78]. The development of eHealth tools has been promising in this area, assisting carers in everyday tasks, but still much needs to be done to increase the use of these tools by carers. As a first step, we need to investigate the eHealth literacy levels of carers by using a short, easy-to-comprehend tool. In this study, we adapted the eHeals questionnaire to mirror the carers’ role as an effort to provide this adapted tool to carers in Greece and Cyprus. In Greece, Xesfingi and Vozikis [32] assessed the eHealth literacy level in a sample of 1064 citizens, ages ranging from 15 years to older than 80 years, with older people and the less educated to be less eHealth literate. In Cyprus, there is no available literature measuring eHealth literacy levels among older people or carers.

We consider that this scale assists in the assessment of eHealth literacy level of carers in 2 ways. Firstly, in practice, as the health care system, not-for-profit organizations, and academic institutions could develop tailored programs for the online needs of the carers. In this way, carers may improve the way they access and evaluate dementia-specific information or information regarding their health. Secondly, in research, as we provide a validated tool for use in future studies investigating the determinants of eHealth literacy, its association with the burden and other aspects of the caregiving role, as well as a process outcome measure in intervention studies targeting eHealth literacy. In this way, eHealth inequalities may be decreased, as carers improve the management of the disease and their burden because of a better use of the available Web-based services.

Finally, through the validation process in this diverse population, we identified culturally specific issues related to the understanding of the items of the first-dimension seeking information, and we consider important in future research on the development and validation of eHealth literacy tools that researchers include short exemplars to facilitate understanding of the how to items when related with internet users’ skills.

Limitations
Carers of people with dementia in this study are considered a convenient sample. Participation rate did not exceed 31% as revealed in the piloting phase of the study protocol. Carers in Greece and Cyprus were not easy to identify if they had not attended a dementia center. As a consequence, the final sample included in this validation was small. The study should be repeated in a larger sample, among carers of patients of other chronic diseases and could be used for cross-country comparisons between Greek and Greek-Cypriot carers.

Even if the eHeals has been adapted for carers, no item about Web 2.0 has been added in the 8-item scale. We only added it in the supplementary section of the internet use characteristics [49]. Carers use the internet to interact with health care professionals and other carers [79-81]. This type of internet use (interaction with social networks: forums and chatrooms) is not depicted in this scale, making this adapted version limited but convenient for use in large study protocols when there is a need of a short tool with high reliability and validity for measuring eHealth literacy among carers.

Conclusions
The validation of eHeals-Carer provides the first questionnaire measuring perceived eHealth literacy skills adapted to carers. At the moment, there is no other scale measuring eHealth literacy levels for carers available. The development of new tools on eHealth literacy measuring functional aspects adapted to specific needs seems to be the next step in this research area. Carers of people with dementia, in the majority, are people aged older than 50 years, children, or spouses, with low use of
care-specific Web-based services. The use of the online services available for carers could facilitate the carers and the long-term health care system. In Greece and Cyprus, there is a lack of services for carers, and by improving their digital skills, we could provide them with the means to support themselves and improve the care they provide. With the increased offer of Web-based services tailored for carers, the improvement of their digital skills will become more demanding in the years to come. Furthermore, public and private services in Greece and Cyprus are updating their service systems to be following technological progress. In this era, carers can be included if we provide them with adequate and appropriate eHealth literacy training programs.
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Abstract

Background: Patient online drug reviews are a resource for other patients seeking information about the practical benefits and drawbacks of drug therapies. Patient reviews may also serve as a source of postmarketing safety data that are more user-friendly than regulatory databases. However, the reliability of online reviews has been questioned, because they do not undergo professional review and lack means of verification.

Objective: We evaluated online reviews of hypnotic medications, because they are commonly used and their therapeutic efficacy is particularly amenable to patient self-evaluation. Our primary objective was to compare the types and frequencies of adverse events reported to the Food and Drug Administration Adverse Event Reporting System (FAERS) with analogous information in patient reviews on the consumer health website Drugs.com. The secondary objectives were to describe patient reports of efficacy and adverse events and assess the influence of medication cost, effectiveness, and adverse events on user ratings of hypnotic medications.

Methods: Patient ratings and narratives were retrieved from 1407 reviews on Drugs.com between February 2007 and March 2018 for eszopiclone, ramelteon, suvorexant, zaleplon, and zolpidem. Reviews were coded to preferred terms in the Medical Dictionary for Regulatory Activities. These reviews were compared to 5916 cases in the FAERS database from January 2015 to September 2017.

Results: Similar adverse events were reported to both Drugs.com and FAERS. Both resources identified a lack of efficacy as a common complaint for all five drugs. Both resources revealed that amnesia commonly occurs with eszopiclone, zaleplon, and zolpidem, while nightmares commonly occur with suvorexant. Compared to FAERS, online reviews of zolpidem reported a much higher frequency of amnesia and partial sleep activities. User ratings were highest for zolpidem and lowest for suvorexant. Statistical analyses showed that patient ratings are influenced by considerations of efficacy and adverse events, while drug cost is unimportant.

Conclusions: For hypnotic medications, online patient reviews and FAERS emphasized similar adverse events. Online reviewers rated drugs based on perception of efficacy and adverse events. We conclude that online patient reviews of hypnotics are a valid source that can supplement traditional adverse event reporting systems.


KEYWORDS

drug safety; drug ineffective; postmarketing; pharmacovigilance; internet; pharmacoepidemiology; adverse effect; hypnotic; insomnia; patient-reported outcomes
**Introduction**

Postmarketing surveillance is coordinated by regulatory bodies that use passive collection systems to monitor the occurrence of drug toxicities. The Food and Drug Administration (FDA) Adverse Event Reporting System (FAERS) relies on drug manufacturers, health care professionals, and the patients themselves to report instances of adverse events in the form of an Individual Case Safety Report [1,2]. Although manufacturers are obligated to report adverse events, reporting by health care professionals and patients is voluntary. Consequently, a large amount of safety data never reach regulators [3-5], which underscores the need for additional mechanisms of pharmacovigilance.

Over the past decade, a rapidly expanding body of research has focused on the abundance of health data generated by patient online activities [6-10]. These include data collected from Web browser search habits [11,12], commentary that appears on social media such as Facebook and Twitter [13-16], and information revealed on internet forums [17,18]. The field of inquiry concerned with mining these resources for the purposes of improving public health has been referred to as “infodemiology” [19].

One type of Web datum enriched with drug safety information appears on websites such as WebMD, AskaPatient, and Drugs.com in the form of patient drug reviews. In a few sentences or a short paragraph, the patient shares his/her personal experience with efficacy, adverse events, and other issues related to the use of a given drug. Researchers have begun to explore how these reviews might improve pharmacovigilance. For example, online reviews have been used to show that emotional and behavioral effects are prominent considerations for users of antidepressants and antipsychotics [20,21]. Others found that online reviewers tend to describe less serious adverse events than those described by FAERS reports [22]. Web reviews can also help assess illicit drugs that fall outside of conventional trial evaluation [23], although evidence suggests that online commentary tends to minimize the dangers of habit-forming drugs [24]. Taken together, these studies suggest that online patient drug reviews can enhance traditional pharmacovigilance mechanisms by offering quick collection of information from large, diverse populations, followed by rapid dissemination in a form that is accessible to the lay community.

This study compares information contributed by patients to an online drug information website with adverse event data collected by the FDA. We focused on a particular set of FDA-approved hypnotics because they are common drugs used almost exclusively for the treatment of sleep disorders [25,26]. This minimized concerns over variable patient experience that arises when the same drugs are used for different therapeutic applications. In addition, hypnotics are well suited to patient evaluation, because the goal of therapy is simple, and most unwanted effects are easily identified. In our primary objective, we compared the frequencies of adverse events reported in FAERS with analogous information that appeared in patient reviews on the website Drugs.com. Secondary objectives were to describe patient reports of efficacy and adverse events and determine whether cost, effectiveness, or adverse events influenced user ratings of hypnotic medications.

**Methods**

**Hypnotics**

Five hypnotics were selected for this study. Eszopiclone, zaleplon, and zolpidem are a class of benzodiazepine receptor agonist known as Z-drugs and are the most commonly prescribed class of hypnotics [27]. Ramelteon is a melatonin receptor agonist that promotes sleep via activation of the melatonin 1 receptor subtype (MT1) [28]. Suvorexant promotes sleep by blocking OX1 and OX2 orexin receptors and is the first dual orexin receptor antagonist (DORA) approved for clinical use [29]. Other drugs used for insomnia (eg, benzodiazepines, trazodone, antihistamines, and melatonin) were excluded because those agents are frequently used for indications unrelated to sleep disorder or they are not FDA approved for the treatment of sleep disorders.

**Online Reviews**

A total of 1407 publicly available online drug reviews concerning either eszopiclone (n=239), ramelteon (n=72), suvorexant (n=324), zaleplon (n=82), or zolpidem (n=690), dated from February 2007 to March 2018, were retrieved from the website Drugs.com, a drug information platform for consumers and health care professionals. Drugs.com allows users to summarize their overall drug experience via anonymous text narratives and a numerical rating system, with 1 indicating not effective and 10 indicating most effective [30]. The total number of online reviews for a given drug is usually greater than the number of numerical ratings for that drug because not all reviewers chose to contribute a numerical summary rating.

Text narratives and numerical ratings from patient reviews were imported into Microsoft Excel (Microsoft Corporation, Redmond, Washington) for evaluation and analysis. A primary coder read each review to identify language used by the patient to convey an adverse event. Those keywords and phrases were then used to manually select low-level terms (LLTs) within MedDRA (Medical Dictionary for Regulatory Activities), version 18.0 [31]. MedDRA terminology is the international medical terminology developed under the auspices of the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use (ICH). The corresponding preferred terms (PTs) were dictated by the LLT choice, consistent with MedDRA “Points to Consider” guidelines. Each review was also coded for mention of complaints of drug cost or insurance coverage. Microsoft Excel was then used to randomly select a subset of 166 cases that included at least 10% of the reviews for each of the five drugs. This subset was recoded by two secondary coders working independently and blinded to the LLT and PT selections of the primary coder. The percentage of reviews coded identically between the primary and the secondary coders was 74.7% and 78.3%, respectively. All three coders then met in person to discuss several recurring themes of disagreement apparent in the subset. For example, some reviews included the term “tolerance” to describe a drug effect that was diminished or lost with continued use (“I developed tolerance” or “I gained...
tolerance”). This was variably coded with the LLT drug effect decreased or drug tolerance increased. The coders concluded that a clinician best assesses tolerance because it is an advanced concept that may include different pharmacokinetic, pharmacodynamic, and behavioral dimensions. In contrast, the patient is often best positioned to determine whether a hypnotic is still working or if the effect has waned. Therefore, narratives that mentioned tolerance were recoded as the LLT drug effect decreased. Reviews mentioning “depression” or “feeling depressed” were similarly problematic. The coders decided that the LLT depression refers to a formal, clinical diagnosis describing a set of symptoms persisting for a minimal length of time and that the mood changes implied in such narratives were more appropriately captured with the LLT depressed mood. Adjustments based on these and other term selections improved primary-secondary coder PT agreement to 79.6% and 87.3% of cases, within the subset. Those coding adjustments were then implemented across the entire data set. A small number of reviews mentioned or implied recent or concomitant use of other drugs, but we did not attempt to adjust for that in our data because those instances were rare and difficult to interpret. The primary and secondary coders completed MedDRA training workshops and webinars.

### Food and Drug Administration Adverse Event Reporting System

For FAERS data, 11 quarterly reports (2015-Q1 through 2017-Q3) were downloaded from the FDA website [32]. Microsoft Access (Microsoft Corporation) was used to select 49,389 reports for eszopiclone, ramelteon, suvorexant, zaleplon, or zolpidem based on the “product_ai” field of the DRUG file. To limit the size and complexity of the data set, all reports with multiple drugs were excluded by eliminating cases with more than one “primaryid” entry; subsequently, only reports designating one of the five hypnotics as the primary suspect in the “role_cod” field were selected. These were matched back to the REAC, DEMO, and INDI files to retrieve the adverse event PTs, indications for therapy and demographics. For cases that appeared in multiple quarters due to report updating, we utilized the most recent version. This produced 5916 unique reports concerning either eszopiclone (n=196), ramelteon (n=103), suvorexant (n=4095), zaleplon (n=37), and zolpidem (n=1485) as the only drug reported. These were tabulated in Microsoft Excel for further analysis.

### Statistical Analysis

Statistical analyses were performed using R statistical software (version 3.5.1; R Core Team, Vienna, Austria) using a two-sided significance level of .05. Statistical comparison of user drug ratings was performed using the nonparametric Kruskal-Wallis test, followed by the Dunn posthoc for all pairwise comparisons. To determine the relationship between user rating and complaints about efficacy or cost in the narrative, univariate logistic regression models were fit for each of the drugs separately. Logistic regression coefficients were reported as odds ratios with 95% CIs. The count of distinct adverse events recorded from the reviews (not including the PTs drug ineffective and drug effect incomplete) was analyzed using Poisson regression, with user rating as the explanatory variable. The exponential of the Poisson regression model coefficients was reported as the incidence rate estimates, and robust standard errors were calculated using the Delta method to control for mild violation of the distribution assumption that the variance equals the mean.

### Ethics

The Institutional Review Board at Midwestern University - Downers Grove declared that this project does not qualify as human subjects research. The annotated datasets generated and analyzed during this study are available from the corresponding author on reasonable request.

### Results

#### Adverse Event Reporting in Online Reviews Versus Food and Drug Administration Adverse Event Reporting System

The 10 most common MedDRA PT adverse events coded from online patient reviews are shown in Tables 1 and 2, expressed as a percentage of the total number of PTs recorded from all the reviews for each hypnotic. Drug ineffective was commonly reported for all five drugs (eszopiclone: 45/319, 14.1%; ramelteon: 24/104, 23.1%; suvorexant: 159/567, 28.0%; zaleplon: 22/82, 27%; and zolpidem: 33/958, 3.4%). Furthermore, partial or limited efficacy was noted in complaints that were coded as drug effect incomplete for ramelteon (12/104, 11.5%) and suvorexant (22/567, 3.9%). Amnesia was among the top 10 complaints for all three Z-drugs (eszopiclone: 8/319, 2.5%; zaleplon: 4/82, 5%; zolpidem: 161/958, 16.8%). Certain adverse events are notable for each of the different drugs. Zolpidem was frequently associated with complex partial sleep behaviors, including abnormal sleep-related event (90/958, 9.4%), sleep-related eating disorder (59/958, 6.2%), somnambulism (47/958, 4.9%), and sleep talking (34/958, 3.6%).

Eszopiclone was commonly associated with dysgeusia (94/319, 29.5%). Suvorexant reviewers reported distressing parasomnias that included nightmare (54/567, 9.5%), sleep paralysis (26/567, 4.6%), and abnormal dreams (25/567, 4.4%).

Tables 3 and 4 show the top 10 most common PTs in FAERS reports, expressed as the percentage of the total number of PTs for each drug. Drug ineffective emerged as the most common PT recorded in FAERS for each of the five drugs (eszopiclone: 78/458, 17.0%; ramelteon: 30/208, 14.4%; suvorexant: 1108/6171, 18.0%; zaleplon: 18/77, 23%; zolpidem: 499/3448, 14.5%). Other PTs common for the individual drugs include amnesia (51/3448, 1.5%) and somnambulism (75/3448, 2.2%) with zolpidem; dysgeusia (22/458, 4.8%) and product substitution issue (30/458, 6.6%) with eszopiclone; and nightmare (422/6171, 6.8%), abnormal dreams (382/6171, 6.2%), and sleep paralysis (124/6171, 2.0%) with suvorexant.
Table 1. Preferred terms manually coded from online patient reviews of Z-drugs.

<table>
<thead>
<tr>
<th>#</th>
<th>Preferred term</th>
<th>Zolpidem (n=958)</th>
<th>Zaleplon (n=82)</th>
<th>Eszopiclone (n=319)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Dysgeusia</td>
<td>94 (29.5)</td>
<td>22 (27)</td>
<td>499 (14.5)</td>
</tr>
<tr>
<td>2</td>
<td>Drug ineffective</td>
<td>45 (14.1)</td>
<td>5 (6)</td>
<td>18 (23)</td>
</tr>
<tr>
<td>3</td>
<td>Drug effect decreased</td>
<td>17 (5.3)</td>
<td>5 (6)</td>
<td>30 (6.6)</td>
</tr>
<tr>
<td>4</td>
<td>Product substitution issue</td>
<td>17 (5.3)</td>
<td>4 (5)</td>
<td>22 (4.8)</td>
</tr>
<tr>
<td>5</td>
<td>Insomnia</td>
<td>10 (3.1)</td>
<td>3 (4)</td>
<td>20 (3.5)</td>
</tr>
<tr>
<td>6</td>
<td>Depressed mood</td>
<td>9 (2.8)</td>
<td>3 (4)</td>
<td>4 (3.9)</td>
</tr>
<tr>
<td>7</td>
<td>Somnolence</td>
<td>9 (2.8)</td>
<td>3 (4)</td>
<td>5 (4.8)</td>
</tr>
<tr>
<td>8</td>
<td>Amnesia</td>
<td>8 (2.5)</td>
<td>3 (4)</td>
<td>4 (3.9)</td>
</tr>
<tr>
<td>9</td>
<td>Anxiety</td>
<td>7 (2.2)</td>
<td>3 (4)</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>10</td>
<td>Headache</td>
<td>6 (1.9)</td>
<td>2 (2)</td>
<td>3 (2.9)</td>
</tr>
</tbody>
</table>

Table 2. Preferred terms manually coded from online patient reviews of ramelteon and suvorexant.

<table>
<thead>
<tr>
<th>#</th>
<th>Preferred term</th>
<th>Ramelteon (n=104)</th>
<th>Suvorexant (n=567)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Drug ineffective</td>
<td>24 (23.1)</td>
<td>159 (28.0)</td>
</tr>
<tr>
<td>2</td>
<td>Drug effect incomplete</td>
<td>12 (11.5)</td>
<td>54 (9.5)</td>
</tr>
<tr>
<td>3</td>
<td>Somnolence</td>
<td>7 (6.7)</td>
<td>27 (4.8)</td>
</tr>
<tr>
<td>4</td>
<td>Dizziness</td>
<td>5 (4.8)</td>
<td>27 (4.8)</td>
</tr>
<tr>
<td>5</td>
<td>Insomnia</td>
<td>5 (4.8)</td>
<td>26 (4.6)</td>
</tr>
<tr>
<td>6</td>
<td>Abnormal dreams</td>
<td>4 (3.9)</td>
<td>25 (4.4)</td>
</tr>
<tr>
<td>7</td>
<td>Depressed mood</td>
<td>4 (3.9)</td>
<td>22 (3.9)</td>
</tr>
<tr>
<td>8</td>
<td>Feeling abnormal</td>
<td>4 (3.9)</td>
<td>20 (3.5)</td>
</tr>
<tr>
<td>9</td>
<td>Anxiety</td>
<td>3 (2.9)</td>
<td>19 (3.4)</td>
</tr>
<tr>
<td>10</td>
<td>Headache</td>
<td>3 (2.9)</td>
<td>17 (3.0)</td>
</tr>
</tbody>
</table>

Table 3. Preferred terms retrieved from FAERS reports for Z-drugs.

<table>
<thead>
<tr>
<th>#</th>
<th>Preferred term</th>
<th>Zolpidem (n=3448)</th>
<th>Zaleplon (n=77)</th>
<th>Eszopiclone (n=458)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Drug ineffective</td>
<td>78 (17.0)</td>
<td>18 (23)</td>
<td>499 (14.5)</td>
</tr>
<tr>
<td>2</td>
<td>Insomnia</td>
<td>33 (7.2)</td>
<td>3 (4)</td>
<td>146 (4.2)</td>
</tr>
<tr>
<td>3</td>
<td>Product substitution issue</td>
<td>30 (6.6)</td>
<td>3 (4)</td>
<td>96 (2.8)</td>
</tr>
<tr>
<td>4</td>
<td>Dysgeusia</td>
<td>22 (4.8)</td>
<td>3 (4)</td>
<td>75 (2.2)</td>
</tr>
<tr>
<td>5</td>
<td>Product quality issue</td>
<td>16 (3.5)</td>
<td>3 (4)</td>
<td>59 (1.7)</td>
</tr>
<tr>
<td>6</td>
<td>Drug effect decreased</td>
<td>14 (3.1)</td>
<td>2 (3)</td>
<td>57 (1.7)</td>
</tr>
<tr>
<td>7</td>
<td>Delirium</td>
<td>12 (2.6)</td>
<td>2 (3)</td>
<td>51 (1.5)</td>
</tr>
<tr>
<td>8</td>
<td>Headache</td>
<td>7 (1.5)</td>
<td>2 (3)</td>
<td>48 (1.4)</td>
</tr>
<tr>
<td>9</td>
<td>Nausea</td>
<td>7 (1.5)</td>
<td>2 (3)</td>
<td>47 (1.4)</td>
</tr>
<tr>
<td>10</td>
<td>Sleep disorder</td>
<td>7 (1.5)</td>
<td>2 (3)</td>
<td>46 (1.3)</td>
</tr>
</tbody>
</table>
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Table 4. Preferred terms retrieved from FAERS reports for ramelteon and suvorexant.

<table>
<thead>
<tr>
<th></th>
<th>Preferred term</th>
<th>Ramelteon (n=208)</th>
<th>Suvorexant (n=6171)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preferred term</td>
<td>n (%)</td>
<td>Preferred term</td>
</tr>
<tr>
<td>1</td>
<td>Drug ineffective</td>
<td>30 (14.4)</td>
<td>Drug ineffective</td>
</tr>
<tr>
<td>2</td>
<td>No adverse event</td>
<td>17 (8.2)</td>
<td>Nightmare</td>
</tr>
<tr>
<td>3</td>
<td>Intentional overdose</td>
<td>14 (6.7)</td>
<td>Abnormal dreams</td>
</tr>
<tr>
<td>4</td>
<td>Toxicity to various agents</td>
<td>13 (6.3)</td>
<td>Somnolence</td>
</tr>
<tr>
<td>5</td>
<td>Somnolence</td>
<td>8 (3.9)</td>
<td>Headache</td>
</tr>
<tr>
<td>6</td>
<td>Suicide attempt</td>
<td>8 (3.9)</td>
<td>Feeling abnormal</td>
</tr>
<tr>
<td>7</td>
<td>Drug prescribing error</td>
<td>7 (3.4)</td>
<td>Hallucination</td>
</tr>
<tr>
<td>8</td>
<td>Dizziness</td>
<td>6 (2.9)</td>
<td>Insomnia</td>
</tr>
<tr>
<td>9</td>
<td>Middle insomnia</td>
<td>6 (2.9)</td>
<td>Sleep paralysis</td>
</tr>
<tr>
<td>10</td>
<td>Drug administered to patient of inappropriate age</td>
<td>5 (2.4)</td>
<td>Adverse event</td>
</tr>
</tbody>
</table>

To graphically summarize areas of agreement and disagreement between Drugs.com and FAERS, we plotted the difference in rank positions of the most frequent PTs in Drugs.com from their position in FAERS for suvorexant and zolpidem (Figure 1). In this representation, a small bar indicates PTs that were ranked similarly in Drugs.com and FAERS, while a larger bar shows differing ranks between the two lists. For zolpidem, for example, sleep talking ranked as the 6th most common PT in Drugs.com, but only the 42nd most common in FAERS; thus, the rank difference is 36. There were insufficient data from one or both sources to provide similar representations for the other three drugs studied.
Online Review User Ratings

We next considered the Drugs.com online reviews in more detail. Figure 2A depicts the accumulation of reviews for each drug on a monthly basis for the period of February 2007 through March 2018. As of March 2018, zolpidem had the most reviews (n=690), followed by suvorexant (n=324), eszopiclone (n=239), zaleplon (n=82), and ramelteon (n=72). Figure 2B depicts a running monthly average of the numerical 1-10 user ratings. Zolpidem had an average rating of 7.30, followed by the other two Z-drugs, eszopiclone (6.20) and zaleplon (5.69). The nonbenzodiazepine receptor drugs ramelteon and suvorexant were rated 4.63 and 3.65, respectively. Numerical ratings were tabulated in frequency histograms (Figure 2C), which yielded bimodal distributions for each of the five drugs. These data show that a high percentage of reviewers assigned suvorexant and ramelteon the lowest possible score of “1” (154/290, 53.1% and 27/65, 41.5%, respectively). In comparison, only 10.4% (66/637) of zolpidem reviewers rated it “1,” while 31.6% (201/637) rated it “10.” Analysis of user ratings using Kruskal-Wallis test followed by the Dunn post hoc test found that zolpidem was rated significantly higher than the other four drugs, while suvorexant was rated significantly lower than all the Z-drugs (Table 5).

We then explored factors that might contribute to high or low user ratings. Focusing specifically on comments of poor efficacy, we found a statistically significant association between low user ratings and reviews that were coded for the PTs drug ineffective or drug effect incomplete for all five drugs (Figure 3). The odds ratios represent the increased odds of an ineffective complaint relative to a unit decrease in user rating. The number of reviews that were coded for drug ineffective or drug effect incomplete was 44/239 (18.4%) for eszopiclone, 25/72 (35%) for ramelteon, 165/324 (50.9%) for suvorexant, 17/82 (20.7%) for zaleplon, and 34/690 (4.9%) for zolpidem. In addition, a Poisson regression analysis found a significant inverse correlation between the numerical rating and the number of distinct PTs captured from a review for all five drugs (Table 6).
Figure 2. Statistics for consumer reviews of hypnotics on the website Drugs.com. (A) Accumulation of consumer reviews per month. Running total number of reviews are depicted for eszopiclone, ramelteon, suvorexant, zaleplon, and zolpidem. (B) Running monthly average, weighted by frequency, based on reviewers’ numerical summary ranking (1-10), with 1 indicating a very poor experience and 10 indicating a very positive experience. (C) Percent frequency histograms for numerical (1-10) user ratings of insomnia drugs from drugs.com. Data are inclusive of reviews posted between February 2007 and March 2018.

Table 5. Comparisons of hypnotic user ratings in Drugs.com with Kruskal-Wallis followed by Dunn post hoc.

<table>
<thead>
<tr>
<th>Drug - comparator (median user rating)</th>
<th>Adjusted P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramelteon (3) - eszopiclone (7)</td>
<td>.003</td>
</tr>
<tr>
<td>Suvorexant (1) - eszopiclone (7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Suvorexant (1) - ramelteon (3)</td>
<td>.10</td>
</tr>
<tr>
<td>Zaleplon (7) - eszopiclone (7)</td>
<td>.09</td>
</tr>
<tr>
<td>Zaleplon (7) - ramelteon (3)</td>
<td>.11</td>
</tr>
<tr>
<td>Zaleplon (7) - suvorexant (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Zolpidem (8) - eszopiclone (7)</td>
<td>.003</td>
</tr>
<tr>
<td>Zolpidem (8) - ramelteon (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Zolpidem (8) - suvorexant (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Zolpidem (8) - zaleplon (7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Figure 3. Odds ratio plot of the univariate logistic regression models to assess the relationship between user ratings and patient complaints of poor efficacy, that is, reviews that were coded for drug ineffective or drug effect incomplete. Odds ratios and 95% CIs are depicted by the circle and whiskers, respectively.

Table 6. Estimated incidence rate ratios for the effect of user ratings on the number of adverse events coded from patient reviews. The expected count of PTs is multiplied by a factor of the estimated incidence rate ratios when the user rating increases by one unit.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Incidence rate ratios (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eszopiclone</td>
<td>0.89 (0.85-0.92)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ramelteon</td>
<td>0.90 (0.83-0.97)</td>
<td>.007</td>
</tr>
<tr>
<td>Suvorexant</td>
<td>0.90 (0.86-0.95)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Zaleplon</td>
<td>0.88 (0.79-0.98)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Zolpidem</td>
<td>0.88 (0.86-0.90)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

The estimated effect sizes correspond to a percent change in the incidence rate of PTs by 11% in eszopiclone, 10% in ramelteon, 10% in suvorexant, 12% in zaleplon, and 12% in zolpidem for a one-score decrease in the user rating. Considering eszopiclone, for example, this suggests that the expected count of PTs decreased by a factor of 0.89 when the user rating increased by one unit.

Users also mentioned cost in the reviews, most commonly with suvorexant (75/324, 23.1%) and eszopiclone (37/239, 15.5%). Univariate logistic regression showed that the tendency to mention cost did not predict lower numerical ratings for any of the drugs (Multimedia Appendix 1). For eszopiclone, however, each one-unit increase in user rating increased the odds of a comment about cost by 1.24, suggesting that cost commentary may be correlated with a higher eszopiclone rating. Zaleplon was not included in this analysis due to insufficient data, with only 1 of 82 reviews mentioning cost.

Drugs.com does not collect demographic data for individual reviewers, but they compile top-level information on user age and country of residence, which was provided to us after sending an email request to their user support (Multimedia Appendix 2). These data show that more than half (54%) of the reviews are contributed by patients aged ≤44 years and that most reviewers are female (57%) and from the United States (70%). We also extracted from FAERS patient demographics data on indication of therapy and reporter information, which are summarized in Multimedia Appendix 3. A plurality of reports concerned female patients (2935/5916, 49.6%), and the most common indications were sleep disorders (3735/5916, 63.1%). A substantial fraction of the cases did not report gender (1122/5916, 19%), age (4054/5916, 68.5%), or indication (2102/5916, 35.5%). Most cases (4618/5916, 78.1%) were reported by the consumers themselves, while nearly all of the remainder were reported by health care professionals. More than 9/10 FAERS cases were contributed by reporters in the United States (5383/5916, 91%). Patient age was normally distributed around a mean of 56.9 (SD 18.2) years (Multimedia Appendix 4).

Discussion

Principal Findings

In general, we found that adverse event data interpreted from patient online reviews were consistent with the adverse event data in FAERS. Both resources show that poor efficacy is common with all five drugs and that amnesia is frequent with Z-drugs. A variety of adverse events particular to the individual drugs were also evident in both, for example, nightmare with suvorexant, dysgeusia and product substitution issue with eszopiclone, and dizziness with ramelteon.
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The two sources showed good agreement in zolpidem adverse events (drug ineffective, somnambulism, somnolence, drug dependence, and amnesia were among the top 10 most frequent PTs in both), but the online reviews contained a higher rate of partial sleep activities, such as walking, talking, and eating while semiconscious (for sample reviews, see Multimedia Appendix 5). Reviewers often did not remember those events, which in turn contributed to a high incidence of amnesia in the online data versus FAERS data (16.8% vs 1.5%). This discrepancy between the two sources may be explained by the fact that the propensity for zolpidem-induced partial sleep activities is now so well known that health professionals see little value in reporting it, which would lead to an underestimation of those events in recent FAERS quarterlies. The opposite trend may be occurring in the online review data, where many reviewers seemed eager to share those stories. Such perspectives might be expected from a younger population that is more likely to participate in online activity [22,33] and appears to be more heavily represented in Drugs.com compared to FAERS. Indeed, patient age is one of the notable differences between the two resources: The average age in FAERS was nearly 60 years, while over half of the Drugs.com user population is aged ≤ 44 years. Regardless, the high numerical ratings for zolpidem (Table 5) suggest that online reviewers may be trivializing the very serious dangers of Z-drug impairment [34], which recently prompted an FDA-mandated boxed warning for all three Z-drugs [35]. Other studies have found a general disregard of serious safety issues among the online community. For example, official safety warning announcements regarding zolpidem registered on social media in only limited and transient fashion [36], and online reviewers minimized the dangers associated with sibutramine, a weight-loss drug that was ultimately withdrawn for safety reasons [22]. A related issue was described by Adusumalli et al [24], who noted that patients may tend to rate addictive drugs more highly than alternatives that are less addictive but may be equally effective [24]. This suggests that patient opinion of zolpidem and other Z-drugs might be positively correlated with their habit-forming tendencies.

For suvorexant, we found strong agreement between the two sources. Eight adverse event PTs were among the top 10 most frequent in both sources: drug ineffective, nightmare, somnolence, headache, sleep paralysis, abnormal dreams, feeling abnormal, and insomnia. The high incidence of drug ineffective is in agreement with the reported incidence in another recent study [37], which found that suvorexant is one of the most common drugs associated with this complaint in the FAERS database. Parasomnias were also frequent, especially nightmares, which deserve special comment because they seem to be rather more intense than a typical “scary” dream, with numerous patients describing them in exceptionally vivid and terrifying themes (Multimedia Appendix 5). Here, it is important to note that nightmare was not mentioned as a potential adverse event in the suvorexant prescribing information [38] nor is it discussed in an exhaustive review of the discovery and clinical development of suvorexant [29]. This discrepancy might be explained if the premarket trials detected only mildly disturbing dreams that were coded not as nightmare but as abnormal dreams—an adverse event that is explicitly described in the suvorexant prescribing information. However, our findings indicate that conflating nightmare with abnormal dreams does not provide a true picture of the user experience with this drug. This observation adds to previous studies, which also showed that patient-contributed online data can help capture adverse events that were not described in trial data evaluated by the FDA [39,40].

Factors Influencing Summary Drug Rating

For all five drugs, negative ratings significantly increased the odds of the PT drug ineffectiveness and the frequency of distinct PTs coded from the text of the corresponding review. A substantial number of online reviews for suvorexant, ramelteon, and eszopiclone explicitly mentioned cost or insurance coverage, a concern that is likely to be more prominent with reviewers in the United States compared to patients from countries with national health care programs. Unexpectedly, we found that commentary about affordability did not predict low user ratings for any of the drugs, and eszopiclone reviewers who commented about cost were actually more likely to assign a higher numerical rating. We think this seeming paradox is explained by the advent of generic formulations of eszopiclone in the United States during the review period, which led to complaints of product substitution issue from reviewers who perceived less benefit from the generic formulations (Multimedia Appendix 5). Accordingly, that PT did not appear in the eszopiclone reviews until September 2014. Around the same time, the previously stably running average began a gradual downward trend (Figure 3B).

To put the patient ratings in perspective, we considered several unrelated medications noted to cause distressing adverse events. The antipsychotic olanzapine causes significant weight gain and metabolic disorder but has a 6.7 average rating on Drugs.com [41]. Methotrexate, used frequently for rheumatoid arthritis, is associated with gastrointestinal upset, painful mouth ulcers, and fatigue, but has a rating of 7.0 [42]. The antibiotic clindamycin is rated 5.9, despite causing diarrhea in a high percentage of patients [43]. This brief sampling suggests that even drugs with onerous adverse events can earn a positive rating, as long as patients perceive real benefit. The exceedingly low ratings of suvorexant and ramelteon were even more remarkable when viewed in this context. In the larger view, our observations suggest that online patient evaluations of hypnotics are guided by fundamental considerations of drug efficacy and tolerability.

Patient Perspective and Practical Utility of Online Reviews

A patient-reported outcome is a patient’s assessment of their own response to therapeutic intervention that is not reinterpreted or filtered by a clinician [44,45]. Because patients tend to evaluate their response to therapy in a holistic sense, patient-reported outcomes are useful evaluations of functional status and quality of life. These patient-reported outcomes are collected with validated instruments during drug development trials, but after a drug is marketed, there is a continued need to capture the patient’s opinion in the assessment of therapeutic response. Online reviews seem well suited for recording the patient perspective, especially for drugs like hypnotics, where the balance of efficacy versus adverse events relates directly to
the functional benefits that accrue with therapeutic success, that is, improved sleep. Furthermore, hypnotics should be reconsidered with regard to the patient’s perspective because guidance on examining patient-reported outcomes [46,47] was published after trials of several important hypnotic medications were completed [48]. In addition, clinical trial participants differ from real-world patients [49]; therefore, even hypnotics with historical patient-reported outcomes can benefit from continued surveillance of the patient perspective in the form of online reviews.

In the most practical terms, online reviews can serve as an initial source of information for patients seeking a mix of views on the potential advantages and disadvantages of a given drug therapy. Compared to professional resources with similar information, online reviews are written with language and tone that resonate with the average patient [21,50]. The recently introduced FAERS dashboard can also educate consumers about drug adverse events [51]; however, interpretation of those data is still quite challenging for untrained people. Regardless of the resource, health care professionals should be ready to correct a number of common misconceptions. Patients must understand that a report of an adverse event does not establish causality, nor can individual probability of experiencing an adverse event be inferred from adverse event reports. Such a discussion can help the clinician develop an optimal plan of care that fully considers patient concerns about adverse events and expectations of effectiveness.

Limitations
The most obvious limitation of this study is the suspect validity of patient online data. We observed no reason to doubt the sincerity of these reviews, but the general vulnerability of patient reviews to misinformation and manipulation must be kept in mind, as other investigators have cautioned [52]. The subjective nature of patient self-evaluations may also be an issue, although it should be noted that self-reported data are standard for clinical sleep studies [48], which often rely on the subjects themselves to record their data and observations in a daily “sleep diary” [53].

Inherent differences in size and complexity between the two data sources made it difficult to compare the data pertaining to the same time period. We needed all the online reviews available since Drugs.com introduced this feature (in ~2008); otherwise, those data sets would be too small. In contrast, even just a few years of FAERS data can become overwhelmingly large, and FAERS conventions undergo periodic changes to MedDRA coding practices and formatting of the quarterly files. In view of those complications, we opted for a simple solution that limited our FAERS survey to 11 quarters, following the approval of suvorexant in August 2014. This compromise facilitated a comparison of two sets of concurrent suvorexant data, the agent with the most limited clinical experience. Perhaps, this approach contributed to the high degree of agreement between FAERS and Drugs.com for suvorexant; if so, it probably also explains some of the disagreement for the other drugs, where the data timelines overlap less.

Other limitations concern the sparse nature of the online data compared to reports collected by regulatory agencies [54]. Although Drugs.com collects limited data on their user population, individuals rarely volunteered their age, gender, or medication dosage in the text of their reviews. Furthermore, it is often impossible to know what additional drugs they may have taken concomitantly, which could be the primary source of the adverse event. This consideration is especially relevant to these hypnotics, because all are subject to hepatic metabolism and attendant drug-drug interactions. Because follow-up clarification of case information is not possible with anonymous online testimonials lacking a verifiable patient, these limitations are fixed [55]. In contrast, we noted that many FAERS reports also lacked basic data including age, gender, and indication. Most revealing is the fact that more than three quarters of the FAERS cases (4618/5916, 78.1%) were reported by consumers, which means that these FAERS reports apparently share the same untrained origins as the online reviews, regardless of subsequent coding and processing by professionals.

Conclusions
Our work adds to a growing body of literature that has explored the utility of online reviews. Patient numerical ratings of hypnotic medications were influenced by perceptions of efficacy and adverse events, but not by cost. Patients rated zolpidem the highest, while ramelteon and suvorexant were held in relatively poor regard. Patient online reviews emphasized many of the same hypnotic adverse events that are reported to the FDA, most notably lack of efficacy. Future research is needed to determine how online reviews may help collect patient-reported outcomes in the postmarketing realm. Because our results show that online reviews are guided primarily by considerations of drug efficacy and tolerability and match well with adverse event data reported to FAERS, we conclude that patient online reviews offer a valuable supplement to traditional adverse event reporting systems.
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[PDF File (Adobe PDF File), 51 KB - jmir_v21i11e13371_app4.pdf]

Multimedia Appendix 5
Example reviews from Drugs.com for eszopiclone, suvorexant, and zolpidem.
[PDF File (Adobe PDF File), 42 KB - jmir_v21i11e13371_app5.pdf]
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Abstract

Background: In drug development clinical trials, there is a need for balance between restricting variables by setting eligibility criteria and representing the broader patient population that may use a product once it is approved. Similarly, although recent policy initiatives focusing on the inclusion of historically underrepresented groups are being implemented, barriers still remain. These limitations of clinical trials may mask potential product benefits and side effects. To bridge these gaps, online communication in health communities may serve as an additional population signal for drug side effects.

Objective: The aim of this study was to employ a nontraditional dataset to identify drug side-effect signals. The study was designed to apply both natural language processing (NLP) technology and hands-on linguistic analysis to a set of online posts from known statin users to (1) identify any underlying crossover between the use of statins and impairment of memory or cognition and (2) obtain patient lexicon in their descriptions of experiences with statin medications and memory changes.

Methods: Researchers utilized user-generated content on Inspire, looking at over 11 million posts across Inspire. Posts were written by patients and caregivers belonging to a variety of communities on Inspire. After identifying these posts, researchers used NLP and hands-on linguistic analysis to draw and expand upon correlations among statin use, memory, and cognition.

Results: NLP analysis of posts identified statistical correlations between statin users and the discussion of memory impairment, which were not observed in control groups. NLP found that, out of all members on Inspire, 3.1% had posted about memory or cognition. In a control group of those who had posted about TNF inhibitors, 6.2% (P<.001) also posted about memory and cognition. In comparison, of all those who had posted about a statin medication, 22.6% also posted about memory and cognition. Furthermore, linguistic analysis of a sample of posts provided themes and context to these statistical findings. By looking at posts from statin users about memory, four key themes were found and described in detail in the data: memory loss, aphasia, cognitive impairment, and emotional change.

Conclusions: Correlations from this study point to a need for further research on the impact of statins on memory and cognition. Furthermore, when using nontraditional datasets, such as online communities, NLP and linguistic methodologies broaden the population for identifying side-effect signals. For side effects such as those on memory and cognition, where self-reporting may be unreliable, these methods can provide another avenue to inform patients, providers, and the Food and Drug Administration.

(J Med Internet Res 2019;21(11):e14809) doi:10.2196/14809
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**Introduction**

**Background**

Upon the implementation of the American College of Cardiology—American Heart Association’s guidelines published in 2013, it was estimated that 1 billion people worldwide would be eligible to take statins to prevent cardiovascular disease [1,2]. In fact, hydroxymethylglutaryl–coenzyme A reductase inhibitors, or statin medications, have become one of the most commonly prescribed classes of medications in the United States. Often positioned as safe and effective, their prevalence and relative acceptance do not mean that patients are without risk. Commonly cited statin-associated symptoms include muscular complaints (pain, cramps, and muscle weakness) [3-5], diabetes mellitus [6,7], and changes in memory or cognition [8-12].

Examples of research investigating the effects of statins on the central nervous system include case studies [8], observational studies [9], and randomized clinical trials [10-12] with meta-analyses reporting contradictory results [13,14]. Unfortunately, a discrepancy lies between the reported degree of memory changes and the actual observed frequency in large-scale clinical trials.

However, in 2012, on the basis of a review of spontaneous reports of amnesia, confusion, and concentration complaints, among others, from the Food and Drug Administration’s (FDA) Adverse Event Reporting System, the FDA required a statin label change [15]:

*Memory loss and confusion have been reported with statin use. These reported events were generally not serious and went away once the drug was no longer being taken.*

Many feel the evidence is inconclusive and the decision remains controversial.

In drug development clinical trials, there is a need for balance between restricting variables by setting eligibility criteria and representing the broader patient population that may use a product once it is approved. Similarly, although recent policy initiatives focusing on the inclusion of historically underrepresented groups are being implemented, barriers still remain. These limitations of clinical trials may mask potential product benefits and side effects. To bridge these gaps, online communication in health communities may serve as an additional population signal for drug side effects.

Using these novel data sources requires unique strategies. There is a wealth of patient experience data to be found in online patient forums. The data here are unstructured, allowing for naturally occurring themes and topics to be identified through organic patient and caregiver language.

Natural language processing (NLP) as well as hands-on linguistic analysis can be applied to online posts. In this study, posts were authored by patients and caregivers on Inspire, a company that creates and manages online support communities for more than 1 million patients and caregivers. Analysis of online patient and caregiver communications discussing statins utilized NLP methodology and technology to draw correlations among discussions of memory events by statin users and compared these events with discussions of memory events of patients using other classes of medication as well as discussions of memory events of all other patients on Inspire. The NLP system uses tokenization, lemmatization, stemming, edit distances, acronym dissection, and word and phrase boundaries to understand the content and meaning of the posts. These findings were then associated with Wikipedia entries and correlated with a dictionary of conditions and treatments from the National Institutes of Health (developed in partnership with Stanford University) to accurately extract the entities used in this study. In addition, manual curation of posts using linguistic analysis provided qualitative context to these statistical findings.

By applying these tools to posts created by members on Inspire who belonged to communities focused on heart health, the data could be used to look at statin medications and identify any underlying crossover between the use of statins and impairment of memory or cognition. Moreover, this combined strategy accessed the patient’s voice, providing a detailed guide to how community members describe their experiences with statin medications and memory changes.

**Objective**

The objective of this study was to employ a nontraditional dataset to identify drug side-effect signals. Specifically, the study was designed to apply both NLP technology and hands-on linguistic analysis to a set of online posts from known statin users (1) to identify any underlying crossover between the use of statins and impairment of memory or cognition and (2) to obtain patient lexicon in their descriptions of experiences with statin medications and memory changes.

**Methods**

Researchers utilized user-generated content (UGC) on Inspire, looking at over 11 million posts across it. Posts were written by patients and caregivers belonging to a variety of communities on Inspire. After identifying these posts, researchers used NLP and hands-on linguistic analysis to draw correlations between statin use and memory and cognition.

**Natural Language Processing and Statistical Comparison**

In the corpus of over 11 million unique posts and over 440,000 different posters (patients and caregivers—authors of posts) on Inspire, the researchers used an NLP system that extracted relevant entities from each post. Entities are words or phrases that relate to each concept under consideration. For example, if the concept under consideration is cognition, several words or phrases related to that concept result in the creation of an entity (see Figure 1).
The first stage of the analysis was to extract every post that contained an entity that related to memory loss or cognitive decline. The following are the entities that were used, each one of which has a distinct entry on Wikipedia: cognition, cognitive disorder, memory, recall, short-term memory, memory disorder, working memory, memory span, severe cognitive impairment, mild cognitive impairment, and cognitive deficit.

Note that each entity is associated with dozens of variations, that is, different phrasings, colloquialisms, and misspellings. For instance, cognition is associated with cognitive processing, cognitive ability, and cognitive function, as well as 75 separate misspellings of these phrases.

The researchers then did the same with statins, using the following entities: ulinastatin, cilastatin, niacin, simvastatin, fluvastatin, migastatin, folliastatin, mevastatin, oncostatin M, cystatin, cerivastatin, somatostatin, lovastatin, combretastatin A4 phosphate, myostatin, anotavstatin, amlodipine, angiotatin, Crestor, Lipitor, and Vytorin.

Finally, the team identified medication discussions that could serve as the control group. The researchers wanted to choose a baseline of posts that indicated people were writing about a specific medication to reduce the experimental variation to a single change, specifically the medication being discussed. In this case, the decision was made to use Tumor Necrosis Factor TNF inhibitors.

TNF inhibitors were chosen for this statistical comparison for several reasons. First, TNF inhibitors are a commonly prescribed medication, used by a significant portion of Inspire members. Second, TNF inhibitors are prescribed for conditions that do not overlap with the conditions that statins treat; therefore, there would be as little overlap as possible between people who take both types of medications. Third, TNF inhibitors have shown no association with memory loss or cognitive decline. Fourth, generally the same age cohort uses TNF inhibitors and statins, minimizing age-related effects of cognitive decline between the 2 groups.

The entities used for TNF inhibitors were the following: Humira, golimumab, Enbrel, certolizumab pegol, and Remicade.

By finding authors who had written about one or more entities from each set and authors who had written posts that contained overlap among entities in multiple sets, the researchers were able to perform significant statistical analysis among the sets. It was irrelevant to the analysis as to what was mentioned first. An author could mention cognitive issues at one point in time and then later mention statins, or it could happen in the reverse order.

**Hands-On Linguistic Analysis**

To provide qualitative context to statistical findings, manual curation using linguistic methodology was performed on a subset of 246 UGC posts that mentioned both statin use and memory events. Posts were extracted and placed within an analyzable Excel file containing the following information: anonymized user identifier, date of post, title of the post, link to the post, and content of the post. Researchers developed a data-driven codebook with code label, full definition, and an example. Following the process described by Boyatzi, the team first reviewed and reduced the raw information; second, identified subsample themes; third, compared themes; fourth, created codes; and fifth, determined the reliability of the codes [16]. This comprised tags around top topics, challenges, and descriptors to identify patient themes around the type of memory impairment, experience of impairment, and the patient lexicon. Overall, 2 separate researchers applied the codebook to the data. Calculating reliability as the number of agreements divided by the total number of agreements plus disagreements resulted in intercoder reliability of 90%.

**Ethics Statement**

The study was reviewed internally by Mayo Clinic and found to be exempt from the review of the Institutional Review Board. All personally identifiable information was removed. All data were evaluated without the knowledge of the identity of those involved.

**Results**

NLP analysis of posts identified statistical correlations between statin users and discussion of memory impairment, which were not seen in control groups. Furthermore, linguistic analysis of a sample of posts provided themes and context to these statistical findings.
Natural Language Processing and Statistical Comparison

Through the analysis described above, the researchers found the following results for the number of people who had posted about one of these topics on Inspire (see Table 1).

To test the statistical significance of the observed high proportion of members that had a post that included the statins entity and that had a post that included memory, Fisher exact test (calculated in R, version 3.4.1) was applied. The calculated odds ratio was 9.703 ($P$ value <.001), with a 95% CI of 9.066 to 10.378. This is outlined in a 2-way contingency table (Table 2) used to calculate the odds ratio and the associated significance measures.

Table 1. Inspire member numbers by post topic.

<table>
<thead>
<tr>
<th>Inspire member numbers</th>
<th>Posts about anything</th>
<th>Posts about Tumor Necrosis Factor inhibitors</th>
<th>Posts about statin medication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total members, n</td>
<td>440,835</td>
<td>14,323</td>
<td>5259</td>
</tr>
<tr>
<td>Subset of members who posted about memory, n (%)</td>
<td>13,878 (3.15)$^a$</td>
<td>884 (6.17)$^a$</td>
<td>1186 (22.55)$^a$</td>
</tr>
</tbody>
</table>

$^a$Percentage of overlap.

Table 2. Two-way contingency table calculating odds ratio and significance measures.

<table>
<thead>
<tr>
<th>Entities</th>
<th>Memory entity</th>
<th>No memory entity</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statins entity</td>
<td>1186</td>
<td>4073</td>
<td>5259</td>
</tr>
<tr>
<td>No statin entity</td>
<td>12,692</td>
<td>422,884</td>
<td>435,576</td>
</tr>
<tr>
<td>Sum</td>
<td>13,878</td>
<td>426,957</td>
<td>440,835</td>
</tr>
</tbody>
</table>

Hands-On Linguistic Analysis

A total of 4 key themes related to the authors’ memory were found in the data: memory loss, aphasia, cognitive impairment, and emotional change. Summaries of these themes, patient lexicon, and specific examples can be found in Table 3. Within these themes, descriptions of memory loss and confusion often overlap, and authors may label moments of cognitive impairment, confusion, or difficulties with function as memory loss. Regardless of the labels, authors were passionate about memory and cognitive impairment. Many used qualifiers of severity and speed, such as catastrophic or instant, when describing effects on their memory. Furthermore, a subset described their experience as dementia or Alzheimer’s.

Memory difficulties were also attributed to aging, pumphead (postperfusion syndrome), surgery, or other medications. Authors who did attribute statin use to memory loss believed higher doses to be riskier. Authors also believed that their cognitive changes would resolve when statin use was discontinued. Nevertheless, during use, many memory events may have been written off by patients or may have gone unreported. Compounding the problem, authors reported having difficulty discussing their memory or cognitive issues with the doctors. Authors reported that many of their health care providers were dismissive of their claims, feeling that the benefits of statin medications far outweigh the risks.
#### Table 3. Patient lexicon and examples of key memory themes.

<table>
<thead>
<tr>
<th>Key memory theme</th>
<th>Patient lexicon</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory loss: Though some patients have trouble with long-term memory, these patients are most passionate about and focused on the impact on short-term memory.</td>
<td>• Short-term/long-term memory loss &lt;br&gt;• Reduced short-term memory &lt;br&gt;• Short-term memory comes and goes &lt;br&gt;• Memory problems &lt;br&gt;• Memory issues &lt;br&gt;• Memory impaired &lt;br&gt;• Memory difficulties &lt;br&gt;• Memory was shot &lt;br&gt;• Decline in memory &lt;br&gt;• Forgetful &lt;br&gt;• Trouble remembering things</td>
<td>• Forgetting things that occurred, had been done, or were supposed to be done in the future &lt;br&gt;• Forgetting things/facts authors are supposed to know</td>
</tr>
<tr>
<td>Aphasia: Authors describe difficulty communicating their thoughts. In particular, authors have difficulty remembering names of people that they recognize and know well.</td>
<td>• Verbal thinking &lt;br&gt;• Loss of words &lt;br&gt;• Word finding or unable to find words</td>
<td>• Difficulty recalling words, particularly names &lt;br&gt;• Difficulty forming sentences</td>
</tr>
<tr>
<td>Cognitive impairment: Authors describe a loss of ability to think, reason, or understand. Authors are also concerned with the loss of ability to function. Authors are particularly concerned about attention span and forgetting how to do basic tasks.</td>
<td>• Confusion/mental confusion &lt;br&gt;• Alzheimer’s/instant Alzheimer’s &lt;br&gt;• Dementia &lt;br&gt;• Brain fog/foggy &lt;br&gt;• Cognitive loss &lt;br&gt;• Neurological issues &lt;br&gt;• Fuzzy thinking &lt;br&gt;• Slow &lt;br&gt;• Cognitive problems &lt;br&gt;• Senile &lt;br&gt;• Mental focus &lt;br&gt;• Cognitive impairment</td>
<td>• Loss of focus or attention span &lt;br&gt;• Inability to type or write &lt;br&gt;• Difficulty counting money or shopping &lt;br&gt;• Tasks take longer to accomplish or forgetting how to do a task &lt;br&gt;• Getting into the wrong car or being unable to identify one’s car &lt;br&gt;• Wandering around in the night and not knowing why &lt;br&gt;• Inability to recognize people &lt;br&gt;• Cannot recognize known people &lt;br&gt;• Difficulty explaining things to others, particularly doctors</td>
</tr>
<tr>
<td>Emotional change: Authors describe their emotions as changed, struggling with feeling depressed or lack of emotion. Authors also describe becoming angry easily or being moody or disinterested. A small subset feels increased anxiety.</td>
<td>• Depression/sad &lt;br&gt;• Quick temper &lt;br&gt;• Moody/moodiness &lt;br&gt;• Anxious &lt;br&gt;• Tired &lt;br&gt;• Emotional lability</td>
<td>• Loss of desire or trouble feeling happy &lt;br&gt;• Overreacting to situations &lt;br&gt;• Becoming angry quickly &lt;br&gt;• Worry &lt;br&gt;• Feelings of ambivalence</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

This study uses online communities of self-identified patients and caregivers to evaluate the signals of self-reported memory impairment in statin users. A cohort of statin users was compared with a cohort of patients using TNF inhibitors and also to the patients on the site overall. Though discussions of memory impairment occurred 3.1% and 6.2% of the time in the overall population and the TNF inhibitor users, respectively, overlap between the statin user conversation and memory impairment posts was 22.6%, indicating a much higher and significantly different correlation between those on statin medications and the discussion of memory issues.

Furthermore, linguistic analysis was performed on a set of posts from statin users that discussed memory impairment to identify key themes. These patients and caregivers identified difficulty with memory loss, aphasia, cognitive function, and emotional change. Patients and caregivers indicated the speed and severity of these changes, likening their experience to *instant Alzheimer’s*.

Although there are clinical trials that have not found associations of cognitive impairment with statin use, those trials were specifically conducted to evaluate cardiovascular outcomes, not cognitive outcomes [17-19]. During the postmarketing phase, a double-blind study comparing statins with placebo found small but significant differences in neuropsychological tests on attention and psychomotor speed [11]. Using the Naranjo adverse drug reaction (ADR) probability scale in a survey of 171 patients on statins, 75% of the participants were found to have experienced cognitive ADRs [20]. Another analysis involved examination of the FDA’s Adverse Event Reporting System. It revealed a significantly higher proportion of adverse reports for statins as compared with control medications [21].

This study’s findings support the importance of using novel and nontraditional data sources as additional population signals for side effects. The nature of memory issues and cognitive impairment can lead to underreporting of these issues to doctors. Furthermore, in the online posts, patients report doctors discounting, ignoring, or not taking their concerns over memory issues seriously. Improved patient care and outcomes are seriously impaired when their concerns are discounted. Underreporting of this side effect to the FDA is inevitable when patient complaints and concerns are not addressed. This
underscores the imperative of bringing the patient experience to light in nontraditional ways.

Drug development clinical trials should balance eligibility criteria, which allow for a defined population to be studied, against the limitations these criteria create. Specifically, eligibility criteria exclude and narrow, reducing the representativeness of the data. This subset of population may not represent the broader patient population that may use a product once it is approved. Although there have been recent policy initiatives that focus on the inclusion of historically underrepresented groups, barriers still remain that may limit or mask the potential benefits and side effects, respectively. Data provided from online communities may allow for an expansion of cohorts for study, potentially accessing patients who may not have traditionally been enrolled in other forms of research. Analyzing data from these patients and using mixed quantitative and qualitative methodologies allows corroboration of findings and provides a new avenue of side effect identification and investigation.

Limitations

This study had some limitations. First, clinical diagnosis, medical history, and current treatment of individual authors are self-reported, cannot be confirmed, and may be missing some information. Second, demographic data of the authors are unknown, making it unclear how the data reflect the general population. In addition, there may be an element of detection bias that may be relevant, given the intrinsic virality of online communication. Moreover, qualitative analysis may also reflect a limitation of outcome misclassification predicated upon word selection on the part of participants. Search terms were selected based on free-text review to limit the impact of alternative term selection. Despite this, missed cases may be a problem if community participants chose not to discuss or share memory challenges owing to perceived associated stigma.

One strength of qualitative research, detailed information about the human experience, makes it a compelling tool when applied to health [22]. The large datasets of online communication on social media sites, such as Inspire, can challenge the skills of individual researchers [23]. Maintenance of rigor in analysis may be impacted. Using NLP can effectively deal with this limitation.

However, in a methodological research study comparing NLP-only analysis, qualitative text–only analysis, and combined NLP–qualitative text analysis, researchers concluded that NLP-only analysis was an effective tool to identify and quantify major themes but lacked the ability to capture contextual nuances necessary for clarity and understanding. Combining the 2 methodologies provided the most comprehensive and highest quality results [24].

Comparison With Prior Work

Stanford University Medical School in collaboration with Inspire conducted research on over 8 million posts on Inspire utilizing NLP to look for associations between chemotherapeutic agents and ADRs. The research specifically extracted mentions of common and rare cutaneous ADRs (eg, rashes, blisters, and psoriasis flares) from posts related to (1) the epidermal growth factor receptor inhibitor, erlotinib, and (2) the immune checkpoint programmed cell death–1 inhibitors, nivolumab and pembrolizumab. The team discovered that some patients receiving the chemotherapy drug erlotinib (Tarceva) reported hypohidrosis—the inability to sweat—a condition that can lead to heat exhaustion, heat stroke, or even death. This ADR had never been reported in the medical literature, but Inspire members had been discussing it for over 11 years. The team also found that Inspire members discussed, among themselves, ADRs for other checkpoint inhibitors much earlier than reported in the medical literature—an average of 7 months before any of these side effects had been reported [25]. This research demonstrated the untapped resources and information to be uncovered in online health community postings.

Conclusions

Estimates of cessation of statin therapy within the first year are as high as 50%. This high degree of discontinuation is disconcerting as statins have been shown to reduce cardiovascular disease risk, accruing with each year of use and benefits persisting over the long term [26]. Side effects play a role in medication cessation. Although the benefits of statin medications may outweigh the risks, it is still worth identifying adverse reactions to better and more fully inform patient and doctor decisions.

Using the deidentified communication occurring online can add to the knowledge base about medication usage and adverse reactions. Large online populations, comprising large cohorts of patients who may not traditionally participate in research, can serve as additional population signals for side effects.

As with the prior work with erlotinib, this type of research can be used to inform the FDA of the side effects or adverse reactions that are presently unreported for a number of reasons. Using the combination of NLP analysis with qualitative analysis broadens and deepens learnings, tests hypotheses, and uncovers insights into the patient experience. Regarding statin use, patients may not connect their medications to cognitive changes, may not feel comfortable informing their physicians, or may be unable to articulate these changes in the clinical setting. If patients do tell the doctors, doctors may not relay this information to the FDA or feel that benefits outweigh the risks.

Further research is needed to truly identify the extent of cognitive change that is occurring with the use of statins.
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Abstract

Background: Informed estimates claim that 80% to 99% of alarms set off in hospital units are false or clinically insignificant, representing a cacophony of sounds that do not present a real danger to patients. These false alarms can lead to an alert overload that causes a health care provider to miss important events that could be harmful or even life-threatening. As health care units become more dependent on monitoring devices for patient care purposes, the alarm fatigue issue has to be addressed as a major concern for the health care team as well as to enhance patient safety.

Objective: The main goal of this paper was to propose a feasible solution for the alarm fatigue problem by using an automatic reasoning mechanism to decide how to notify members of the health care team. The aim was to reduce the number of notifications sent by determining whether or not to group a set of alarms that occur over a short period of time to deliver them together, without compromising patient safety.

Methods: This paper describes: (1) a model for supporting reasoning algorithms that decide how to notify caregivers to avoid alarm fatigue; (2) an architecture for health systems that support patient monitoring and notification capabilities; and (3) a reasoning algorithm that specifies how to notify caregivers by deciding whether to aggregate a group of alarms to avoid alarm fatigue.

Results: Experiments were used to demonstrate that providing a reasoning system can reduce the notifications received by the caregivers by up to 99.3% (582/586) of the total alarms generated. Our experiments were evaluated through the use of a dataset comprising patient monitoring data and vital signs recorded during 32 surgical cases where patients underwent anesthesia at the Royal Adelaide Hospital. We present the results of our algorithm by using graphs we generated using the R language, where we show whether the algorithm decided to deliver an alarm immediately or after a delay.

Conclusions: The experimental results strongly suggest that this reasoning algorithm is a useful strategy for avoiding alarm fatigue. Although we evaluated our algorithm in an experimental environment, we tried to reproduce the context of a clinical environment by using real-world patient data. Our future work is to reproduce the evaluation study based on more realistic clinical conditions by increasing the number of patients, monitoring parameters, and types of alarm.

(J Med Internet Res 2019;21(11):e15406) doi:10.2196/15406)
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alert fatigue health personnel; health information systems; patient monitoring; alert systems; artificial intelligence

Introduction

Alarm Fatigue

Information Technology (IT) has already provided significant benefits to the health care sector, but there are still many areas where the application of IT could offer further critical improvements. For example, alarm fatigue, which has recently been receiving attention from the health care sector, and the academic community, is a worldwide hospital problem.

Alarm fatigue involves a lack of response because of an excessive number of noncritical alarms being received by health care personnel, resulting in sensory overload and desensitization [1-4]. To illustrate the severity of this problem that has been treated as a major patient safety concern, scientific studies have reported that there was an average of 700 physiologic monitor alarms per patient per day [1]. Such a number indicates a severe sensory overload for the health care staff, with serious consequences for the well-being of the patients when an alarm might be ignored.

In this paper, we present a new approach to coping with the alarm fatigue problem, its most common causes, adverse consequences, and strategies as compared with other solutions published in the literature [5-9]. Our proposed solution for addressing this issue uses an artificial intelligence (AI) approach based on an automatic reasoning system that decides how to notify caregivers about anomalies detected by a patient monitoring system where a large volume of alarms could lead to alarm fatigue. In other words, we are using IT to reduce the number of notifications received by health care staff, so they can be focused on the activities that truly need attention. Our experiments were configured to alert nurses and were evaluated through the use of a dataset comprising a wide range of patient monitoring data and vital signs that were recorded during 32 surgical cases where patients underwent anesthesia at the Royal Adelaide Hospital [10].

In this work, we aim at addressing 2 main research questions: (1) How can an automatic reasoning system determine how to notify caregivers about anomalies detected by a patient monitoring system where a large volume of alarms leads to alarm fatigue? (2) How to reason about avoiding alarm fatigue?

Our main goal with this case study is to find out whether to group a set of alarms that happens within a short period of time to deliver them together without compromising patient safety. Our specific goal is to avoid that alarms of the same type for the same patient can be alerted more than once within a short period by using a notification delay strategy.

Theoretical Background

Related Work

A critical concern in hospitals that use monitoring devices to track patients’ health is alarm fatigue. Tens of thousands of alerts may go off throughout a hospital each day, and yet some 80% to 99% of these audible or visual alerts are false or nuisance alarms, indicating conditions that do not require clinical intervention [1-4]. Alarm fatigue represents a substantial issue that can bring undesired consequences to health care environments. For instance, the desensitization of a health care team to alerts can lead to longer response times for handling anomalies as well as possibly missing life-threatening events. These examples illustrate the fact that sensory overload is very likely to produce an unsafe environment for patients.

According to Sowan et al [6], the key issues causing alarm fatigue and reducing trust in alarm systems are as follows: the high incidence of nuisance alarms, the confusion in locating the device sending out the alarm, unit layouts that hinder alarm response, the inadequacy of alarm systems to alert nurses of changes in patients’ conditions, and the complexity of new monitoring systems, among others. The most important issues interfering with alarm recognition and alarm response ranked by the nurses in [6] were as follows: (1) frequent false alarms, (2) difficulty in understanding alarm priorities, and (3) noise competition from nonclinical devices.

Caring for patients and managing alarms simultaneously is a very complex and demanding task, especially when health care providers are caring for multiple patients at the same time and have been exposed to a high number of alarms generated by physiological monitors. In addition to dealing with frequent alarms, health care providers also perform other activities, such as medication administration, patient assessments, and note updates. Over time, they become fatigued and errors may occur because of decreased attentiveness [5].

Considering the aforementioned scenario, a commonly recommended solution to mitigate alarm fatigue is to adjust alarm parameters on monitors to suit each patient’s conditions rather than using default settings [5]. The works of Shanmugham et al [5] and Sowan et al [6] are examples of studies that assess the effect of modifying the default alarm settings provided by the device manufacturers. According to their findings, the nurses’ perceived workload was lower when the clinical alarm threshold limits were modified according to patients’ clinical conditions. They also concluded that the modification of alarm settings affects the number of alarms accurately addressed, care providers’ experience, and overall satisfaction.

Another strategy suggested to reduce the number of false alarms and alarm fatigue is educating staff regarding alarm management [6]. Sowan et al showed that their changes in default alarm settings significantly reduced 24% of the total number of the target alarms after their interventions, which included the following: (1) re-education of intensive care unit (ICU) bedside nurses on the appropriate use of the monitors, and (2) changing default settings of some parameters on the cardiac monitors, including the addition of an alarm delay by increasing the period between the alarm detection and its triggering, among others.

However, despite the achievement of a significant reduction in the alarm rate, they deem that the changing of default settings...
and better education regarding cardiac monitors are insufficient to improve alarm system safety.

Scientific studies show that the quality of medical device alarms is unsatisfactory, and it affects quality of care and patient safety. One root cause is the poor quality of alarm-generating algorithms. Therefore, from a clinical perspective, major improvements in alarm algorithms are urgently needed [8].

To pursue this goal, different methods have been proposed and investigated for use in the alarm systems of medical devices, mostly from the fields of statistics and AI. Imhoff et al gave a brief overview of different methods, including statistical approaches (eg, improved data preprocessing, robust signal extraction, segmentation, median filter, statistical process control, and time series analysis for pattern detection, among others) and AI methods, such as knowledge-based approaches, knowledge discovery based on machine learning, neural networks, random forests, fuzzy logic, and Bayesian networks [8].

Regarding the methodological approaches to alarm management, Imhoff et al present the 4 areas in which alarms can be improved: (1) signal acquisition, that is, the interface between patient and medical devices; (2) alarm generation, that is, the algorithms that determine an alarm situation; (3) alarm validation, that is, determining whether the alarm is actually valid; (4) integration of multiple alarms, for example, from different devices, into 1 or few alarms [8].

Successful quality improvement approaches included alteration in default monitor presets, daily electrode change, alarm customization, alarm management education, change in policy, histogram-based pulse oximetry (SpO₂), alarm tailoring, improved displays to aid in nurse-patient assignment, and the use of notification delays [10]. Notification delays are performed with a middleware situated between the alarming medical device and the clinicians’ receiver equipment such as a mobile phone. Several studies found that introducing alarm delays prior to the notification process could drop “false alarms” 25–67% [10].

Regarding the reduction of the total alarms, considering the effects of these interventions, alarm quantities decreased between 18.5% and as much as 89%, according to Winters et al [9].

The major contribution of our work described in this paper is mainly related to the integration/grouping of multiple alarms, where we present the application of a new alarm algorithm to reduce alarm fatigue. We evaluated our algorithm to reduce the total number of alarms through the use of real patient data. Our approach uses a notification delay approach to decide whether to deliver a unique notification to caregivers instead of several alarms for the same alarm situation. By using our system, we reduced the notifications received by the caregivers by up to 99.3% (582/586) of the total alarms generated.

**A Step Before Reasoning: The Anomaly Detection and Alarm-Triggering Processes**

Before presenting our reasoning mechanism, we outline important concepts of the monitoring process developed in our previous work related to coping with remote patient monitoring [11,12]. In this section, we illustrate a more formal model for the anomaly detection and the alarm-triggering processes that are used in our system.

The default functioning of our notification system is to notify a group of caregivers about anomalies detected in a patient’s vital signs. The anomaly detection process works through continuous monitoring of each patient’s vital signs. To verify if an anomaly occurs, the readings are evaluated against anomaly thresholds configured for each patient. If a reading for a patient is more than a maximum or less than a minimum threshold value, then the reading is considered to be anomalous and the system triggers an alarm that is sent to the health care team. The anomaly detection process and its related concepts such as anomalies, alarms, and notifications are defined in the next subsections.

**Defining Thresholds and Anomalous Values**

Anomaly thresholds for the sensors must be configured before starting to monitor a patient. A threshold is a minimum and maximum limit for a reading of a sensor S for a patient P, and an anomaly is a value either below or above those limits. An anomaly or anomalous value (AV) ve AV(S,P) triggers an alarm that is sent to the health care team. The threshold value for sensor S connected to a patient P is designated threshold (S, P) and the minimum and maximum values are v_min(S, P) and v_max(S, P), respectively. We formally defined anomalies using set theory as shown later.

Let $AV(S,P)$ be the set of values that represent patient P’s AV for the sensor S. Let us also consider that these values from S belong to the set of real numbers. The $AV(S,P)$ set is formally defined as shown in Equation (1):

$$AV_{S,P} = \{v \in R, v_{\text{min}} < v < v_{\text{max}}\}$$  

(1)

Where:

1. The inequalities $v < v_{\text{min}}$ and $v < v_{\text{max}}$ comprise the thresholds for sensor S and patient P.
2. $v_{\text{min}}, v_{\text{max}} \in R$, which represents the minimum limit, that is, the value below which a sensor reading $v$ is considered an AV.
3. $v_{\text{max}}, v_{\text{min}} \in R$, representing the maximum limit, that is, the value above which $v$ is considered an anomaly.

We can define an anomaly detected by sensor as the function $An(v)=b$ that maps real numbers into Booleans ($\mathbb{F}: R \rightarrow \mathbb{B}$) where $\mathbb{R}$ is the set of real numbers and $b=\{true, false\}$ as shown below.

$$An(v) = true, \text{if } v \in AVS,P; \text{false, otherwise.}$$  

(2)

**Defining Alarm, Anomaly Detection, and Notification Events**

In our system, we define the concepts of anomaly detection, alarm triggering, and notification in terms of events, which are represented as $\alpha$, $\beta$, and $\mu$, respectively.

The occurrence of an event $\alpha$ = “anomaly detected” means that the function $An(v)$ assumes the value “true” at a given time defined as ANOMALY_DETECTION_TIME ($T_d$). The event $\beta$ = “alarm triggering,” in its turn, is defined as the action of
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triggering an alarm to indicate that an anomaly has been detected. The time when an event $\beta$ occurs is referred as ALARM_TRIGGERING_TIME ($T_\beta$). The third event we define in this section is $\mu$="notification." $\mu$ is the action of sending a notification to a set of caregivers to inform them that an alarm has been triggered. The time when an event $\mu$ occurs is referred to as NOTIFICATION_TIME ($T_\mu$).

Associated with the occurrence of these events, we have the delays ALARM_TRIGGERING_DELAY ($D_\beta$) and NOTIFICATION_DELAY ($D_\mu$), where $D_\beta$ represents the delay between anomaly detection and its indication through an alarm triggering and $D_\mu$ is the delay between an alarm triggering and its notification to the caregivers. We show in Equations (3) and (4) how the delays $D_\beta$ and $D_\mu$ are calculated according to the time at which the events $\alpha$, $\beta$, and $\mu$ occur.

$$D_\beta = T_\beta - T_\alpha$$ (3)
$$D_\mu = T_\mu - T_\beta$$ (4)

We can summarize the abovementioned explanation in a more formal way through the event-trigger rules presented in Equations (5) and (6):

$$\phi_1: \alpha \rightarrow \beta$$ (5)
$$\phi_2: \beta \rightarrow \mu$$ (6)

where $\alpha$, $\beta$, and $\mu$ are the events; the symbol “$\rightarrow$” represents the action triggers; $\phi_1$ indicates that, when the event $\alpha$ occurs, the event $\beta$ is automatically triggered after the delay $D_\beta$; and $\phi_2$ indicates that event is automatically triggered $D_\mu$ time after $\beta$ occurs.

The parameterization of the events $\alpha$, $\beta$, and $\mu$ is defined as follows.

$$A = \langle \text{type}, T_\alpha \rangle$$ (7)
$$B = \langle \text{type}, \alpha, T_\beta \rangle$$ (8)
$$M = \langle \text{type}, \beta, T_\mu \rangle$$ (9)

where the parameter $\alpha$ for $\beta$ event represents the event $\alpha$; and the parameter $\beta$ for $\mu$ event represents the event “alarm triggering” $\beta$.

**Modeling Anomaly Detection, Alarm-Triggering, and Notification**

To illustrate the anomaly detection, alarm-triggering, and notification processes, we present a state-transition diagram in Figure 1. This figure presents a visual representation of the following: (1) the possible states of the anomaly detection, alarm-triggering, and notification processes; (2) the events such as inputs that may result in transitions between states; and (3) the transitions between states. We also show the conditions an event requires to trigger a transition.

To formalize the concept of an anomaly, we present, through the state-transition machine in Figure 2, the possible states for an anomaly. Figure 2 presents the current anomaly detection process, showing the 3 possible states of an anomaly: no anomaly, anomaly alerted, and anomaly notified. The interconnecting arrows represent the transitions between states, and the labels on the arrows represent the events that make the transitions occur.
Now that the basic concepts anomaly, alarm, anomaly detection, and notification needed for the reasoning process have been defined, in the next sections we present our reasoning model, system architecture, and algorithms.

**Adding Reasoning to the System**

In this section, we provide a brief description of how we apply a reasoning engine to the alarms generated by the monitoring devices being used to track a patient’s health status to minimize alarm fatigue. The software system contains a component that reads the vital signs (the reader) accompanied by a reasoning engine that decides how to notify the health care team. The reader can be set to ignore all the nonanomalous vital signs to focus only on the AV that can require attention from the caregivers’ team. An anomalous reading is then passed to the reasoning engine that decides how to handle the reading. For example, the reading could be used to cause an alarm to be triggered immediately because the patient’s situation is deemed critical; or readings could be accumulated as the situation is not critical but can be attended to within a certain time period.
The Alarm Fatigue-Aware Notification Model

Figure 3 presents our model designed to support reasoning algorithms that decide on the best approach to notify caregivers to avoid alarm fatigue. The reasoning algorithms, which are the focus of this research, decide the following: (1) whether to aggregate alarms, (2) whether to add a false alarm probability (FAP) label to the notification, and (3) who to notify within the group of caregivers.

Figure 3. An architecture designed for health care systems that support patient monitoring and notification capabilities. MPM: Multi-parametric Monitor; API: Application Programming Interface.

System Architecture

Updating the Anomaly Detection, Alarm-Triggering, and Notification Process Through the Addition of Reasoning

Before presenting the reasoning algorithms, we show, in Figure 4, how the reasoning process interacts with the anomaly detection, alarm-triggering, and notification processes.

Figure 5 is an update of Figure 2 including information related to the reasoning activity.

To deal with the decision-making processes occurring during reasoning, we developed the Reasoner entity that is an instance of our reasoning algorithm. The Reasoner is responsible for managing the entire notification process. A high-level representation of the decision-making processes is shown in Figure 6.
**Figure 4.** Illustration of the inclusion of the state “Reasoning” (inside the hatched rectangle) that determines when an alarm trigger(s) causes a notification.

**Figure 5.** Illustration of the inclusion of the new state “Anomaly alerted under reasoning” (inside the hatched rectangle) as another possible state for an anomaly.
Reasoning About How to Notify to Avoid Alarm Fatigue

In this section, the reasoning algorithm that is used to mitigate alarm fatigue is discussed. As has been mentioned, the default behavior of our anomaly detection process is to trigger an alarm every time an anomaly occurs, independent of circumstances. For example, a notification would occur even though the alarm was false, or a number of other alarms are happening. However, even though an alarm has been triggered by our patient monitoring system, the decision of how to notify the caregivers is decided by the Reasoner, using the following rule R1, which states:

- R1. Our system must limit to one of the number of notifications (of the same type for the same patient) that caregivers can receive within a defined period of time.

Figure 6. A high-level representation of the decision-making processes used during reasoning. FAP: false alarm probability.
**MINIMUM_NOTIFICATION_INTERVAL**

We define Minimum_Notification_INTERVAL (MNI) as the minimum interval of time between receiving 2 notifications by the caregivers. The R1 rule is only applied when we are considering notifications of the same type (TYPE_μ) for the same patient P.

Let μ_j and μ_{j-1} be 2 notifications of the same type for a given patient P. As shown in Equation (9), a notification can be formally defined as μ=TYPE_μ, T_μ, P, and in this case we can assume that TYPE_μ_j is equal to TYPE_μ_{j-1} and also that P_j is equal to P_{j-1}. The time T_μ, at which the notification occurs, allows 2 notifications to be distinguished from each other. The MNI can be formally defined in terms of the notifications μ_j and μ_{j-1} as shown below:

\[
T_μ^-T_μ^-1>=\text{MNI} \iff (\text{TYPE}_μ=\text{TYPE}_μ^-1)\land (P=P^-1)
\]

(10)

The MNI value must be configured for each patient individually based on patient’s context (both of the alarm sources, and patient’s criticality).

**The Inputs for Our Reasoning Algorithm Related to a Notification**

After explaining rule R1, we define the inputs (I) for our algorithm as follows:

- **I1—CURRENT_ALARM_TRIGGERING_TIME (Tβr).** Let βr be the current alarm that has been triggered and is involved in the reasoning process, so the algorithm can decide whether to add a delay to its delivery. The first input for our algorithm is Tβr, that is, the time when the alarm βr was triggered.
- **I2—LAST_NOTIFICATION_TIME (Tμk).** Let μk be the last notification (of the same type as βr) received by the caregivers. The second input for our reasoning algorithm is the time when caregivers received μk, which we represent as Tμk.

As we only consider here current alarms under reasoning and last notifications of the same type and from the same patient, we assume that the alarm types and patients are identical, that is, TYPE_βr=TYPE_μk and P_βr=P_μk.

**LAST_NOTIFICATION_PERIOD**

Another definition is the Last_Notification_Period (LNP), which is the period of time between the 2 inputs for our reasoning as shown in Equation (11).

\[
\text{LNP}=T_βr-T_μk
\]

(11)

**The Outputs of Our Reasoning Algorithm Related to a Notification**

We next define the outputs (O) for our reasoning algorithm as the 2 properties of notifications that can vary depending on the circumstances under which they occur:

- **O1—NOTIFICATION_DELAY (D_μ).** As discussed previously, in Equation (4), D_μ is the period of time between the alarm triggering event and the delivery of that notification to the caregivers.
- **O2—NOTIFICATION_DATA (DATA_μ).** DATA_μ refers to the type of data a notification might contain, which depends on the context of the alarm-triggering process, and it might range from a single alarm β to a set of alarms SET.

As much as possible, we try to keep the NOTIFICATION_DELAY at a minimum so as not to prejudice patient safety. However, to avoid alarm fatigue, the value for this property can range over an acceptable range of time defined as the BUFFERING_PERIOD, indicating that a DELAY_PERIOD (ε) might be added to the delivery time of the notification under specific conditions (defined in the next section). The BUFFERING_PERIOD is the period of time one or more alarms can be delayed (ie, be held in a buffer) before being delivered to caregivers. See Equation (12).

\[
0<\text{BUFFERING_PERIOD}<\text{MNI}
\]

(12)

From Equation (12), we show that an alarm might need to be delayed up to a period equal to MNI. However, the BUFFERING_PERIOD specified for an alarm or a set of alarms should not surpass the value of MNI.

**Defining the Grouping Criteria for Notification Delivery—When We Shall Put an Alarm Into Our Buffer**

As we said previously, the Reasoner decides the way of delivering the alarm under reasoning (βr) by making choices about whether to add a delay ε to its delivery and whether to group βr with other alarms. To make these choices, the Reasoner must take into consideration our defined inputs (Tβr and Tμk). By analyzing these inputs, the Reasoner decides whether to queue the current alarm βr, based on the following grouping criteria:

- **Criteria 1.** A same-type alarm was already notified within the MNI.

If caregivers were already notified in the LNP, then the current alarm βr must be queued up into a buffer for the period BUFFERING_PERIOD. After BUFFERING_PERIOD has passed, βr is delivered along with other possible alarms in the buffer as a unique notification.

Just to clarify, when the circumstances for the alarms do not meet the abovementioned grouping criteria, a notification containing an individual alarm is sent to the caregivers as soon as an alarm has been triggered, that is, immediately after Tβr.

As important as it is to avoid alarm fatigue, the Reasoner must handle the notification delivery process without compromising patient safety. In this case, the delay added to the notification delivery must not prejudice the requirements established regarding patient safety.

**The Pseudocode for Our Reasoning Algorithm About How to Notify**

The pseudocode for our reasoning algorithm about how to notify is shown in Textbox 1.
The pseudocode for the reasoning about how to notify.

```plaintext
DEFINE LNP, Tβ, Tμ, MNI;
// Receive Input CURRENT_ALARM_TRIGGERING_TIME Tβ;
INPUT Tβ;
// Receive Input LAST_NOTIFICATION_TIME Tμ;
INPUT Tμ;
// Calculate LNP
LNP=Tβ−Tμ;
// If LNP is equals to Tβ (meaning that no notification μ occurred to the patient in the last MNI-period) or LNP is higher than or equal to MNI (which means that a notification μ occurred more than MNI-period ago) then notify β immediately. Otherwise, put β into the buffer
If (LNP==Tβ || LNP≥MNI) then
  //There is no need for putting β into the buffer. Notify it immediately
  Notify(β);
Else {
  // We need to put β into the buffer and deliver it after some delay
  QueuedUp(β);
  // If β is the first alarm been put into the buffer then {
  If (isAlarmTheFirstOneQueuedUp(β)) then {
    //Define buffer’s property STARTING_TIME as the time the alarm was triggered;
    STARTING_TIME=Tβ;
    //Create a new thread for handling the buffer in parallel. This thread needs to
    //control the BUFFERING_PERIOD (BP) for notifying caregivers after BP has passed
    Create a new thread;
    Start BUFFERING_TIME;
    If BUFFERING_PERIOD has passed then
      //Release the content of buffer to caregivers by wrapping the set of alarms
      //into a single notification and sending it
      Notify(alarmsSet);
  }
}
```

**Methods**

In this work, we present a new approach to cope with the alarm fatigue problem. Our proposed solution focuses on an automatic reasoner that is used to decide how to notify caregivers about anomalies detected by a patient monitoring system through a notification delay strategy.

To confirm the fulfillment of the main research goal, the experiment described next was conducted and results are tabulated in the Discussion section.

**Hypotheses**

We defined the following hypotheses for our case study:

1. The caregivers should not receive more than one notification about the same type of anomaly for the same patient within the MNI.
2. Patient safety will not be compromised by the use of the reasoning algorithm about how to notify.

**Methodology**

To illustrate the operation of our reasoning algorithm, we conducted 5 experiments to evaluate how the algorithm works under different scenarios, considering mainly the number of alarms generated in each experiment.

**Applications Settings**

As shown in Table 1, to run an experiment, we need to define the following settings for our application scenarios:
• The number of wards occupied by patients (NUMBER_OFWARDS).
• The number of patients being monitored (NUMBER_OFPATIENTS) by a caregiver team.
• The number of sensors used during monitoring (NUMBER_OFSENSORS).
• The interval in which the sensor readings are being monitored (SENSORS_READING_INTERVAL).
• The number of sensor readings (NUMBER_OFREADINGS). This information, along with the SENSORS_READING_INTERVAL, tells us how long the patients in our experiment are being monitored.

We also need to define the thresholds for each sensor and the MNI, considering each patient individually (Table 2). As has been mentioned earlier, the MNI is defined by taking into account both of the alarm sources, and the patient’s criticality to respect patient safety constraints. In our simulated environment, we defined the MNI value as 5 min for every patient and we assume the delivery of the type of anomalies triggered in our context (which are related to heart rate values) can be delayed up to this period without representing any danger for the patients.

All the inputs for our reasoning were provided through a vital signs streaming app, we developed for streaming vital signs retrieved from a dataset comprising real patient data recorded from patients undergoing anesthesia at the Royal Adelaide Hospital. The dataset provides clinical anesthesia monitoring data from 32 entire surgical cases, including a wide range of vital signs variables, such as electrocardiograph, pulse oximeter, capnograph, noninvasive arterial blood pressure monitor, airway flow, and pressure monitor, and in a few cases, a Y-piece spirometer, an electroencephalogram monitor, and an arterial blood pressure monitor [10]. The monitoring data were collected using Philips IntelliVue MP70 and MP30 patient monitors and Datex-Ohmeda Aestiva/5 anesthesia machines. In this dataset, a single stream of raw monitoring data was recorded in a comma-separated values (CSV) text file format at a sampling resolution of 10 milliseconds [10].

We evaluated our algorithm by using data that we selected from 3 out of the 32 surgical cases in the dataset (cases 04, 07, and 14). Experiment 1 was conducted using data from case 4, while, in experiment 2, we utilized data from case 14, and, finally, experiments 3-5 were executed using data from case 7. In all the experiments, we utilized the version of processed data available in the CSV format for monitoring patients based on their heart rate parameter at 1-second intervals (our algorithm uses this frequency instead of the 10-millisecond sampling resolution available at the dataset). However, the number and type of vital signs used in every experiment could vary to simulate other configurations for sensors and monitoring devices in an ICU.

To define when a given heart rate reading represented an anomalous value that should trigger an alarm, we defined the thresholds in Table 2 for each patient.

Table 1. Defining the configuration for our 5 experiments.

<table>
<thead>
<tr>
<th>Number of wards</th>
<th>Number of patients</th>
<th>Number of sensors</th>
<th>Sensors reading interval (ms)</th>
<th>Number of readings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1000</td>
<td>60,000</td>
</tr>
</tbody>
</table>

Table 2. Defining the anomaly thresholds of heart rate sensor for each patient.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Patient_ID</th>
<th>Min_heart_rate</th>
<th>Max_heart_rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>60</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>55</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>50</td>
<td>105</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>50</td>
<td>102</td>
</tr>
</tbody>
</table>

Results

Application Details—Technologies Utilized

The application was developed in the Java language along with the use of the RabbitMQ [13] message broker. RabbitMQ is an open-source message broker that accepts, stores, and forwards messages. The basic concepts behind this technology are Queue, Producer, and Consumer (Figure 7). A Queue is essentially a large message buffer that stores the messages, while a Producer and a Consumer are both user applications. The former is a program in charge of sending messages to the queue through the exchanges, and the latter consists of a program that receives messages from the queue. A program can be both a Producer and a Consumer at the same time [13].

As can be seen from Figure 7, a broker receives messages from publishers (producers) and routes them to the consumers. The information flow involved in this process occurs in 2 steps, described as follows:

• Step 1. The producers send messages to exchanges that act by distributing messages to queues using rules called bindings.
• Step 2. The broker either delivers messages to consumers subscribed to queues or consumes pull messages from queues on demand.
In this application, we used the Advanced Message Queuing Protocol 0-9-1 Java client provided by RabbitMQ, which is an open and general-purpose protocol for messaging.

Owing to the high volume of notifications we are dealing with in our application, we decided to utilize a solution that could take care of the nonfunctional requirements of our system. By using a solution to handle problems related to scalability and safety, we could focus on the functional requirements of our application. Therefore, we decided to use the RabbitMQ to meet the high availability, throughput, and scale requirements of our application domain. This message broker solution offers features related to data safety such as reliable delivery, which means it can ensure that messages are always delivered, even encountering failures such as network failures and consumer application failures [13].

Explaining How Our Application Works

In a high abstraction level, the main idea of this app is to have an application that sends alarms to a broker that routes them to a consumer app that represents the receiving of these alarms by the health care team.

We chose the type of exchange called topic for routing the messages. The topic exchange routes messages to one or many queues based on matchings between a message routing key and the pattern that is used to bind a queue to an exchange. We declared one queue named sensor_readings to where the publisher sends the data and the consumer receives data. We also declared the binding key for our consumer (ie, the class that is consuming heart rate data) as #.heartrate (Figure 8).

The routing key is defined based on the pattern <patientID>.<heartrateValue>. For example, we could have a routing key as 16.88, representing a patientID=16 and heartrateValue=88.

The notifications sent to health providers are created based on this message. In this case, the final notification received by nurses contains information related to the patient, such as identification, location, and vital signs.

Application Modeling—Class Diagram

In Figure 9, as can be seen from the class diagram for our application, the consumer application monitors a specific vital sign based on the anomalies settings defined for each patient. The consumer app invokes the reasoning mechanism through the ReasoningAboutHowToNotify class, which knows how to notify based on the defined notifications settings (eg, the MNI value configured for each patient).

We present the results of our algorithm by using graphs we generated using the R language and the ggplot2 [14] library. The graphs shown in Figures 10-13 illustrate the delivery process of all notifications related to the patient monitored in experiment 5 (PatientID=5). We show whether the algorithm decided to deliver an alarm immediately or after a delay by grouping alarms to deliver them together.

To better visualize the results of experiment 5 through the graphs, we split the output data of our algorithm for this experiment (comprising a total of 204 alarms) into 4 pieces of data containing 51 alarms each. Thus, we plot each piece of data into a graph, showing the alarm triggering time through the x-axis and the notification time on the y-axis. As can be seen from Figure 10, the occurrence of the first notification (NotificationID=1) of an alarm of heart rate for patient 5 happened at the notification time 2019-10-01 02:21:41.767, that is, almost immediately after the occurrence of the first alarm (that happened at the alarm triggering time 2019-10-01 02:21:41.746). Following the strategy of our reasoning algorithm, the next notification of an alarm of heart rate related to patient 5 should occur at least 5 min after 2019-10-01 02:21:41.767. As can be seen in Figure 10, the next heart rate alarm for patient 5 were held in the alarms buffer and delivered together at the timestamp 2019-10-01 02:26:41.77 as a unique notification (NotificationID=2) with a delay of approximately 5 min.
Figure 9. The class diagram for our application, where the consumer application monitors a specific vital sign based on the anomalies settings defined for each patient.

Figure 10. Illustration of the results of the alarm triggering and delivery processes related to the patient monitored in our experiment 5 (PatientID=5).
Figure 11. Illustration of the results of the alarm triggering and delivery processes related to the patient monitored in our experiment 5 (PatientID=5).

Figure 12. Illustration of the results of the alarm triggering and delivery processes related to the patient monitored in our experiment 5 (PatientID=5).
Figure 13. Illustration of the results of the alarm triggering and delivery processes related to the patient monitored in our experiment 5 (PatientID=5).

Figures 14-18 illustrates the results of the delivery processes related to all patients monitored in our experiments (PatientID=1,2,3,4, and 5, respectively).

We show the results for all of our experiments summarized in Table 3, where we can compare the number of alarms triggered by our system in each experiment with the number of notifications delivered to the caregivers.

Figure 14. Illustration of the results of the delivery process related to all our experiments.
**Figure 15.** Illustration of the results of the delivery process related to all our experiments.

![Graph showing delivery process results](image1)

**Figure 16.** Illustration of the results of the delivery process related to all our experiments.

![Graph showing delivery process results](image2)
Figure 17. Illustration of the results of the delivery process related to all our experiments.

Figure 18. Illustration of the results of the delivery process related to all our experiments.
Table 3. Results of our experiments to evaluate our reasoning algorithm about how to notify caregivers considering the reduction of the number of notifications received by them.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Heart rate alarms, n</th>
<th>Heart rate notifications,</th>
<th>Notifications in relation to the total of alarms, %</th>
<th>Reduction in alarms received, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>407</td>
<td>4</td>
<td>0.9</td>
<td>99.0</td>
</tr>
<tr>
<td>2</td>
<td>423</td>
<td>3</td>
<td>0.7</td>
<td>99.2</td>
</tr>
<tr>
<td>3</td>
<td>308</td>
<td>3</td>
<td>0.9</td>
<td>99.0</td>
</tr>
<tr>
<td>4</td>
<td>586</td>
<td>4</td>
<td>0.6</td>
<td>99.3</td>
</tr>
<tr>
<td>5</td>
<td>204</td>
<td>2</td>
<td>0.9</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Discussion

The first hypothesis we want to evaluate with this case study says that the caregivers should not receive more than one notification about the same type of anomaly for the same patient within the defined MNI. By executing our reasoning algorithm throughout the experiments, we saw that hypothesis 1 holds for all of them, as within all the occurrences of notifications for each patient, there is no occurrence of a notification of the same type within the defined MNI. We support this affirmation by presenting, in Figures 14-18, a summary of the results from our experiments using graphs containing all notifications that occurred in each experiment. As can be seen, considering all experiments, there was no occurrence of delivery of notifications of the same type for the same patient that happened before the specified delay, that is, the MNI value of 5 min.

The second hypothesis that says that patient safety will not be compromised by the use of the reasoning algorithm about how to notify also holds, as the notification interval (MNI) we defined is no longer than 5 min. This means that a group of alarms that are happening to a given patient can be held in a buffer for, at most, 5 min before the buffer is fully released to the caregivers as a unique notification. However, in order not to prejudice patient safety, the first occurrence of an alarm is always delivered to the caregivers immediately after its occurrence. In this case, only the next occurrences of the alarms are delivered to caregivers with the addition of a given delay.

In Table 3, we made a comparison between the number of alarms triggered by our system and the number of notifications delivered to the caregivers, in each experiment. These results show that the reduction of the notifications received by the caregivers can be up to 99.3% (582/586) of the total of alarms, with a mean of 99.17% (1912/1928) of reduction in the number of total alarms, considering all the experiments.

According to Winters et al, nearly all studies assume that a reduction in the number of total alarms and/or false alarms will reduce alarm fatigue [9]. Thus, by presenting these results, we expect that our algorithm can be used as a useful strategy for avoiding alert fatigue. We also expect our approach can be useful for helping to prevent its negative consequences, such as disruption of patient care, disabling of alarm systems by staff, reduction in responding, lack of caregiver response, and real events being less likely to be acted on, among others.

In future work, we are planning to extend our approach to reason about whether to notify the caregivers’ team with an indication of a FAP. The idea is to provide a reliable classification system in which caregivers may trust so the FAP label added to the notification can help them prioritize their work, especially when they are under alarm fatigue conditions.

Other important future work focuses on how to use reasoning to decide whom to notify within the group of caregivers, considering their specialization level, degree of experience, availability, geolocation, and current workload conditions.

Note that our system is experimental and does not consider security, something that needs to be taken very seriously in an operational health care alarm system.
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Abstract

Background: The personalization of conversational agents with natural language user interfaces is seeing increasing use in health care applications, shaping the content, structure, or purpose of the dialogue between humans and conversational agents.

Objective: The goal of this systematic review was to understand the ways in which personalization has been used with conversational agents in health care and characterize the methods of its implementation.

Methods: We searched on PubMed, Embase, CINAHL, PsycInfo, and ACM Digital Library using a predefined search strategy. The studies were included if they: (1) were primary research studies that focused on consumers, caregivers, or health care professionals; (2) involved a conversational agent with an unconstrained natural language interface; (3) tested the system with human subjects; and (4) implemented personalization features.

Results: The search found 1958 publications. After abstract and full-text screening, 13 studies were included in the review. Common examples of personalized content included feedback, daily health reports, alerts, warnings, and recommendations. The personalization features were implemented without a theoretical framework of customization and with limited evaluation of its impact. While conversational agents with personalization features were reported to improve user satisfaction, user engagement and dialogue quality, the role of personalization in improving health outcomes was not assessed directly.

Conclusions: Most of the studies in our review implemented the personalization features without theoretical or evidence-based support for them and did not leverage the recent developments in other domains of personalization. Future research could incorporate personalization as a distinct design factor with a more careful consideration of its impact on health outcomes and its implications on patient safety, privacy, and decision-making.

(J Med Internet Res 2019;21(11):e15360) doi:10.2196/15360
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Introduction

Background

Recent advancements in natural language recognition and synthesis have resulted in the adoption of conversational agents (CAs) in many fields. CAs can be defined as systems that support conversational interaction with users by means of speech or other modalities [1]. The rising popularity of conversational technologies has been facilitated by a renaissance in Artificial Intelligence, the development of powerful processors supporting deep learning algorithms, and technological advancements, making a large amount of computationally accessible knowledge available [1].
One emerging area in which conversational technologies have been increasingly used is health care. A recent systematic review in this area examined technical performance, user experience, and health-related outcomes and found that most studies had not employed standardized evaluation methods or had failed to address aspects of patient safety [2]. There have also been other recent reviews on health care conversational agents [3-5]. This study differs from them in that it focuses on the implementation of personalization in health care conversational agents.

**Personalization**

Personalization is:

> the process of making something suitable for the needs of a particular person [6].

When applied specifically to digital technologies, personalization can be defined as:

> a process that changes the functionality, interface, information access and content, or distinctiveness of a system to increase its personal relevance to an individual or a category of individuals [7].

A recent interdisciplinary review study proposed a framework to characterize personalization along three dimensions: (1) what is personalized (ie, content, user interface, delivery channel, and functionality); (2) for whom is it personalized (either a specific individual or a user group, eg, elderly women); and (3) how automated is the personalization (how the information needed for user modelling is collected) [7]. The personalization process involves user models containing characteristics, preferences, interests, and needs of users as the basis for providing adaptive information and services. Depending on the degree of automation, two types of personalization can be distinguished: implicit and explicit. In implicit personalization, information needed for user models is obtained automatically through the analysis of observed user activities and interactions with the system. In explicit personalization, information needed for user models requires users’ active participation in obtaining the required information.

**Personalization in Conversational Agents**

One of the earliest applications of personalization in a conversational system was Grundy, a virtual librarian that delivered book recommendations [8]. To build a user model for personalization purposes, Grundy asked questions at the beginning of an interaction and associated users with predefined stereotypes. After the initial user provided information, the user model was updated implicitly over time during conversations. It was a hybrid system bringing together both explicit and implicit personalization. This foundational work on personalized CAs has been followed by a range of works focusing on dialogue management [9]; personalized messages [10]; recommender systems [11]; and adaptive systems [12].

Personalization in CAs can be achieved implicitly by processing past interactions with users [11,13] or explicitly by user-entered information at the set-up time [8] or using ongoing confirmation style input [14]. The messages presented to users [10], or the conversational style of systems [15], can be personalized. Personalized and adaptive system behavior in conversational systems can improve user comprehension [16], user satisfaction [17], task efficiency [18], and the likelihood of behavior change [19]. Furthermore, personalization can be an essential system feature for voice interfaces due to the limitations in presenting large amounts of information through a voice-only modality [20]. The effects of personalization have been evaluated in various ways by measuring aspects like efficiency in terms of the number and duration of interactions [11,20], user satisfaction, relevance, and understandability [20], information quality presented [21], and appropriateness of system responses [10].

**Personalization in Health Care and Medicine**

Studies of personalization in health care and medicine have been increasing in number since the early 2000s [22], with growing evidence showing their effectiveness [23-26]. One important limitation in the health care personalization literature is equating it to genomics-supported efforts in medicine [27]. Genomic markers are only one dimension of personalization that helps to recognize the uniqueness of individuals and make their medicine personalized [27,28]. There are other factors that affect this personalization of health care, such as people’s lifestyle choices, their socioeconomic context and living environment, and other health care services that can be personalized like health education and therapies [29].

A review of behavior change interventions characterized four intervention groups according to their degree of personalization in the messages delivered to individuals: generic (one-size-fits-all messages), personalized (messages with the person’s name), targeted (messages specific to a subgroup of the general population), or tailored (messages specific to an individual’s characteristics) [30]. The review found that 78% (11/14) of the tailored and 95% (22/23) of the targeted interventions reported improved outcomes, with 54% (6/11) of the tailored and 68% (15/22) of the targeted interventions being statistically significant.

Dialogue systems can offer fine-grained possibilities to personalize the information to be delivered:

> on the basis of the inferred goals and beliefs of the user at a particular moment in time, and incorporating everything that has previously been said in the conversation [31].

Learning from a history of previous conversations plays a key role in ensuring the continuity of health communications that take place over multiple interactions over time [31].

Informed by the recent theoretical developments in personalization [7], a broader understanding of personalization in health care [22,29], and an increasing interest in health care CAs [3-5], this study aims to review the use of personalization in health care CAs and characterize the methods that have been applied to implement this personalization. Aligned with the rapid advancements in natural language processing technologies used in CAs [1] and the increasing adoption of CAs using unconstrained natural language [32], this review focuses on agents with unconstrained natural language input capability. These agents include chatbots, which can engage in small talk or casual dialogues, embodied conversational agents, which
feature computer-generated visual virtual characters capable of both verbal and nonverbal communication, and commonly available smart conversational interfaces such as Apple’s Siri, Google’s Google Assistant, Samsung’s Bixby, and Microsoft’s Cortana [1,33,34].

Methods

Overview

This review uses the search protocol of an earlier systematic review that was performed between April 2017 and February 2018, with a focus on technical performance, user experience, and the health-related outcomes of CAs in health care [2]. The current review has: (1) focused on the use of personalization features in CAs that were not examined previously; (2) used the same inclusion and exclusion criteria as the review by Laranjo et al [2] with an additional criterion on personalization (ie, the studies with no personalization features were excluded); and (3) performed a new search in March 2019.

Search Strategy

We searched in the PubMed, Embase, CINAHL, PsycInfo, and the ACM Digital Library databases, and did not restrict by the publication year or language. The search terms included “conversational agents”, “dialogue systems”, “relational agents” and “chatbots”. The complete search strategy is available in Multimedia Appendix 1. In addition, the reference lists of relevant articles and grey literature identified in those databases were also included for screening.

Study Selection Criteria

The identified publications were included if they: (1) were primary research studies that focused on consumers, caregivers, or health care professionals; (2) involved a conversational agent; and (3) tested the system with human users. The studies were excluded if they involved: (1) user input by clicking or tapping an answer amongst a set of predefined choices, or by using the telephone keypad (eg, interactive voice response systems with dual tone multi frequency); (2) output not generated in response to what it received from the human user (eg, predefined and preprogrammed messages that are not dependent on the information obtained from or about the user); (3) question-answer type interactions; (4) asynchronous communication technology such as email; or (5) no personalization features. Furthermore, studies evaluating only individual components of a conversational agent, like automatic speech recognition, or using Wizard of Oz methods were excluded.

Screening, Data Extraction, and Synthesis

Screening was conducted independently by two researchers to extract data from each study. Cohen kappa was used to measure intercoder agreement between the researchers. Any disagreements between the assessments of two researchers were resolved by consensus agreement. To identify the relevant information, the researchers used the personalization definition presented in the introduction section. In addition, the following keywords were used as a guide to identify personalization-related information within the studies: personalizing, adapting, customizing, tailoring, configuring, individualizing, modifying, changing, altering, transforming, modelling, tuning, setting, preference, and profile. The data extraction process was guided by an assessment scheme based on the personalization framework offered by Fan and Poole [7]. In addition to these dimensions, we included three more dimensions to provide further details on the included studies: purpose of personalization, methods to evaluate personalization, and outcomes in relation to personalization. Table 1 summarizes the final assessment scheme for personalization.
Table 1. An assessment scheme for personalization.

<table>
<thead>
<tr>
<th>Assessment categories</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Automation</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>How the user models needed by personalization are constructed.</td>
</tr>
<tr>
<td>Implicit</td>
<td>Information needed for user models is obtained automatically through the analysis of observed user activities and interactions with the system (e.g., analyzing users’ conversational history to determine the suitable times to send a reminder).</td>
</tr>
<tr>
<td>Explicit</td>
<td>Information needed for user models requires users’ active participation in obtaining the required information (e.g., selecting the preferred times to receive a reminder).</td>
</tr>
<tr>
<td><strong>Target</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>For whom to personalize.</td>
</tr>
<tr>
<td>Individuated</td>
<td>Personalization is targeted at a specific individual (e.g., sending a reminder based on the unique profile of a single user).</td>
</tr>
<tr>
<td>Categorical</td>
<td>Personalization is targeted at a group of people (e.g., sending a reminder based on a shared profile of a group of users).</td>
</tr>
<tr>
<td><strong>Aspects of the system</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td>What to personalize.</td>
</tr>
<tr>
<td>Content</td>
<td>The information itself (e.g., alerts or reminders).</td>
</tr>
<tr>
<td>User interface</td>
<td>How the information is presented (e.g., using larger font sizes for elderly users or shortening prompts for experienced users).</td>
</tr>
<tr>
<td>Delivery channel</td>
<td>The media through which information is delivered (e.g., sending a reminder as a text message instead of a voice message).</td>
</tr>
<tr>
<td>Functionality</td>
<td>What users can do with the system (e.g., making different system functionalities available for patients and carers).</td>
</tr>
<tr>
<td>Purpose</td>
<td>The purpose of personalization (e.g., increasing user engagement or motivation).</td>
</tr>
<tr>
<td>Evaluation</td>
<td>The methods to evaluate personalization (e.g., using interview questions or standardized questionnaires).</td>
</tr>
<tr>
<td>Outcomes</td>
<td>The outcomes in relation to personalization (e.g., increased user engagement or motivation).</td>
</tr>
</tbody>
</table>

<sup>a</sup>Adapted from Fan and Poole [7].

**Results**

**Search Results**

The first search found 1513 papers, and the updated search found an additional 445 papers (Figure 1). After the subsequent title, abstract and full text screenings, 13 studies were included in this review [35-47]. The first search’s kappa statistic for the title and abstract screening was 0.45 (fair agreement) and for the full-text screening it was 0.53 (fair agreement). For the updated search, the kappa score was 0.77 for the title and abstract screening (substantial agreement), and 0.61 for the full-text screening (substantial agreement). The list of excluded studies, their major themes, and the reasons for their exclusion are available in Multimedia Appendix 2.
Implementation of Personalization Features and Target Population

Table 2 and Table 3 summarize the personalization features of CAs in the included studies [35-47]. For both tables, studies evaluating the same conversational agent were grouped together. Since the delivery channel and functionality were not personalized by any of the studies, they were not included in Table 2. Out of the 13, 8 studies supported patients and 5 studies supported both patients and clinicians. Regarding the target of personalization, all the studies implemented individuated personalization (targeting an individual user). However, one study employed categorical personalization (targeting a group of people) to differentiate novice and expert users in addition to the individuated one [41].

Automation of Personalization

Information needed for personalization was provided explicitly by the users in seven studies [35,37-40,44,45], and obtained implicitly by the system in one study [36] where the conversational agent analyzed users’ audio-visual features, such as facial expression and head position, to determine its feedback. A mix of implicit and explicit methods was employed by five studies [41-43,46,47]. Across all the studies, data explicitly entered by the users included personal goals [35,37,46,47], symptoms and medications [37,44,45], measurement of vital signs [39,40], knowledge level on a specific topic [38], and daily practices [38]. User data implicitly obtained by the systems primarily involved the analysis of conversation history. Differently from the rest, one study analyzed users’ voice and nonverbal facial gestures to determine narrative skills of the users [36].
## Table 2. Personalization features of conversational agents in the included studies.

<table>
<thead>
<tr>
<th>Conversational agent (author, year)</th>
<th>CA³ purpose</th>
<th>Automation (the basis for personalization)</th>
<th>Target (for whom to personalize)</th>
<th>What to personalize Content</th>
<th>User interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tess (Fulmer et al, 2018) [44]</td>
<td>Delivery of cognitive behavioral therapy to reduce symptoms of depression and anxiety in college students</td>
<td>• Explicit: Expressed emotions and mental health concerns of participants to provide personalized responses. Users’ feedback and reported mood used to tailor interventions</td>
<td>Individuated</td>
<td>• Personalized conversations based on emotions and mental health concerns • Personalized therapeutic choices based on user feedback</td>
<td>NR³</td>
</tr>
<tr>
<td>Wysa (Inkster et al, 2018) [45]</td>
<td>Wellbeing support app for users with symptoms of depression, aiming to build mental resilience and promote mental wellbeing</td>
<td>• Explicit: User responses to built-in assessment questionnaire and emotions expressed in a written conversation</td>
<td>Individuated</td>
<td>• Personalized conversational pathways based on a user’s interaction, messages, and context</td>
<td>NR</td>
</tr>
<tr>
<td>Reflection Companion (Kocielnik et al, 2018) [46]</td>
<td>Support reflection on personal physical activity data from fitness trackers</td>
<td>• Explicit: Users enter their behavior change goals and demographic data • Implicit: Observed physical activity of the user</td>
<td>Individuated</td>
<td>• Dialogues to encourage reflection • Incorporating user goals into adaptive mini-dialogues • Follow-up questions based on users’ earlier responses • Visualization of past physical activity</td>
<td>NR</td>
</tr>
<tr>
<td>Relational Agent (Sillice et al, 2018) [47]</td>
<td>Promote regular exercising and sun protection</td>
<td>• Explicit: Users provide their demographic information, exercising habits, sun protection behaviors and lifestyle goals • Implicit: CA tracks user progress to send reminders if needed</td>
<td>Individuated</td>
<td>• Acknowledgement of difficulties and tailored strategies to overcome these • Feedback on progress and encouragement for achieving goals • A weekly tracking chart to help participants monitor their exercise and sun protection behaviors • Email reminders to support retention</td>
<td>NR</td>
</tr>
<tr>
<td>Woebot (Fitzpatrick et al, 2017) [35]</td>
<td>Deliver cognitive-behavioral therapy for anxiety and depression to college students</td>
<td>• Explicit: Users enter their mood and goals</td>
<td>Individuated</td>
<td>• Empathic responses tailored to the reported mood • Tailoring of support content depending on the reported mood • Daily prompting messages to initiate a conversation • Weekly charts depicting the reported mood and textual summary</td>
<td>NR</td>
</tr>
<tr>
<td>Social Skills Trainer (Tanaka et al, 2017) [36]</td>
<td>Social skills training for people with autism spectrum disorders</td>
<td>• Implicit: CA analyzes the user’s audio-visual features, facial expression (smile), and head position to determine its feedback and then performs feature selection</td>
<td>Individuated</td>
<td>• Personalized score showing similarity to a role model with respect to 10 features • Encouraging comments to reinforce motivation, based on features closest to the model • Comments on the points that need improvement, based on features dissimilar to the model • Homework challenges for participants to complete on their own time throughout the week</td>
<td>NR</td>
</tr>
<tr>
<td>Conversational agent (author, year)</td>
<td>CA(^a) purpose</td>
<td>Automation (the basis for personalization)</td>
<td>Target (for whom to personalize)</td>
<td>What to personalize</td>
<td>User interface</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-------------------</td>
<td>------------------------------------------</td>
<td>---------------------------------</td>
<td>---------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>mASMAA(^c) (Rhee et al, 2014) [37]</td>
<td>Facilitate asthma symptom monitoring, treatment adherence, and adolescent-parent partnership</td>
<td>• Explicit: Users enter symptoms, activity level, and use of rescue and control medications</td>
<td>Individuated</td>
<td>• Automated inquiries and reminders sent according to user-defined preferences on monitoring symptoms and managing medications and activity</td>
<td>NR</td>
</tr>
<tr>
<td>Chris (Hudlicka, 2013) [38]</td>
<td>Embodied CA that provides mindfulness training and coaching</td>
<td>• Explicit: Users answer questions asked by the CA and set preferences via multiple-choice questions</td>
<td>Individuated</td>
<td>• CA’s facial expressions and its responses adapting to the users’ learning needs and motivational state</td>
<td>Using didactic, relational, or motivational conversational styles according to the user models</td>
</tr>
<tr>
<td>DI@l-log (Harper et al, 2008; Black et al, 2005) [39,40]</td>
<td>Voice logbook to document home monitored data by diabetes patients</td>
<td>• Explicit: Users provide weight, blood sugar and blood pressure values</td>
<td>Individuated</td>
<td>• An alert feature generating a verbal warning if readings are too high</td>
<td>NR</td>
</tr>
<tr>
<td>Pain Monitoring Voice Diary (Levin and Levin, 2006) [41]</td>
<td>Real-time collection of information from patients for health, behavioral, and lifestyle studies and monitoring</td>
<td>• Explicit: Users answer a series of questions about their pain (location, type, intensity, etc)</td>
<td>Individuated Categorical (novice and experienced users)</td>
<td>• Content (what data is collected) and style (how it is collected) of the reporting session</td>
<td>Adaptive conversational style (eg, shorter question formats for follow-up sessions)</td>
</tr>
<tr>
<td>Intelligent dialogue system (Giorgino et al, 2004; Azzini et al, 2003) [42,43]</td>
<td>Home care and data acquisition from hypertension patients</td>
<td>• Explicit: Users answer questions about heart rate, pressure, weight, compliance, and more</td>
<td>Individuated</td>
<td>• The questions to be asked were determined by user profiles</td>
<td>NR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Implicit: CA changes its behavior depending on the progress of the current call and the clinical history of the caller</td>
<td></td>
<td>• Gives advice on recommended health behavior and next visits</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Issues alerts and prompts</td>
<td></td>
</tr>
</tbody>
</table>

\(a\)CA: conversational agent.
\(b\)NR: not reported.
\(c\)mASMAA: mobile phone-based asthma self-management aid.
Table 3. Personalization purpose, evaluation, and outcomes in the included studies.

<table>
<thead>
<tr>
<th>Conversational agent (author, year)</th>
<th>Personalization</th>
<th>Evaluation</th>
<th>Outcomes</th>
</tr>
</thead>
</table>
| Tess (Fulmer et al, 2018) [44]     | - To improve depression and anxiety symptoms  
- To provide more engaging and convenient user experience  
- To provide appropriate response and strategies based on the users’ reported emotion and health concerns | - Questionnaires to measure depression (PHQ-9) [48], anxiety (GAD-7) [49], and affect (PANAS) [50]  
- Custom-built user satisfaction questionnaire  
- Number of messages to measure user engagement | - Significantly lower depression ($P=.03$) and anxiety scores (Group 1, $P=.045$; Group 2, $P=.03$) and significant differences in the positive and negative affects ($P=.03$; sm$^3$)  
- 86% (43/50) of participants satisfied with CA$^6$ (sm)  
- Comparable levels of daily engagement (bm) |
| Wysa (Inkster et al, 2018) [45]    | - To develop positive self-expression and create a responsive self-reflection environment  
- To encourage users to build emotional resilience skills | - Questionnaire to measure depression (PHQ-9)  
- Thematic analysis of the responses to the in-app feedback questions  
- User engagement through analysis of raised objections and thematic analysis of in-app feedback | - Significant reduction in depression scores in both high ($P<.001$) and low user groups ($P=.01$; sm)  
- 67% (191/282) of users reporting on positive app experience (sm)  
- More than 99% (6555/6611) of detected objections were correct (bm) |
| Reflection Companion (Kocielnik et al, 2018) [46] | - To trigger deeper reflection, which would increase motivation, empowerment, and adoption of new behavior  
- To provide engaging, novel, and diverse conversations around reflection | - Questionnaires to measure health awareness [51], mindfulness (FMI$^5$) [52], and reflection (RQ$^3$) [53]  
- Willingness to use the system, number, and length of responses as measures of engagement  
- Responses to mini-dialogues  
- Semi-structured post-study interviews | - Significant increases in habitual action ($P=.05$) and understanding ($P<.07$; sm)  
- Prolonged use of CA (additional two weeks) by half of the participants (16/33) with an avg of 98.4-character response length in this period (bm)  
- High response rates: 96% (443/462) of initial and 90% (386/429) of follow-up questions (bm)  
- Mini-dialogues successfully supporting discussions on awareness related to goal accomplishment, self-tracking data, and trends in behaviour (nq, sm)  
- Interviews indicating an increase in awareness, mindfulness, and motivation; understanding of alternatives and actions; and newly discovered insights (sm) |
| Relational Agent (Sillice et al, 2018) [47] | - To increase user engagement and promote more effective behavior change  
- To monitor exercise and sun protection behavior  
- To provide strategies to overcome the reported barriers | - Interviews to assess user experience and a 10-point Likert scale to measure satisfaction with interventions | - The levels of satisfaction ranged between 7 and 10 on a scale of 1 to 10 (sm)  
- Most participants reporting on: (1) positive interactions with the CA (32/34; 94%); (2) tailored feedback supporting regular exercising and sun protection behaviors (29/34; 85%); and (3) email reminders helping to remain on track with the program (23/34; 68%; sm) |
| Woebot (Fitzpatrick et al, 2017) [35] | - To engage individuals with CA through managing conversation tailored to the reported mood | - Questionnaires to measure depression (PHQ-9), anxiety (GAD-7), and affect (PANAS)  
- Custom-built questionnaire to measure user satisfaction, emotional awareness, learning, and relevance of content | - Significant reduction in depression symptoms ($P=.04$; sm)  
- Significantly high level of overall satisfaction ($P<.001$) and greater amount of emotional awareness ($P=.02$; sm) |
| Social Skills Trainer (Tanaka et al, 2017) [36] | - To provide personalized feedback aimed at improving narrative social skills | - Experienced human social skills trainer assessed the participants’ narrative skills | - Improvements in the overall narrative and social skills (Study 1, $P=.03$; Study 2, $P=.003$; bm) |
What is Personalized?

Personalization was primarily used for tailoring the content to be delivered. Personalized content included: (1) feedback on mood states [35], narrative skills [36], symptom summaries [37], meditation practice [38], and current progress towards the goals set [39,40,46,47]; (2) reminders [37,47], warnings, and alerts [39,40,42,43]; (3) multimedia [35,46]; and (4) questions on pain [41], physical activity [46], and health status [42,43].

Two studies personalized the user interface through changing conversational styles according to users' motivation state, users' level of expertise with the system, and dialogue history [38,41]. For example, one study used either didactic, relational, or motivational conversational styles based on the user profile and

Table

<table>
<thead>
<tr>
<th>Conversational agent (author, year)</th>
<th>Personalization Purpose</th>
<th>Evaluation</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>mASMAA [Rhee et al, 2014] [37]</td>
<td>To make the system more appealing and elicit greater and longer interest in and use of the system</td>
<td>Six routine asthma-diary questions and reminders, warnings, and meditation practice</td>
<td>Improved self-management, treatment adherence, accessibility of advice, awareness of symptoms, and sense of control (nq, sm)</td>
</tr>
<tr>
<td>Chris (Hudlicka, 2013) [38]</td>
<td>To deepen the relationship with the user</td>
<td>Custom-built questionnaires to assess the overall experience, meditation frequency, knowledge of mindfulness, sense of self-efficacy, and stages of change within the transtheoretical model of change</td>
<td>Improved outcomes with CA group compared to a self-administered program: (1) more frequent and longer mindfulness training sessions (P&lt;.01); (2) more rewarding, enjoyable, beneficial, and engaging experience (nq); and (3) more advanced stages of change and more confidence in ability to maintain regular meditation (nq)</td>
</tr>
<tr>
<td>DI@l-log [Harper et al, 2008; Black et al, 2005] [39,40]</td>
<td>To provide personalized feedback on the patient’s health status and increase their engagement</td>
<td>Task completion rate and time for personalized alerts</td>
<td>92.2% (190/206) successfully completed calls, shortening calls over time, and effective alerts leading to 12 therapeutic interventions (bm) [39]</td>
</tr>
<tr>
<td>Pain Monitoring Voice Diary [Levin and Levin, 2006] [41]</td>
<td>To shorten the dialogue sessions and to provide the user a feeling of continuity</td>
<td>Session length, completion rate, and turn duration</td>
<td>97% (171/177) of sessions completed with 98% (849/859) input accuracy (bm)</td>
</tr>
<tr>
<td>Intelligent dialogue system [Giorgino et al, 2004; Azzini et al, 2003] [42,43]</td>
<td>To improve the quality of system dialogues and increase patient compliance with guidelines</td>
<td>Reliability and recognition error rate</td>
<td>Recognition rate up to 41%-81% (bm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time spent in learning to use the system</td>
<td>Dialogue time of 3.3-5.9 minutes, with 80% (74/93) of the expert users’ dialogues achieving conclusion (bm)</td>
</tr>
</tbody>
</table>

Notes:

- aPHQ-9: Patient Health Questionnaire 9-item scale.
- bGAD-7: Generalized Anxiety Disorder 7-item scale.
- cPANAS: positive and negative affect schedule 20-item scale.
- ds: self-reported measure.
- eCA: conversational agent.
- fbm: behavioral measure.
- fFMI: Freiburg Mindfulness Inventory.
- gRQ: Reflection Questionnaire.
- hsm: self-reported measure.
- iCA was found to be easy-to-use, convenient, and appealing (nq, sm)
progress [38]. While the didactic style was used for training-related conversations, the relational style was used at the beginning of sessions to improve user engagement based on the answers received from the user. The motivational style was employed to gather progress-related information and then to provide customized responses to support users. In a simpler implementation, another study used shorter question formats for follow-up sessions [41].

The purposes of providing personalized content and conversations were to: (1) improve user engagement [35,37,38] and dialogue quality [42,43,54]; (2) provide timely feedback [39,40], adaptive user support [41], and adaptive training [36,38]; and, (3) support self-reflection [45,46].

**Evaluation of Personalization**

Only two studies directly assessed users’ perceptions of personalization via custom-built questionnaires with questions on adaptive features [38] or via interview questions on tailored feedback [47]. One study employed a virtual coach to teach mindfulness and meditation [38]. The intervention group participants found the experience more rewarding, enjoyable, beneficial, and engaging than the control group participants. The coach’s ability to provide customized feedback was the most successful feature, but this was only rated neutral to mildly positive (0.3 on a –2 to +2 Likert scale). Another study evaluated a relational agent to promote exercise and sun protection [47], with a total of 85% (29/34) of the study participants finding the tailored feedback helpful for achieving their behavior change goals [47]. The remaining studies did not directly evaluate the personalized features. Rather, they focused on evaluating factors that could be associated with personalization, such as user satisfaction, user engagement, and dialogue quality, or effects of personalization, such as improved skills, self-management, and awareness of the user’s health status. One study conducted user interviews in which the users made positive remarks on personalization features [40].

**Discussion**

**Principal Results**

The use of CAs with unconstrained language input in health care is still limited, but there has been a notable increase in the number of studies in recent years. Almost half of the papers included in this study were published in the last two years. While most studies used quasi-experimental study designs, only two used randomized controlled trials [35,44]. Considering the recent emphasis on the role of replication in health informatics [55], the lack of technical details on conversational systems used in the studies is a major obstacle impeding replicability. In terms of personalization, our review found only 13 studies with personalization features. The studies provided various forms of personalized content, however, they were implemented without being supported by any prior evidence showing their effectiveness or any theoretical frameworks underpinning personalization [7,56,57]. Only three studies explicitly mentioned utilization of user profiles or user models to support personalized and adaptive features [42,43,46]. Similarly, only two studies directly assessed the personalization features [38,47].

The effects of the chosen personalization methods (either implicit, explicit, or a mix of the two) on user engagement and health outcomes received little attention.

While personalization of content to be delivered was common across all the studies, personalization of conversational style was implemented by only two studies [38,41]. The lack of conversational adaptation can be an impediment to improving usability and user experience, since different users may have different conversational preferences and needs that require different conversational strategies to be applied. Previous research has shown that adaptive conversational strategies can improve system performance, usability, and efficiency [58,59]. In this review, examples of conversational adaptation included using shorter questions for follow-up sessions [41] or using didactic, relational, or motivational conversational styles according to the user models [38]. Although such adaptive behaviors are useful steps towards accommodating the needs of various users, there are advanced implementations of conversational adaptation that can be applied to health care CAs, such as implicitly detecting users’ level of expertise and thus adjusting the complexity of the terms used and the dialogue path to be taken [60], or configuring the level of system initiative and confirmation strategies when a user faces difficulties in performing a task [12].

Only two studies evaluated personalization as a distinct factor [38,47]. The direct assessment of personalization, involving how users perceive the extent of personalization, is an important element in the evaluation processes. When the effects of personalization were evaluated, it was not possible to determine whether any of the outcomes were attributed to the availability of personalization features or to other factors. Therefore, new conversational agent studies with carefully controlled conditions are needed to understand the relationships between personalization features and other evaluation factors such as user satisfaction and user engagement. To guide the direct assessment of personalization, a theoretical framework such as the one developed by Fan and Poole [7] may prove useful for systematically considering various dimensions of the personalization process.

The implications of different implementations of personalization were not addressed by any studies. For example, a recent research paper drew attention to the limitations of implicit and explicit personalization [61]: while implicit personalization with its often-imperceptible user models and hidden assumptions can result in biased decision-making [62], over-reliance on system suggestions [63], and filter bubbles [64], explicit personalization may involve very formulaic and superficial choices for users who may not be well-equipped to customize the presented choices in a satisfactory manner [65]. The study employed a reflective personalization approach, allowing users to reflect on their own goals and priorities when making or modifying choices [61]. This approach demonstrated an implementation of personalization that recognizes the complexities associated with human choices, preferences, and agency when using interactive technologies. Out of all the studies in our review, one study implemented a reflective approach to personalization by using adaptive mini-dialogues to support users’ self-reflections on their goals [46]. These dialogues were successful in supporting discussions on
awareness, goal accomplishment, self-tracking data, and trends in behavior.

Using CAs with unconstrained natural language input can be risky [66]. Thus, it is important for such CAs to include patient harm considerations into their study protocols. None of the included studies reported any personalization-related harms, but there was a lack of attention to the safety implications of CAs, as evident in the absence of patient safety as an evaluation dimension. In addition to patient safety, future studies need to consider the effects of different personalization methods on patient privacy. In particular, implicit methods used for gathering user information need to be clearly communicated to the users, since such methods often run automatically in the background, not being noticed by users. To this end, the model of informed consent for information systems may prove useful for considering various factors involved in collecting personal information [67].

Overall, most of the reviewed papers did not focus explicitly on personalization. Little attention was generally paid to the complexities associated with implementing personalization features and measuring their effects.

Comparison with Prior Work

In line with our study, a recent scoping review of psychology-focused embodied conversational agents reported that only a few studies employed user models to personalize user-system interactions [68]. Another recent mapping study on health chatbots for behavior change found personalization to be one of the most appreciated technical enablers [69]. In terms of the implementation of personalization features, most of the studies in our review implemented personalization features without being informed by the advancements in other domains of personalization (eg, more automated personalization methods [12,60] or the implications of personalization on privacy, safety, and decision-making [61,62,70]).

Limitations

Our results are based on the presence of personalization features of health care CAs in the studies that do not necessarily have an explicit focus on personalization. Therefore, the results are limited by the extent to which the included studies reported on their personalization features. In addition, our review focused on CAs using unconstrained natural language input. Therefore, the results may not be extended to agents using constrained natural language input (eg, multiple-choice of utterance options). Since the conversational systems used in the reviewed studies involved multiple components, the reported outcomes were attributable to the systems rather than only the personalization features. Our paper recommended using a theoretical framework of personalization to support a more systematic treatment of personalization features. However, it may be possible to implement personalization features effectively with no theoretical support. Moreover, other theories not specific to personalization may prove useful for personalization purposes, such as the Theory of Planned Behavior [71]. Various contextual factors such as location and time may also be integrated with user models to support more adaptive information and services [72].

Future Research Directions

Future research can focus on incorporating a theoretical framework [7] and an evidence-based approach to implement personalization features in the domain of health care CAs. Another line of research could investigate the relationships between personalization features in conversational systems and health processes, and outcome measures such as treatment adherence or management of chronic health conditions. Future work can also focus on the use of the unique characteristics of the conversational medium for personalization purposes, such as capturing prosodic features in users’ speech to automatically detect changes in mood or speech pathologies and thus provide adaptive information and services.

Conclusions

The use of personalization in health care CAs with unconstrained natural language interfaces has been limited and is not evidence based. While the CAs with personalization features were reported to improve user satisfaction, user engagement, and dialogue quality, little evaluation was performed to measure the extent of personalization and its role in improving health outcomes. Future research in health care CAs could evaluate the impact of personalization on health outcomes and its potential implications on privacy, safety, and decision-making.
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Abstract

Background: Conversational interfaces (CIs) in different modalities have been developed for health purposes, such as health behavioral intervention, patient self-management, and clinical decision support. Despite growing research evidence supporting CIs’ potential, CI-related research is still in its infancy. There is a lack of systematic investigation that goes beyond publication review and presents the state of the art from perspectives of funding agencies, academia, and industry by incorporating CI-related public funding and patent activities.

Objective: This study aimed to use data systematically extracted from multiple sources (ie, grant, publication, and patent databases) to investigate the development, research, and fund application of health-related CIs and associated stakeholders (ie, countries, organizations, and collaborators).

Methods: A multifaceted search query was executed to retrieve records from 9 databases. Bibliometric analysis, social network analysis, and term co-occurrence analysis were conducted on the screened records.

Results: This review included 42 funded projects, 428 research publications, and 162 patents. The total dollar amount of grants awarded was US $30,297,932, of which US $13,513,473 was awarded by US funding agencies and US $16,784,459 was funded by the Europe Commission. The top 3 funding agencies in the United States were the National Science Foundation, National Institutes of Health, and Agency for Healthcare Research and Quality. Boston Medical Center was awarded the largest combined grant size (US $2,246,437) for 4 projects. The authors of the publications were from 58 countries and 566 organizations; the top 3 most productive organizations were Northeastern University (United States), Universiti Teknologi MARA (Malaysia), and the French National Center for Scientific Research (CNRS; France). US researchers produced 114 publications. Although 82.0% (464/566) of the organizations engaged in interorganizational collaboration, 2 organizational research-collaboration clusters were observed with Northeastern University and CNRS as the central nodes. About 112 organizations from the United States and China filed 87.7% patents. IBM filed most patents (N=17). Only 5 patents were co-owned by different organizations, and there was no across-country collaboration on patenting activity. The terms patient, child, elderly, and robot were frequently discussed in the identified records. The terms related to mental and chronic issues were discussed mainly in grants and publications. The terms regarding multimodal interactions were widely mentioned as users’ communication modes with CIs in the identified records.

Conclusions: Our findings provided an overview of the countries, organizations, and topic terms in funded projects, as well as the authorship, collaboration, content, and related information of research publications and patents. There is a lack of broad cross-sector partnerships among grant agencies, academia, and industry, particularly in the United States. Our results suggest a need to improve collaboration among public and private sectors and health care organizations in research and patent activities.
Introduction

The emergence of conversational interfaces (CIs) enables users to talk to a machine [1]. Using conventional pattern match or natural language processing, CIs simulate human conversation through various interaction modalities [2-4]. For example, text-based CIs, also known as chatbots, are commonly presented on messaging platforms where users can converse with bots using textual input (e.g., Facebook Messenger and Slack). Voice-based CIs incorporate a speech channel into the interface and are preferred over traditional graphical interfaces (e.g., keyboard and screen) in visual or hands-off tasks [5]. Recent examples of voice-based CIs include intelligent personal assistants (e.g., Apple Siri, Amazon Alexa, and Microsoft Cortana) and CIs with multimodalities such as embodied conversational agents (ECAs). Multimodality can be designed to engage verbal and nonverbal interactions (e.g., gaze movement, facial expression, and gesture) between the CI system and users [6,7]. This mode can also be implemented using an embodied character and menu-based dialogue module to simulate a dialogue flow [8].

In health care, CIs have been adopted to provide complementary therapy and health behavioral interventions [9-11], assist patient self-management [12-15], and support clinical decision making [16-18]. With the growth of CIs for health, there have been increasing efforts in appraising research in CI design and applications. Laranjo et al [2] identified 17 studies that have investigated 14 unique CI applications for general health-related purposes. These studies reported that CIs have produced positive outcomes related to patient engagement and adherence and decreased self-reported symptoms. A review examined 40 studies regarding CI technologies in hospital settings and proposed a taxonomy that involved interaction context, dialogue types, and architecture attributes. Researchers reported that CIs were primarily designed for physician education and patient counseling purposes [3]. A review of 8 studies that applied CIs to treat mental illness [4] reported positive outcomes and user satisfaction yet inconsistent evaluation of CI technologies.

Despite the rapidly growing research evidence supporting the potentials of CI applications in health care, there is a lack of systematic investigation that goes beyond the published research and incorporates grant and patent activities. This will demonstrate the state of the art from the perspectives of funding agencies, academia, and industry. Research grants reflect funding agencies’ attention to and support for emerging research domains [19,20]. Publications and patents have been widely used to map the emergence of technologies and reveal research and development (R&D) activities [21,22]. A broad scope review using data from multiple sources, such as scientific publications, funding instruments, and patents, will thus provide an overview of the domain landscape and inform stakeholders [23,24] for better CI utilization and research. In addition, a recent report on artificial intelligence (AI) by World Intelligence Property Organization (WIPO) [25] identified the untapped opportunities that AI technologies have brought to health care and called for a broad collaboration and/or coordination among funding agencies, policymakers, researchers, and entrepreneurs. As one of the most promising health care applications of AI, CIs should be given sufficient attention. This study aimed to use data systematically extracted from multiple sources (i.e., grant, publication, and patent databases) to investigate the development and research of health CIs. We examined the following 5 research questions:

- **RQ1:** Basic statistics of the collected records: how many grants, publications, and patents exist for CIs used for health purposes?
- **RQ2:** Analysis of grants: which funding agencies have granted the largest amount of funds in CIs and which organizations have received funds in CIs?
- **RQ3:** Analysis of research publications: who are the top contributors to research publications, who are their main collaborators, and how are they distributed geographically?
- **RQ4:** Analysis of patents: where were the patents filed (i.e., country) and who were the most active patent assignees (i.e., organizations)?
- **RQ5:** Analysis of topic terms: what terms were frequently addressed in grants, publications, and patents and what potential gaps can be identified for future research?

Methods

Data Collection

To identify grants, publications, and patents, we created a search strategy adapted from previously published works that include CI-related terms [1,2,21,26], such as spoken dialogue system, conversational agent, chatbot, social robot, virtual agent, and question-answer system. The health-related terms covered both generic health term variations and key stakeholders, such as health, healthcare, medicine, clinic, physician, patient, and caregiver. In addition, we used a snowball process to collect synonyms, term variations, and relevant terms to build a search term thesaurus for this study [27]. Search queries were modified for different databases (see Multimedia Appendix 1).

We systematically searched 9 databases to identify granted projects, research publications, and patents from January 2008 to December 2018 that were for health purposes (Table 1). Initial searches were conducted in August 2018 and updated in January 2019. The databases for grant search included Federal RePORTER and Community Research and Development Information Service (CORDIS). Federal RePORTER is a publicly available database of scientific funding projects by federal agencies, including National Institutes of Health (NIH), National Science Foundation (NSF), the Agency for Healthcare Research and Quality (AHRQ), Department of Agriculture,
National Aeronautics and Space Administration, Department of Defense, Environmental Protection Agency, and Department of Education. For a broader coverage of funding records, we also searched the Europe Commission (EC) by using CORDIS, a primary information source of funded projects in the European Union countries.

The publication search was conducted in 6 bibliographic databases that index literature in technology, biomedical, and health sciences (Table 1). Publications were limited to conference papers, journal articles, and book sections and excluded meeting abstracts, editorials, letters, or lecture notes.

We retrieved the filed and granted patents from Derwent Innovation Index (DII). Sponsored by Clarivate Analytics, DII is a widely used database in patent bibliometric analysis and has a broad coverage of over 37 million inventions and 70 million patents from 52 authorities in the world [24,28].

After searches were completed, the retrieved records from the 9 selected databases were aggregated and deduped in EndNote (Clarivate Analytics). Particularly, if a record had a duplication, we only kept the one which had complete data fields. We also cross-checked other data resources for the missing parts of the records.

**Table 1. Databases of grants, publications, and patents.**

<table>
<thead>
<tr>
<th>Data type</th>
<th>Database searched</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grants</td>
<td>Federal RePORTER and Community Research and Development Information Service</td>
</tr>
<tr>
<td>Publications</td>
<td>Web of Science, PubMed, Scopus, EMBASE, Association for Computing Machinery Digital Library, and Cumulative Index of Nursing and Allied Health</td>
</tr>
<tr>
<td>Patents</td>
<td>Derwent Innovation Index</td>
</tr>
</tbody>
</table>

**Data Screening**

We included grants, scientific publications, and patents that were relevant to the design, development, improvement, deployment, or evaluation of CIs for health purposes. A record was excluded if (1) it was awarded, published, or filed before 2008; (2) on cross-check, it missed any of the following fields: organization recipients of a grant, grant agency, grant size, or budget year; title, abstract, or author affiliation; and country, patent assignee, or priority date; and (3) it was irrelevant to CI technologies for health purposes. For example, we included the records that reported systems, programs, and interfaces, which enabled users to issue command requests or engage in dialogue/chats in different input modalities (eg, text based, spoken, menu selection, or multimodal). We excluded the records that did not involve or specify the abovementioned modes, such as pet robot, nonverbal virtual robots, and the Internet of Things. We also excluded the records that examined CIs for nonhealth purposes. For patents, we included the records that claimed CI inventions that can be used for health purposes. After deduping and cleaning the data, ZX manually screened the titles and abstracts of the records, and the records with uncertainty were discussed at team meetings and resolved by co-authors (Figure 1).

**Figure 1.** Data collection and screening.

**Data Analysis**

We employed bibliometric analysis, social network analysis (SNA), and term co-occurrence analysis techniques to analyze the abstracted data (Table 2). Bibliometric analysis is the quantitative analysis of scientific publications [29]. It has been widely used for measuring research and patenting performance [21,30] and recently extended to measuring research funding dynamics [23,24]. SNA was originally developed for social structure study. Using bibliographic data, SNA expands the scope of bibliometrics by revealing the co-authorship among different research units [31,32]. Built on network theory and bibliometrics, the term co-occurrence analysis represents the knowledge components of a document by key terms and their co-occurrence relationship [33]. Researchers have used the term
co-occurrence approach to explore potential research topics in scientific publications [34,35].

Table 2. Extracted data fields, analysis methods, and metrics.

<table>
<thead>
<tr>
<th>Data sample</th>
<th>Data fields</th>
<th>Analysis methods</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grant</td>
<td>Title, abstract, grant agency, granted organization, grant size, and grant start year</td>
<td>Bibliometric analysis, social network analysis, and term co-occurrence analysis</td>
<td>Number of funded projects, grant size, project counts, project duration, funding and recipient agency and organizations, and topic co-occurrence</td>
</tr>
<tr>
<td>Publication</td>
<td>Title, abstract, affiliation, and publication year</td>
<td>Bibliometric analysis, social network analysis, and term co-occurrence analysis</td>
<td>Number of publications, organizational network, and topic co-occurrence</td>
</tr>
<tr>
<td>Patent</td>
<td>Title, abstract, patent assignee, and the priority date</td>
<td>Bibliometric analysis, social network analysis, and term co-occurrence analysis</td>
<td>Number of patents, organizational collaboration network, and topic co-occurrence</td>
</tr>
</tbody>
</table>

We used the priority date as the time stamp for patent data, which is the date when the first patent application in a patent family was filed at a patent office (priority application) and which is often used to establish the priority of an invention [36].

We used both VOSviewer (version 1.6.9) and Tableau for data analysis and visualization. VOSviewer is a bibliometric network analysis software to conduct SNA for collaboration networks and term co-occurrence analysis for topic analysis [37,38]. For SNA, each organization was represented as a node, and each collaboration between 2 nodes was represented by a link. For the term co-occurrence analysis, key terms were extracted from the title and abstract of the records. We used a density map to visualize the disclosed key terms. The importance of a topic was measured by frequency of terms (ie, counts of a term) and its co-occurrence with other terms. The synonyms of extracted key terms were consolidated for visualization. For example, the extracted terms child, children, and kid were merged and standardized as child.

Figure 2. Number of grants, research publications, and patents between 2008 and 2018.

Results

The Number of Grants, Research Publications, and Patents

After data screening, we obtained a dataset with 42 grants, 428 research publications, and 162 patents related to CIs for health purposes. As displayed in Figure 2, the number of grants has remained steady from 2008 to 2018, with an average of 3.8 projects per year. The number of publications increased since 2010, with an average growth rate of 22.1% per year, which then reached a peak in 2015. The number of patents also grew from 2010 to 2017, with an annual growth rate of 22%. The US patent applications filed on and after 2018 are not publicly available until 18 months after the application’s earliest filing date [36], causing the drop-in number of patent records in 2018.

Analysis of Grants

Among the 42 funded research projects focusing on CI technologies for health purposes, the total dollar amount of grants awarded was US $30,297,932, of which US $13,513,473 was awarded by funding agencies in the United States, and US $16,784,459 was awarded by the EC (Table 3 and Figure 3).

The top 3 funding agencies in the United States were NSF, NIH, and AHRQ, which overall funded 45.2% of the included projects. Among the 6 EC-funded projects identified in this study, the EC grants were allocated to 10 countries, that is, the United Kingdom, Spain, France, Italy, Germany, Norway, Belgium, Israel, Latvia, and Romania (Table 4), for either individual or collaborative projects.
Table 3. Grant count, size, and average duration of projects.

<table>
<thead>
<tr>
<th>Agency</th>
<th>Project count</th>
<th>Percentage of total count</th>
<th>Grant size</th>
<th>Percentage of total grants</th>
<th>Months of project, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Science Foundation (the United States)</td>
<td>19</td>
<td>45.2</td>
<td>US $8,686,669</td>
<td>28.67</td>
<td>33.9 (15.9)</td>
</tr>
<tr>
<td>National Institutes of Health (the United States)</td>
<td>16</td>
<td>38.1</td>
<td>US $4,645,612</td>
<td>15.33</td>
<td>34.9 (17.4)</td>
</tr>
<tr>
<td>Agency for Healthcare Research and Quality (the United States)</td>
<td>1</td>
<td>2.4</td>
<td>US $181,192</td>
<td>0.60</td>
<td>24.0 (N/A)</td>
</tr>
<tr>
<td>Europe Commission (European Union)</td>
<td>6</td>
<td>14.3</td>
<td>US $16,784,459</td>
<td>55.40</td>
<td>33.0 (6.7)</td>
</tr>
</tbody>
</table>

*aNot applicable.

Figure 3. Grant size (USD) and project duration (months) from 2008 to 2018. AHRQ: Agency for Healthcare Research and Quality; EC: Europe Commission; NIH: National Institutes of Health; NSF: National Science Foundation.

Table 4. The grant size and number of grant recipients by country.

<table>
<thead>
<tr>
<th>Country</th>
<th>Organization recipients count</th>
<th>Total grant size</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>27</td>
<td>US $13,513,473</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>9</td>
<td>US $3,914,721</td>
</tr>
<tr>
<td>Spain</td>
<td>8</td>
<td>US $3,048,271</td>
</tr>
<tr>
<td>France</td>
<td>5</td>
<td>US $2,350,823</td>
</tr>
<tr>
<td>Italy</td>
<td>5</td>
<td>US $2,567,397</td>
</tr>
<tr>
<td>Germany</td>
<td>4</td>
<td>US $2,120,652</td>
</tr>
<tr>
<td>Norway</td>
<td>2</td>
<td>US $1,392,323</td>
</tr>
<tr>
<td>Belgium</td>
<td>1</td>
<td>US $330,315</td>
</tr>
<tr>
<td>Israel</td>
<td>1</td>
<td>US $218,738</td>
</tr>
<tr>
<td>Latvia</td>
<td>1</td>
<td>US $639,540</td>
</tr>
<tr>
<td>Romania</td>
<td>1</td>
<td>US $201,680</td>
</tr>
</tbody>
</table>

The 42 funded projects involve a total of 64 granted organizations (Figure 4). Among the 27 US grantee organizations, 26 were research institutes. Boston Medical Center was awarded the largest grant size with 3 projects funded by NIH with a total amount of US $2,065,245 and 1 project funded by AHRQ with the amount of US $181,192. These 4 projects were granted for designing and evaluating CIs to improve patients’ engagement [39], for palliative care of patients...
with advanced illness, for reducing cardiopulmonary rehospitalization [40], and for treating comorbid depression (no outcomes reported). In Europe, the EC funded 18 private companies and 19 academic institutes. The University of Edinburg received the largest grant for a project that applied CI technology to support the treatment of major depression (ie, US $1,758,786) [41].

Figure 4. Grant agencies and granted organizations network. AHRQ: Agency for Healthcare Research and Quality; EC: Europe Commission; NIH: National Institutes of Health; NSF: National Science Foundation.

Analysis of Research Publications

This study identified a total of 428 publications authored by researchers from 58 countries. As shown in Table 5, the researchers from the United States published 114 manuscripts on CI technologies for health purposes. The other countries that have published the most about this line of work included Japan (npublication=34), France (npublication =33), China (npublication=28), the United Kingdom (npublication =24), Italy (npublication =21), Malaysia (npublication=20), Germany (npublication=17), and the Netherlands (npublication=16). Overall, researchers in European countries produced about 31.1% of the total publications compared with 19.2% by researchers in Asian countries.

Among the 566 organizations with which the authors were affiliated, 95 organizations (16.8%) contributed at least two publications, including 85 academic institutions, 6 hospitals, and 4 companies or private organizations. As shown in Table 5, the top 3 most productive institutes were Northeastern University, the Universiti Teknologi MARA System in Malaysia, and the French National Center for Scientific Research (also known as and shown as CNRS).

Regarding organizational collaboration, 246 of 428 publications (57.5%) were co-authored by researchers from at least two organizations. Overall, 463 organizations participated in interorganizational collaborations, whereas 303 organizations had more than 1 external collaborator. The top 5 institutes were CNRS (20 collaborators), Inserm (14 collaborators), Osaka University (13 collaborators), Northeastern University (11 collaborators), and the University of Naples Federico II (11 collaborators; Figure 5). A total of 2 collaboration clusters were identified from the organizational collaboration network with Northeastern University and CNRS as the central nodes.

The project duration varied from 3 to 69 months. For example, Auburn University and the University of South Florida were granted 3-month funding from NSF and NIH, respectively. The University of Delaware received funding that lasted for 69 months.
Table 5. The number of publications by country and organization (Top 10), N=248.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Publication by country</th>
<th>Publication by organization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Country</td>
<td>Publication count, n (%)</td>
</tr>
<tr>
<td>1</td>
<td>United States</td>
<td>114 (26.6)</td>
</tr>
<tr>
<td>2</td>
<td>Japan</td>
<td>34 (7.9)</td>
</tr>
<tr>
<td>3</td>
<td>France</td>
<td>33 (7.7)</td>
</tr>
<tr>
<td>4</td>
<td>China</td>
<td>28 (6.5)</td>
</tr>
<tr>
<td>5</td>
<td>United Kingdom</td>
<td>24 (5.1)</td>
</tr>
<tr>
<td>6</td>
<td>Italy</td>
<td>21 (4.9)</td>
</tr>
<tr>
<td>7</td>
<td>Spain</td>
<td>21 (4.9)</td>
</tr>
<tr>
<td>8</td>
<td>Malaysia</td>
<td>20 (4.7)</td>
</tr>
<tr>
<td>9</td>
<td>Germany</td>
<td>17 (4.0)</td>
</tr>
<tr>
<td>10</td>
<td>Netherlands</td>
<td>16 (3.7)</td>
</tr>
</tbody>
</table>

Figure 5. Publication organizational co-authorship network at country level. Each node represents an organization, and the size of the node represents publication count. CNRS: National Center for Scientific Research.

In addition to academic institutions, 5 hospitals/medical centers (ie, Chiba Rosal Hospital, Mahak Hospital, Boston Medical Center, Spectrios Institute for Low Vision, and National Rehabilitation Center for Persons with Disabilities in Japan), and 3 nonacademic institutions (ie, TNO, IBM, and Chicago Lighthouse) were involved in the collaboration network. The only collaboration across 3 types of organizations was among Loyola University, Chicago Lighthouse (a nonprofit social service organization), and the Spectrios Institute for Low Vision (Figure 6).
Analysis of Patents
Among the 162 patents reviewed in this study, the United States and China filed the majority of the patent inventions, 78 and 69 respectively, and they are followed by Japan (n\textsubscript{patent} = 7) and South Korea (n\textsubscript{patent} = 6). Regarding the patent assignees, 112 organizations were identified, including 98 private companies and 14 research institutes. Among research institutes, 9 were based in China, 2 in Japan, 2 in the United States, and 1 in South Korea. IBM filed more patents (n\textsubscript{patent} = 17) than all the other organizations or companies. Organizations that filed more than 2 patents were Vocollect Healthcare (n\textsubscript{patent} = 6), Google (n\textsubscript{patent} = 4), Next It Corp (n\textsubscript{patent} = 3) and Samsung (n\textsubscript{patent} = 3).

With regard to the collaboration among patent assignees, we only identified 5 collaboration patents that were co-assigned to 5 pairs of organizations in the United States, Japan, and China. They included (1) Puretech Management Inc and Bose Corp (United States), (2) Next It Corp and Verint Americas Inc (United States), (3) University of Kyoto and Toyota (Japan), (4) Jiangsu province Hospital and Nanjing Zhongyue Information Technology Company (China), and (5) University of South China Technology and Guangzhou Lvsong Biotechnology Company (China). Furthermore, this study did not find any cross-country patent collaborations among identified assignees.

Analysis of Topic Terms
Grants
The most commonly occurring terms (Figure 7) included patient, child, intervention, robot, and speech. The grants primarily focused on the patient, and 7 projects targeted the child or elderly populations. In addition, the term asd (ie, autism spectrum disorder [ASD]) was in very close proximity with child and occurred in 5 funded projects. For example, an NIH-sponsored project at the University of Connecticut and the University of Delaware in 2009 used social robots to support children with ASD. The term elderly was also addressed in 7 grants. For example, Auburn University and Clemson University proposed a project, funded by NSF in 2009, aimed to use CI to improve older adults’ quality of life. Furthermore, speech seems to be a preferred interaction modality in the proposals. For example, the University of Texas Dallas was funded by NSF to create a speech-enabled CI, which aimed to help individuals with hearing impairment and autistic children improve communication skills.
Publications

The terms with top occurrence in publications were robot, patient, and child (Figure 8). In addition, asd appeared together with child in 46 publications [42, 43]. Other disease-related terms discussed in the publications included aphasia (3.7%, 16/428) [44, 45], cerebral palsy (2.8%, 12/428) [46, 47], stroke (2.6%, 11/428) [48, 49], cancer (1.4%, 6/428) [50, 51]. The key term elderly was addressed in 42 publications [52, 53]. The term multimodal occurred in 39 publications [54, 55], and specific terms associated with multimodal interaction were gesture (10.3%, 44/428), voice (10.0%, 43/428), and facial expression (5.1%, 22/428). Furthermore, NAO robot, a humanoid robot developed by SoftBank Robotics, was investigated in 87 publications (20.3%) [42, 43].

Figure 7. Heatmap of the topic terms that occurred in more than 4 granted projects.
The terms with top occurrence in patents (Figure 9) included patient, voice, and electronic device. Other key terms reflected the system components of CIs [56,57], such as speaker (18.5%, 30/162), microphone (15.4%, 25/162), and communication module (6.2%, 10/162). In addition, the terms robot (n_paten=34, 21.0%, 34/162), sensor (14.8%, 24/162), and voice interaction (42.6%, 69/162) were closely positioned and co-occurred frequently [58,59]. Another frequently occurred term was question (16%, 26/162), which also appeared closely with question answering systems, (9.3%, 15/162) [60,61]. The stakeholders addressed in the patents included not only patient but also physician (3.1%, 5/162) and elderly (2.5%, 4/162) [62,63].
Discussion

Principal Findings

This is the first study to systematically examine emerging CIs for health purposes using grants, research publications, and patent data. We found increasing efforts in recent years in exploring health-related applications of CIs.

There has been an increase in government funding support in this field in the United States and European countries since 2008. The total dollar amount of EC grants was higher than that of US grants. Research institutes and private organizations have been involved and awarded almost equally in European countries, whereas research institutions were the only type of awardee in the United States. These results may suggest that funding agencies in the United States need to encourage more collaboration between academia and industry.

The research publications are mainly from a few countries and institutions, and there is a lack of international collaborations across countries. US researchers have been leading in the number of publications about CIs for health. Northeastern University was the leading institute that has focused on the design and evaluation of CIs for health education and behavioral intervention in clinical settings, such as information access to clinical trials for cancer [39], depression therapy [64], or spinal cord injury recovery [65]. This university has established a wide research collaboration network, but its collaborators are mainly domestic institutions. Researchers in European countries produced about one-third of the included publications. CNRS, a prominent French research institute, has applied CIs to tackle health issues such as substance use disorder [66] and depression [67]. The collaboration in European countries is centered on France, and collaboration with US institutions is rarely observed, suggesting that CI research is still geographically isolated, and more cross-country collaboration could be encouraged. The Universiti Teknologi MARA system in Malaysia was the major contributor to research publications in Asia. Their research has focused on adopting the robot NAO in interventions and rehabilitation for patients with mental or brain disorders (eg, ASD [68] and cerebral palsy [69]). Osaka University in Japan had the most research collaborators compared with other Asian institutes. The institutions in Malaysia and China, on the other hand, were not actively involved in CI research collaboration. In addition to the lack of collaboration between countries, there is also a lack of collaboration between researchers and health care professionals. Several hospitals and medical centers engaged in interorganizational collaborations, but the number of such collaborations is still small. This may explain the existing challenge of insufficient clinical evaluation of CIs, inconsistent results, and high concern for patient safety, which were disclosed by previous studies [2,70,71]. In addition, the function of CIs in patient care requires substantial domain knowledge and an adequate understanding of human emotion [72]. Given these facts, the involvement of health care providers is important in design and clinical evaluation for better user-centered CI functions and improved patient outcomes.

The United States and China were the 2 most active countries in patenting activities, but the major players were different.
the United States, private companies (eg, IBM, Voccollect Healthcare, and Google) have dominated patent applications, whereas in China, academic institutions are most actively engaged in patent applications. This finding is consistent with results from the WIPO’s report on AI [25], which suggested that China has paid increasing attention to research-innovation translation. In addition, co-owned patents among university and companies were rarely identified in this study, which may suggest that academia-industry collaboration in patent activities related to CIs for health is currently uncommon, and further efforts are required to bridge this gap.

This study also presented key topic terms regarding the targeted users, health issues, and interaction modality. Overall, both patient and robot were addressed by all 3 types of records. Child and elderly appear to be 2 major user-related terms frequently discussed. For example, Northeastern University investigated computer-based ECA, which served as a humanoid assistant for patients with low literacy [73,74]. IBM’s inventions, which primarily concerned clinical QA systems, helped physicians and other medical professionals to search medication evidence and supported their clinical decisions [60,61].

In terms of targeted health issues, this study found CIs were mainly used for addressing mental health and chronic diseases. The asd is the most frequently investigated term in grant applications and publications. It often occurred along with children and robot. This finding is consistent with the results from previous studies [2,75,76] that robots have been widely used to treat children with ASD by promoting their social behaviors and improving their communication skills. Our results also revealed that CIs were adopted to manage chronic diseases, such as stroke [46], cancer [47], and dementia [77]. These health issues usually require long-term treatment and intensive care. CIs, as a supplement to health care providers, can be used to promote communication and provide a support companion for patients with ASD [42,43] and to deliver interventions and management for patients with chronic diseases [48-51].

Regarding the human-CI interaction modality, we found that the CI interface was favorably presented as robot and that multimodality was widely discussed in publications and patents. For example, NAO robots interacted with users in both verbal and nonverbal modes and provided face-to-face communication and physical touch. More than 80 publications reported findings about the applications of this humanoid robot among patients with various health issues, including improving communication skills for children with ASD (eg, [42,43]), reducing distress for cancer patients (eg, [50]), and providing functional and emotional support for the elderly (eg, [52,78]). NAO’s hybrid communication channels (eg, speech, eye contact, and body movement) contributed to users’ in-depth engagement to achieve desired behavior change. This may suggest that the multimodal robot has become one of the main forms of CIs for health purposes. However, it does not mean that this is the only or best way to design or implement CIs for health. Instead, different approaches in presenting CIs for health can potentially benefit health care resolutions in different clinical scenarios [2,3]. Overall, empirical evidence has confirmed the positive effects of CIs’ multimodal interface on medication adherence, social activity, and elderly patients’ learning processes [3]. Nevertheless, there is a lack of consistency and evidence of long-term clinical effects of the CIs [75]. Therefore, future research should deepen the understanding of user interaction with multimodal CI agents and the corresponding impacts on patient outcomes.

Limitations

The study has several limitations. First, the selection of databases in this study introduced bias because we included only records released in English. Therefore, the results did not reflect any grants, research, and patenting activities reported in other languages. Second, during the data screening process, although the uncertain cases were reviewed and discussed by co-authors, only the first author screened the entire retrieved records, which may have led to bias in records inclusion and exclusion and consequently affected the results. Third, privately funded projects were not included in the analysis of grants data because of lack of access to private funding databases. Finally, the 3 types of data (ie, grants, publications, and patents) were retrieved and analyzed independently. There were no direct data mapping and integration across these data sources. Thus, results in this study should not be interpreted with respect to the relationship between public research investment, research outcomes, and patenting activities.

Conclusions

This study systematically analyzed CI technologies for health purposes using data extracted from multiple information sources. Our findings provided an overview of the countries, organizations, and topic terms in funding activities as well as the authorship, collaboration, contents, and related information of research publications and patents. Overall, the inclusion of grants and patents in addition to publications has presented complementary insights into the R&D landscape of the use of CIs for health purposes. Our results have shown that there is a lack of cross-sector collaboration among grantees in the United States. In addition, international collaboration in research should be encouraged among the institutes to sustain the growth of CI application in health. The academic-industrial collaboration should also be fostered in patenting activities. Although current CIs have focused extensively on mental health problems and chronic diseases, future research needs to extend CI technologies to more diverse health issues via safer and more engaging multimodal interfaces.
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Abstract

Background: The data regarding the use of conversational agents in oncology are scarce.

Objective: The aim of this study was to verify whether an artificial conversational agent was able to provide answers to patients with breast cancer with a level of satisfaction similar to the answers given by a group of physicians.

Methods: This study is a blind, noninferiority randomized controlled trial that compared the information given by the chatbot, Vik, with that given by a multidisciplinary group of physicians to patients with breast cancer. Patients were women with breast cancer in treatment or in remission. The European Organisation for Research and Treatment of Cancer Quality of Life Group information questionnaire (EORTC QLQ-INFO25) was adapted and used to compare the quality of the information provided to patients by the physician or the chatbot. The primary outcome was to show that the answers given by the Vik chatbot to common questions asked by patients with breast cancer about their therapy management are at least as satisfying as answers given by a multidisciplinary medical committee by comparing the success rate in each group (defined by a score >3). The secondary objective was to compare the average scores obtained by the chatbot and physicians for each INFO25 item.

Results: A total of 142 patients were included and randomized into two groups of 71. They were all female with a mean age of 42 years (SD 19). The success rates (as defined by a score >3) was 69% (49/71) in the chatbot group versus 64% (46/71) in the physicians group. The binomial test showed the noninferiority (P<.001) of the chatbot’s answers.

Conclusions: This is the first study that assessed an artificial conversational agent used to inform patients with cancer. The EORTC INFO25 scores from the chatbot were found to be noninferior to the scores of the physicians. Artificial conversational agents may save patients with minor health concerns from a visit to the doctor. This could allow clinicians to spend more time to treat patients who need a consultation the most.

Trial Registration: Clinicaltrials.gov NCT03556813, https://tinyurl.com/rgtlehq

(J Med Internet Res 2019;21(11):e15787) doi:10.2196/15787
KEYWORDS
chatbot; clinical trial; cancer

Introduction

Background
Chatbots can imitate human conversation by using a field of artificial intelligence (AI) known as natural language processing. Chatbots are now widely used in several forms as voice-based agents, such as Siri (Apple), Google Now (Google), Alexa (Amazon), or Cortana (Microsoft). Text-based chatbots are available as Messenger (Facebook) agents or as stand-alone mobile or Web apps. They provide information and create a dynamic interaction between the agent and the user, without human back-end intervention. The concept of an artificial conversational agent dates back to 1950, when Alan Turing envisioned a future where a computer would be able to express itself with a level of sophistication that would render it indistinguishable from humans [1].

In health care, the first example of a computer program used as a conversational agent was Joseph Weizenbaum's ELIZA, a program that mimicked a Rogerian psychotherapist and that was able to rephrase the patient’s sentences as questions and provide prerecorded answers [2]. In 1991, Dr Sbaitso was created as an AI speech synthesis program for MS-DOS personal computers. In this software, Dr Sbaitso was designed as a psychologist, with very limited possibilities [3]. Four years later, the chatbot, Artificial Linguistic Internet Computer Entity, was created to include 40,000 knowledge categories and was awarded the Loebner Prize thrice [4]. In 2001, SmarterChild was made available as a bot distributed across SMS networks and is now considered as a precursor to Apple’s Siri, which was released on iPhones in 2010. Patients can now use chatbots to check for symptoms and to monitor their health, but the relevance and validity of chatbots have rarely been assessed [5-7].

Objective
Wefight designed a chatbot named Vik for patients with breast cancer and their relatives via personalized text messages. Vik provides information about breast cancer and its epidemiology, treatments, side effects, and quality of life improvement strategies (sport, fertility, sexuality, and diet). More practical information, such as reimbursement and patients’ rights, is also available. Chaix et al [8] showed that it was possible to obtain support through a chatbot as Vik improved the medication adherence rate of patients with breast cancer. Vik is available for free on the Web, on any mobile phones, iOS (Apple) or Android (Google), or on Messenger (Facebook).

This study is a blind, noninferiority randomized controlled trial that compared the information given by the Vik chatbot versus that given by a multidisciplinary group of physicians (medical, radiation, and surgical oncology) to patients with breast cancer (NCT03556813). The EORTC QLQ-INF025 questionnaire, which was validated to assess information of patients with cancer [9], was adapted and used to compare the quality of the information provided to the 2 groups of patients by the physician or the chatbot.

Methods

Study Design and Participants
The study was a blind, noninterventional, noninferiority randomized study, without any risk or burden. It was conducted in France in November and December 2018.

The authors selected the 12 most frequently asked questions about breast cancer from Vik’s database (Multimedia Appendix 1). These questions were then asked both to the Vik chatbot and to a multidisciplinary medical committee (oncologist surgeon, medical oncologist, and oncologist radiotherapist; Figure 1). The second independent multidisciplinary group of physicians ensured that each group’s answers did not provide inaccurate information. Institutional affiliations of the coordinating team were not displayed.

Patients were recruited with the help of a French breast cancer patients association (Mon Réseau Cancer du Sein). They were filtered for eligibility based on the inclusion criteria (age >18 years, female, subjects with breast cancer in treatment or remission, nonopposition, and internet literacy). Participants were compensated for their time. This study was approved by an ethics committee independently selected by the French Ministry of Health (N° ID RCB: 2018-A01365-50) and registered in the ClinicalTrials.gov database (NCT03556813). The data collected were anonymized and then hosted by Wefight on a server compliant with health care data storage requirements. Consent was collected online before the start of the study. In accordance with the French and European laws on information technology and civil liberties (Commission Nationale Informatique et Libertés, Règlement Général pour la Protection des Données), users had a right of use at their disposal to verify its accuracy and, if necessary, to correct, complete, and update it. They also had a right to object to their use and a right to delete these data. General conditions of use were displayed and explained very clearly, and they must be accepted before using the questionnaire. No demographic data beyond age were asked or gathered to participate in the study.
Chatbot Design

Wefight designed a chatbot named Vik to empower patients with cancer and their relatives via personalized text messages. Vik’s answers are very diverse, and patients can find all the relevant, quality-checked medical information they need. Vik’s architecture is composed of several technological parts allowing a fine analysis of the questions posed by the patients and an adapted treatment of the answer.

For a chatbot to be fully developed, both machine learning algorithms and natural language processing are required. To build a chatbot, there are 2 crucial components to be supervised: intent classification and entity recognition. To understand the users’ messages and send personalized answers, the conversation goes through 3 steps: the first step analyzes the sentence and identifies intents and entities by using machine learning. The second stage activates modules according to the intents and entities detected by the first stage, and the third stage aggregates the answers of all activated modules to build the answer sent to the user and saves the conversation on the user’s profile.

For the patient, the use of a chatbot is very simple. It is a classic chat on a conversation window. The patient asks a question by writing it on his or her keyboard, and the chatbot answers directly in simple and understandable language.

Procedures

Patients were randomized (1:1) blindly and received either the responses of the Vik chatbot or the responses of the medical committee to the predefined 12 questions, as previously explained. Participants were shown each question in order, and blinded responses were directly delivered as Web-based text messages for each group. The full answer for each question from either Vik or experts was directly shown to the participants upon activation of each question by the participants. There was no actual conversation per question nor the necessity of natural language processing for each question. Patients were then asked
to complete an adapted version of the EORTC QLQ-INFO25 questionnaire online, assessing the quality of medical information received based on each response. A total of 21 items of the EORTC QLQ-INFO25 questionnaire were included (Multimedia Appendix 1).

Outcomes
The perceived quality of the answers was assessed using the QLQ-INFO25 questionnaire that uses a scale of satisfaction graded from 1 to 4.

The primary objective was to assess the overall perceived quality of the answers given by the Vik chatbot to common questions asked by patients with breast cancer about their therapy management compared with answers given by a multidisciplinary medical committee (oncologist surgeon, medical oncologist, and radiotherapist oncologist), by comparing proportions of success in the physicians’ and Vik’s group. The secondary objective was to compare the average scores obtained by the chatbot and by the physicians for each individual INFO25 item. Gradings for the 21 items were averaged to define an overall score for each patient, in each group. We defined success as a grade greater than or equal to 3. Descriptive statistics were used to summarize patient characteristics by treatment group.

Statistical Analysis
This study used a randomized phase III design with an alpha of 0.05 and a beta of 0.2 with a noninferiority limit of 10%. The effect size was based on a published EORTC INFO25 validation study [9]. This noninferiority limit of 10% was chosen as an acceptable difference for patient satisfaction. In view of these assumptions, the trial required at least 142 patients randomly assigned to the 2 groups. A 1-sided binomial test using the method of Mietinen and Nurminen was performed to compare the difference between the proportions of success in the 2 groups for questions 1 to 19 and the noninferiority limit. Noninferiority was declared if the \( P \) value of the test is lower than .05. For each item, confidence interval of the difference between the proportions of success in the physicians’ group and Vik’s group was estimated using the Wald Z method. Noninferiority was declared when the upper limit of a 2-sided 90% CI, equivalent to a 1-sided 95% CI, did not exceed the noninferiority limit of 10%.

Results
Analysis Size
Between November and December 2018, we included a total of 142 patients, divided into 2 groups of 71. For each group, the numbers of participants who were randomly assigned received the intended treatment and were analyzed for the primary outcome. A single intervention was performed for this study. All participating patients finished the evaluation. They were all female with a mean age of 42 years (SD 19).

Descriptive Analysis
Patients responded to the questionnaire in an average of 15 min (SD 4). The first group of 71 patients received the responses from Vik, and the second group received the responses from physicians. The average global rating was 2.86 (median 3, IQR 2-4). The success rates (as defined by a score >3) were 69% in the chatbot group versus 64% in the physicians group. Patients assessing physicians’ answers gave an average rating of 2.82, whereas patients assessing Vik’s answers gave an average rating of 2.89 (Multimedia Appendix 2).

A total of 62.0% of patients (88/142) would have liked to get even more information (65% [46/71]) in the physicians’ group and 59% ([42/71] in Vik's group), whereas only 4.2% (6/142) would have liked to get less. A total of 83.1% of patients (118/142) found answers helpful (82% [58/71] in the physicians’ group and 85% [60/71] in Vik’s group), and 81.0% (115/142) were satisfied with the amount of information they have received (77% [55/71] in physicians’ group and 85% [60/71] in Vik's group).

Comparison of Patient Groups
Primary Objective
The difference between success rates in the physicians’ group and Vik’s group was –0.03 (95% CI -0.07 to 0.00). Furthermore, the binomial test showed a noninferiority (\( P<1e-14 \)) between the perceived quality of the chatbot responses and that of the physicians, as assessed by EORTC INFO25.

Secondary Objective
Both-sided 90% CI, equivalent to 1-sided 95% CI was computed for the difference between proportions of success in the physicians’ group and Vik’s group for each item (Multimedia Appendix 2). For 12 items of them, the noninferiority can be declared as the upper limit of the 95% CI did not exceed the 0.1 noninferiority limit (Figure 2). For the rest of them (9 items), the upper limit of the 95% CI crossed the 0.1 noninferiority limit. For these items, the noninferiority cannot be claimed. These items include questions 2 and 3 about breast cancer stages and causes, question 4 about whether or not the cancer is under control, 4 questions related to treatments (types, benefits, and side effects), and 2 questions related to care outside of the hospital.
Discussion

Principal Findings

This is the first study that rigorously assessed an artificial conversational agent used to inform patients with cancer, but the study has limitations: we did not evaluate the demographic features of the patients who answered the survey to remain in compliance with the European General Data Protection Regulation. Patients were recruited in our study through a patients association mailing list, which means that they could potentially be younger than the average population of patients with breast cancer, have more digital literacy skills, and be more open-minded toward digital tools, even if the 2 groups were blinded and did not know if they received the answers from the chatbot or from the group of physicians.

Chatbot Assessment

A search on ClinicalTrials.gov currently returns only 4 trials evaluating chatbots in health care: in the United Kingdom, a nonrandomized trial is being performed by the National Health Service to compare the Babylon chatbot with the nonemergency 111 telephone number [10]. Patients interact with an automatic agent to describe their symptoms. Advices and information are given in return by the chatbot. The second trial, The Buddy Study (NCT02742740) evaluates an Embodied Conversational Agent (ECA) Oncology Trial Advisor for Cancer Trials that acts as an advisor to patients on chemotherapy regimens, promoting protocol adherence and retention, providing anticipatory guidance, and answering questions. The chatbot also serves as a conduit to capture information about complaints or adverse events. Usability metrics will include session time, satisfaction, and error rates. Subjects will be identified from among patients on chemotherapy regimens at the Boston Medical Center [11]. All subjects will be enrolled for 2 months and randomized to the chatbot group or control group. The primary outcome will be treatment protocol adherence, defined by the number of treatment visits attended/number of treatment visits scheduled. The secondary outcome will measure subject satisfaction, number of adverse events as reported through the ECA and directly to clinic by patient, time to detect and resolve adverse events as reported through the ECA and directly to clinic by patient, and adverse event false alarm rate as reported through ECA and directly to clinic by patient. The third study, the RAISE project (NCT01458002) [12], is designed to promote exercise and sun protection. The primary aims were to develop
and assess the effectiveness of a tailored internet intervention on a national sample, to develop and assess the effectiveness of the internet intervention enhanced by a relational agent, and to determine if the intervention with the relational agent can outperform the regular tailored internet intervention. The study will include 3 groups (control, internet, and internet plus relational agent). A representative national sample of 1639 individuals at risk for both behaviors will be recruited.

Randomized studies demonstrating the superiority (or at least noninferiority) of chatbots, compared with an intervention performed by a physician, do not exist. However, if chatbots are to be safely used by a large number of patients, they must be evaluated like a medical device or even a drug. The consequences of a medical chatbot dysfunction could potentially have a significant negative impact, such as misdiagnosis, delayed diagnosis, inappropriate self-medication, or bad treatment adherence. Their use should not be promoted without conducting thorough investigations.

Conclusions

The data regarding the use of conversational agents in health care in general and oncology in particular are limited, which is in sharp contrast with their potential benefits for the patients and the health care system. In this phase III, blind, noninferiority, randomized controlled trial, the EORTC INFO25 scores from the chatbot were found to be noninferior to the scores of the group of physicians. Conversational agents may save patients with minor health concerns from a visit to the doctor. This could allow clinicians to spend more time to treat patients who need a consultation at the most. Consultations for symptoms that do not require an actual consultation could be avoided, potentially saving a significant amount of money and resources. However, if the quality of these computer programs is not rigorously assessed, they could be unable to actually detect the difference between minor and major symptoms, without anyone knowing. Health chatbots will need to be used by many and have access to rich datasets to increase their knowledge of medical terms, symptoms, and treatments. These systems will not replace the physicians and should be considered as a resource to enhance the efficacy of health care interventions. If chatbots are consistently shown to be effective and safe, they could be prescribed like a drug to improve patient information, monitoring, or treatment adherence. Significant hurdles still exist in the widespread application of chatbots at this time, such as compliance with the Health Insurance Portability and Accountability Act.
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Abstract

Background: Clinical practice variation that results in poor patient outcomes remains a pressing problem for health care organizations. Some evidence suggests that a key factor may be ineffective internal and professional networks that limit knowledge exchange among health care professionals. Virtual communities have the potential to overcome professional and organizational barriers and facilitate knowledge flow.

Objective: This study aimed to explore why health care professionals belong to an exemplar virtual community, ICUConnect. The specific research objectives were to (1) understand why members join a virtual community and remain a member, (2) identify what purpose the virtual community serves in their professional lives, (3) identify how a member uses the virtual community, and (4) identify how members used the knowledge or resources shared on the virtual community.

Methods: A qualitative design, underpinned by pragmatism, was used to collect data from 3 asynchronous online focus groups and 4 key informant interviews, with participants allocated to a group based on their posting behaviors during the previous two years—between September 1, 2012, and August 31, 2014: (1) frequent (>5 times), (2) low (≤5 times), and (3) nonposters. A novel approach to focus group moderation, based on the principles of traditional focus groups, and e-moderating was developed. Thematic analysis was undertaken, applying the Diffusion of Innovation theory as the theoretical lens. NCapture (QRS International) was used to extract data from the focus groups, and NVivo was used to manage all data. A research diary and audit trail were maintained.

Results: There were 27 participants: 7 frequent posters, 13 low posters, and 7 nonposters. All participants displayed an external orientation, with the majority using other social media; however, listservs were perceived to be superior in terms of professional compatibility and complexity. The main theme was as follows: “Intensive care professionals are members of ICUConnect because by being a member of a broader community they have access to credible best-practice knowledge.” The virtual community facilitated access to all professionals caring for the critically ill and was characterized by a positive and collegial online culture. The knowledge found was credible because it was extensive and because the virtual community was moderated and sponsored by a government agency. This enabled members to benchmark and improve their unit practices and keep up to date.
Conclusions: This group of health care professionals made a strategic decision to be members of ICUConnect, as they understood that to provide up-to-date clinical practices, they needed to network with colleagues in other facilities. This demonstrated that a closed specialty-specific virtual community can create a broad heterogeneous professional network, overcoming current ineffective networks that may adversely impact knowledge exchange and creation in local practice settings. To address clinical practice variation, health care organizations can leverage low-cost social media technologies to improve interprofessional and interorganizational networks.

(J Med Internet Res 2019;21(11):e14068) doi: 10.2196/14068
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Introduction

Background

Modern health care is delivered in complex organizations by a range of health care professions. Significant clinical practice variations may exist [1,2] in part because of ineffective internal and professional networks that limit knowledge exchange between health care professionals (HCPs) [3,4]. Virtual communities (VCs) have the potential to overcome these professional and organizational barriers [5,6], facilitating knowledge flow between HCPs and across organizations. This was the final study in a multiple-methods research program, where 3 concurrent studies examined interrelated aspects of an exemplary VC (ICUConnect): (1) the professional social network [7] (2) community participation, including knowledge exchange (manuscript under review), and (3) why HCPs join and remain members (protocol; [8]). The aim of this study was to explore why HCPs belong to ICUConnect.

Diffusion of Innovation

Everett Rogers [9] developed the Diffusion of Innovation (DOI) theory by integrating study findings from agriculture where researchers examined how individuals adopted innovations over time. Rogers then evolved the theory by undertaking studies across different countries and levels of economic and social development [9]. In health, these innovations could include new equipment, research findings, or practices. Early research focused on how the interplay between the relative characteristics of the innovation, time, and communication channels and structure of a social group affected the diffusion and adoption of that innovation over time. An innovation is an idea, practice, or object that is perceived to be new by an individual or work group, and there are 5 characteristics that influence this perception: relative advantage, complexity, compatibility, trialability, and observability [9]. Rogers found that for an innovation to diffuse across a social group, at least the first 16%, comprising innovators and the early adopters (visionaries), needed to adopt before a critical mass was reached and adoption spread to the early majority (pragmatists). The latter groups of late majority and laggards became interested in adoption when it was apparent; they were straying from group norms. A critical difference between early and late adopters is the former have greater access to new information because of the number and quality of communication channels they choose to maintain, especially outside their close social circles. For technology adoption, the gap (Moore’s chasm) between the visionaries (early adopters) and pragmatists (early majority) may only be crossed when proof of the technology efficacy has been demonstrated and championed by early adopters (see Multimedia Appendix 1) [10-11].

Contemporary research has demonstrated how organizational or group factors exert a powerful influence on both individuals and the organization [12-14]. There are 7 key internal organizational factors that influence an organization’s ability to develop or implement innovations, including centralization, complexity, formalization, interconnectedness, organizational slack, external orientation [9], and absorptive capacity [12,15]. Interconnectedness (connections between organizational members and units) and external orientation (organizational leaders with external networks) are both mediated by communication channels or networking internally or external to the organization [9,12-13]. Furthermore, an external orientation reflects an individual’s attitude toward change, which is an independent variable when evaluating the innovativeness of an organization [9]. Individuals with communication channels outside their everyday social and professional networks will have greater access to new information because they are crossing boundaries between social groups; however, unless the source is considered credible, the veracity of information will be questioned [16]. These boundary spanning activities are vital if an organization is to have access to novel information and innovations [17]. For further description of DOI, refer to Multimedia Appendix 2.

Social Networks and Optimal Patient Outcomes

For patients to experience optimal outcomes, health care organizations must deliver clinical practices based on contemporaneous evidence. Effective identification and integration of knowledge requires organizations to balance a dense homogenous internal social network with low density diverse external social networks [12,16,18]. The prevailing vertical hierarchical structures, however, do not support the development of a cohesive, cooperative, and multidisciplinary culture necessary to address contemporary health care challenges [19]. The current reality is that significant clinical practice variability exists, leading to suboptimal patient outcomes [1]. This variability may be because of ineffective social networks [20-23] that restrict the flow of knowledge into and around a health care organization and onto individual HCPs. Some contributing factors have been identified including (1) the hierarchical organizational structure that isolates clinicians and restricts knowledge flow [4]; (2) professional boundaries between members of multidisciplinary teams that limit a shared understanding of specialty knowledge [24]; (3) workplace
socialization forcing clinicians to comply with currently accepted practices [25,26]; and (4) HCPs from a range of disciplines who prefer knowledge sources that are human, easily accessible, and perceived to be credible [27-32]. There is increasing interest in the use of social media to create these social networks as VCs that have the potential to overcome the above barriers [5], so that HCPs have sustained access to novel knowledge [33,34].

How Health Care Professionals Use Social Media to Form Virtual Communities

HCPs began using VCs in the early 1990s, although uptake of Web-based communication varies considerably across disciplines and specialties [7,35-37], and despite positive public attitudes toward what is today coined social media, this has not translated into significant professional use. At present, regardless of platform, the vast majority of VC members tend to not post or post infrequently; however, this is reversed when examining how often members access a VC or read posts [38]. At an individual level, members who post in an HCP VC are seeking a better understanding of the current knowledge and best practice in their particular field [39-41] or to assist fellow clinicians [36,40,42,43]. This suggests HCPs use VCs to establish virtual professional networks [13] to enhance access to colleagues and best practice knowledge. These members also develop a commitment to the VC and are motivated to post by collectivism [36,40,42,43], reciprocity [36,42,43], and where the Web-based environment is perceived to be respectful [42,43] and noncompetitive [44]. Members tend not to post when they lack time or interest, knowledge self-efficacy, confidence [41,42,45], or skills to use the platform [41,42] and when the Web-based culture or discussions are viewed unfavorably [36,41,45]. There are some data suggesting that this is influenced by individual characteristics [46], peers [46,47], and perceptions of the platform as an innovation [46]. Similar to nonhealth VCs, there is a symbiotic relationship between the online culture of a VC, members, and knowledge-sharing activities [48,49].

At present, the research base concerning the efficacy of health care VCs remains inadequate, as most of the studies concerning HCP VCs or on why or how HCPs use social media rely on Web-based observation [38], which only reveals the perspective of posters, who represent a minority of VC members. Given that regardless of professional group or industry, most VC members prefer to read rather than post [50,51], what is it that motivates HCPs to join a VC and what do they find of value that influences them to remain members? Ideally a member survey would provide data more representative of a whole community; however, prior research has struggled to obtain representative samples [52-57]. Therefore, a qualitative design was chosen because it would collect rich data from all types of members, especially the unrepresented nonposting majority. Understanding these phenomena will assist health care leaders in understanding how to develop and implement VCs to optimally leverage social media to improve knowledge diffusion and patient care.

Study Aim

The aim of this study was to explore why HCPs belong to ICUConnect. The related research objectives were to (1) understand why members join and remain a member, (2) identify what purpose the VC serves in their professional lives, (3) identify how a member uses the VC, and (4) identify how members used the knowledge or resources shared on the VC.

Methods

Design

A qualitative design underpinned by pragmatism [58,59] was developed with data collected using three asynchronous and nonanonymouse online focus groups and key informant interviews with participants allocated to a group based on their posting behaviors in the previous two years. The different modes of community participation by members and the symbiotic nature of the relationship between members and an individual VC [38] suggest that there is no universal VC experience. At the core of pragmatism is the acceptance of pluralism [60,61], and the value of knowledge is intrinsically dependent on the social context and values of both the research participant and scientist [61]. A range of theories have been used to develop an understanding of how or why HCPs use VCs, including the theory of planned behavior [47,62], technology acceptance model [46], and community of practice (CoP) [39,43]. The DOI theory [9] was chosen as the theoretical lens because of the need to explore the intersection between the individual member, the organization, and the innovation (ICUConnect) rather than to identify the relative importance of individual aspects. The protocol for this study has been published [8].

Ethics

A total of 2 approvals were obtained from the Human Research Ethics Committee (HREC) of the University of Technology Sydney. The first approval (HREC 2014000378) covered the online focus groups. For the online focus groups, participant confidentiality was ensured by (1) a group rule, covering nondisclosure of participant names or sharing the content of posts, and participants agreed to abide when they registered for the study and (2) focus groups were convened within a secure website using a closed, password-protected discussion forum with the social media sharing function disabled. These layers were designed to ensure participant confidentiality and prevent forum posts from being searchable via the Web [63]. Informed consent for participants was included as part of the Web-based registration form. An amendment to undertake key informant interviews (HREC 2014000683) was granted because of a shortfall in recruitment for the frequent poster focus group. Participant identifying information could not be removed from the online focus groups’ text; however, it was removed from transcribed interviews. All participants were given a unique identifier number to maintain a link with their original data. Confidentiality of participants was maintained by storing original data including focus group data and interviews (as MP3 files) within a university-authorized secure cloud server (Oxygen). Participant deidentification was maintained using a standardized taxonomy.

Setting

ICUConnect is a listserv, established in 2003 by a New South Wales Health state–based unit (the Intensive Care Coordination
and Monitoring Unit) to provide intensive care (IC) clinicians with online network to exchange information and improve patient care [45]. At the time of data collection, there were approximately 1600 members from all health care professions who worked at about 225 health care facilities, universities, and industry partners. Although these HCPs were from several countries, the majority were from Australia with nurses being the largest professional group [7].

Participants and Sample
A purposive stratified sampling method [64] was used to recruit the participants for the online focus groups and subsequent key informant interviews. The aim was to recruit 8 to 12 participants for each of the 3 focus groups [65,66], with focus group assignment based on Web-based participation over the preceding 2-year period (frequent: posting >5 times, low: posting ≤5 times, and nonposters: no posts). The rationale for this was to create a Web-based space where participants felt comfortable and confident that their contributions will be met in a positive and supportive environment because the other participants shared their preferred mode of participation; that is, a low or nonposter would not feel intimidated because there were no high posters who might monopolize the conversation [67]. An invitation to participate was posted on ICUConnect, with a link to the Web-based recruitment form (Google forms; Google). The recruitment form included participant information, consent, participant demographics, and a short survey covering group rules (Netiquette; refer to Multimedia Appendix 3). Once a potential participant had completed the registration and consent, their posting behavior was reviewed, and they were assigned to a focus group and notified. This review was completed by searching KDR’s email archive using the potential participant’s email address. Once located, the posting activities of the potential participant between September 1, 2012, and August 31, 2014, were evaluated.

Data Generation
There were 4 sources of data: (1) 3 online focus groups, (2) key informant interviews, (3) research diary, and (4) the audit trail. The first 2 components are discussed in the following section, whereas the latter 2 are discussed in the Study Methods: Strengths and Limitations section.

Moderating Focus Groups
Each focus group was conducted over 3 weeks between October and December 2014, using a closed discussion forum (IPBoard version 3 Invision, Powerboard) that was hosted on a secure jurisdictional health department website. The platform was chosen because it was accessible and usable across fixed and mobile devices. For each focus group, there were 2 weeks of active discussions, with each forum kept open for another week for any further comments. The focus groups were held in the following order: (1) low posters, (2) nonposters, and (3) frequent posters, with the low- and nonposting groups overlapping by a week.

The approach to focus group moderation was based on principles from moderating traditional focus groups [65] and facilitation of learning on the Web or electronic moderating [68] (see first table of Multimedia Appendix 4 for a priori moderating plan). KDR moderated the focus groups, and DE was a nonparticipant observer. This approach was developed a priori to maximize conditions for the development of rich data by facilitating optimal participation and interaction, and safeguarding participant confidentiality [65].

The focus group question guide was informed by DOI [9] and refined over time to reflect how discussions evolved (see second table of Multimedia Appendix 4 for question guide). Each question posted by the moderator formed a discrete discussion thread that explored a specific aspect of the VC including positive and negative aspects. A schedule was used with new questions posted every 2 to 3 days depending on activity. Participants were alerted to a new question by emails using a standard script with an informal and conversational tone. Elements of this standard script included the following: (1) expression of appreciation for participation, (2) reiteration that help was available if technical issues were experienced, (3) the question and any clarifying information, and (4) where applicable, summaries of previous posts that were germane to a new question.

Key Informant Interviews
A total of 4 frequent posters were purposively recruited and interviewed, between February to June 2015, to address the shortfall in the number of participants in the frequent poster focus group. A total of 3 interviews were face-to-face as participants were in metropolitan Sydney, and 1 was conducted via Skype (Skype Communications SARL, Microsoft Corporation) as the participant was located outside this area.

Data Collection
Data collected included (1) demographic data describing participant characteristics, (2) categorical data describing discussion forum participation, (3) discussion threads documenting focus group discussion, (4) transcripts of key informant interviews, and (5) field notes and research diary. Field notes recorded what the researcher experienced during data collection and included (1) both a description of and reflection on what occurred, (2) reflections on personal thoughts and feelings, and (3) any insights, judgments, and interpretations made in the field [69]. Once collected, data were stored in an NVivo file (versions 10 and 11, QRS International).

Data from the 3 online focus groups were collected using NCapture (QRS International) and imported into NVivo. The 3 face-to-face interviews were recorded on a mobile phone whereas the Skype interview was recorded using an MP3 Skype recorder (Alexander Nikiforov). These MP3 files were transcribed via a Web-based service (Transcribe Me!); following this the transcripts were anonymized and imported into NVivo for analysis. Field notes were developed concurrently with the online focus groups and during data analysis using the memo function of NVivo. An interview sheet was used to make notes during the interviews, and this was scanned and imported into NVivo.

Data Analysis
In keeping with the pragmatic realist approach, an analysis of focus group and key informant interviews was completed using DOI.
Braun and Clarke’s 6-step thematic approach (this is expanded upon in Methods in Multimedia Appendix 4) [70]. DOI [9] was selected as the theoretical lens, as it aligned with both the broad problem of inadequate social networks limiting knowledge diffusion in health care, and current gaps in the literature. Member checking of early themes was undertaken during focus groups where responses could be seen to be converging.

**Researcher Bias and Relationship With Participants**

KDR was the long-term moderator of the VC, and DE was a member; however, the other authors were not members or associated with the VC. To manage any potential for bias during data collection and analyses and to establish a welcoming nonhierarchical atmosphere, 2 key procedures were completed. KDR withdrew from the moderator role several months before participant recruitment and completed a bracketing process [71]. This formed a part of the research diary, and these assumptions were revisited during data analyses. To mitigate for possible coercion during the focus groups, nonauthoritative language was used, and the roles of researcher and moderator (KDR) and nonparticipant observer (DE) were made explicit.

**Results**

This section reports study findings within the context of the DOI. The participants, including the participants as innovators, are described first, followed by ICUConnect as social media, and then presentation of the overarching theme of why HCPs belong to the VC. Participant contributions are reported verbatim except for correction of spelling and participant deidentification.

**Participants**

A total of 29 members enrolled for the focus groups; however, only 23 participated. Overall, there were 27 participants for this study (7 frequent posters, 13 low posters, and 7 nonposters). For the frequent poster group there were 3 from the focus groups and 4 key informant interviews (see first table of Multimedia Appendix 5). All participants had significant experience as HCPs and IC clinicians, with frequent poster participants the most experienced (see second table of Multimedia Appendix 5). Their length of professional experience suggests that all participants were digital immigrants, that is, born before 1980 [72].

Participants from the posting groups exhibited stronger external orientation or boundary spanning than nonposters, as evidenced by the frequency with which they described sharing ICUConnect discussions with colleagues inside and outside their local working environment. Low and nonposters shared a lack of knowledge self-efficacy, a preference for offline communication, and being an observer. Knowledge self-efficacy or lack of (a feeling of not having the experience or knowledge to add to a discussion) was demonstrated by the following quote:

> I am an observer for a number of reasons...I have worked for a number of years away from the floor of the ICU...feel that I am not right up to date with the latest clinical information in the area. In my general workplace demeanor, I am reserved but definitely not a passive person. [NUM FG2-6]

Overall, 60% (16/27) indicated they used other social media. A total of 70% (5/7) of frequent posters reported professional use of other social media compared with just over 50% for low (7/13) and nonposters (4/7). Specialty-specific VCs (discussion forums or listservs) were the most common extra social media used (26%, 7/27), followed by ResearchGate (22%, 6/27), Twitter (19%, 5/27), and podcasts or YouTube (15%, 4/27). Facebook was commonly used for personal networking only (48%, 13/27).

**ICUConnect as Social Media**

ICUConnect, an email-based listserv, was perceived by participants to be superior to other social media in terms of compatibility, complexity, and relative advantage (see Multimedia Appendix 2). Importantly, other social media were perceived as incompatible with professional values and beliefs because of the volume of information, the intrusiveness of nonprofessional information, or unprofessional language (eg, abbreviations). ICUConnect was also viewed as superior to other media because it was specific to the Australian IC context, queries were answered quickly, and the platform was perceived as being less complex to use, especially for technologically naive members.

**Theme—Why We Belong**

The overarching theme identified was that participants were members of ICUConnect because by belonging to a broader community of IC professionals they had enhanced access to credible best practice knowledge. A total of 2 subthemes were identified, each with elements that provided structure and context for the theme within the lens of DOI (see Figure 1): (1) Belonging to a broader community of IC professionals (short name: Belonging to a community) embodied the social system of ICUConnect and (2) Enhancing access to best practice knowledge (short name: Access to knowledge) represented how the VC facilitated innovation access for members.
**Subtheme—Belonging to a Broader Intensive Care Community**

This complex subtheme displayed 5 elements, as noted in Figure 1, and are discussed in further detail below. The online culture of ICUConnect was the largest subtheme element and highly valued by members regardless of posting behavior. This culture was characterized by informative discussions, collegiality, and a constructive atmosphere. Discussions were the dominant characteristic described and were viewed as being both highly and least valued by participants. When described positively, discussions were portrayed as informative and entertaining cross-disciplinary debates that provided valuable perspectives that were not available where participants worked (see Table 1, Exemplar 1). Conversely, participants also felt that discussions were limited by a lack of robust argument, nonevidence-based or ill-informed answers, that some members used discussions for self-aggrandizement, and that on occasion the content or intent of posts were misconstrued because of a lack of personal knowledge of a poster (see Table 1, Exemplar 2). The collegiality of ICUConnect was valued and was cited as a reason to join. This collegiality was exemplified by altruism (expressed by frequent posters), the willingness of members to share with colleagues, and that help was available when asked for. Importantly, this collegiality extended beyond nursing and medicine to include allied health members (see Table 1, Exemplar 3). Overall, participants felt that ICUConnect had a constructive, respectful, and informal atmosphere or tone that expedited access to knowledge, and importantly, lacked malicious interactions such as flaming or disparaging comments (see Table 1, Exemplar 4). Several participants, however, remained concerned regarding the reception of their posts (refer to third table in Multimedia Appendix 5 for more exemplars).

The second element of Belonging to a community was community members, which was characterized by 3 elements. Participants said that because ICUConnect provided access to the whole of the IC community, the VC made members feel a part of a broader community that simplified their networking (see Table 2, Exemplar 5). This facilitated access to IC experts (keynotes), which was highly valued and cited as a reason to read a post (see Table 2, Exemplar 6) and supported members in overcoming any clinical or practice silos created by local organizational structures (see Table 2, Exemplar 7). Refer to fourth table in Multimedia Appendix 5 for more exemplars.

The third element of belonging to a community was joint reality, where participants expressed feelings of being connected to the community, particularly when colleagues disclosed that they were experiencing similar clinical practice issues. For frequent posters this also created a sense of contributing to improving patient care on a broader scale (see Table 3, Exemplar 8). This element symbolizes a perceived homophily, that is, a sense of belonging to a like-minded group with shared values and experiences [9].

The fourth element was that ICUConnect functioned like discussions around a watercooler or an informal meeting place [73], where participants described using discussions to initiate conversations with work colleagues and reflect on local practices. This element was described most often by low posters but only occasionally by frequent or nonposters. As a watercooler space, ICUConnect was perceived as an extension of their local unit, with information that could be used locally or sparking and informing local discussions with new perspectives, ideas, and contemporaneous practice trends (see Table 3, Exemplar 9).

The final element was 24/7 conference, which was a descriptor for ICUConnect because it provided immediate access to colleagues, research, and evidence; a circumstance normally limited to structured professional events such as annual conferences or seminars (see Table 3, Exemplar 10). The VC was, therefore, seen as superior or having a relative advantage over traditional professional events as it was always available and required no money or time to attend (see fifth table in Multimedia Appendix 5 for more exemplars).
Table 1. Belonging to a broader intensive care community: Element 1—online culture exemplars.

<table>
<thead>
<tr>
<th>Online culture element</th>
<th>Exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exemplar 1: Positive discussion</td>
<td>I think it’s the opportunity to speak to other colleagues, be that medical or nursing, and to drill down to some of the points...at the time, you know, we all had this good debate, and I think it—I think as the debate progressed, more people came in on that discussion, and I think the wider community hopefully benefited from that. So, I think having a dialogue is of benefit. [Equipment manager KI-2]</td>
</tr>
<tr>
<td>Exemplar 2: Negative discussion</td>
<td>In terms of negatives, all I can think of (and I really had to think!) is that some posts can be misunderstood if you do not know the person posting (especially for those who are new to ICUConnect). One might say that some would be discouraged from posting, fearing a “not so favorable” reply that is FOREVER there for the whole. [Health care manager FG3-4]</td>
</tr>
<tr>
<td>Exemplar 3: Collegiality</td>
<td>Since my role has changed, I have used ICUConnect a little more to seek out advice and ideas from other areas. Much of the responses have been very positive and I have enjoyed the sharing and caring. [Clinical nurse external FG2-5]</td>
</tr>
<tr>
<td>Exemplar 4: Constructive atmosphere</td>
<td>...and I think I like principally the respectful way that people—or that they visibly deal with queries and questions and so on. And I’ve seen a few kind of attempts to correct direction through the years, and they’ve all seemed to be received well and I’ve agreed with them all. So I guess that it’s a respectful environment that people feel really free to ask questions, sometimes over and over and over again. [Knowledge broker KI-3]</td>
</tr>
</tbody>
</table>

Table 2. Belonging to a broader intensive care community: Element 2—community members.

<table>
<thead>
<tr>
<th>Community members element</th>
<th>Exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exemplar 5: Whole of intensive care community</td>
<td>ICUConnect provides me exposure to the ICU community, their thoughts; interests; discussions and topics, free of charge and easily accessible from work. [Physiotherapist FG3-2]</td>
</tr>
<tr>
<td>Exemplar 6: Access to keynotes</td>
<td>If I see a topic I may not be interested in particularly, but I see one of these people have commented, I may then read the original message and a few other comments—this gives me a quick gist of the flow of the topic, I then read the keynote response...I value the high calibre of expertise in the contributors to ICUConnect, thereby I am able to rely on information provided, or at least follow their guidance to view recommended sites to research. [Clinical nurse—external FG3-1]</td>
</tr>
<tr>
<td>Exemplar 7: Overcoming clinical silos</td>
<td>We all can get caught up in our “own world” and then we never progress, so this world allows QI to progress via discussion and research among like groups in a more timely manner. [Clinical nurse external FG3-1]</td>
</tr>
</tbody>
</table>

Table 3. Belonging to a broader intensive care community: Elements 3 to 5.

<table>
<thead>
<tr>
<th>Elements 3-5</th>
<th>Exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exemplar 8: Joint reality</td>
<td>Innocent questions arise all the time and it is comforting to know that others are thinking along those same lines and asking those same questions. Some of the problems other units have made me realise I am not alone. [Clinical nurse FG2-2]</td>
</tr>
<tr>
<td>Exemplar 9: Water cooler</td>
<td>There are often interesting topics of discussion and I find that questions I have may have already been answered or ideas posed that I then take to the next level of investigation. Because I work in a small unit, with very limited resources, I find the discussions useful for formulating plans of where we should be heading. The value of this type of information sharing cannot be overstated, particularly for smaller units. [Equipment NUM KI-1]</td>
</tr>
<tr>
<td>Exemplar 10: 24/7 conference</td>
<td>Joining ICUConnect allows me to do this (gain other perspectives) from those working in the field, without having to take time out from work. I can access limited PD/study leave with virtually no funds available, so this allows me to make a contribution where appropriate on topics I can contribute to, sharing my expertise. [Physiotherapist FG3-2]</td>
</tr>
</tbody>
</table>

**Subtheme—Enhanced Access to Best Practice Knowledge**

The second subtheme, Enhanced access to best practice knowledge (see Figure 1), represents how ICUConnect facilitates innovation access for members and comprised 3 elements: access to credible knowledge, being able to benchmark practice, and keeping up to date. Access to credible knowledge was a minor reason cited by participants when initially asked why they joined the VC; however, its prominence increased over the course of discussions. This element had 4 characteristics: (1) broad ranging knowledge, (2) enhanced access, (3) unpacking of clinical practice, and (4) credible information. For several members a bonus was the opportunity to access the expertise of IC leaders, referred to as *keynotes* (also previously discussed under *Community*). The most prominent characteristic of the credible knowledge element was access to a broad range of knowledge, including exposure to reported research that enabled participants to develop local practices and resources. When asked what specific knowledge they had obtained from the VC within the last 3 to 6 months, participants identified a comprehensive list of knowledge that included recent practice
knowledge, organizational documents, conference information, equipment, and jurisdictional newsletters. Several participants also reported that they archived discussions for later use. For some members, discussions unpacked clinical practices by introducing nuances of practice that were previously unknown or not considered (see Table 4, Exemplar 11). The second characteristic of Access to knowledge was that ICUConnect enhanced access to knowledge because it was a superior knowledge source (relative advantage) compared with other methods, with easy access to experts, information simply arrived in their email box, and that they could learn from the experience of others (see Table 4, Exemplar 12). The final characteristic was that participants considered the information credible; this was a function of access to experts or keynotes and that the VC was moderated and sponsored by a health department (see Table 4, Exemplar 13; for further exemplars refer to fifth table in Multimedia Appendix 5).

The second element of Access to knowledge was the ability to compare or benchmark local practice or equipment and then improve practice. This element was another common motivator to join ICUConnect and continued to arise over the course of focus group discussions. It was clear participants understood that it was important to gain this knowledge, including alternative perspectives, from external knowledge sources to ensure local practices reflected broadly accepted best practice. This extended beyond clinical practices to include equipment, resources, and cultural issues (see Table 5, Exemplar 11). Within this element, members sought to understand whether an innovation was worth implementation by using the experiences of fellow members or vicariously evaluating the observability and relative advantage of an innovation (see Multimedia Appendix 2). The last element of Access to knowledge was keeping up to date. When asked why they joined ICUConnect, many participants cited wanting to keep up to date with contemporaneous and topical knowledge (see Table 5, Exemplar 10). This was especially important for participants who did not currently work in an IC unit, as it retained a strong ongoing link to the clinical setting.

<table>
<thead>
<tr>
<th>Access to credible knowledge element</th>
<th>Exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exemplar 11: Broad ranging knowledge</td>
<td>I have used posts—I have also kept some of them...I do recall a lot of discussion on high flow oxygenation—pros &amp; cons etc. I found this particularly interesting as we have seen a reduction in the bipap numbers and in some instances, ventilation, because of this modality. [NUM FG1-1]</td>
</tr>
<tr>
<td>Exemplar 12: Enhanced access</td>
<td>Those letters or conferences that come via the post for me tend to pile up until I get to them, but on computer, email, forums etc are readily available to me at work in down time, I do tend to get to them before I miss the application final date—or I flag them to come up so I don’t forget them. So that those in the post are often missed as I don’t carry them all with me to request the day off so I can go to them, but I can request the day off immediately when looking at emails at work. [Clinical nurse external FG3-1]</td>
</tr>
<tr>
<td>Exemplar 13: Information is credible</td>
<td>As a knowledge bowerbird I value the knowledge that flows across without me having to go search for it! As I have said previously it allows me to keep a finger on the pulse and what’s happening. In my current role I am on the LHD Policy and Procedure Committee and I find I call on a lot of information from ICUConnect or the ICU Best Practice Project to rebut some of the out of dated practices that people insist on - it gives me the knowledge that things have changed so I can suggest that what they are proposing is now outdated and that they need to do a literature search. [Knowledge broker FG1-2]</td>
</tr>
</tbody>
</table>

| Table 5. Access to knowledge: Elements 2 to 3. |
| Elements 2-3 | Exemplar |
| Exemplar 9: Benchmark and improve practice | It is always helpful (and a relief) to know that what your unit is wanting to implement and change is on par with other practices and it is always paramount to explore why certain options are not adopted. [Knowledge broker FG3-7] |
| Exemplar 2: Keeping up to date | I saw ICUConnect as an active forum where current issues/topics would be discussed; it would be a way to keep abreast of what was going on. I think it was some time before I rustled up the courage to reply or ask for anything. [Knowledge broker FG2-11] |

**Discussion**

The aim of this study was to develop an in-depth understanding of why IC HCPs were members of ICUConnect, a closed VC managed by a government agency, that is, why they join and remain a member of the VC and the purpose this plays in their professional lives and how they use the listserv and the application of knowledge sourced via discussions. The key finding was that by being a member of a broader community, they had access to credible best practice knowledge. In this context, listservs were also perceived as superior to more recent social media technology.
newer platforms as more difficult to use [72]; however, generational differences in technology use are now under question [75,76]. In addition, it was noted that closed VCs may be a function of the need for privacy and psychological safety in a professional VC [77], with these VC types also favored by teachers [78] and health care consumers [79]. Usability (how intuitive and easy it is for members to interact within a VC) is also an integral component of ongoing community success [74,80] and was reported as an important difference between nonposters and high posters [80]. Although user needs drive individuals to experiment with social media, the perceived innovation characteristics of that media will influence final adoption decisions [77,81]. The ongoing relevance and viability of listservs can be seen its continued use by MEDLIB (a VC established in 1991) [82], the REDIRIS communities by Spanish HCPs and the health literacy discussion list [83].

ICUConnect Members Are Motivated Professionals Who Are Oriented to Change

All participants appeared to view VC membership as an integral component of professional practice, as it facilitated maintenance of a contemporaneous knowledge base. Almost two-thirds of this small group of experienced HCPs exhibited cosmopolitanism [9] because they used multiple social media channels, placing them within the early adoption groups. Although early evidence indicated limited professional use of social media by HCPs [46,56,84-88], the findings reflect more recent research where frequent posters demonstrated higher use of social media behaviors [74] and also participated in more boundary spanning activities [39]. Although there are inadequate data in this study to specifically categorize participants, their membership of ICUConnect suggest they may belong to the early adopter side of the innovator curve (see Figure 1) because they chose to communicate outside their immediate professional social network. This is supported by how participants vicariously experience innovations via ICUConnect, a key characteristic of the early majority [9]. This suggests these HCPs are oriented to change, similar to a population-based study that reported a significant relationship between being open to new experiences, age, and social media use [89].

Although not all study participants were in formal leadership positions, their strategic participation in ICUConnect and use of other social media reflects an external orientation that enables them to identify innovations to incorporate into their local settings [12,90,91]. Absorption and diffusion of knowledge or innovation within an organization is the role of boundary spanners (eg, nursing unit managers or project officers) [17] and knowledge brokers (eg, nurses in education or advanced practice roles) [92]. This important boundary work contributes to organizational interconnectedness, and intellectual and social capital; reflecting necessary conditions if knowledge is to move across structural, professional, and pragmatic boundaries [19,93]. Knowledge-seeking behavior is a subjective norm shared by individuals who participate in online communities [94] and loiter in information neighborhoods [95]. This participation is likely to be strategic [96] because it is time-intensive, which has previously been identified as a barrier to posting [41,42,45]. The involvement and contributions by these individuals are not self-centered acts, rather they reflect the collegiality and altruism found in business [97] and health [38] VCs where organizational knowledge is viewed as a public good to be shared.

Intensive Care Professionals Are Members of ICUConnect Because They Belong to a Broader Community and They Have Access to Credible Best Practice Knowledge

The belonging to a broader community subtheme embodied the social network of ICUConnect, whereas the subtheme enhanced access to credible knowledge represented how the VC afforded members a superior knowledge resource compared with traditional sources. Belonging to a broader community of like-minded HCPs was an integral and highly valued component for all members. The Web-based culture was highly regarded by members because of the quality of discussions, collegiality, and informality. The social network also facilitated access to the whole of the IC community and especially to expertise from key individuals, enabling members to overcome the limitations of local clinical silos. Access to a broad range of colleagues, including experts, is an essential and highly valued aspect of both face-to-face [98] and virtual [99,100] HCP CoPs, a characteristic also common across nonhealth virtual CoPs [101]. This thematic finding adds to the current evidence, which suggests that HCPs belong to VCs to augment their access to best practice knowledge so that they remain clinically current with relevant and quality information, develop workplace resources, and benchmark practice [39,43,53,74,102,103]. Of note, this access was vital and important for all member types, not just posting members who were the main focus and participants in previous research [38]. Given that ICUConnect was in its 11th year (when the study was undertaken), these findings align with current data, which emphasize how important the relationship between a positive Web-based culture and a knowledge-sharing ethos is to the continued success of a VC [104-107].

Belonging was identified early as an integral component for a sense of VC [49,105,106,108], which influences how VC members develop trust and participate in Web-based knowledge-sharing activities [103-106]. Similar to Rogers’ homophily [9], belongingness is a contextual experience where individuals feel (1) accepted, valued, and secure within a social group; (2) connected or important to the group; and (3) their professional values align with group norms [109]. A sense of belonging creates the necessary community or relational bonds to encourage members to contribute their knowledge and expertise to the VC [44,101]. As a VC evolves, a critical mass of members see the value of sharing, where both diversity and equality are core characteristics of the online community [79]. The core elements of the overarching theme demonstrate that since it was established, ICUConnect has evolved to become a diverse multidisciplinary team social network that facilitates group affiliation by promoting a collegial professional Web-based experience.

Study Methods: Strengths and Limitations

Strengths and limitations are noted for the study. Rigor in qualitative research is a contentious space [69,110,111], with preferred terms of trustworthiness or confirmability reflecting...
the accuracy and comprehensiveness in how data were collected, analyzed, and reported. To support this, an audit trail was maintained, and a clear description of the research process is provided including a thick description of participants.

Several study limitations are noted. There are 3 design elements limiting transferability to the broader population of HCPs: (1) the qualitative design using focus groups and interviews, (2) the Australian IC setting, and (3) that most participants were nurses. A quantitative design, such as a survey, may have garnered a broader representation; however, as previously noted, prior studies using surveys failed to obtain representative samples. This study instead chose to leverage the advantages of online focus groups with learnings from virtual tertiary education [68] and interviews to facilitate participation by a broad range of members, especially the previously under-researched nonposting majority. Another limitation is that the data collected may have been tilted toward positive experiences because participants were current members. A more balanced dataset may have been created by including past members, who may have different perceptions of ICUConnect; however, this was not considered feasible because past members’ email addresses may have changed. This limitation may have been mitigated by specifically asking about positive and negative experiences.

A key goal of qualitative research is developing rich data and undertaking analysis that leads to findings that reflect participant experience of the phenomenon of interest. The asynchronicity of the focus groups supported moderation, researcher and participant reflexivity, and data quality and analysis. A lack of interaction in the non- and high-posting focus groups was a threat to data quality, although this was partially offset by planned strategies, which increased participation. Despite this planning, the small number of participants in the high-posting focus group [66] did reduce the contributions and interaction of this important cohort. To a limited extent, the key informant interviews may have minimized this limitation. The choice to collect data as discussion threads was a key strength and contributed significantly to study credibility and trustworthiness; namely real-time participant-controlled data collection, ensuring accurate data. Participants were also able to contribute when they wished, as discussions were not taken over by dominant talkers or experts [65], and participants had time to consider their own and previous responses, contributing to rich reflexive responses. Data analysis was enhanced by early immersion [64,70] and more time to record field notes, enabling comparison and contrasting of responses. The moderator was, therefore, able to review and reflect on responses and where appropriate, refer to participants, facilitating both member checking and early theme development.

Implications
Since the internet was established, all sectors, including business, health care, information technology, and education, have been concerned with designing VCs that optimize the user experience and achieve diverse goals such as information or resource sharing, professional development, or leveraging expertise [107,112]. The critical design elements have been established [113,114]; however, developing a bespoke platform may not ensure acceptance by a target population [115-118]. By using the DOI as the theoretical lens, this study has identified 2 antecedent factors crucial to a successful health care VC, specifically that members of the target population have an external orientation and the chosen platform is compatible with their professional norms. This implies that before implementing a VC, an organization should investigate if the intended target population have a desire to communicate with their professional colleagues using Web-based methods and which platform is acceptable.

Conclusions
The key study finding was these HCP participants were members of ICUConnect because they had access to a broader IC community, enhancing access to credible, contemporary best practice knowledge. This was a strategic move as participants understood to provide up-to-date clinical practices, they needed access to the knowledge and experience of a broad range of their colleagues. Importantly, it appeared that ICUConnect, as a closed specialty-specific VC, established a broad heterogeneous social (professional) network to overcome the current ineffective networks that adversely impact on knowledge exchange and creation in contemporary local practice settings.
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Abstract

Background: On-demand telemedicine is increasingly adopted by health organizations to meet patient demand for convenient, accessible, and affordable services. Little guidance is currently available to new entrant organizations as they consider viable business models and strategies to harness the disruptive potential of on-demand telemedicine services (in particular, virtual urgent care clinics [VCCs] as a predominant and catalyst form of on-demand telemedicine).

Objective: We recognized on-demand telemedicine as a disruptive technology to explore the experiences of early adopter organizations as they launch on-demand telemedicine services and deploy business models and strategies. Focusing on VCC service lines, this study addressed the following research questions: (1) what is the emerging business model being deployed for on-demand telemedicine?; (2) what are the core components of the emerging business model for on-demand telemedicine?; and (3) what are the disruptive business strategies employed by early adopter organizations as they launch on-demand telemedicine services?

Methods: This qualitative study gathered data from 32 semistructured phone interviews with key informants from 19 VCC early adopter organizations across the United States. Interview protocols were developed based on noted dissemination and implementation science frameworks. We used the constant comparison method to transform study data into stable dimensions that revealed emerging business models, core business model components (value proposition, key resources, key processes, and profit formula), and accompanying business strategies.

Results: Early adopters are deploying business models that most closely align with a value-adding process model archetype. By and large, we found that this general model appropriately matches resources, processes, and profit formulas to support the disruptive potential of on-demand telemedicine. In total, 4 business strategy areas were discovered to particularly contribute to business model success for on-demand disruption among early adopters: fundamental disruptions to the model of care delivery; outsourcing support for on-demand services; disruptive market strategies to target potential users; and new and unexpected organizational partnerships to increase return on investment.

Conclusions: On-demand telemedicine is a potentially disruptive innovation currently in the early adopter stage of technology adoption and diffusion. On-demand telemedicine must cross into the early majority stage to truly be a positive disruption that will increase accessibility and affordability for health care consumers. Our findings provide guidance for adopter organizations as they seek to deploy viable business models and successful strategies to smooth the transition to early majority status. We present important insights for both early adopters and potential early majority organizations to better harness the disruptive potential of on-demand telemedicine.

(J Med Internet Res 2019;21(11):e14304) doi:10.2196/14304
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Introduction

Background

Health care organizations in the United States are operating in a time of high volatility [1-6]. Contributing to current pressures is the rise of consumerism in health care, driving patient demand for convenient, accessible, and affordable services. To compete and thrive, many organizations are adopting telemedicine solutions [7]. Telemedicine involves the use of medical information exchanged from one site to another via electronic communications to improve a patient’s clinical health status [8]. In 2018, more than 50% of hospitals and health systems reported some form of telemedicine offering [7,9].

Whether telemedicine should be considered a disruptive technology is a topic of debate. Disruptive technologies are innovations that disrupt and displace established market leaders by offering products and services that are cheaper, simpler, and more convenient than what is currently available [10]. Those that assert telemedicine as a disruptive technology view it as a disruptive model of care delivery that challenges the status quo (ie, facility-based, in-person services) to create greater access and affordability in health care [11]; those in opposition view it as an innovation that improves, but ultimately sustains the performance trajectory of traditional market leaders in care delivery [12]. A holistic view of telemedicine as one health care service fuels the debate. In practice, telemedicine is not one health service offering, but actually a cadre of potential service lines, each with its own nuances in goals, workflow, stakeholders, and financing—much like in-person care.

Both practice and research may benefit from taking a closer look at forms of telemedicine that stand out as strong disrupter entrants if we want to successfully harness and leverage the potential of these service lines. It is our position that, in particular, some newer forms of telemedicine create a compelling case that they will disrupt current delivery models of medical care by offering a less-expensive, highly accessible, and more convenient alternative to many in-person options. Newcomer service lines often include offerings for on-demand telemedicine that are initiated by health care consumers [13]. In comparison with traditional modes of facility-based in-person care delivery, on-demand services are patient-initiated and accessible around-the-clock from any location [13]. These potential advantages may attract health organizations operating in high volatility environments, seeking ways to manage existing pressures, including the rise of consumerism. Indeed, recent research of telemedicine adoption rates and drivers indicates strong and growing interest for on-demand services that allow patients at home or on the go to reach a clinical provider for a nonemergency consult at a transparent and low-cost fee (typically US $30-50) [7].

Riding a tide of increased market growth and an uptick in adoption rates among health organizations, on-demand telemedicine may hold great promise as a disruptive technology that will bring greater accessibility and affordability to health care. However, little guidance is currently available to new entrants as they consider viable business models and strategies for on-demand services. On-demand telemedicine is in the early adopter stage of technology adoption and diffusion, with the potential trajectory of approaching early majority in the coming years [14]. This can be a precarious position for widespread assimilation of on-demand services, as the inability to bridge the innovation chasm between these stages is known to impact the success of disruptive technologies [14-16]. In general, for a disruptive technology to successfully cross into widespread assimilation, adopter organizations must understand how to navigate viable business models and strategies to expand market potential and encourage adoption among more cautious pragmatists [15,16]. Therefore, now is an opportune time to discover lessons learned from the experiences of early adopter organizations of on-demand telemedicine that are in the process of navigating these rocky waters. Few research studies in the telemedicine or disruptive technology domains provide strategy and practical guidance for those embarking on new telemedicine service lines [17,18]. Moreover, existing studies do not speak through the lens of disruptive technology to yield lessons from early adopters or detail specific forms of telemedicine [17,18].

There are many different forms of on-demand telemedicine, such as for primary care, behavioral health care, and urgent care. The virtual urgent care clinic (VCC) is a widely adopted form of the on-demand service that has received growing attention in the peer-reviewed literature [19-23]. Owing to this distinction, our study views VCC as a catalyst form of disruptive technology that can be used to examine on-demand service launch and business model deployment. VCC provides primary and urgent care services for nonemergent medical conditions that can be managed effectively by telemedicine, such as chronic bronchitis, conjunctivitis, rashes, and upper respiratory tract infections [13]. Figure 1 displays where VCC is situated in the wider context of telemedicine and reviews the general patient encounter process (see Multimedia Appendix 1 for additional information regarding the encounter process).
Disruptive Technology Business Model

Although disruptive technologies have brought greater accessibility and affordability to consumers in other industries, the same cannot be widely said for the health care delivery sector [24-26]. Prior health care research suggests this failure is associated with misalignment between disruptive technologies and the need for business model innovation [25]. According to Hwang and Christensen [25]:

Legacy institutions of health care delivery are jumbled mixtures of multiple business models struggling to deliver value out of chaos...The health care system has trapped many disruption-enabling technologies in high-cost institutions that have conflated two and often three business models under the same roof. The situation screams for business model innovation.

It is well documented that the success of a disruptive technology is closely tied to its business model [27-32]. The business model provides a framework for an organization to create and capture value out of the disruption [27-29]. According to Johnson et al [27], pairing disruptive technologies with the right innovative business model can lead to greater accessibility and affordability. Research indicates that business models can be generally categorized into 3 archetypes: solution shops, value-adding processes, and facilitated user networks [25,26]. Table 1 provides an overview of these leading archetypes.

To better avoid the failures encountered by other disruptive technologies in the health care delivery sector, new information is needed regarding if and where on-demand telemedicine fits into the general topology of leading business model archetypes. The current landscape of experiences among early adopter health organizations can provide us insight into emerging business models. This leads us to our first research question: what is the emerging business model being deployed for on-demand telemedicine (specifically, in the form of VCC)?

Table 1. Overview of leading business model archetypes.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Business model archetypes</th>
<th>Value-adding process</th>
<th>Facilitated user network</th>
</tr>
</thead>
<tbody>
<tr>
<td>General model description</td>
<td>Solution Shop</td>
<td>Used to transform inputs into outputs of greater value. Value is derived by using standardized inputs and uniform, convenient processes to produce consistent results.</td>
<td>Used for enterprises in which people exchange things with one another. Value is derived by facilitating the effective operation of the network.</td>
</tr>
<tr>
<td>Examples of model deployment</td>
<td>Consulting firms</td>
<td>Automobile manufacturing</td>
<td>Mutual insurance companies</td>
</tr>
<tr>
<td></td>
<td>Advertising agencies</td>
<td>Common medical procedures after definitive diagnosis</td>
<td>eBay</td>
</tr>
<tr>
<td></td>
<td>Diagnostic work performed in general hospitals</td>
<td></td>
<td>Behavioral health support groups</td>
</tr>
</tbody>
</table>

Disruptive Technology Business Model Components

While useful, identifying a befitting type of business model does not provide the detail needed to inform strategic direction. Being leaders in the field, Johnson et al [27] understand any given business model as consisting of 4 interrelated strategic components (see Figure 2), including (1) the value proposition, or value created by offering a product or service, (2) key resources and (3) key processes that are needed to deliver the value proposition, and (4) the profit formula that defines how money is made for a deploying organization via delivery.
Once the 4 components coalesce into an established business model, only value propositions that fit the existing resources, processes, and profit formula can be successfully delivered [25]. Past disruptive technology research suggests these pieces must be fit together such that they are appropriately linked to an emerging disruptor for the new technology to succeed when brought to market [25]. More information is needed to specify these core components and their linkages in the context of on-demand telemedicine. To address this research gap, we propose our second research question: what are the core components (value proposition, key resources, key processes, and profit formula) of the emerging business model for on-demand telemedicine (specifically, in the form of VCC)?

**Disruptive Technology Business Strategies**

While the business model describes the basic means by which an organization creates and delivers value from a disruptive technology, the business strategy is the specific method a deploying organization uses to achieve the proposed value and deal with opportunities and threats posed to the business model [28]. In the technology and innovation management field, little attention has been paid to the role of business strategies in association with emerging business models for disruptive technologies. More information is needed regarding what these disruptive strategies are and how they impact the path early adopters are taking to harness the potential of on-demand telemedicine. This leads us to our third research question: what are the disruptive business strategies employed by early adopter organizations as they launch on-demand telemedicine services (specifically, in the form of VCC)?

**Study Objective**

The objective of this qualitative study was to explore the paths that early adopters are taking to harness the disruptive potential of on-demand telemedicine, using VCC as a dominant instantiation. In doing so, we hoped to contribute to disruptive technology research by examining emerging business models and strategies being coupled with on-demand telemedicine services. We also aimed to offer practical guidance for adopter organizations as they seek to overcome some of today’s leading health care challenges using disruptive telemedicine solutions. Our general research framework and specific research questions are shown in Figure 3. To our knowledge, the components of this framework have never before been studied either collectively or independently in the context of on-demand telemedicine.

Figure 3. General research framework and specific research questions.
Methods

Study Population and Data Sources

This qualitative study focuses on a study population of VCC early adopter organizations nationwide. Participants represent a range of organizational types and geographic service areas from across the United States. Table 2 provides descriptive information regarding participant organizations. In total, 5 vendor organizations are represented in our study sample (including many leading vendors among the limited number of companies currently operating in the VCC market). Among nonvendor participants, most of the organizations have contracts with vendors to provide some degree of clinical staffing and technology infrastructure to support their VCC programs.

After a 6-month national recruitment effort, we developed points of contact at 25 organizations that offer VCC services; of that total, 19 organizations (19/25, 76%) agreed to participate in our study. Convenience and purposive sampling were used to identify potential VCC adopter organizations. We targeted potential participant organizations using contact lists from the American Telemedicine Association and National Consortium of Telehealth Resource Centers. We also used Web searches to identify other organizations that may not have been listed (using keyword searches for telemedicine, telehealth, virtual clinic, and other related terms); Web searches resulted in identification of 2 additional participant organizations. Overall, early adopter organizations stated they were eager to participate in the confidential interview process; organizations were interested in learning from our collective, deidentified findings in publication as a means of further advancing their VCC program efforts. Among the 6 organizations that declined to participate, most of them declined because of scheduling constraints among potential key informants.

Data sources included one-hour semistructured phone interviews with key informants from participating organizations and their organization’s VCC-related Web and print content. As staffing titles varied across participating organizations, organizational contacts assisted us in identifying key informants for study interviews. To recruit key informants, we targeted organizational roles related to strategy/business development, implementation, marketing, administrative operations, and clinical operations. In total, 2 members of the research team conducted 32 phone interviews from September 2017 to December 2018. To promote an open and candid discussion, verbal and written recruiting messages emphasized confidentiality and the ability of the participants to skip questions and to go off-the-record with certain comments. Furthermore, at the beginning of each interview, key informants were made aware that all information collected during the interview would be completely confidential: anyone that was referred to during the interview would not be mentioned by name, nor would organizations be identified by name. All interviews were recorded (upon permission from key informants), deidentified, and transcribed before analysis. If there were any comments key informants did not wish to have recorded, the interview was postponed until all recording functions were turned off (off-the-record). Conversations were fluid, with few off-the-record requests. Failure to respond to a question was typically because of perceived lack of knowledge or factual detail related to the question; in most cases, a follow-up communication (eg, email) provided a response or a referral was made to a knowing person.

To provide breadth and depth of coverage, interview protocols were developed based on noted dissemination and implementation science frameworks that have been widely used to study the adoption of technologies in service delivery organizations, namely Damschroder Consolidated Framework for Implementation Science Research [33], Greenhalgh’s framework for diffusion of innovations in service organizations [34], and Aaron’s conceptual model of evidence-based practice implementation in public service sectors [35]. Collectively, these frameworks reflect a broad, sociotechnical organizational perspective that shaped our interview questions and allowed for an evidence-based exploration of business model and strategy components. Before use among key informants, experienced qualitative researchers familiar with the health information technology field and health care administrators and clinicians with a connection to telemedicine duties, such as telemedicine directors and virtual providers, reviewed the interview protocol. Minor refinements were made to the protocol as a result of this expert review (see Multimedia Appendix 2 to review our general study protocol; this general protocol was adjusted as needed to tailor interview questions and perspective to the type of organization and role of key informant).
Table 2. Characteristics of the participating virtual urgent care clinics early adopter organizations.

<table>
<thead>
<tr>
<th>VCC service characteristics</th>
<th>VCC early adopter organization type (n)</th>
<th>Health systems (n=12)</th>
<th>Primary care practice (n=1)</th>
<th>Insurer (n=1)</th>
<th>Vendor (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>US geographic coverage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Midwest</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>East</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>National</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Rural/urban service area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rural</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Urban/rural</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Available VCC modalities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Only real-time text</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Only real-time phone</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Only real-time video</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Real-time phone and video</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Vendor engagement (among nonvendors)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical staffing and other support services</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Nonclinical staffing support</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No vendor engagement</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aVCC: virtual urgent clinic care.
bN/A: not applicable.

Analytic Approach

We used the constant comparison method to analyze qualitative data [36,37]. Interview transcripts and supplementary Web and print content were coded independently by 1 or more research team members. Our team first deductively used noted dissemination and implementation science frameworks to develop an a priori coding schema [33-35]. Researchers met regularly during this process to iteratively discuss initial coding and refine coding categories [38]. Intercoder disagreements were resolved by consensus resolution, using an external qualitative expert to act as an auditor who makes final determinations as needed. We then carried out axial coding to inductively collapse initial coding categories into aggregate, stable dimensions that revealed emerging business models, strategic components, and accompanying business strategies [38]. Embedded in our interviewing and coding procedures, validity and reliability of study data and interpretation were assessed following Lincoln and Guba criteria for evaluating interpretive research [39,40]. Reporting of qualitative data was guided by the Consolidated Criteria for Reporting Qualitative Research [41]. We used Dedoose software for all qualitative data management and analysis [42].

Results

Overview

Our analysis revealed an emerging business model among VCC early adopters that closely aligns with the value-adding process archetype introduced in Table 1. We will first share our findings regarding the general characteristics of this emerging model and detail its core strategic components. We then describe 4 business strategies revealed from our data that are particularly indicative of the disruptive potential of VCC services.

The Emerging Business Model Deployed by Early Adopters

Identification of VCC as a value-adding process business model archetype was supported in a number of ways. First, interviewees described a general business model focused on delivering a consistent, high quality patient care experience that is quick, convenient, and highly accessibility. According to an interviewee regarding convenience, accessibility, and expediency:

First and foremost with [VCC], it’s all about the convenience of being able to do it over your phone, your mobile phone, and on-demand. And so I’ve got a problem...I’ve got pink eye, I need to get that taken care of, I can open up my mobile phone, open up my...
Regarding emphasis on consistent high-quality patient care, another interviewee commented:

We have defined protocols that we create based on the best literature and research out there on the appropriate way to treat patients [virtually]. We’ve also undertaken to hire very experienced clinicians.

Second, indicative of the value-adding process archetype, organizations described a rule-based and uniform encounter process initiated after a VCC provider makes a definitive clinical diagnosis. Finally, with few exceptions, interviewees reported having deployed a business model dependent on service volumes to generate profit derived from the VCC encounter process. Service volumes were attributable to the VCC encounter itself and downstream from recommended follow-up care or referrals resulting from the on-demand visit:

So the key indicators are numbers of visits, and that includes number of visits to the website, the number of people who start the process, number of people who complete a virtual clinic visit… and then we track people who are appointed with a new primary care doctor in our system… we look at the financial return on visits that we are tracking.

To generate volume, organizations often relied on direct-to-consumer marketing to potential users to raise awareness and drive service uptake. To accommodate the needs associated with increased service volumes, most of our participating early adopter organizations relied to some extent on vendor outsourcing to support key resource inputs for the on-demand service, such as VCC clinical staffing and/or technology infrastructure (see Table 2).

Interestingly, the collective experiences of our interviewees suggest that many early adopters are leveraging their initial investment in VCC services to explore new potential innovations in the on-demand telemedicine space that are using different business model type structures. These newly spawned innovations share elements commonly associated with the user-facilitated network business model archetype reviewed in Table 1, such as the exchange of communications and data between users, and profit generation via membership or user fees. For example, some participating organizations are cultivating VCC and other on-demand telemedicine patient user networks and technologies to manage the care of many chronic diseases. To illustrate, an interviewee described a diabetes self-management program that uses a phone-based text messaging platform to share and discuss disease management information with a wide patient community in real-time.

In addition, in alignment with the facilitated user network archetype, other participating organizations described emerging strategies to expand their membership-based service operations to increase profit generation. In such arrangements, early adopters contract with outside self-insured entities to offer VCC or other on-demand telemedicine services directly. For the self-insured entity, financial returns are achieved via improved employee health, lower employee absenteeism, and greater employee retention. For the on-demand service provider, financial returns emerge by building a larger client base.

Core Strategic Components of the Emerging Business Model

Figure 4 summarizes selected themes related to the 4 core strategic components (value proposition, key resources, key processes, and profit formula) that illuminate how VCC early adopter organizations are approaching the emerging business model we have described. We address each of these components below (a complete review of Figure 4 themes is included in Multimedia Appendix 3).
Value Proposition
According to interviewees, a core leading value proposition for on-demand service launch was more efficiently meeting patient need to access care. For example:

The value proposition for us, really comes down to better service, easier access, faster access, being mobile, you know, being able to go right where those patients are, rather than having them come to us, and really the big keyword for all of [our goals] came down to access…

Other common value propositions included patient acquisition, retaining patient base, and extending brand recognition (often facilitated by white labeling of the VCC service by a telemedicine vendor). Regarding patient acquisition, an interviewee stated:

It's very expensive to acquire a new patient for health systems and so offering a convenient [virtual] urgent care and other consumer acquired services, it can be a very good way to acquire new patients and develop a new relationship with patients.

Reducing health care costs, or cost containment, also emerged as a frequent theme. One interviewee commented:

...there is an incentive for the health care system to be seeing patients in this way... I think it saves [the health system] money, it saves on unnecessary costs incurred by patients being seen when they didn't have to be seen or ... coming to an emergency room and utilizing resources that could better be utilized for patients who need that sort of in person service.

Some interviewees also identified improved provider capacity as a leading value proposition:

For us we are having a real access issue in our small rural county. And so we were using [VCC] as a way to provide services to our community whenever we don't have provider capacity in our primary care clinic.

While less commonly expressed by interviewees, other value propositions also included the use of VCC as a tool to support population health management (in alignment with value-based care initiatives) or to promote an innovator perception to gain competitive advantage over peer organizations. Regarding promotion of an innovator perception, an interviewee commented:

...health systems see the value in extending their brand, and being seen as the leader in the market of telemedicine or virtual care, it allows them to differentiate in that manner...they see this as another arm in the overall machine of trying to generate new business for the organization.

Key Resources
According to interviewees, common key resources among early adopter organizations include the VCC virtual platform, technology middleware to link clinical and administrative systems, and virtual clinical providers to staff the on-demand service. As reviewed in Table 2, many interviewees indicated that their organizations contract with third-party vendors to source some or all of these resources, particularly clinical staffing. Vendors were seen to provide vast experience and expertise to facilitate a fast and efficient VCC launch. For example, one interviewee explained:

I mean if it was just putting up a video chat component that’s not that difficult and anyone can do it but there is you know a lot of aspects to it, there's billing, there’s claims processing, there is integration to their systems, there is doctor availability, there is managing, training...so when you come to us you kind of get that complete package plus the expertise of you know what we have been able to accomplish over the past 10 years.

Many interviewees acknowledged that, for their organizations, pulling together key resources in-house requires extensive internal expertise regarding technology infrastructure and myriad aspects of virtual clinician staffing. While operational and clinical control was often identified as a perceived benefit, interviewees consistently indicated that it was challenging to meet around-the-clock patient demand for VCC with only their internal clinical providers. According to an interviewee:

Our intent is to staff it as much as possible with our employed providers. But it just doesn't make economic sense for us and we wouldn’t be able to maintain a low cost point if we're having to staff [the virtual clinic] at every low utilization time, for example in the early morning. And then also we wanted to be highly accessible not just in the states where...our patients are, but have it available to those patients as they travel out of state...so we have [a] partner network [with a vendor].

Key Processes
According to interviewees, common processes among early adopters relate primarily to the VCC encounter, including use of telemedicine specific clinical protocols and systems for primary care referral and triage to in-person services. However, interviewees reported quite varied experiences in post VCC encounter processes. Among organizations relying primarily on clinically staffing support by vendors, interviewees described a patient hand-off process between the vendor, who provides the virtual encounter, and the adopter organization, who typically handles scheduling for new referrals and follow-up to check on patient progress after the clinical encounter. As one interviewee describes this hand-off process:

...I mean right now it’s a much more, I would say antiquated process, but the visit summary is sent to our [health information] department and then they are manually filing in that patient’s chart in the media tab...So that process of getting [a patient] set up with a primary care provider is outside of the [vendor] process.

According to interviewees, the lack of a standardized and strong hand-off process was associated with workflow bottlenecks and care coordination limitations:
Well ideally we would be able to get them in for a [visit] if they were hoping to have a primary care provider in our system. And so usually what ends up happening is we call them and get them on a wait list. It would be ideal if we could have more access and were able to actually pull them into our system.

Among those organizations that do not rely primarily on clinical staffing support by vendors, most interviewees reported that postencounter processes tend to be more standardized and efficient, greatly aided by more direct access to the internal systems of adopter organizations, especially electronic medical records (EMRs), referral systems, and appointment scheduling software. As an interviewee explains:

I think some health care systems are adopting this model and finding it better than hiring a [vendor] simply because having it done internally, people understand the internal process, they are already utilizing the same [electronic medical record] which ends up being a huge problem with hiring a [vendor] sometimes. And so the workflow and the integration and the follow up on patient care can be a lot easier when it’s done in-house rather than hiring one of these [vendors].

Profit Formula

Overwhelmingly, interviewees described volume-driven profit generating mechanisms for VCC services, dependent on number of VCC encounters and referrals to other in-system services. However, with few exceptions, interviewees reported they are not meeting initial volume related goals:

I mean we’re satisfied with the quality and the customer satisfaction. We are not terribly satisfied with the volume for the growth trajectory...We thought it would grow faster than it did last year.

Volume peaks are commonly associated with VCC marketing campaigns and seasonal times of high need (i.e., flu season). In general, interviewees representing organizations that rely heavily on vendor staffing typically reported lower encounter volumes and indicated less success at generating downstream volumes via patient conversion to primary care, compared with peers. As an interviewee explains:

[Patient] conversion is lower than what was targeted...I think we may have over projected potentially, initially on conversion.

Review of Disruptive Business Strategies Employed by Early Adopters

Our qualitative study data revealed 4 business strategies that seem to particularly dictate the disruptive potential of VCC services, including the following: (1) fundamental disruptions to the model of care delivery; (2) outsourcing support for on-demand services; (3) disruptive market strategies to target potential users; and (4) new and unexpected organizational partnerships to increase return on investment.

Fundamental Disruptions to the Model of Care Deliver: Modern Day Twist on House Calls

Interviewees’ comments regarding strategy focused on patient convenience, expediency, and appropriate level of care represent a fundamental disruption to standard models of care delivery. In fact, it can be viewed as a modern-day twist on the traditional house call. As an extension, to better facilitate the delivery of home care, many early adopters are incorporating home-based diagnostic testing and smartphone-based tools and peripheral devices to extend the capabilities and conveniences of VCC services:

I think we’ll continue to see services evolve more and more to bring the online experience into a connected experience in the home...There are many devices available that you can attach to your Smartphone that would enable the provider to look in an ear or to listen to your heart or to listen to your lungs...and devices for home lab testing. So yeah it’s something that we are keeping an eye on and then also thinking of how we can best utilize those to extend our services...[it’s] definitely something we are watching.

Regarding displacing traditional models, our data revealed a priority on right fitting care via the VCC care delivery model. One participating organization described placing VCC kiosks near emergency department waiting rooms to help triage patients to appropriate care settings based on medical need and patient choice:

We are looking at putting in a ER kiosk for virtual visits in one of our rural hospitals...that leadership team is wanting to have an option for those that really don’t need an ER visit that are using it more for primary care, to give them an option of a virtual visit...if it’s determined that really that patient does not need an ER visit, then they will be given options of seeing an ER physician, a same day appointment with the primary care doctor, urgent care option, or a virtual visit...and they’ll be given the cost.

Outsourcing Support for On-Demand Services

As reported by many interviewees, early adopter organizations often outsource to third party vendors to launch, operate, and maintain their VCC services. According to our findings, outsourcing of clinical services is a relatively new and disruptive practice for adopting organizations. Early adopters reported varied and often flexible contracting relationships with vendors, particularly around support for clinical staffing. Although some limitations around the use of vendor services were noted, specifically lack of direct access to the internal EMR and billing systems of adopter organizations, vendor experience and expertise was largely considered a useful and agile resource for early adopters to expediently launch VCC services and to provide virtual clinical provider capacity for their VCC programs.

However, a complete dependency on external virtual clinical providers to staff the service line was not a permanent strategy. Many interviewees reported outsourcing strategies that utilized varying degrees of vendor support to provide important virtual
provider scaffolding and increasingly bring the VCC service in-house as internal capacity improves and patient base expands. According to one interviewee:

While we could build it in house, our IT currently doesn’t have a skill set to be able to sport something of this magnitude...Now that being said, I know we are currently in discussions and are working on a plan, that hopefully within the next six to 12 months, that will start to combine [vendor] providers with our own.

Disruptive Market Strategies to Target Potential Users

Owing to the patient-initiated nature of VCC and other on-demand telemedicine services, direct marketing to potential users emerged as a central and disruptive theme in the business strategies described by early adopters. Collectively, interviewees reported that VCC marketing strategies were largely new and uncharted terrain for their staff, distinct from the marketing needs for facility-based care delivery of in-person services:

Getting the name out there was something we’ve never really had to do before. Because usually it’s just our name since health care is usually a new office, and [patients] already know what that health care is, [they] already know what an office does we don’t have to really educate or re-educate. [However, this was] a brand new product, brand new service, we had to get our name out there and educate [potential users] on what the product was and how it worked.

Interviewees overwhelmingly commented on the importance of direct-to-consumer marketing strategies to raise service awareness among potential users and ultimately drive service utilization and uptake. According to an interviewee:

We talk to clients about marketing all the time! Keeping that in their ear because, when it comes down to the bottom line, that’s what really drives utilization...Always, on our agenda every week we ask, what’s your marketing, what discussions are you having, this did not work so what can we do differently to make sure it works.

Early adopters reported the use of varied marketing strategies, both traditional (eg, billboards and radio) and digital (eg, search engine optimization and websites). Interviewees reported marketing success when they prioritized funding and staffing for marketing efforts during initial VCC implementation as well as on an ongoing basis and utilized diverse marketing strategies, both traditional and digital. We further identified the value of marketing campaigns to specific seasons (eg, flu season) or both traditional and digital. We further identified the value of marketing strategies to raise service awareness among potential users and ultimately drive service.

New and Unexpected Organizational Partnerships

To increase opportunities for return on investment from VCC service launch, and to drive profit generation, many early adopters described new, and often surprising, partnerships with organizations outside of traditional health care delivery sector circles. For example, as discussed above, some interviewees commented on future plans to expand membership operations by partnering and contracting with self-insured organizations to offer VCC services directly and at a fee. According to an interviewee:

[Health systems are looking to] expand to a member program or a direct to employer program...there’s a huge opportunity there where a health system can go out and sell their brand name to these other organizations within the area.

As another example of the unique partnerships undertaken by early adopters, an interviewee discussed contracting with a nationwide hotel chain to offer VCC services to guests and employees. These new partnership strategies are innovative for the health care delivery sector and appear to be supporting many early adopters in their attempts to leverage value from their VCC services.

Discussion

Principal Findings

This qualitative study used the dominant instantiation of VCC to explore the paths that early adopter organizations are taking to harness the disruptive potential of on-demand telemedicine. In the coming years, this arguably disruptive form of telemedicine will seek to attract an early majority category of adopters. In turn, our findings contribute to the literature by providing insight for researchers and organizations considering launch or expansion of on-demand services to leverage what early adopter organizations have learned along the way regarding business model deployment. We also offer practical lessons learned regarding key strategy choices for adopter organizations as they launch on-demand services and encounter hurdles to value capture and delivery via deployed business models.

Insights Into the Emerging Business Model for On-Demand Telemedicine

Health organizations have traditionally faced many struggles in aligning disruptive technologies with innovative business models [24-26]. To better understand whether organizations launching disruptive on-demand telemedicine services will meet a similar fate, this study explored emerging business models in the context of VCC early adopter organizations. With few exceptions, our study data suggest that current VCC early adopters are deploying value-adding process models that appear to appropriately match resources, processes, and profit formula to support value propositions for on-demand telemedicine.

By disentangling the reports from our interviewees regarding various business model archetypes, we were able to see a visionary progression of innovation among early adopters. Our findings demonstrate that business model archetypes and model components may evolve as organizations encounter challenges and opportunities related to VCC as a disruptive technology. In our study, we see many VCC early adopters that originally deployed a value-adding process model archetype beginning to transition to the use of a user-facilitated network model to better capture market share. To continue riding the wave of disruptive innovation and expansion spawned by on-demand telemedicine,
early adopters are not staying stagnant: they are continuing to evolve their business models and recalibrate their core model components and strategies as new challenges and opportunities arise. Future research should pay particular attention to the deployment of user-facilitated networks, as many of the early adopters participating in our study indicated increasing use of this archetype as they explore new potential on-demand telemedicine innovations within their organizations.

**Strategic Direction: Strategy Helps to Transform the Business Model Into Action**

We identified 4 strategy areas that seem to particularly dictate the disruptive potential of VCC services, including innovations in care delivery, outsourcing support, marketing strategies, and unique organizational partnerships. Below we review lessons learned for each of these strategy areas to help guide future practice for VCC and other forms of on-demand telemedicine.

**Innovations in Care Delivery**

Through much of the early 1900s, roughly half of all clinical visits involved a doctor coming into a patient’s home [43]. As health care systems grew larger, more specialized, and complex over the next century, the practice of the traditional house call became nearly nonexistent; facility-based, more expensive and often time-consuming models of care delivery, such as the physician office visit and emergency department, moved in to take its place [43]. On-demand telemedicine represents a fundamental change in the model of care delivery for patients—a modern-day re-envisioning of the traditional house call. Presently, VCC and other on-demand telemedicine services are pointing back to home care as a low-cost way to reduce time constraints, improve convenience and accessibility, and engage in shared decision making with patients to right fit care for common nonemergent conditions.

This new delivery model presents clear gains in convenience and accessibility for the treatment of many common, nonemergent medical conditions. However, when follow-up services are required to check on patient progress or to schedule patient appointments after the on-demand visit, our findings identified workflow bottlenecks and care coordination limitations within the postencounter process for many early adopter organizations. This may indicate a struggle to integrate home-based services into the larger continuum of care when patient contact and care coordination services are needed beyond the initial virtual visit.

There is limited guidance in the research literature regarding this integration process to inform decision making among adopting health organizations. However, lessons learned from our participating early adopters suggest that clinical integration of virtual visits into patient EMRs and other electronic systems to help track patient history and facilitate care coordination needs may be an important step to strengthen postencounter processes and the new care delivery model as a whole. Recently proposed policy by the Centers for Medicaid and Medicare Services—that will give patients access to their own downloadable health data [44]—may have implications that will break down barriers to the exchange of EMR data in the near future. The proposed initiative will potentially circumvent the need for patients to enter their health data into their own EMR to empower health care consumers to share their health data with whomever they wish, including virtual providers.

**Outsourcing Support**

Among early adopters, outsourcing to third-party telemedicine vendors emerged as a key strategy to increase speed to market, gain access to technical infrastructure without taxing internal resources, and extend clinical staffing coverage for the on-demand service. Although interviewees described a variety of outsourcing contract arrangements, those that balanced internal resources with important scaffolding support from vendors appeared best suited to meet proposed value propositions. Outsourcing clinical services is still a relatively new concept to the health care delivery sector, and as such, there is limited guidance to inform future outsourcing decisions from telemedicine and health care sources. However, findings from the wider literature may prove instructive in the context of on-demand telemedicine [45-59]. Evidence-based guidance from the general outsourcing literature suggests adopter organizations should consider outsourcing a service in the context of low internal resources (particularly human resources) [48,49], the desire to increase flexibility regarding resources, operations, and other strategic elements [50], high internal costs (relative to expected costs of outsourcing) [51,52], and if other competitors are already outsourcing a given service [53]. In contrast, evidence suggests organizations should shy away from outsourcing a service in the context of high levels of market uncertainty [54], heavy integration of the service into internal systems [55,56], high level of service complexity [57], and if the service is considered a core competency to the service line [58,59]. We call VCC organizations and ensuing research to consider this evidence-based outsourcing guidance from other domains in exploring future strategies.

**Marketing Strategies**

Recent health care trends indicate overall telemedicine use is growing fast among patients but remains low overall [60]. These trends were echoed in what we heard from early adopters in our study, where most of the interviewees indicated that though their VCC service volumes were increasing, they were not meeting initial projections. Low utilization does not seem to be associated with usability issues [61,62] nor dissatisfaction [63], which have been identified as some of the more common barriers to technology adoption and use. In fact, many of our participants used patient satisfaction surveys as a means to measure satisfaction as an outcome and reported that patients that used VCC services were very satisfied. Upon investigating the few reports of dissatisfaction, the most often indicated underlying cause was the patient not receiving a prescription for antibiotics when they wanted one.

Instead, with few exceptions, early adopters connected their lower than expected VCC volumes to challenges around raising awareness for the service among potential users; to address awareness, interviewees often commented on the importance of direct-to-consumer marketing efforts. The importance of raising awareness of a new innovation is not new to disruptive technology research: awareness and knowledge generation is considered the first step in deciding whether to use a new innovation [14]. Not addressing awareness issues can impede...
adoption of consumer health technologies [64]. Increased awareness is often driven by the intersection of need recognition and marketing communications [14].

However, as was recognized in our study data, VCC marketing is largely new and uncharted terrain for early adopter organizations; according to an interviewee:

Getting the [VCC] name out there that was something we’ve never really had to do before. Because usually it’s just our [organization] name since health care is usually a new office, and [patients] already know what that health care is...

VCC marketing efforts seem to have a 3-fold purpose: (1) to provide the health consumer with understanding about the availability of VCC; (2) educate the health consumer about the medical situations when VCC is a good option; and (3) sell the health organization as this is where a strong link needs to be created for the health consumer to turn to the health system’s VCC offering among other options. Regarding education, as with some other early innovations (eg, LinkedIn), potential adopters may not understand all of the uses and potential of VCC.

Marketing in the form of health system branding is still relatively new, and marketing direct-to-consumer services like VCC are even newer. In cases of one-time or episodic care similar to VCC (where the patient may not always interact with the same provider), research suggests that the presence of tight bonds between patients and a sponsoring organization, or even organizational representatives, is a key facilitating factor for successful telemedicine service interactions [61]. This finding has important potential implications for organizations as they market their VCC services. First, organizations should consider directing their marketing efforts not only toward potential virtual patients but also organizational representatives (ie, primary care providers, other staff) who may share their existing close bonds with their patients and can function as pseudo brand ambassadors to raise awareness of VCC services. We also learned in our conversations with interviewees of some limited activity in this area, particularly in regard to adopter organizations asking physicians to post VCC advertisements in their offices. Second, it indicates that as health organizations continue to expand and strengthening their health organization branding, they should leverage their organizational brand in their marketing efforts to raise awareness for VCC; they should consider marketing VCC not as a separate product, but instead as an available service offered by an organization that patients already know and trust to manage their medical care. Building this type of patient-organization connection is still relatively new and evolving, as patients are generally more welded to individual providers rather than to health organizations. Adopting provider organizations, such as health systems, may have an advantage in leveraging patient-organization relationships to raise VCC awareness because of their potential role as a regular source of in-person care for patients and as a well-known health care institution in local communities. We see that some early adopters are already engaging in this activity by working with vendors to white-label their VCC services so that they may present the service with strong health system branding.

However, early adopter organizations should also recognize important external factors that may present challenges to ongoing marketing efforts to raise VCC awareness and drive utilization; namely, limited telemedicine reimbursement that may prevent penetration to certain patient markets (eg, Medicare patients), and provider credentialing and other regulations that may prevent organizations from providing services across state lines [65,66]. Although recent policy changes have reduced some of these limitations [67], policy barriers are not completely eliminated, and those still challenge the capabilities of health organizations adopting VCC to expand virtual service offerings and grow their patient volume.

Although, in our study, we identified a number of strategies that led to greater marketing success among VCC early adopters to drive uptake (eg, using both traditional and digital strategies), there is little additional evidence-based guidance to inform future strategic decisions on how to market virtual care. Future research efforts may be informed by research exploring factors that help organizations design, manage, and market service delivery interactions for medical video conferencing, a different form of telemedicine [68].

Unique Partnerships

According to interviewees, early adopter organizations are particularly motivated to explore innovative relationships with external entities to increase the opportunity for return on investment and profit generation related to on-demand telemedicine services. Reviewed above, a prominent example of this involves early adopter health systems contracting with self-insured organizations to offer VCC services directly. Examining other emerging and unexpected partnerships between health care and business entities, such as the recent formation of a health care company between Amazon, Berkshire Hathaway, and JPMorgan, may help to shed some light on how these innovative organizational relationships will influence the direction of VCC and other telemedicine services in the future. With the goal of improving health care services and cutting costs for more than 1.1 million employees, the Amazon partnership is predicted to disrupt the health care marketplace by using technology solutions to develop innovative treatments and modernize delivery system processes [69]. Similarly, new partnership arrangements related to VCC and other on-demand telemedicine solutions also have the potential to disrupt health care. It remains to be seen how these new organizational relationships may impact the use of various business model archetypes and strategies for new technologies in health care.

Study Limitations

Our focus on a narrow study population of VCC early adopter organizations may limit the generalizability of our study findings. As a result, some findings may not be applicable to other forms of on-demand telemedicine, such as behavioral health. In addition, we did not study nonadopters or organizations with failed VCC adoption experiences; learning about the experiences and challenges faced by these
organizations would have provided additionally meaningful insights to address our research objective. Our use of a convenience and purposive sampling approach may also present limitations to study generalizability. Although we targeted organizations in different geographic areas and of varying size and type, it is possible that the perspectives of some VCC early adopters are not represented in our study dataset. It is also possible that given time constraints, lack of knowledge, or hesitancy to discuss business information, key informants may have not shared some details of potential interest to researchers. However, key informants were generally very open and forthcoming during study interviews, thus reducing concerns that important themes may not have been revealed. They were eager to share and indicated they were motivated to learn from our findings as a means to further advance their VCC program efforts. Finally, we specifically targeted early adopters, representing only a minority of potential adopters along Rogers diffusion of innovation curve [14]. However, the purpose of our study was to offer guidance to new organization entrants as they consider viable business models and strategies for on-demand telemedicine, necessitating an exclusive focus on early adopters.

Conclusions
Current trends suggest health organizations will increasingly use on-demand telemedicine as a means to meet patient demand for convenient, accessible, and affordable services, and to address other leading health care challenges. Here we presented on-demand telemedicine as a potentially disruptive innovation in the early adopter stage of technology adoption and diffusion. For the research community, we contributed a new level of contextualization to disruptive innovation research targeted to the health information technology space. For early adopters, the insights we have shared can help organizations navigate evolving opportunities and address challenges to leverage their position of early entry. However, to truly be a positive disruption that will increase accessibility and affordability for health care consumers, on-demand telemedicine must cross into the early majority stage of widespread assimilation. For potential early majority organizations that are considering launch of on-demand services, insights from this study provide an opportunity to leverage what early adopters have already learned along the way to mitigate unknowns and risks as they deploy innovative business models and make strategy choices to harness the disruptive potential of on-demand telemedicine.
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Abstract

\textbf{Background:} Artificial intelligence (AI)–based technologies develop rapidly and have myriad applications in medicine and health care. However, there is a lack of comprehensive reporting on the productivity, workflow, topics, and research landscape of AI in this field.

\textbf{Objective:} This study aimed to evaluate the global development of scientific publications and constructed interdisciplinary research topics on the theory and practice of AI in medicine from 1977 to 2018.

\textbf{Methods:} We obtained bibliographic data and abstract contents of publications published between 1977 and 2018 from the Web of Science database. A total of 27,451 eligible articles were analyzed. Research topics were classified by latent Dirichlet allocation, and principal component analysis was used to identify the construct of the research landscape.

\textbf{Results:} The applications of AI have mainly impacted clinical settings (enhanced prognosis and diagnosis, robot-assisted surgery, and rehabilitation), data science and precision medicine (collecting individual data for precision medicine), and policy making (raising ethical and legal issues, especially regarding privacy and confidentiality of data). However, AI applications have not been commonly used in resource-poor settings due to the limit in infrastructure and human resources.

\textbf{Conclusions:} The application of AI in medicine has grown rapidly and focuses on three leading platforms: clinical practices, clinical material, and policies. AI might be one of the methods to narrow down the inequality in health care and medicine between developing and developed countries. Technology transfer and support from developed countries are essential measures for the advancement of AI application in health care in developing countries.
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Introduction

The first idea of a thinking machine was developed in 1945 when a system that could amplify human knowledge was described in Vannevar Bush’s seminal work [1]. Five years later, Alan Turing mentioned a machine being able to imitate human action and gave chess playing as an example of actions that a computer could do [2]. In 1956, artificial intelligence (AI) was first coined by John McCarthy in a Dartmouth conference [3]. Since then, there have been a few definitions of AI [4-6]. Although there is no consistency in these definitions, one common idea is that AI is an intelligent machine or a system, displaying intelligent behavior.

There are two schools of thought among the AI community: conventional artificial intelligence and computational intelligence [7]. Conventional AI includes machine learning and statistical analysis, while the neural network and fuzzy system belong to computational intelligence [7,8]. Other applications of AI include expert system, automation, and artificial creativity [9]. Expert system and machine learning are two of the most popular applications of AI. The expert system emulates the decision-making ability of humans in a field, while machine learning is a computer program that has the ability to learn from experience. In addition, robotics, a science of dealing with designing and operating robots, with the application of AI, has created robots with improved quality in sensing, vision, and self-awareness [10].

With continuous development and challenges to overcome, AI has been applied in various fields of society such as game playing [11], computer vision [12], speech recognition [13], and expert system in health care [14] and economics [15]. In particular, the contribution of AI in medicine and health care has brought about changes in not only the health system but also patients. The earliest application of AI in medicine dates to 1964, with the corporation of scientists from multidisciplinary research fields for the DENDRAL project [16]. The success of this scientific reasoning is one reason for the explosive spread of AI in biomedicine in the 1970s [17]. Another early application of AI to health care was medical diagnostic decision support systems, which appeared in 1954 [18]. Over the last 60 years, there has been a huge wave of AI technologies in health care. This change is reflected by not only the rapid increase in the number of papers in AI in medicine and health care, but also the appearance of AI in various medical fields [19]. Several AI techniques such as robotics, deep learning, support vector machines, or machine learning have been widely applied in the medical diagnostic system, treatment, and rehabilitation [20-22]. Some scientific publications have shown the effectiveness of AI in medicine and health care. In medical diagnosis, AI has been proved to be effective in improving the diagnostic accuracy for physical diseases [23-25]. The expert system has been used for diagnosis of diseases such as heart disease [26] and diabetes [27] and has proven to be useful for diagnosis and basic treatment advice [27]. For mental illness, AI may be useful for psychiatric consultations. Machine learning has been applied in a predictive model, which could identify patients with symptoms of schizophrenia and attempting to commit suicide with 74% and 80%-90% accuracy, respectively [28,29]. In terms of treatment, most robots assist clinicians in surgery but do not independently perform operations [30].

Due to the variety of AI applications in medicine and health care, there is a need to understand the current states of AI applications, major topics, and the research area of AI in medicine and health care and to identify research gaps. This study attempted to contribute to this understanding by analyzing the context and landscape of research topics [19]. Compared with previous scientometrics research, this study is global and assessed a wide range of AI utilities in medicine and health care [31,32]. Our study used scientific publications downloaded from the Web of Science to model the change and achievement of research topics and landscape in AI applications in health and medicine documents.

Thus, this study evaluated the global development of scientific publications from 1977 to 2018 and characterized research landscapes and constructs of disciplines applied to AI in medicine and health care. By decoding these patterns, we can effectively explore the changes in the growth of publications and may therefore provide better information for other researchers and policymakers in priority settings and evaluation.

Methods

Search Strategies and Data Source

The full strategy of our study has been presented elsewhere [33] (Multimedia Appendix 1). Data were retrieved from the Web of Sciences database provided by Thomson Reuters Institute for Scientific Information. We chose this database because of its outstanding advantages over other databases such as Scopus or PubMed: It contains bibliographic data since 1900, has a higher scientific journal impact, has more indexes, and is better in representing metadata [34].

Data Download

The data under .txt format, including the paper information (publication name, authors, journals’ name, year of publication, keywords, author affiliations, total citation, subject research, and abstracts), were downloaded from Web of Science. Two researchers worked independently to simultaneously download the data. Subsequently, we filtered all downloaded data by excluding papers that were published in 2019, not original articles and reviews, written by an anonymous author, and not in English (Multimedia Appendix 2). Any conflict was resolved by discussion. All the data were merged and analyzed by STATA software (STATACorp LLC, College Station, TX).
Data Analysis

We analyzed data based on the characteristic of publication (total papers, publication years, and number of papers by countries), research areas, abstracts (terms and contents of the abstract), citations, and usages (number of downloads). Subsequently, we used STATA software to perform a content analysis of the abstracts. We applied principal component analysis to identify the landscape of AI in medicine and health care. The Jaccard similarity index was utilized to identify research topics or terms most frequently co-occurring with each other. We applied a topic modeling technique for data mining and determining relationships among text documents. Specifically, we chose latent Dirichlet allocation (LDA), which is one of the most popular methods in this field for further analysis. LDA was a helpful technique to classify papers into similar topics [35-39]. It helps recognize the structure of research development, current trends, and interdisciplinary landscapes of research in AI applied to medicine. Using LDA, we classified text in each abstract to a topic where Dirichlet is used as a distribution over discrete distribution; each component in a random vector is the probability of drawing the words/texts associated with that component. Principle component analysis (PCA) was used to classify the research disciplines into corresponding groups.

Thus, by applying LDA, we could obtain an in-depth view of the trends of AI in health care and annotate the documents’ topic to discover hidden themes [40]. Additionally, the landscape analysis addressed the relationship between research disciplines and showed how research areas in medicine and health care changed due to AI. The summary of analytical techniques for each data types is presented in Table 1.

Table 1. Summary of analytical techniques for each data types.

<table>
<thead>
<tr>
<th>Type of data and unit of analysis</th>
<th>Analytical methods</th>
<th>Presentations of results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstracts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Words</td>
<td>Frequency of co-occurrence</td>
<td>Number of papers by countries in abstracts</td>
</tr>
<tr>
<td>Papers</td>
<td>Latent Dirichlet allocation</td>
<td>Ten classifications of research topics</td>
</tr>
<tr>
<td>Web of Science classification of research areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web of Science research areas</td>
<td>Coincidence analysis</td>
<td>Dendrogram of research disciplines (Web of Science classification)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The Web of Science research areas constructing Latent Dirichlet allocation research topics</td>
</tr>
</tbody>
</table>

Results

Number of Published Items and Publication Trend

As seen in Table 1, the number of AI publications increased rapidly during the past 40 years. Notably, most of the publications (23,216 papers, 84.6%) were published during the last 10 years, and 60.6% of the total citation belonged to this period. The usage of papers was counted by the number of downloads. The mean use rate (download rate) within the last 6 months, of papers published in the year 2018 was three times higher than that of papers published in the previous years. The mean use rate within the last 5 years reached its peak in 2013 and decreased from 2012.

We analyzed the frequency of a country where the study was conducted, which was mentioned in the abstract (Table 2). Among 50 countries, the United States appeared the most (1867 times, 40.4%). Notably, only four African countries (Egypt, Niger, Kenya, and Nigeria) were mentioned in the abstracts. In addition, 13 Asian countries contributed to this list, and two Asian leaders of AI technologies—China (including Taiwan and Hong Kong) and India—accounted for 9.8% and 4.32% of the total papers, respectively.

Research Landscapes

Table 3 presents the scientific research topics constructed by LDA. By analyzing the most frequent words and titles, we could manually annotate the label of each topic. Robotics, which most mentioned the 10 topics and branches of AI (topic 1, topic 6, and topic 9), has supported surgery and treatment. AI types were applied the most in the diagnosis and prediction (topic 2, topic 5, and topic 7). Based on development visualization, there was a growing trend in some of the 10 topics, with different rates. The number of papers related to topic 1 was highest and increased gradually but with a slower rate in recent years. Moreover, the number of papers in topic 2 and topic 3 increased at a higher rate than that of papers in other topics (Figure 1).
<table>
<thead>
<tr>
<th>Year published</th>
<th>Total number of papers</th>
<th>Total number of citations</th>
<th>Mean citation rate per year</th>
<th>Total usage in last 6 months</th>
<th>Total usage in last 5 years</th>
<th>Mean use rate in last 6 months</th>
<th>Mean use rate in last 5 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>5619</td>
<td>7084</td>
<td>1.26</td>
<td>35,677</td>
<td>57,370</td>
<td>6.35</td>
<td>2.04</td>
</tr>
<tr>
<td>2017</td>
<td>3919</td>
<td>19,639</td>
<td>2.51</td>
<td>11,320</td>
<td>56,890</td>
<td>2.89</td>
<td>2.90</td>
</tr>
<tr>
<td>2016</td>
<td>2969</td>
<td>27,636</td>
<td>3.10</td>
<td>6684</td>
<td>55,729</td>
<td>2.25</td>
<td>3.75</td>
</tr>
<tr>
<td>2015</td>
<td>2416</td>
<td>31,168</td>
<td>3.23</td>
<td>4,193</td>
<td>46,820</td>
<td>1.74</td>
<td>3.88</td>
</tr>
<tr>
<td>2014</td>
<td>1990</td>
<td>30,523</td>
<td>3.07</td>
<td>2473</td>
<td>35,563</td>
<td>1.24</td>
<td>3.57</td>
</tr>
<tr>
<td>2013</td>
<td>1839</td>
<td>35,259</td>
<td>3.20</td>
<td>2010</td>
<td>37,934</td>
<td>1.09</td>
<td>4.13</td>
</tr>
<tr>
<td>2012</td>
<td>1385</td>
<td>30,130</td>
<td>3.11</td>
<td>1114</td>
<td>19,950</td>
<td>0.80</td>
<td>2.88</td>
</tr>
<tr>
<td>2011</td>
<td>1189</td>
<td>37,313</td>
<td>3.92</td>
<td>1379</td>
<td>18,603</td>
<td>1.16</td>
<td>3.13</td>
</tr>
<tr>
<td>2010</td>
<td>1010</td>
<td>28,270</td>
<td>3.11</td>
<td>661</td>
<td>10,185</td>
<td>0.65</td>
<td>2.02</td>
</tr>
<tr>
<td>2009</td>
<td>880</td>
<td>27,847</td>
<td>3.16</td>
<td>678</td>
<td>9607</td>
<td>0.77</td>
<td>2.18</td>
</tr>
<tr>
<td>2008</td>
<td>718</td>
<td>26,865</td>
<td>3.40</td>
<td>530</td>
<td>6944</td>
<td>0.74</td>
<td>1.93</td>
</tr>
<tr>
<td>2007</td>
<td>557</td>
<td>19,402</td>
<td>2.90</td>
<td>343</td>
<td>4575</td>
<td>0.62</td>
<td>1.64</td>
</tr>
<tr>
<td>2006</td>
<td>479</td>
<td>24,213</td>
<td>3.89</td>
<td>375</td>
<td>4923</td>
<td>0.78</td>
<td>2.06</td>
</tr>
<tr>
<td>2005</td>
<td>367</td>
<td>13,460</td>
<td>2.62</td>
<td>178</td>
<td>2473</td>
<td>0.49</td>
<td>1.35</td>
</tr>
<tr>
<td>2004</td>
<td>350</td>
<td>16,294</td>
<td>3.10</td>
<td>216</td>
<td>3240</td>
<td>0.62</td>
<td>1.85</td>
</tr>
<tr>
<td>2003</td>
<td>262</td>
<td>14,671</td>
<td>3.50</td>
<td>188</td>
<td>2465</td>
<td>0.72</td>
<td>1.88</td>
</tr>
<tr>
<td>2002</td>
<td>195</td>
<td>14,143</td>
<td>4.27</td>
<td>157</td>
<td>2109</td>
<td>0.81</td>
<td>2.16</td>
</tr>
<tr>
<td>2001</td>
<td>191</td>
<td>8852</td>
<td>2.57</td>
<td>117</td>
<td>1766</td>
<td>0.61</td>
<td>1.85</td>
</tr>
<tr>
<td>2000</td>
<td>170</td>
<td>8056</td>
<td>2.49</td>
<td>87</td>
<td>1171</td>
<td>0.51</td>
<td>1.38</td>
</tr>
<tr>
<td>1999</td>
<td>150</td>
<td>5517</td>
<td>1.84</td>
<td>61</td>
<td>678</td>
<td>0.41</td>
<td>0.90</td>
</tr>
<tr>
<td>1998</td>
<td>163</td>
<td>4396</td>
<td>1.28</td>
<td>44</td>
<td>606</td>
<td>0.27</td>
<td>0.74</td>
</tr>
<tr>
<td>1997</td>
<td>124</td>
<td>7179</td>
<td>2.63</td>
<td>89</td>
<td>877</td>
<td>0.72</td>
<td>1.41</td>
</tr>
<tr>
<td>1996</td>
<td>114</td>
<td>3310</td>
<td>1.26</td>
<td>29</td>
<td>373</td>
<td>0.25</td>
<td>0.65</td>
</tr>
<tr>
<td>1995</td>
<td>98</td>
<td>3182</td>
<td>1.35</td>
<td>38</td>
<td>334</td>
<td>0.39</td>
<td>0.68</td>
</tr>
<tr>
<td>1994</td>
<td>100</td>
<td>3570</td>
<td>1.43</td>
<td>37</td>
<td>328</td>
<td>0.37</td>
<td>0.66</td>
</tr>
<tr>
<td>1993</td>
<td>61</td>
<td>2238</td>
<td>1.41</td>
<td>29</td>
<td>222</td>
<td>0.48</td>
<td>0.73</td>
</tr>
<tr>
<td>1992</td>
<td>62</td>
<td>1395</td>
<td>0.83</td>
<td>25</td>
<td>225</td>
<td>0.40</td>
<td>0.73</td>
</tr>
<tr>
<td>1991</td>
<td>41</td>
<td>683</td>
<td>0.59</td>
<td>31</td>
<td>101</td>
<td>0.76</td>
<td>0.49</td>
</tr>
<tr>
<td>1990</td>
<td>8</td>
<td>179</td>
<td>0.77</td>
<td>5</td>
<td>16</td>
<td>0.63</td>
<td>0.40</td>
</tr>
<tr>
<td>1989</td>
<td>2</td>
<td>438</td>
<td>7.30</td>
<td>2</td>
<td>9</td>
<td>1.00</td>
<td>0.90</td>
</tr>
<tr>
<td>1988</td>
<td>7</td>
<td>117</td>
<td>0.54</td>
<td>3</td>
<td>21</td>
<td>0.43</td>
<td>0.60</td>
</tr>
<tr>
<td>1987</td>
<td>6</td>
<td>18</td>
<td>0.09</td>
<td>2</td>
<td>8</td>
<td>0.33</td>
<td>0.27</td>
</tr>
<tr>
<td>1986</td>
<td>5</td>
<td>59</td>
<td>0.36</td>
<td>4</td>
<td>14</td>
<td>0.80</td>
<td>0.56</td>
</tr>
<tr>
<td>1985</td>
<td>2</td>
<td>4</td>
<td>0.06</td>
<td>0</td>
<td>1</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>1984</td>
<td>1</td>
<td>7</td>
<td>0.20</td>
<td>0</td>
<td>3</td>
<td>0.00</td>
<td>0.60</td>
</tr>
<tr>
<td>1980</td>
<td>1</td>
<td>51</td>
<td>1.31</td>
<td>0</td>
<td>7</td>
<td>0.00</td>
<td>1.40</td>
</tr>
<tr>
<td>1977</td>
<td>1</td>
<td>3</td>
<td>0.07</td>
<td>1</td>
<td>4</td>
<td>1.00</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Table 3. Number of papers by countries as study settings.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country settings</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>1867 (40.4)</td>
</tr>
<tr>
<td>2</td>
<td>Ireland</td>
<td>332 (7.2)</td>
</tr>
<tr>
<td>3</td>
<td>Taiwan</td>
<td>215 (4.7)</td>
</tr>
<tr>
<td>4</td>
<td>China</td>
<td>208 (4.5)</td>
</tr>
<tr>
<td>5</td>
<td>United Kingdom</td>
<td>194 (4.2)</td>
</tr>
<tr>
<td>6</td>
<td>India</td>
<td>181 (3.9)</td>
</tr>
<tr>
<td>7</td>
<td>Japan</td>
<td>164 (3.6)</td>
</tr>
<tr>
<td>8</td>
<td>Australia</td>
<td>141 (3.1)</td>
</tr>
<tr>
<td>9</td>
<td>Canada</td>
<td>86 (1.9)</td>
</tr>
<tr>
<td>10</td>
<td>Iran</td>
<td>83 (1.8)</td>
</tr>
<tr>
<td>11</td>
<td>Germany</td>
<td>81 (1.8)</td>
</tr>
<tr>
<td>12</td>
<td>Italy</td>
<td>74 (1.6)</td>
</tr>
<tr>
<td>13</td>
<td>Brazil</td>
<td>58 (1.3)</td>
</tr>
<tr>
<td>14</td>
<td>Spain</td>
<td>56 (1.2)</td>
</tr>
<tr>
<td>15</td>
<td>France</td>
<td>55 (1.2)</td>
</tr>
<tr>
<td>16</td>
<td>Sweden</td>
<td>43 (0.9)</td>
</tr>
<tr>
<td>17</td>
<td>Turkey</td>
<td>43 (0.9)</td>
</tr>
<tr>
<td>18</td>
<td>Israel</td>
<td>37 (0.8)</td>
</tr>
<tr>
<td>19</td>
<td>New Zealand</td>
<td>33 (0.7)</td>
</tr>
<tr>
<td>20</td>
<td>Wallis and Futuna</td>
<td>31 (0.7)</td>
</tr>
<tr>
<td>21</td>
<td>Hong Kong</td>
<td>27 (0.6)</td>
</tr>
<tr>
<td>22</td>
<td>Mali</td>
<td>27 (0.6)</td>
</tr>
<tr>
<td>23</td>
<td>Netherlands</td>
<td>25 (0.5)</td>
</tr>
<tr>
<td>24</td>
<td>Poland</td>
<td>25 (0.5)</td>
</tr>
<tr>
<td>25</td>
<td>Singapore</td>
<td>23 (0.5)</td>
</tr>
<tr>
<td>26</td>
<td>Switzerland</td>
<td>22 (0.5)</td>
</tr>
<tr>
<td>27</td>
<td>Greece</td>
<td>21 (0.5)</td>
</tr>
<tr>
<td>28</td>
<td>South Africa</td>
<td>20 (0.4)</td>
</tr>
<tr>
<td>29</td>
<td>Saudi Arabia</td>
<td>19 (0.4)</td>
</tr>
<tr>
<td>30</td>
<td>Malaysia</td>
<td>18 (0.4)</td>
</tr>
<tr>
<td>31</td>
<td>Egypt</td>
<td>17 (0.4)</td>
</tr>
<tr>
<td>32</td>
<td>Pakistan</td>
<td>17 (0.4)</td>
</tr>
<tr>
<td>33</td>
<td>Denmark</td>
<td>13 (0.3)</td>
</tr>
<tr>
<td>34</td>
<td>Belgium</td>
<td>12 (0.3)</td>
</tr>
<tr>
<td>35</td>
<td>Georgia</td>
<td>12 (0.3)</td>
</tr>
<tr>
<td>36</td>
<td>Niger</td>
<td>12 (0.3)</td>
</tr>
<tr>
<td>37</td>
<td>Kenya</td>
<td>11 (0.2)</td>
</tr>
<tr>
<td>38</td>
<td>Mexico</td>
<td>11 (0.2)</td>
</tr>
<tr>
<td>39</td>
<td>Nigeria</td>
<td>11 (0.2)</td>
</tr>
<tr>
<td>40</td>
<td>Austria</td>
<td>10 (0.2)</td>
</tr>
<tr>
<td>41</td>
<td>Finland</td>
<td>10 (0.2)</td>
</tr>
<tr>
<td>42</td>
<td>Chile</td>
<td>9 (0.2)</td>
</tr>
<tr>
<td>Rank</td>
<td>Country settings</td>
<td>Frequency, n (%)</td>
</tr>
<tr>
<td>------</td>
<td>---------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>43</td>
<td>Norway</td>
<td>9 (0.2)</td>
</tr>
<tr>
<td>44</td>
<td>Portugal</td>
<td>9 (0.2)</td>
</tr>
<tr>
<td>45</td>
<td>Thailand</td>
<td>9 (0.2)</td>
</tr>
<tr>
<td>46</td>
<td>United Arab Emirates</td>
<td>9 (0.2)</td>
</tr>
<tr>
<td>47</td>
<td>Colombia</td>
<td>8 (0.2)</td>
</tr>
<tr>
<td>48</td>
<td>Jordan</td>
<td>8 (0.2)</td>
</tr>
<tr>
<td>49</td>
<td>Serbia</td>
<td>8 (0.2)</td>
</tr>
<tr>
<td>50</td>
<td>Czech</td>
<td>7 (0.2)</td>
</tr>
</tbody>
</table>

**Figure 1.** Changes in the applications of artificial intelligence to health and medicine in the past 10 years.

Based on the classification of research areas in the Web of Science, we identified the dendrograms for the areas (Figure 2). The dendrogram includes the clades and leaves. The clade is the branch, and each clade includes one or more research areas. The horizontal axis shows the distance or dissimilarity between research areas. Each joining (fusion) of two clusters is represented on the diagram by the splitting of a vertical line into two vertical lines. The vertical position of the split, shown by a short bar, gives the distance (dissimilarity) between the two research areas. It shows that the AI applications focused on seven following research areas: surgery, robotics, and noncommunicable diseases (hepatocardiac disorders or cancer); neurosciences and psychiatry; the application of electronic health (telecommunication); chemical sciences; nanoscience; electrochemistry; and medical informatics and biotechnology. It seems that AI in medicine was assigned mainly to the disciplines diseases and treatment (surgery or robotics application).
We applied PCA to identify the landscape of AI in medicine and health care (Figure 3). Based on the size of the node, most papers belonged to the following research categories: clinical: surgery, radiology, and nuclear medicine; technology: biomedical, robotics, computer science, medical informatics; and diseases: oncology, general and internal medicine and noncommunicable diseases. As shown in Figure 2, a strong relationship among the applications of AI in treatment, diseases, and medical informatics shows that AI assisted surgeons, especially in some diseases for which surgery is key in treatment or diagnosis, such as cancer or cardiovascular diseases. The combination of information science, computer science, and health care, called health informatics, has created a wide range of applications, from cell level to population level [41]. Collision of several computer science–related fields and medical fields created a multidisciplinary science, which has led to better chances of providing the best treatment to patients. Additionally, the development of computer sciences has contributed to the advancement of AI in pharmacy, biotechnology, and chemistry in areas such as drug discovery, drug identification and validation, and drug trials.

We compared ten research topics by LDA (Table 4) with Web of Science research areas (Multimedia Appendices 3-5) to identify the consistency of research disciplinaries of AI in medicine and health care. Computer science and its related fields appeared the most (eight topics). The major application of computer science has been in medical fields: from cells (gene microbiology information, topic 5), disease (oncology, cardiovascular, topic 7), and diagnosis and treatment (topic 1, topic 6, and topic 9) to health policy (topic 3). Additionally, AI types were used the most in medicine and health care, including expert systems, artificial neural networks, machine learning, and natural language processing. Robot and surgery were two applications mentioned the most in topic 1, topic 6, and topic 9. Robotic-assisted procedures were used for cancer surgery and cardiovascular diseases. Robot-assisted therapy was used in treating sports concussion or neurorehabilitation (topic 9).
Figure 3. Landscapes of artificial intelligence in medicine by Web of Science categories. PCA: principal component analysis.

Table 4. Ten research topics classified by latent Dirichlet allocation.

<table>
<thead>
<tr>
<th>Latent Dirichlet allocation topics</th>
<th>Frequency, n (%)</th>
<th>Topic name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic 1</td>
<td>4,3524, 4352 (18.1)</td>
<td>Comparative evaluation of robot-assisted surgery</td>
</tr>
<tr>
<td>Topic 2</td>
<td>3662 (15.2)</td>
<td>Expert system for diseases diagnosis and prediction</td>
</tr>
<tr>
<td>Topic 3</td>
<td>2839 (11.8)</td>
<td>Health system and policy on AIs in medicine</td>
</tr>
<tr>
<td>Topic 4</td>
<td>2182 (9.1)</td>
<td>Artificial neural networks in treatment selection</td>
</tr>
<tr>
<td>Topic 5</td>
<td>2089 (8.7)</td>
<td>AI-based gene and protein analysis and prediction</td>
</tr>
<tr>
<td>Topic 6</td>
<td>2065 (8.6)</td>
<td>Precision robotics and personalized medicine</td>
</tr>
<tr>
<td>Topic 7</td>
<td>2008 (8.4)</td>
<td>Enhanced diagnosis and classification by AI-based images analysis</td>
</tr>
<tr>
<td>Topic 8</td>
<td>1922 (8.0)</td>
<td>Using machine learning to predict risk, disease progression, and treatment outcomes</td>
</tr>
<tr>
<td>Topic 9</td>
<td>1564 (6.5)</td>
<td>Robot-assisted rehabilitation treatment</td>
</tr>
<tr>
<td>Topic 10</td>
<td>1350 (5.6)</td>
<td>Natural language processing tools for biomedical texts and clinical notes</td>
</tr>
</tbody>
</table>

*AI: artificial intelligence.

Discussion

Principal Results

By analyzing scientific research publications and modeling their research topics, we generally described the 42-year development and identified the trend of AI application in medicine and health care. The mean use rate related to the application of AI in medicine was the highest in the last 5 years and tended to reduce since 2012. This can be explained by the rapid development of technology and research [42]: Scientific papers published more than 5 years ago would not attract the attention of scientists. Therefore, dissemination efforts need to be taken into consideration by not only policy makers but also authors, to increase the influence and implement changes in practice settings [43]. In addition, the results show a rapid increase in research productivity and downloaded papers in the last 5 years.
Its growth was contributed mostly by western countries, driven by the United States. Among 11 Asian countries in that list, China and India were two leaders in research on AI in medicine. The application of AI has benefitted the health care system in high-income countries. One study showed that the United States could save US $5-$8 billion per year with the application of information technology in health care [44]. Another recent analysis found that with the application of AI, we can save up to US $150 billion in yearly health costs [45]. AI, however, has not been widely used in low-income countries. This could be due to the undeveloped infrastructure in the internet, technology, and health systems and a lack of highly qualified human resource. Regardless of the disadvantages, AI holds promise for changing health care services in low-income countries [46]. Based on the topics and research areas, we found that the application of AI in medicine and health care has been focused on robot support in surgery (topic 1) and rehabilitation (topic 9), AI in diagnosis and clinical decisions support (topic 2, topic 4, topic 5, topic 7, topic 8, and topic 10), and AI in health care system management (topic 3). First, for clinical treatment, our results confirm that medical robots and robot-assisted surgeries have been widely used [47,48]. AI has been widely applied in surgery due to its benefits for patients and medical professionals, such as increased accuracy, reduced operation time, minimized surgical trauma, and reduced length of recovery time for patients [49]. Second, AI methods such as machine learning and natural language process analyze complex medical data [20], decrease time spent finding relevant evidence, and reduce medical errors that improve the quality of diagnosis in medical health care [50]. Finally, AI will certainly be applied more in the health care system in the future owing to its advantages over the traditional decision-making process. On the other hand, the fact that users do not know how the results are analyzed by the “black box” algorithms, ethnic differences in validity of facial recognition technology for genetic diagnosis, medical and behavioral conditions [51,52], and ethnic bias in training data set [53] raise questions about product liability, privacy and data protection, and ethical and legal issues [51]. Thus, researchers have voiced their concern about legacy and ethical guidelines that are lagging behind the development of AI in health care and medicine [51].

**Future Implications**

Our findings have some implications for health research and policy. The quick development of AI applications in health and medicine requires some preparations. AI may change the relationship between caregivers and patients, as the direct interaction might reduce due to digital tools such as a free app in the patient’s personal device, which could diagnose the disease in some cases or even lead to self-diagnosis via the Web [54]. Thus, it is necessary for all parties involved to ensure that, in the case of mental health diagnosis, for instance, subtle signs of mental illness would not be neglected [55]. In addition, standard guidelines or laws about collecting private information or application of AI in all health care sectors are urgently needed [56], as the application of AI in health care and medicine has potential threats to patients’ privacy and safety. Finally, AI is transforming health care in resource-poor settings and reducing the gap between rural and urban areas [46]. In rural areas of developing countries, the shortage of medical doctors and trained nurses and the limitation of medical techniques and machines have reduced the quality of medical services [57]. In addition, it is difficult to attract skilled medical workers in rural areas due to the poor working environment and living conditions [58]. However, the development of AI applications can be a solution to these problems. For instance, the AI method (machine learning) proposed a model helping forecast dengue outbreaks in China [59]. In addition, AI has proven to be effective, with a high accuracy of breast cancer detection [60,61]. Moreover, AI can reduce medical costs in developing countries. For example, a highly effective AI method could provide an alternative to expensive diagnostic methods to classify acute leukemia [62]. However, absorptive capacity, local culture, legacy [63], and infrastructure (eg, electricity, internet, or financial source) should be carefully taken into consideration [64]. Notably, policy development for AI should be given more attention, since its failure has been recognized in developing countries such as Vietnam [65].

**Limitations**

Our study has several limitations worth noting. First, we choose only Web of Science as the database, which may not cover all the publications in the research fields. Second, only English articles and reviews were analyzed in this study. Finally, we applied LDA to model the topic research in title and abstracts, not the full text. However, two other methods (coincidence analysis and PCA) confirmed similar results about the connections of research topics. Thus, LDA could be considered a support method to reduce the workload in the screening step for future systematic reviews [66].

**Conclusions**

The application of AI in medicine has grown rapidly and focuses on three leading platforms: clinical practices, clinical material, and policies. AI might be one of the methods to reduce the inequality in health care and medicine between developing and developed countries. Technology transfer and support from developed countries, along with the internal efforts of poor-setting countries, help in the development of AI applications in health care and medicine.
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Abstract

Background: FMF2012 is an algorithm developed by the Fetal Medicine Foundation (FMF) to predict pre-eclampsia on the basis of maternal characteristics combined with biophysical and biochemical markers. Afro-Caribbean ethnicity is the second risk factor, in magnitude, found in populations tested by FMF, which was not confirmed in a Brazilian setting.

Objective: This study aimed to analyze the performance of pre-eclampsia prediction software by customization of maternal ethnicity.

Methods: This was a cross-sectional observational study, with secondary evaluation of data from FMF first trimester screening tests of singleton pregnancies. Risk scores were calculated from maternal characteristics and biophysical markers, and they were presented as the risk for early pre-eclampsia (PE34) and preterm pre-eclampsia (PE37). The following steps were followed: (1) identification of women characterized as black ethnicity; (2) calculation of early and preterm pre-eclampsia risk, reclassifying them as white, which generated a new score; (3) comparison of the proportions of women categorized as high risk between the original and new scores; (4) construction of the receiver operator characteristic curve; (5) calculation of the area under the curve, sensitivity, and false positive rate; and (6) comparison of the area under the curve, sensitivity, and false positive rate of the original with the new risk by chi-square test.

Results: A total of 1531 cases were included in the final sample, with 219 out of 1531 cases (14.30; 95% CI 12.5-16.0) and 182 out of 1531 cases (11.88%; 95% CI 10.3-13.5) classified as high risk for pre-eclampsia development, originally and after recalculating the new risk, respectively. The comparison of FMF2012 predictive model performance between the originally estimated risks and the estimated new risks showed that the difference was not significant for sensitivity and area under the curve, but it was significant for false positive rate.

Conclusions: We conclude that black ethnicity classification of Brazilian pregnant women by the FMF2012 algorithm increases the false positive rate. Suppressing ethnicity effect did not improve the test sensitivity. By modifying demographic characteristics, it is possible to improve some performance aspects of clinical prediction tests.
Introduction

Pre-Eclampsia

Pre-eclampsia is predominant in gestational hypertensive disorders, with a significant impact on maternal and neonatal health [1,2]. Many researchers aim to identify pre-eclampsia development in high-risk pregnancies by using an effective predictive model. This would allow the implementation of strategies for efficient prevention of disease occurrence in a selected population, thereby reducing its prevalence [3]. At present, there is no customized model for clinical use in pregnant Brazilian women.

The Fetal Medicine Foundation Software

FMF2012 [4] is an algorithm, developed by the Fetal Medicine Foundation (FMF) to predict pre-eclampsia on the basis of maternal characteristics combined with biophysical and biochemical markers is available on the FMF website at no cost [5]. It estimates the likelihood of developing pre-eclampsia from maternal factors (ethnicity/skin color, age, weight, height, history of diabetes, chronic hypertension, autoimmune diseases, and use of assisted reproduction techniques), together with biophysical markers such as mean arterial pressure and uterine artery pulsatility index (UtAPI) [5,6]. The objective of screening in the first trimester is to identify women at high risk for preterm pre-eclampsia (<37 weeks) and reduce such a risk through prophylactic use of low-dose aspirin.

Brazilian Experience

In 2016, this FMF2012 model was tested in a sample of pregnant Brazilian women, and its performance was found to be unsatisfactory because of differences in the contribution of risk factors such as ethnicity/skin color [7,8]. According to the FMF, the screening-positive rate in black women is greater than that in white women, as an inevitable consequence of the fact that the screening-positive rate in black women is greater than that in white women, as an inevitable consequence of the fact that the prevalence of preterm pre-eclampsia is more than three times higher in black than in white women [9].

Afro-Caribbean ethnicity is the second most common risk factor identified in populations tested by the FMF [10], which was not confirmed in our population. The variable, maternal ethnicity, applied in the FMF2012 algorithm overestimates the risk, which compromises the performance of the screening, as it is a variable with a coefficient of great magnitude [7].

We proposed to suppress the effect of ethnicity on the risk estimated for pre-eclampsia in the sample studied.

Objectives

The objective of this study was to analyze the performance of pre-eclampsia prediction software by customization of maternal ethnicity in a Brazilian scenario.

Methods

Study Design

This was a cross-sectional observational study, with secondary evaluation of data from first trimester screening tests of single-fetus pregnancies performed between October 2010 and December 2015.

Setting

The study was conducted at the Maternidade Escola da Universidade Federal do Rio de Janeiro, a nonprofit university hospital that exclusively serves patients from the public health system and receives undergraduate and postgraduate students in the health care sector. The local ethics committee approved the study protocol (CAAE: 78764117.0.0000.5275).

The following exclusion criteria were the same as described by the FMF and applied to the original study [8]: pregnancy with chromosomal or structural abnormality, miscarriage or fetal death before 24 weeks of gestation, use of acetylsalicylic acid (ASA) during pregnancy before 16 weeks of gestation, and delivery of a small-for-gestational-age newborn to a mother without pre-eclampsia.

First Trimester Screening Scan

Patients were scheduled for a first trimester screening scan at 11+0 to 13+6 weeks of gestation. This examination included recording of maternal characteristics, measurement of fetal crown-rump length, measurement of right and left UtAPIs by transabdominal color Doppler ultrasound (Nemio, Toshiba; Xario, Toshiba; Medison V10, Medison; or Aloka, Aloka Co), and measurement of mean arterial pressure with an automated device (3BTO-A2, Microlife or OMRON, OMRON Corporation) by using a standardized method (in both arms simultaneously, while the mother was sitting after ≥10-min rest) [11]. All data were entered into the FMF2012 software.

In the FMF software, the lists in risk calculation for ethnicity classification have been fixed, and the mother should be categorized using the following [5]: (1) white (European, Middle Eastern, North African, and Hispanic), (2) black (African, Caribbean, and African American), (3) East Asian (Chinese, Japanese, and Korean), (4) South Asian (Indian, Pakistani, and Bangladeshi), (5) mixed (white-black, white–East Asian, white–South Asian, black–East Asian, black–South Asian, and East Asian–South Asian). However, in Brazil and in our study, the criterion to define ethnicity was self-qualification of skin color [1,12].

The maternal characteristics were collected from a patient questionnaire administered by a medical doctor. Continuous variables were maternal age (in years), weight (in kilograms), and height (in centimeters). Categorical variables were self-reported ethnicity (black, white, yellow, indigenous, or mixed) [12], parity (nulliparous, parous with no previous...
pre-eclampsia, or parous with previous pre-eclampsia), maternal family history of pre-eclampsia (yes or no), smoking during pregnancy (yes or no), history of previous hypertension (yes or no), type 1 diabetes (yes or no), type 2 diabetes (yes or no), systemic lupus erythematosus or antiphospholipid syndrome (yes or no), and use of assisted reproductive technology (yes or no).

The biophysical markers considered in this study were crown-rump length (in millimeters), mean arterial pressure (in mm Hg and multiples of median) [11], and mean UtAPIs (arithmetic mean and in multiples of median) [13]. The FMF2012 algorithm calculated multiples of median values by using a multiples of median equation [6].

Risk scores were calculated according to the competitive risk model described by Wright et al [6] from maternal characteristics and biomarkers (mean arterial pressure and UtAPIs), and these were presented as the risk of pre-eclampsia development before 34 and 37 weeks. The cut-off values for positivity for these timepoints were 1/200 and 1/57, respectively [14].

Data on pregnancy outcomes (pre-eclampsia occurrence and gestational age at delivery) were collected from hospital records. The diagnosis of early pre-eclampsia was based on the onset of systolic blood pressure≥140 mm Hg or diastolic blood pressure≥90 mm Hg and proteinuria (protein excretion>300 mg/24 hours after 20 weeks of gestation), which requires delivery before 34 weeks (pre-eclampsia<34 weeks or early pre-eclampsia) or before 37 weeks (pre-eclampsia<37 weeks or preterm pre-eclampsia) [14,15]. Gestational age at birth was calculated on the basis of the last menstrual period or first trimester ultrasound screening. When the difference between these timepoints was >7 days, ultrasound estimation was used.

For our purpose, the following process was undertaken: (1) identification of pregnant women characterized as ethnically black from recalled first trimester reports; (2) calculation of risk of early pre-eclampsia and preterm pre-eclampsia by the FMF2012 algorithm in these pregnant women, reclassifying them as white, which generates a new score; (3) comparison of the proportion of women categorized as high risk by the original and new scores; (4) construction of the receiver operator characteristic curve; (5) calculation of the area under the curve (AUC), sensitivity, and false-positive rate (FPR) and respective 95% CIs; and (6) comparison of the AUC, sensitivity, and FPR of the original risk with the new risks by using a Chi-square test (the differences were considered significant if P<.05). STATA 13 statistical software package (StataCorp, College Station, Texas) was used for data analyses.

Results

First trimester screening was carried out in 1934 singleton pregnancies. We excluded 403 cases because of fetal aneuploidies (n=7); major fetal malformation (n=28); miscarriage, termination, or fetal death before 24 weeks of gestation (n=18); ASA use at ≤16 weeks of gestation (n=103); small-for-gestational-age neonatal status in the absence of pre-eclampsia (n=69); and missing outcome data (n=178). The remaining 1531 cases were included in the study. We identified 645 (645/1531, 42.12%) patients classified as mixed, 589 (589/1531, 38.47%) as white, and 296 (296/1531, 19.33%) as ethnically black. The sample presented 11 (0.71%) cases of early pre-eclampsia and 26 (1.69%) cases of preterm pre-eclampsia. We observed that 3 of 11 cases (27%) of early pre-eclampsia and 6 of 26 (23%) cases of preterm pre-eclampsia occurred in pregnant women primarily classified as ethnically black.

Mean maternal weight, height, and age were 67 kg, 160 cm, and 27 years, respectively. According to the predetermined cut-off values, 219 of 1531 cases (14.30%, 95% CI 12.5-16.0) of our final sample were classified to be at high risk of pre-eclampsia development. After we recalculated the new risk, 182 of 1531 cases (11.88%, 95% CI 10.3-13.5) of the final sample were categorized as being at high risk of pre-eclampsia development.

The pre-eclampsia rate in this sample was not different in relation to ethnicity, smoking, family history of pre-eclampsia, or assisted reproductive technology use; as our sample contained few cases of the latter, significant inference was not drawn in this case. In addition, no case of systemic lupus erythematosus or antiphospholipid syndrome was detected in our sample.

Table 1 presents an evaluation of the performance of the FMF2012 predictive model among the studied population, according to the originally estimated risks, with pregnant black women classified as ethnically black, and the newly estimated risks, which consider all patients as white/mixed race (baseline risk) for pre-eclampsia<34 weeks and pre-eclampsia<37 weeks. The comparison of the FMF2012 predictive model performance between the originally estimated risks and the newly estimated risks showed that the difference was not significant for sensitivity, but it was significant for FPR.

Figures 1 and 2 present the AUC and the comparison between receiver operator characteristic curves of the original risk and new risk for pre-eclampsia<34 weeks and pre-eclampsia<37 weeks, respectively. There were no significant differences between the curves.
Table 1. Results of the evaluation of the performance of the Fetal Medicine Foundation 2012 (FMF2012) predictive model.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Sensitivity (%), (95% CI)</th>
<th>P value</th>
<th>False-positive (%), (95% CI)</th>
<th>P value</th>
<th>Area under curve (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-eclampsia &lt;34 weeks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original risk</td>
<td>63 (35-92)</td>
<td>.65</td>
<td>13.9 (12.2-15.6)</td>
<td>.05</td>
<td>0.84 (0.71-0.97)</td>
<td>.17</td>
</tr>
<tr>
<td>New risk</td>
<td>54 (25-89)</td>
<td>.66</td>
<td>11.5 (10-13)</td>
<td>.05</td>
<td>0.80 (0.65-0.96)</td>
<td>.17</td>
</tr>
<tr>
<td>Pre-eclampsia &lt;37 weeks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original risk</td>
<td>46 (27-65)</td>
<td>.57</td>
<td>13.9 (12.2-15.7)</td>
<td>.04</td>
<td>0.77 (0.68-0.86)</td>
<td>.36</td>
</tr>
<tr>
<td>New risk</td>
<td>38 (20-57)</td>
<td>.57</td>
<td>11.5 (10-13)</td>
<td>.04</td>
<td>0.76 (0.65-0.85)</td>
<td>.36</td>
</tr>
</tbody>
</table>

*P ≤ 0.05.

Figure 1. Receiver operator characteristic curves of the original risk and new risk for pre-eclampsia <34. ROC: receiver operator characteristic.
Figure 2. Receiver operator characteristic curves of the original risk and new risk for pre-eclampsia <37. ROC: receiver operator characteristic.

Discussion

Principal Findings

This study proposed a new strategy to use the predictive model of pre-eclampsia, FMF2012, in the first trimester of gestation in Brazilian women, to optimize its application; a customized model for our population is not available as yet. However, pre-eclampsia prediction was not improved by the suggested strategy, as the sensitivity remained the same. A simulation that all pregnant women who were submitted to pre-eclampsia screening in the first trimester, along the study period, would belong to the white race was applied, which represents the baseline risk of the predictive model, suppressing the effect of race on the model. It was found that a significantly lower proportion of screened pregnant women would be categorized as high risk with this approach, which implies a reduction in the FPR.

According to the FMF2012 algorithm for pre-eclampsia risk assessment, maternal racial origin is a categorical variable with the following possible values: white, black, East Asian, South Asian, or mixed; only black and South Asian ethnicity demonstrate significant contribution for the prediction of pre-eclampsia [6,16,17].

Ethnic disparities remain to be a contentious matter [18]. The racial classification applied in our country by Instituto Brasileiro de Geografia e Estatística identifies people with regard to their race, and it is also used in national administrative databases [19]. Biological methods based on the identification of biogeographical ancestry are not suited for the intended purposes, and the racial composition obtained by self-classification seems to be the most accurate because of historical and theoretical reasons [20].

In this study, the criterion to define ethnicity was self-qualification of skin color, which constitutes one of the characteristics that comprises ethnicity that is not associated with ancestry, which, in turn, contributes to the validation of this attribute in the model, as it is not the racial determinant, especially in the mixed Brazilian population [20]. The reclassification of black patients as ethnically white creates a new score that is less than the original score, as being ethnically white denotes the baseline risk and eliminates the differences regarding the risk of pre-eclampsia development. FMF published that the prevalence of preterm pre-eclampsia is more than three times higher in black than in white women, which was not observed in our sample, which results in a greater FPR.

Even with a small number of early pre-eclampsia cases in the studied sample, a significant decrease in the FPR was quantified. However, there was no significant difference in the sensitivity and AUC, which dictates the performance of diagnostic tests. This was also observed in the performance of preterm pre-eclampsia screening, but the number of cases was twice as that in this study. Although, in population terms, the improvement in the FPR was small and the study did not have
a considerable impact on overall detection rates, making allowances for ethnic origin can make a significant difference to an individual patient-specific risk, which could alter clinical decision making, mainly with regard to ASA prescription [21,22]. Furthermore, incorrect classifications of a pregnant woman as high risk could cause her to follow centralized prenatal care with frequent exams and rigorous protocols that could be stressful and adversely impact the financial and social costs.

The limitations of this study are related to the small number of cases of early and preterm pre-eclampsia in the sample and mainly in ethnically black women, and this study addressed only one maternal characteristic included as a predictor factor of pre-eclampsia. This study focused on a regional question regarding the performance of the FMF2012 algorithm in pre-eclampsia screening. Although Brazil is a country of continental dimensions with widespread and social inequalities, there are some islands of quality health assistance that can create effective screening strategies and disseminate them by using training programs.

Conclusions

This study makes an important contribution to the understanding of the effect of black ethnicity in our sample. It also tests an alternative approach that can improve prenatal follow-up and health indicators. It is a work-around approach to employ and take advantage of available software of clinical prediction models. Users are allowed to customize demographic characteristics to adjust predefined coefficients, in different ways, without changing the algorithm structure. This approach can be extended to other characteristics in other algorithms, but the knowledge of the effect of the subject’s characteristic as a risk factor on the target population is a key pillar to achieve performance improvement in clinical prediction models with the proposed strategy in different scenarios. In our sample, making allowance for ethnic origin can make a significant difference to an individual patient-specific risk, which could alter clinical decision making. In conclusion, the classification of pregnant Brazilian women as ethnically black by an FMF2012 pre-eclampsia screening test increases the FPR. Suppressing the effect of ethnicity did not improve test sensitivity. By modifying demographic characteristics, it is possible to improve some performance aspects of clinical prediction tests.
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Abstract

Decades of technological developments have populated the field of brain-machine interfaces and neuroprosthetics with several replacement strategies, neural modulation treatments, and rehabilitation techniques to improve the quality of life for patients affected by sensory and motor disabilities. This field is now quickly expanding thanks to advances in neural interfaces, machine learning techniques, and robotics. Despite many clinical successes, and multiple innovations in animal models, brain-machine interfaces remain mainly confined to sophisticated laboratory environments indicating a necessary step forward in the used technology. Interestingly, Elon Musk and Neuralink have recently presented a new brain-machine interface platform with thousands of channels, fast implantation, and advanced signal processing. Here, how their work takes part in the context of the restoration of sensory-motor functions through neuroprostheses is commented.

(J Med Internet Res 2019;21(11):e16344) doi:10.2196/16344
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Significant research in biology, medicine and engineering has sought to obtain effective solutions to improve quality of life of human subjects affected by sensory-motor disorders. Neuroprosthetics are implantable devices designed to replace or improve the function of a disabled part of the nervous system [1]. This technology is relatively recent, as the first neuroprosthetic device successfully implanted was a cochlear implant in 1957 [2]. Since then, such an approach has been expanded to many different applications, which include motor prosthetics [3-6], sensorimotor prosthetics [7-9], visual prosthetics [10,11], and cognitive prosthetics [12].

Up till now, patients who used brain-machine interfaces have had a quite poor perception of the instantaneous behavior, position, or motion of the robotic device, which has prevented them from operating in fully closed-loop and natural control. The restoration of sensory feedback and voluntary control, along with the development and successful integration of these sensor modalities, is a mandatory step towards the realization of future bidirectional neuroprostheses [13].

The challenges described above can be addressed by creating a brain-machine interface that utilizes the processing power of the human brain to control the robotic device. Directly connecting to the human nervous system means closing the gap between user intent and the expected behavior of the apparatus. Furthermore, generating a shorter loop between user intent and device behavior or motion (by eliminating part of the low-level sensor-based control) will allow for easier control, a reduced learning investment, and a reduced cognitive burden of operating the device.
Neural interfaces play a pivotal role in the efficacy of a neuroprosthetic. Due to their ability to read out electrical activity from the nervous system, it is possible to decode signals into cognitive, sensory, or motor information through the use of computational methods. This information can then be used to control a prosthetic device, robot, or computer. It also induces better understanding of brain behavior through the recording of neural activity, providing information about sensory areas responsible for hearing or sight (sensory prosthetics), or helping to regulate malfunctioning motor functions (motor prosthetics). On the other hand, pacemaker or bladder control neuroprosthetics also use similar physical principles, targeting the autonomic nervous system and helping patients with paraplegia due to spinal cord damage [14].

In a recent article, Elon Musk and his company Neuralink presented a new platform to target the brain for neuroprosthetic applications [15]. They used arrays of small and flexible electrodes (called threads), with 3072 electrodes per array, distributed across 96 threads. They also developed a neurosurgical robot able to insert six threads (192 electrodes) per minute. Each thread can be individually inserted into the brain with high precision, avoiding surface vasculature and targeting specific brain zones. The electrode array is packaged into a small implantable device that contains custom chips for low power, onboard amplification, and digitization. Moreover, since neural spikes in a brain-machine interface must be detected in real time to maximize decoding efficacy, Neuralink has developed a custom online spike-detection software that has achieved a spiking yield of up to 70% in chronically implanted electrodes. Musk’s long-term idea consists of enabling humans to connect their brains to machines, and Neuralink’s approach to a brain-machine interface has shown unprecedented packaging density, extensibility, and scalability in a clinically relevant package. The main properties of the neural electrodes are related to their biocompatibility, long-term stability, and recording/stimulating selectivity when interfacing with both peripheral and central nervous systems [16,17]. Therefore, more tests should be performed for a complete validation of this new platform. This step is not trivial, as it is crucial to show the possible translation of this approach to humans. Further, it is necessary to demonstrate the effective benefits of using this new technology in comparison to other techniques that have been widely tested in the previous decades. The hypothetical complete brain-machine connection has become a closer possibility, but it is not ready just yet.

In this field, many devices and smart materials have been presented as effective solutions to interfacing with nervous tissues, enabling an intimate connection between the brain and machines in animals and even in humans [18]. Understanding how to interact with the brain using advanced algorithms has become of great clinical interest now, both to decode neural information [19] and to encode natural sensations by exploiting biomimetic neurostimulation strategies [20]. Moreover, advanced data processing methods have to be developed to bring these technologies to real life application. In this direction, new tools like machine learning and quantum computing will help to bring this concept to reality.

In the near future, neurotechnologies will continue to grow. More accurate and advanced computer simulations (eg, computational modelling) will allow researchers to test and validate these technologies even quicker. Implantable neurotechnologies will literally become part of us. Direct bidirectional communication between the brain and external devices, the transformation that this connection brings about, and the blurring of the boundaries between humans and machines, are issues that raise several ethical, social, and cultural concerns. Personal identity, physical integrity, and the human dignity [21] of people using the next generation of brain-machine interfaces will surely require further attention.
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Intelligent Sensing to Inform and Learn (InSTIL): A Scalable and Governance-Aware Platform for Universal, Smartphone-Based Digital Phenotyping for Research and Clinical Applications

Abstract

In this viewpoint we describe the architecture of, and design rationale for, a new software platform designed to support the conduct of digital phenotyping research studies. These studies seek to collect passive and active sensor signals from participants' smartphones for the purposes of modelling and predicting health outcomes, with a specific focus on mental health. We also highlight features of the current research landscape that recommend the coordinated development of such platforms, including the significant technical and resource costs of development, and we identify specific considerations relevant to the design of platforms for digital phenotyping. In addition, we describe trade-offs relating to data quality and completeness versus the experience for patients and public users who consent to their devices being used to collect data. We summarize distinctive features of the resulting platform, InSTIL (Intelligent Sensing to Inform and Learn), which includes universal (ie, cross-platform) support for both iOS and Android devices and privacy-preserving mechanisms which, by default, collect only anonymized participant data. We conclude with a discussion of recommendations for future work arising from learning during the development of the platform. The development of the InSTIL platform is a key step towards our research vision of a population-scale, international, digital phenotyping bank. With suitable adoption, the platform will aggregate signals from large numbers of participants and large numbers of research studies to support modelling and machine learning analyses focused on the prediction of mental illness onset and disease trajectories.
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Introduction

There has been a recent explosion of interest in consumer digital tools across health care, such as smartphones. Mental health has been no exception [1]. Clinically valuable applications have been identified in depression and anxiety, suicidality, drug and alcohol disorders, ageing and dementia, and neurological disease. Through digital phenotyping [2,3] (or personal sensing [4]), behavioral signals, sensor data, and self-reported information gathered through smartphones, wearable sensors and smart home devices can be combined to elucidate the nature and clinical status of health conditions, such as depression [5,6].
anxiety [7], and bipolar disorder [8-13]. These signals also promise better insight into the earliest signs of mental disorders, such as changes in sleep, social behavior, and cognitive function, and raise the prospect of robust, individual-level risk stratification and prediction [14]. Modern smartphones contain multiple sensors that may be used for both passive (ie, continuously running in the background without intervention) and active (ie, with direct input from the user) data collections. Individual sensors may be used for both, such as applying a device accelerometer to collect measurements from a stereotyped movement task while also recording circadian movement patterns.

Importantly, these digital tools can be designed to use gathered data to deliver and enhance interventions [2]. Techniques such as artificial intelligence can transform data into self-management recommendations concerning relapse or treatment adjustment, and can also drive interactive experiences, such as chatbot-based conversations [15,16]. The use of online and smartphone apps for the prevention and management of mood disorders [17], suicide [18], bipolar disorder [19], and the promotion of mental wellbeing has either already been established or is under active investigation and can deliver clinical outcomes comparable to face-to-face therapy [20-24]. Automation has created opportunities to reach global users in a timely way; creating new mechanisms to support health care users that do not rely on face-to-face services [25]. Data-driven tailoring also has the potential to address key challenges of poor engagement and meaningful use that are commonly seen in today’s apps [26,27].

Today, efforts to realize a vision of smart sensing and adaptive intervention design are fragmented and often narrowly focused. Despite enthusiastic efforts to build sensing and intervention apps, many appear to have limited potential for clinical translation because they are not backed by evidence of efficacy [28], or do not clearly satisfy clinical quality [29] and safety expectations (such as those concerning diagnostic accuracy [30]). Our own review suggests that the choice of data collected appears more often determined by technical ease rather than what is most important to understand physiological, neurological, and psychological processes [31]. There are also numerous questions of data privacy [32], acceptability [33], and the ethics of data collection [34] which have been fueled by high-profile public data scandals. Left unaddressed, these questions risk undermining public and professional confidence in this transformative technology area. Crucially, without large-scale public participation, much of the vision for digital phenotyping and adaptive interventions cannot be realized. It is becoming increasingly clear that a complete and comprehensive data platform is required to capture the breadth of available sensor data in a meaningful way. This itself is a challenge, given the need to specify the various functional modules required to support the range of available sensors without negative impacts on user experience and to meaningfully curate the data that is produced.

As a field, and at the beginning of what may prove to be one of the most useful ways we can help understand the nature, trajectory, treatment, and mechanisms of mental health disorders, we need to change the way we operate. Over the next few years, if appropriately and ethically acquired, we believe that the time has come to create an international digital phenotype bank. Its purpose will be to explore the relationship between behavior and the development, and subsequent trajectory, of common mental illnesses. It will also create the opportunity to develop personalized digital interventions that assist individuals in identifying and preempting periods of ill health. Because predictive analytics and related methods can efficiently leverage existing data [35], data consolidated in a digital phenotype bank promises a multiplier effect from reuse by clinical, research and, with appropriate governance, industry users.

However, to enable these research and clinical uses, signals data from potentially large numbers of participants must be collected, marshalled, and persisted. A key enabler of this vision is, therefore, the availability of scalable software platforms backed by appropriate technical architecture. This paper describes the design of a new platform for digital phenotyping intended to satisfy this requirement. We outline the design goals of the platform and highlight aspects that researchers may wish to consider when developing similar platforms.

A Case for Shared Platforms

Overview

The technology landscape surrounding the development of both digital phenotype data collection and data-driven intervention studies can be characterized by significant heterogeneity (of technologies, platforms, clinical problems, and research approaches [31]). Nevertheless, several common features stand out. These motivate our interest in the potential for shared data platforms and are summarized below.

Most Digital Data Collection and Intervention Tools Are Custom-Built

Researchers in electronic mental health (e-mental health) often build custom digital solutions to support their studies. This typically involves creating study-specific mobile (or web) apps, often from scratch. These digital health research apps contain code for gathering study specific data from sensors, surveys, and custom workflows (such as games). Additionally, these apps must handle aspects such as user management, data transport to a secure server, data privacy, and ensuring that the technical solution adheres to the approved ethics protocol. This careful process of technical engineering to satisfy research and governance requirements must be repeated for every study.

There Is a Significant Opportunity Cost for Creating Digital Solutions

Although individual research groups may achieve economies of scale through strategic development of shared code and the reuse of assets, the ability of other research groups to exploit these benefits is limited by the commitment of the originating researchers to make these assets available (eg, as open source repositories), to maintain them, and to provide support for their use. Researchers (especially those working outside electronic health (eHealth)) who may be interested in acquiring digital sensor signals may be essentially locked out because they have no access to enabling technology.
Efforts by mobile platform vendors to create reusable research tools (eg, Apple’s ResearchKit [Apple Inc, Cupertino, California, USA]) do not address passive sensing scenarios and do not solve the problem of researchers wanting to build tools that will run on both iOS and Android platforms, since vendor frameworks are not cross-platform compatible.

**Life Cycle Concerns Are Rarely Addressed**

To guarantee participant experience, digital solutions must be supplied, set up, managed, and supported over the duration of the study. Significant effort and resources may be needed to address breaking changes introduced by updates to mobile operating systems and to debug issues experienced on specific device types (particularly for Android, where the device market is highly fragmented and where modifications to the device operating system by individual device manufacturers can create unexpected issues). The challenge of resourcing life cycle management is a potential contributor to the small numbers of research-backed health apps currently available in public app stores [28,36].

**No Common Data Standards Exist for Digital Phenotyping**

A data standard is a consensus set of rules for describing and recording information to facilitate its analysis, reuse, and exchange [37]. A topical challenge for digital phenotyping is the extent to which contextual information may be needed to adequately interpret signals data. For example, device type, version, and power state, sensor characteristics (such as measurement precision), and user characteristics (such as height and age) may all affect the interpretation of sensing data. Data standards offer a means to ensure that this relevant information is consistently collected in formats that are useful for both initial and secondary analyses. A lack of common standards acts as a potential barrier to combining data from multiple studies, with time and effort needed for data wrangling (ie, the process of converting data into compatible forms). Shared platforms stand to help address the standards gap in two ways. Firstly, simply by coordinating the activity of different researchers, they operate as de facto standards providers since all data collected is governed by the same technical collection mechanisms. Secondly, as the digital phenotyping landscape matures, they are well-placed to implement any standards that are collaboratively developed by the research community. Other areas where standardization may be beneficial include the specification of data preprocessing steps and the methods used to derive summary metrics and features intended for machine learning.

**Good Data Governance is Challenging**

Poor quality and privacy controls, including a lack of industry-standard safeguards such as appropriate encryption and access control, have repeatedly been identified in health apps available to the public [32,38]. Shared platforms may be better able to command the resources and expertise needed to monitor and respond to evolving governance risks than individual projects.

**Design Considerations for Digital Phenotyping Platforms**

In addition to factors motivating interest in coordinated approaches towards digital phenotyping, there are several specific design considerations. In a recent discussion [31], we identified three priorities. We argued firstly for the need for universal (ie, cross-platform) technology that is accessible regardless of device type, to ensure equity of opportunity for both research participants in the present and the potential future users of clinical services that are built around digital phenotyping. Despite almost equal market share between the two major mobile operating system vendors (Android and Apple) in multiple economies [39], digital phenotyping platforms have historically focused exclusively on Android devices because of the relative ease of implementing passive sensing on these compared to Apple, whose app model does not allow continuously running background services (except in specific circumstances not directly relevant to digital phenotyping).

Secondly, we advocated for platforms that could not only efficiently support smaller pilot and exploratory projects (of the kind that have largely characterized digital phenotyping research to date [31]) but also larger studies running with potentially thousands of concurrent participants. We justified this requirement on the basis that, if a primary intent of digital phenotyping is de novo biomarker discovery for clinical grade uses, then there will need to be a step change in the discriminative performance of models being derived from digital phenotyping signals, which will likely require larger datasets [40]. Reported sensitivities and specificities in digital phenotyping classification studies to date rarely exceed 90%, despite the use of state-of-the-art machine learning methods. We have highlighted how improvements in test statistics will be needed to obtain clinically acceptable rates of false positives and negatives [31].

Thirdly, and Relatedly, we identified a need for platforms that could support the aggregation and efficient transformation of collected data to: (1) support its secondary reuse, such as the creation of artificial intelligence–based methods for predicting mental health outcomes; and (2) enable future integrations with digital health interventions. For example, models derived from digital phenotyping data could be used to tailor the selection and timing of components delivered by adaptive interventions. Platforms supporting this kind of operational use case have potentially more stringent requirements around uptime and resilience than those used simply as repositories for research data.

We identify here two further design considerations. The first is that the use of smartphones as the primary data collection mechanism introduces multiple constraints which necessitate trade-offs during platform design. That is, there are competing characteristics, such as user privacy concerns, energy efficiency for extending battery life, hardware difference due to device fragmentation, and strict app development guidelines [41-43]. Because each of these constraints has relevance for research-relevant goals, such as being able to collect as much...
data as possible from a given user, there is a need for an explicit decision-making process during platform design.

Table 1 highlights the relationship between typical constraints and research goals, the tradeoffs that result, and potential design solutions. For example, there is an implicit trade-off between maximizing data collection volumes and potential negative impacts on user experience resulting from sensor-related battery drain and the use of data services to transmit collected data. For platform creators, design challenges include not only finding technical strategies that can optimize the efficiency of collection but also whether and how to include hard constraints that mitigate poor user experience (such as placing an upper limit on data collection frequency). Whether or not such strategies are necessary may depend, in turn, on the kind of operational model backing the platform. For example, where a platform is offered as a service to multiple research groups, the use of such constraints may be justified on the basis that negative user feedback arising from one study has the potential to affect the recruitment and participation of users in other studies, even if unrelated.

Table 1. Summary of the trade-offs between requirements, constraints, and resolution.

<table>
<thead>
<tr>
<th>Research goal</th>
<th>Smartphone constraints</th>
<th>Trade-off</th>
<th>Potential design solution(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Readily accessible participant data</td>
<td>Protect user’s privacy by restricting access to data</td>
<td>Data availability versus user privacy</td>
<td>Strict adherence to mobile platform app guidelines captured in a reusable app development kit for app developers</td>
</tr>
<tr>
<td>Unified way to collect passive and active data</td>
<td>Smartphone vendor fragmentation creating platform-specific data collection challenges, such as continuous background sensing on Apple devices</td>
<td>High quality data versus Platform and device limitations</td>
<td>Tested and verified implementation for accessing sensor data that wraps platform-specific data collection strategies in a common interface</td>
</tr>
<tr>
<td>High resolution data collection strategy (eg, continuous high frequency sampling over many days)</td>
<td>Sensor usage limited to extend battery life</td>
<td>High resolution data versus poor user experience</td>
<td>Custom communication protocol between mobile apps and core platform allows tailoring of frequency and duration of sensor sampling to manage energy and bandwidth impacts for users</td>
</tr>
<tr>
<td></td>
<td>Impacts on network responsiveness and user data costs if cellular networks used to upload large data payloads</td>
<td>High resolution data versus additional costs to participant</td>
<td>Platform enforces upper limits on data collection resolution</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Platform merges and schedules multiple requests to minimize impacts on users’ devices</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Support for customized scheduling of data uploads (eg, to use only Wi-Fi connectivity)</td>
</tr>
</tbody>
</table>

The second concerns the extent to which any platform enforces particular workflows on research users and data collection participants through its design. Even with modern software development approaches, assumptions about how users will perform key tasks are often incorporated at an early stage. As a result, there are limits to which the initial design can be modified [44], even with subsequent refactoring [45]. For example, if strong governance of collected data is a desirable outcome then it may be justifiable to introduce common platform mechanisms, such as requiring Institutional Review Board (IRB) approvals before data collection can be activated. However, our own experience as researchers also recommends against creating strong constraints on exactly what data research teams try to collect or the methods used for collection. One potential strategy for resolving this tension is to give study teams freedom regarding the design and function of client-side infrastructure (eg, data collection apps) while still mandating appropriate controls, including governance requirements, over server-side infrastructure where data are collected and processed for subsequent analysis. This approach has been successfully used in widely adopted software frameworks, such as those used to provide usage analytics on mobile apps.

The InSTIL (Intelligent Sensing to Inform and Learn) Digital Phenotyping Platform

Background

The InSTIL (Intelligent Sensing to Inform and Learn) platform is a new, cloud-based system for collecting active and passive sensor signals from both iPhone and Android smartphones.

Platform Design Aims

The platform was designed with the broad research aim of improving understanding of the causes and trajectory of youth-onset mood disorders using digital phenotyping. Requirements analysis was informed by the issues discussed above and by considering, through discussion with representative stakeholders, what would be needed to support multiple multidisciplinary teams working in parallel to explore different facets of this research challenge. These imagined teams consisted of: (1) mental health and clinical researchers wanting to explore relationships between specific, digital phenotyping–derived signals and traditional mental health outcomes, such as GPS data and self-rated depression scores, within observational studies of their own design; (2) researchers wanting to combine (with consent) collected datasets for secondary analyses, linkage, and machine learning; and (3) intervention designers wanting to consume digital phenotyping...
data in some way to tailor or optimize new mental health interventions. It was assumed that teams would not necessarily be from the same institution and, although aligned with the overall research aim, would not necessarily focus on the same study populations.

From this analysis, we identified three interrelated design objectives. Firstly, the platform should support high rates of reliable data ingestion (ie, the collection of high-resolution data from thousands of users without loss). This objective reflected both the identified need for, and research interest in, larger-scale digital phenotyping studies, as well as specific consideration of the data volumes required to establish a digital phenotyping bank. Platform design was influenced by this more than any other objective, reflecting the impact that performance and robustness requirements have on software architecture [46]. Secondly, the platform should be flexible enough to support the requirements of multiple studies, including those not based in mental health. In other words, the system needed to be flexible enough that researchers could adapt the platform to the specific requirements of their study while still benefiting from software reuse. Thirdly, the platform design should seek to minimize operational costs. Research teams often operate with constrained budgets with minimal allowance for the developer and operations teams that would be typical of such platforms in a commercial setting. This objective informed the ultimate decision to design certain platform components as shared backend services, thus removing the need for individual researchers to carry the risks and costs of initial setup and creating a potential mechanism for formal operational support in the future. Success in meeting this third objective is being assessed through cost modelling incorporated into a randomized controlled trial [47] that is using the platform for data collection. This will be reported in a future analysis.

Common Research Workflow

From the requirements gathering process we identified a common research workflow (Figure 1), which is a stereotyped sequence of actions for the acquisition of digital phenotyping data from study participants. This workflow incorporates the following steps:

1. Researchers specify the study design, define which questionnaires and sensors are required to deliver a trial or set of clinical measurements and, optionally, how these are integrated with any intervention components, such as self-guided therapy. This specification is then hosted in a secure online repository.

2. When the study commences, the specification is automatically distributed to users’ devices. The same mechanism can be used to update the specification throughout the study.

3. The platform app development kit generates a range of data streams, as required. This includes self-report data streams, which consist of:
   - Self-report questionnaires and assessments. Self-report data can include single questions, standard instruments (such as the Patient Health Questionnaire [PHQ-9]), structured tests (such as response-time measurements) and recordings from sensors (such as voice samples); and
   - Ecological momentary assessments. These include quick-fire questions generated in response to temporal or contextual cues (for example, when a user awakes), to generate ecologically valid data.

4. There are also digital data streams, which might include:
   - Passive sensing, which runs silently and continuously to collect high resolution data about location, activity, and social interaction from the user. A contemporary smartphone may typically contain: an accelerometer, gyroscope, compass, barometer, light sensor, GPS receiver, microphone, camera, as well as Wi-Fi and Bluetooth interfaces that can be used to detect proximity to other users and devices. These sensor types are all routinely available for digital data collection.
   - Device utilization data, which tracks ‘digital exhaust’, such as time spent in apps, phone calls and text messaging usage, as well as potential markers of cognitive function, such as typing speed. The app development kit automatically manages potential barriers to data collection, such as user battery life and limited connectivity, through smart scheduling and caching.

5. Researchers can start to extract registry data as soon as it is received, accelerating analysis, permitting study designs that involve expert feedback, and allowing any data collection issues to be identified and addressed early in the research process.
Figure 1. InSTIL: Common research workflow. The figure shows how the platform supports a sequence of key activities for researchers involved in digital phenotyping. InSTIL: Intelligent Sensing to Inform and Learn.

The workflow makes explicit several user requirements that informed platform design. Firstly, and reflecting the status of digital phenotyping as an emerging research area, an iterative “test, analyze, test” approach is likely to be the norm, with the timing and focus of digital phenotyping data collection revised through a sequence of sub-studies. This requirement drives the cyclical graph shown in Figure 1. Any iterative approach to data collection must nevertheless be balanced with good study governance requirements such as data integrity and versioning.

Secondly, researchers who are faced with practical study issues, such as unforeseen protocol adjustments or managing participant compliance, will expect the flexibility to amend data collection parameters on demand. This gives rise to the concept of a dynamic, study-specific, data collection specification that can be updated and disseminated to participant devices as required.

Thirdly, support for acquisition of nondigital phenotyping data types is essential to enable key use cases, such as the need for self-report and outcomes measures to provide labels against which to train digital phenotyping models using supervised machine learning.

Finally, despite the need for study-specific software development work (eg, engineering apps to satisfy specific data collection, intervention, and user experience requirements), there is still value in common, researcher-facing software tools to support routine administrative tasks such as scheduling, monitoring participation, and data extraction. Relatedly, the ways in which researchers will use collected data, whether for statistical analysis, machine learning, or intervention tailoring, are diverse enough to limit the value of single mechanisms for visualizing and manipulating data. Instead the focus should be on providing ways to efficiently extract collected data in useful formats and slices (ie, subsets of users).

Platform Components

The resulting platform consists of a set of reusable software components embedded within a common architecture (see Figure 2 and summary in Table 2). The architecture is consistent with identified requirements for big data platforms, specifically those of distributed computation and big data storage [48]. Together, these components: (1) enable the collection of passive and active sensor data (and other arbitrary data types); (2) enable secure storage of deidentified data; (3) provide dynamic control over the frequency and types of data being collected; (4) maintain the provenance of data by ensuring source information is recorded consistently; (5) provide a robust synchronization protocol to reduce the risk of data corruption during transfer; (6) record data in a standardized and stable data format to permit replication and auditing; and (7) offer a common data export and management method. The components shown in Table 2 have been designed to adhere to the software engineering principle of separation of concerns [49], where each component focuses on a well-defined functional process to minimize repetition of code, maximize reusability, and simplify maintenance or further development.
Figure 2. Platform architecture. Architecture diagram showing the digital phenotyping platform consisting of reusable components (purple and blue boxes) and components that need to be custom built for each study (orange).
Table 2. Description of architecture components.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study design and instruments</td>
<td>Questionnaire, data collection strategy, and the frequency required for a specific experiment (active data).</td>
</tr>
<tr>
<td>User management</td>
<td>Some studies may need to reidentify users or provide custom authentication to ensure that only specific participants join the study, and this component enables custom apps to provide that functionality.</td>
</tr>
<tr>
<td>Visualization tools</td>
<td>Integration endpoint for third party data visualization tools (eg, Power BI, Tableau, or Quicksight).</td>
</tr>
<tr>
<td>Data analytics tools</td>
<td>Integration endpoint for big data tools to provide analytics and support machine learning techniques.</td>
</tr>
<tr>
<td>User profile database</td>
<td>Database for storing study specific details. This store is independent of the platform, thus preserving the separation between identifiable data (held in this database) and anonymized data (held in cloud data stores).</td>
</tr>
<tr>
<td>Data collector</td>
<td>Component responsible for extracting passive data from the mobile device and storing it locally prior to uploading the data to the platform.</td>
</tr>
<tr>
<td>Data uploader</td>
<td>Component responsible for uploading data to the cloud backend. Fault tolerance and automatic resume-retry supported.</td>
</tr>
<tr>
<td>Enrolment module</td>
<td>Responsible for enrolling a participant and device with a specific experiment.</td>
</tr>
<tr>
<td>Experiment manager web app</td>
<td>Dedicated component responsible for creating a new experiment with all the details specific to the study.</td>
</tr>
<tr>
<td>Data ingestion</td>
<td>Accepts raw data from the mobile devices and triggers the data processor to store all data for the user.</td>
</tr>
<tr>
<td>Data processor</td>
<td>Backend component responsible for transforming the data to the Data Sink component.</td>
</tr>
<tr>
<td>Data sink</td>
<td>Component responsible for storing the study data in a database.</td>
</tr>
<tr>
<td>Notification engine</td>
<td>Triggers notifications to be sent to the mobile apps to ensure that they continue to collect the appropriate data required for the study.</td>
</tr>
<tr>
<td>Data exporter</td>
<td>Module that researchers can use to extract data from the database in a standardized format.</td>
</tr>
<tr>
<td>Deidentified database</td>
<td>Core database that stores all deidentified data collected from an app.</td>
</tr>
</tbody>
</table>

Platform components are divided between a mobile app development kit and shared cloud-based data backend. The app development kit is available for both iOS and Android and is intended to expedite development of new digital phenotyping client apps. The app development kit reflects our skepticism that any fully-fledged data collection app can meet the design, content, and user experience requirements of any given study. Instead, native libraries included in the kit provide drop-in passive and active sensor data collection capabilities (summarized in Figure 3), and separate error-tolerant and secure upload management for collected data. These libraries allow any app to be augmented with digital phenotyping capabilities, while leaving researchers full control over the user-facing interface and interaction design. The app development kit also allows researchers to exert fine control over energy and data impacts associated with sensor utilization and data upload.

The common data platform provides endpoints to authorize, ingest and securely store data uploaded by apps using the app development kit, allows researchers to dynamically configure the behavior of data collection apps, makes collected data available to researchers for further analysis, and maintains persistent audit logs of data upload and access for governance purposes. Although individual studies can set up and run their own instance of the common data platform, it is principally designed to support the use case where it can be hosted and offered as a service to multiple concurrent projects. The design is intended to reduce the learning curve, costs, and risks borne by users new to the platform who can instead focus on the client-side data collection experience. In our solution, researchers interact with the platform through Experiment Management, a web app (interface shown in Figure 4) which allows them to specify data collection configurations, monitor data collection progress, and download data collected from previous experiments. The platform supports the creation of custom study designs (questionnaires, interactions, etc) and flexible data collection protocols (nightly uploads, type and frequency of sensor data, etc). It also acts as a formal store for audit-relevant information about study permissions, such as documents received from an authorizing IRB. Without this information, the study cannot commence data collection.

Figure 3. Supported data collection types. EMA: ecological momentary assessment.
Platform Features

**Support for Passive Sensing on Both iOS and Android Devices**

The platform app development kit provides native libraries to support app development on the devices of both major platform vendors. The ability to schedule passive sensing on Apple devices differentiates ours from most other digital phenotyping platforms. The provision of a kit ensures that researchers do not need to reimplement best practices associated with privacy and security in a mobile cloud computing environment, such as appropriate authorization and encryption during data upload [50].

**Strategies to Maximize Passive Sensing Completeness**

A principal challenge for passive sensing on smartphones is to maximize the proportion of desired data points that are sampled as planned and successfully returned for analysis. Although data upload scheduling and error tolerance is an important modifier of data completeness, a major barrier concerns reliable sampling (ie, the initial acquisition of data from the desired sensor at the desired time).

Concerns around data privacy have led mobile platform vendors to introduce restrictions designed to give users greater control.
over how sensor data are collected and used. For example, mobile apps must now explicitly obtain (and in some cases periodically reobtain) user permission to collect GPS location data. These permission mechanisms are platform-specific and subject to change. To address these challenges, our development kit provides support for a flexible onboarding mechanism to guide users through the process of setting appropriate permissions, configuring whether cellular data can be used for data upload, and configuring hooks for notifying where permissions have been denied or revoked. Fault tolerance means that the kit handles such cases gracefully, continuing to collect other sensor types even if one sensor no longer has permission.

Another limitation arises from concerns about the potential impact of continuous background sensing on system performance and battery drain adversely affecting the end-user experience [43]. Platform vendors limit the amount of data that can be collected passively, even when closing apps that are energy inefficient or have not been recently activated by the user. To work within the constraints imposed by the platform vendors, our communication protocol relies on periodically waking up the mobile apps using silent background notifications. This approach allows a common mechanism to be used on both Android and iOS but is reliant on network connectivity. The efficacy of these strategies in maximizing data completeness is the subject of current investigation and we intend to report on it in a future manuscript.

**Extensible, Low-Cost Data Ingestion Pipeline**

Data management has shown to be a core consideration in large-scale, mobile app ecosystems [51]. This principle influenced the decision to make the data ingestion pipeline hosted by the cloud platform essentially agnostic to the form and type of data uploaded from users’ devices. Instead, uploads are required to be decorated with metadata, which encodes information type and shared parameters, such as time of collection, in a standardized format. This flexibility means that support for new sensor types or data sources, or changes to the form in which data are collected, can easily be introduced to data collection clients without impacting the function of the cloud-based ingestion pipeline. For example, a research group wanting to extend the app development kit to collect high volume data from a wearable sensor could do so and continue to use existing data upload mechanisms without requiring changes to the cloud architecture. This flexibility is intended to expedite this kind of development and reduce the associated costs for both research users and platform operators. The use of standardized metadata means that analytics functions, such as data submission rates, can easily be derived from submitted data even if new types have been added.

In addition to extensibility, the data ingestion pipeline is designed to minimize overheads associated with data acquisition by performing minimal computation over the ingested data. For example, data validation and compression are not performed by the pipeline but are, instead, a client-side concern supported by the app development kit. By distributing computation to client devices, this reduces potential bottlenecks and consequent costs for the common platform.

**Strongly Typed, Client-Side Data Collection**

While the data ingestion pipeline is type-agnostic, the app development kit implements a core set of strongly typed schemas for capturing and persisting common sensor data and related data types. Schemas are currently available for GPS, accelerometry, gyroscope, audio, longitudinal event log, and questionnaire data and can be freely extended by users of the kit. This combination of an agnostic pipeline with client-side conventions for storing data represents a design trade-off between the flexibility to extend and adapt the platform and the ability to reuse, transform, and combine data (which recommends the use of common data standards). As a result, research users of the platform that implement the development kit can use the provided data types and be reassured that the data they collect will be compatible with existing datasets as well any visualization/analysis tooling developed for the platform, while those who want to adapt the data formats can do so freely.

**Privacy-Preserving Architecture**

Consumer privacy law and research ethical guidelines create strict requirements about data handling and management [52,53]. Considerations such as data privacy, which jurisdiction the data can be stored and transferred to, and system security are all relevant governance concerns addressed by the platform. For example, the selected cloud/provider architecture allows us to assure (with suitable configuration) that data belonging to each research study are appropriately segregated and will be stored only in a single legal jurisdiction, while the common data platform enforces a requirement for IRB approvals to be lodged prior to starting data collection.

A distinguishing feature of the platform is that all user data contributions are anonymous by default. This is achieved using a custom anonymous authentication mechanism (see Figure 5) which is provided as part of the app development kit and enforces contractual anonymity within the mobile app. We recognize, however, that for certain studies it may be necessary to identify and follow up with named individuals to augment or verify results or deliver other intervention components. The platform supports the case where participants do need to be identified, but this requires explicit additional steps to be taken by developers (in addition to appropriate ethical permissions) to cache the unique enrollment identifier generated for every participant. To do this, developers must create their own linkage key store. This is, by definition, separate from the data stores used by the platform, preserving anonymity in the unlikely event that the platform stores are compromised.
Figure 5. Privacy enforced enrolment protocol. Protocol for communication between the digital phenotyping app and the cloud backend supporting passwordless authentication.

A second feature is the use of public key-based mechanisms as a strategy to authorize and secure the time-limited transfer of user data payloads to the platform. This mechanism (summarized in Figure 6) guarantees that uploaded data are uniquely allocated to the user that initiated the upload, minimizing the potential for unauthorized access, upload spam, or mistakes in data allocation during analysis. Together, these strategies mean that there is no situation during routine platform operation in which identifiable information is stored in the same cloud environment as user response data.

Figure 6. Secure data upload protocol. Protocol for communication between the digital phenotyping app and the cloud backend involving anonymous data collection and dynamically created upload locations.
Technical Implementation Overview

A central tenet of the technical implementation was to leverage existing open source components wherever possible. Due to the scalable requirements of the platform, which is the eventual ability to support tens of thousands of concurrent users, the platform was built on top of the containerized platform Kubernetes (Google LLC, Mountain View, California, USA). Selecting a containerized solution simplified the processes of integrating existing tools into the platform. These included Elasticsearch (Elastic NV, Amsterdam, the Netherlands) for efficient information retrieval, Kafka (Apache Software Foundation, Forest Hill, Maryland, USA) for constructing data pipelines, Zookeeper (Apache Software Foundation, Forest Hill, Maryland, USA) for coordinating distributed components, Kibana (Elastic NV, Amsterdam, the Netherlands) for visualization and reporting, Redis (Redis Labs, Mountain View, California, USA) as a central data store and PostgreSQL (PostgreSQL Global Development Group, Berkeley, California, USA) for data persistence. Scripts are provided to configure, deploy, and run these components on Google’s Cloud Platform (Google LLC, Mountain View, California, USA) (although the platform will run on any cloud environment that supports Kubernetes). The applications that make up the cloud backend are written as Java microservices using the Spring Boot (Pivotal Software, San Francisco, California, USA) web framework.

Digital phenotyping apps use platform specific native programming languages, such as Swift for Apple’s iOS and Java/Kotlin for Google’s Android.

Future Development

A principal task for future development is to identify where shared value can be created for users once data have been received by the platform. While we expect that most researchers will expect direct access to raw data, there may be tasks, particularly those that are either computationally expensive or technically sophisticated, which it would make sense to be offer as platform services. For example, feature computation or data reduction techniques could be offered as options within a standardized processing pipeline, minimizing set-up burden for platform users while offering potential assurance about the standardization of the datasets that are produced. Work is underway to explore the scope, feasibility, and value of this kind of preprocessing.

Additional work is also required to enhance error handling logic for the platform. To achieve high data throughput, validation logic (ie, steps to verify the correctness of incoming data) within the ingestion pipeline was kept to a minimum. While this pipeline can theoretically support efficient validation, such as through asynchronous workers operating over accumulated data, the current architecture does not support mechanisms to propagate identified validation errors (eg, poor sample quality) back to mobile clients. This introduces potential latency into the process of identifying data quality issues and shifts the burden of problem-solving onto the research team as a manual process, which may be unfeasible in studies with large numbers of participants. Future updates will introduce mechanisms to trigger app development kit hooks when validation issues are discovered, providing a potential route for data collection clients to respond and fix any identified validation problems without manual intervention. For example, in a study collecting active voice samples, a collected sample that fails a quality check could trigger the platform-associated mobile app to ask a participant to provide a second sample.

We also recognize an ongoing requirement to review and strengthen approaches to safeguarding participant confidentiality. While the platform design ensures that traditional identifiers, such as names and contact details, are not collected, we acknowledge the risk that certain digital phenotyping data types, such as GPS, are intrinsically identifiable [54]. Potential platform-enforceable strategies to manage this risk include: holding data in temporal escrow to prevent individuals’ current location being identified, remapping GPS data to an alternate reference frame so that relationships between points, but not their absolute location, are preserved, and providing pipeline tools to preprocess data into features or labels on behalf of researchers to avoid the need for teams to handle raw data. Each of these involves potential trade-offs between risk management and analytical value [55]. For example, remapping GPS to an arbitrary coordinate system limits the potential for semantic labelling of known locations. We aim to explore the feasibility and acceptability of these kinds of strategies in relation to both GPS and other sensor data types in the next phase of work.

Finally, a process of technical refinement (currently underway) aims to simplify the existing architecture to: (1) eliminate unnecessary components which nevertheless confer operational costs; and (2) reduce the effort required to extend the platform for study-specific modifications. Currently, binary data such as audio, video, and image files are stored in Elasticsearch, enabling all data to be indexed for efficient searching. In later development phases, blob storage will be used to house binary data and only metadata describing the files will be indexed, with the aim of reducing data processing costs. This shift may also make it possible to replace Elasticsearch with a simpler data store, such as a relational database, potentially reducing the skills required of the team operating the platform.

Discussion

In this paper we describe the design of a scalable and governance-aware platform for the acquisition of sensor data from consumer smartphones, for the purposes of digital phenotyping. The InSTIL platform provides a new suite of tools for the development of digital phenotyping research studies. The platform is currently being used to run studies at Black Dog Institute and Deakin University, and will ultimately be made available for research and public use. It sits alongside several established and emerging technology platforms for digital phenotyping that include Aware [56], Beiwe [57,58], EARS [59], Purple [60], Monsenso [61], Passive Data Kit [62], and RADAR-base [63]. InSTIL differs from these existing platforms in several ways: (1) it supports passive sensing on iOS, unlike EARS, Purple, and RADAR-base; (2) it runs sensing without using special permissions that may prevent apps from being deployed via public app stores, unlike Aware (albeit at the expense of certain sensor streams, such as Bluetooth proximity...
tracking); (3) and its hosted server model means that research teams do not have to worry about setting up, securing, and maintaining the server infrastructure needed to run digital phenotyping studies, unlike Passive Data Kit. Our platform appears to be conceptually like Beiwe as a service [64], adopting similar positions on issues such as participant anonymization [65]; however, InSTIL differs by pairing its hosting model with a software development kit, enabling custom apps to be built for each project rather than offering standard data collection apps (as Beiwe does). Each approach has pros and cons concerning the ability to tailor user experience versus development cost and timelines.

InSTIL is also an enabler for a research vision that seeks to establish an international digital phenotype bank to pool sensor signals data from a population-scale longitudinal cohort. This initiative creates the opportunity to link digital phenotyping data to ground truth data, including access to DNA information, hospital records, and educational outcomes, to sensor data within individual trials, projects, and experiments. So far, platform development has focused primarily on technical aspects of data collection, including the requirement to support the volume of incoming data that would be necessary for a population scale bank (potentially millions of data samples, per participant, per year). The data collection platform is not the bank, however, and we recognize that substantial additional work will be required to address technical, governance, and operational issues around efficient and secure data sharing (particularly across international boundaries), participant recruitment, and management.

From a technical perspective, there are several insights arising from the development process which may be relevant to other researchers involved in similar digital phenotyping or other platform-scale efforts. Firstly, for managing even high-volume data ingestion scenarios, a simple publish-subscribe messaging queue may suffice. In retrospect, our selection of Kafka as the queue management technology, while not creating any active roadblocks, now provides few benefits. While Kafka can perform persistent queries on the queue itself and replay data streams, these features add limited value in the final system. Second, the initial idea of simplifying the architecture by using a comprehensive search engine (Elasticsearch) for all different types of data proved to be unnecessary, as the principal data storage format ended up being JSON. A simple document storage database or a relational database system with JSON indexes would be enough. Even where binary data are being collected, such as audio samples, there is no specific use case for holding these in an indexable store. Rather, it is the outputs from analysis of these data packets (eg, machine learning/algorithm-derived labels and annotations) where indexing may be helpful, and since we propose that these outputs be in JSON format, these too can be kept in a relational or document store. Together these issues highlight the challenge of accurately forecasting appropriate technology selection in complex projects, particularly those developed using iterative approaches. Finally, building and maintaining a digital phenotyping platform requires a thorough understanding of the limitations and constraints put in place by the mobile platform vendors. This is a challenging task as mobile operating systems are frequently updated, often with breaking changes. For example, changes to the latest version of iOS significantly reduced the ease with which passive location data could be continuously collected.

In this paper, we also highlighted the trade-offs inherent in designing data collection infrastructure that runs on users’ own devices, which researchers have limited control over and where inconvenience must be minimized. In addition to these user-facing tradeoffs, the overall platform architecture itself represents a trade-off between the desire to give researchers maximum flexibility in configuring data collection to suit their research and user experience requirements, while minimizing the costs of completing technically challenging tasks such as passive sensing and a secure data upload. We use the client-server divide to orchestrate this trade-off, with researchers given freedom on the app (client) side while being supported by a common (server) backend with minimal scope for study-specific changes. Work is now needed to critically evaluate the value of this strategy, particularly since we have already seen evidence of how it might be challenged. While developing the app development kit, the team discovered that the iOS App Store review process prevents apps from collecting location data passively without surfacing this information in a feature that directly benefits the end user. A design question arises, then, as to whether the platform should provide native visualization of GPS location data in some user-facing format (which may require technical sophistication to achieve), or whether this should be a study-specific concern. As the platform is designed to be useful across many different studies, implementation of such a feature may be beneficial but comes with development and maintenance costs. It seems likely that, should the platform become more widely used, a prioritization mechanism will be needed to select features for inclusion in the development kit/backend. We also recognize that the putative benefits of a common and shared infrastructure are largely linked to the ability to provide operational support to projects. As a result, the next phase of platform development will also focus on the feasibility of different operational and governance models.

Although in the early stages of use, our vision for this new science of behavior [2] promises benefits for health care, digital health industries, and science. For health care, it provides the means for users to learn more about their mental health, to be able to, once sufficient work has been completed, anticipate when their health may be at risk, and be able to access techniques and interventions that have proved successful for themselves and for many others. Ultimately, this work is aimed at optimizing health care and alleviating disempowerment and emotional toll. For the fast-growing digital industry, it raises the possibility of new commercial opportunities, such as tools for health insurers that incentivize health behaviors through passive monitoring. For scientists, a collaborative platform to generate, combine, and use signals reduces the opportunity costs of digital phenotyping research and opens the door to new multidisciplinary collaborations.

There is some understandable skepticism about the potential of digital sensor signals to provide meaningful data to help manage mental illness. Our own uncertainties have been reduced, in part
by the success of modern machine learning methods in tackling previously intractable classification problems in multiple domains, by promising results from early digital phenotyping studies [31], and by evidence supporting the existence of prodromal phases with behavioral correlates for common mental illnesses [66,67]. If these changes can manifest in sensor data streams, then they can be detected and modelled. Ultimately, we will not know if this can be a cost-effective, acceptable, and robust approach unless we try. A collaborative digital phenotyping platform, open to multiple users working in parallel, will be critical to answer this question quickly.
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Abstract

Although much effort is focused on improving the technical performance of artificial intelligence, there are compelling reasons to focus more on the implementation of this technology class to solve real-world applications. In this “last mile” of implementation lie many complex challenges that may make technically high-performing systems perform poorly. Instead of viewing artificial intelligence development as a linear one of algorithm development through to eventual deployment, there are strong reasons to take a more agile approach, iteratively developing and testing artificial intelligence within the context in which it finally will be used.
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Try to separate information technology from the way it is used by people is like trying to separate a breath from the lungs that took it. We are inextricably bound to technology, and it shapes us as much as we shape it. This idea that humans and machines together constitute a larger sociotechnical system is foundational to our understanding of the modern world [1].

The sociotechnical lessons that the past hold for emerging technologies such as artificial intelligence (AI) should come as no surprise [2]. Amongst these old lessons is the maxim that the application of technology should be shaped by the problem at hand, and not the technology [3]. Although innovation in technology opens up new classes of solution, only the real world can tell us which problems are most worth solving and which solution class is most appropriate. The corollary is that a technology-driven demonstration of success with a problem does not necessarily mean it is the best solution for that problem, nor even that the problem is important.

There are thus two broad agendas for AI research [4]. The first is a technical one, pursuing new methods, architectures, and technologies that push the boundary of machine intelligence. The second is an applied agenda, where we focus on questions of implementation, extending our understanding of how best to exploit technology within the sociotechnical world it must operate.

The risk we pay for technology neophilia, our love of the new, is that we may not see the system for the technology. With AI, much research focuses on demonstrating technological success on clinical tasks such as image interpretation, diagnosis, or treatment options [5]. There are many compelling reasons for us to shift the balance from such technical demonstrations to real-world applications, not least because many technical leaps are still needed to solve challenging real-world problems.

There are three broad stages in the development of data-driven technologies like machine learning (Figure 1). Once a task such as diagnosis has been selected for algorithm development, in the “first mile,” data are acquired, possibly labelled, and preprocessed or “cleaned.” Next is the middle mile, which focusses on developing and testing the technical performance of different algorithms built using these data. Only in the last
mile are algorithms embedded in real-world processes and tested for impact on real-world outcomes.

**Figure 1.** Three stages in the development of artificial intelligence technologies.

Each “mile” has its own challenges. “First mile problems” include the foundational challenges of gathering and curating high-quality data. For technologies such as machine learning, which are often dependent on large amounts of high-quality data, a bottleneck in data acquisition translates into a roadblock to technology application. The middle mile is home to all the challenges of data-driven algorithm development, including managing biases, replicability, causal inference, avoiding overfitting on training data, and enhancing the generalizability of any models and algorithms developed.

In the last mile, we face the reality that AI does not do anything on its own. It must be connecting somehow to real-world processes, and its impact on those processes needs to be consequential. It is at this point that technology developed for its own sake quickly comes to grief. For example, it is one thing to demonstrate machine learning can interpret thyroid scans for cancer as well or better than humans—a technical feat [6]; it is another for that feat to be meaningful. In the current setting, where thyroid cancer is both overdiagnosed and overtreated, we do not necessarily need better diagnoses. Instead, we need more nuanced and less aggressive approaches to management [7].

Last mile challenges are thus ones of implementation, and for researchers, of implementation science. These challenges exist at many levels, and include the following:

- **Measurement:** Standard metrics of AI performance relate to how well it completes its assigned task. We traditionally use performance measures like sensitivity, specificity, and area under the receiver operating characteristic curve (AUC). There is, however, a long chain of events that must occur between high technical performance and actual impact on clinical outcome. Success at an early stage in this information value chain is necessary, but not sufficient, to guarantee impact in the real world [8]. Evaluating real-world performance thus requires a shift from measuring technical accuracy to evaluating impact on processes and people. Measures like AUC can also be misleading in clinical settings [9]. AUC measures the overall performance of an algorithm across the entire receiver operating characteristic curve, while ideal real-world operation may best be limited to one segment of it [10].

- **Generalization and Calibration:** When an AI is trained on historic data, its future performance is dependent on how well new data match the historic data. It is a common implementation challenge to discover that a high-performing algorithm developed on data from one population deteriorates when used on a different population, reflecting underlying differences in the frequency and nature of events within the data sets. For this reason, AIs may need to be tuned to a specific end population. In many settings, this final population will also be dynamic, varying because of recurrent events like seasonal disease shifts, changes in population characteristics, and unexpected new events such as disease outbreaks. This means that AIs may need to be recalibrated, either periodically or dynamically, to reflect population changes. We also will need to closely monitor AI performance to detect shifts in its behavior that indicate that recalibration is needed [11]. More challenging is the fact that the more effectively an AI improves outcomes, the faster its performance may appear to degrade, as its very success can alter the association between predictors in its model and outcomes [12].

- **Local Context:** It is a fundamental tenet of implementation science that differences in the context in which a technology is embedded are associated with changes in performance. If we see an organization as a network of people, processes, and technologies, it is clear that the network underpinning any two organizations will be different. Implementation can be seen as the act of fitting a new technology or process into a pre-existing organizational network, and the goodness of fit of technology to network will shape any impact on organizational performance [13]. This is as true for AI as it is for digital health, in general, or for any new process or technology. To complicate matters, organizational networks are themselves dynamic. The impact of a technology will thus change with time, as the way it “fits” an organizational network changes and possibly because of its own presence—past connections will disappear or be replaced by new ones.

The software world has made a fundamental shift from seeing software development as a linear process that starts with user requirements and ends with end-user testing, to an agile one where users are embedded in a rapid and iterative process that adaptively fits software to users. Implementation science must travel the same path and especially so with dynamically changing AI.

AI development should not be seen as a linear journey stretching from the first to the last mile. Doing so risks the end product not meeting real-world needs, just as it does with software. Instead, implementation should be seen as an agile, iterative,
and lightweight process of obtaining training data, developing algorithms, and crafting these into tools and workflows. Finding the right balance between reusing general technology and building to meet local needs will be crucial [14]. Either way, AI should not be created far from the place they will be used. Ideally, they should be born deep within the network that they will ultimately live in.
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Abstract

Data-driven science and its corollaries in machine learning and the wider field of artificial intelligence have the potential to drive important changes in medicine. However, medicine is not a science like any other: It is deeply and tightly bound with a large and wide network of legal, ethical, regulatory, economical, and societal dependencies. As a consequence, the scientific and technological progresses in handling information and its further processing and cross-linking for decision support and predictive systems must be accompanied by parallel changes in the global environment, with numerous stakeholders, including citizen and society. What can be seen at the first glance as a barrier and a mechanism slowing down the progression of data science must, however, be considered an important asset. Only global adoption can transform the potential of big data and artificial intelligence into an effective breakthroughs in handling health and medicine. This requires science and society, scientists and citizens, to progress together.

(KEYWORDS: medical informatics; artificial intelligence; big data)

Introduction

Most of the daily news and recently published scientific papers on research, innovations, and applications in artificial intelligence (AI) refer to what is known as machine learning—algorithms using massive amounts of data and various methodologies to find patterns, support decisions, make predictions, or, for the deep learning part, self-identify important features in data. However, AI is a complex concept to grasp, and most people have little understanding of what it really is. AI was founded as an academic discipline in 1956 and, despite its youth, already has a rich history [1,2]. In more than 60 years of exploration and progress, AI has become a large field of research and development involving multidisciplinary approaches to address many challenges, from theoretical frameworks, methods, and tools to real implementations, risk analysis, and impact measures. The definition of AI is a moving target and changes over time with the evolution of the field. Since its early days, the field of AI has allowed the development of many techniques supporting decision support and prediction, as it is usually made by humans. As early as 1958, a perceptron was expected to be able “to walk, talk, see, write, reproduce itself and be conscious of its existence,” which led a large scientific controversy between neural network and symbolic reasoning approaches [3]. The landscape of AI research includes knowledge representation and engineering; rule-based and symbolic reasoning; temporal reasoning and planning; sensing and perception; learning; evolutionary, emerging, social behaviors; and the ability to move and manipulate objects, to name the most important [4]—deep machine learning with autonomous features extraction. It is the point of view taken in the paper, acknowledging however that, more recently, there is a trend to restrict AI to the latter, autonomous deep machine learning. As a consequence of the wide landscape, the field draws at large through philosophy, mathematics, information sciences, computer science, psychology, anthropology, social sciences, linguistics, and many others. For some experts and
visionary people such as Ray Kurzweil, deep machine learning will allow building of an artificial general intelligence that is able to develop itself autonomously and to have the capacity to understand or learn any intellectual task that a human being can, and even go far beyond the limits of human intelligence [5], but most experts would agree that there are some big missing pieces and it is still a long way off, despite recent potential important advances in quantic computing [6]. A recent white paper published by the European Commission and authored by the members of the High-Level Expert Group on AI provides, in a few pages, a good overview on what AI is, its main capabilities, applicable expectations, and disciplines involved [7].

Taking into the field of AI at large, it is important to emphasize that AI is already broadly used today in medicine. Decision support based on knowledge engineering and rule-based systems are implemented widely in computerized provider order entry (CPOE) worldwide. Advanced signal processing is implemented in pacemakers or defibrillators to take decisions, in cochlear-implants with man-machine interfaces, in electrocardiograms to provide signal analysis and automated diagnosis, etc.

The AI field in itself is aspirational and is expected to contribute significantly to medicine, from research to citizen-centered health. Machine learning and deep learning has led most recent major breakthroughs in AI, such as sound (speech and music) recognition and image (face, radiology, pathology, dermatology, etc) recognition, and in gaming. Recently, image recognition has almost reached a level of maturity through which it can be used and developed by nonexperts in AI [8,9]. However, the hype around AI in these last few years has built high expectations and similarly high fears. There are still very few systems based on autonomous deep learning that have emerged widely in the commercial market.

The world of AI could roughly be summarized in three sequential and superposed acts:

Act 1: Humans teach machines to handle data and information.

Act 2: Humans teach expertise to machines.

Act 3: Humans teach machines to learn alone.

Challenges

There are many challenges that need to be addressed in the field of AI, when it comes to medicine. Most of them are not exclusive to medicine and health, but their addition makes the goals significantly much harder to reach.

Bayesian Trap

Medicine and health determinants, in general, are characterized by their usually fundamental Bayesian property. In the Bayesian probability approach, a prior probability is required to evaluate the strength of the prediction.

Most of what is used in medicine, notably but not exclusively, to establish diagnosis, falls in the Bayesian approach. For example, if a person has a fever, what is the probability of it being the flu? If a person has a high measurement of blood sugar, what is the probability of it being diabetes? To illustrate the Bayesian trap, let us take a simple example—a pregnancy test. This is a simple test; it can be positive or negative. Let us imagine that we use a classical test, which has 99% sensitivity and 95% specificity. If 100 tests are performed for 100 persons and 5 turn out to be positive, the question is, know how many of them turn out to be pregnant women. This question is defined as determining the positive predictive value of a positive test, and it gives the probability of a positive test to be really signing the presence of the factor the test is testing. To answer this question, we need to know the prior probability of being pregnant in the tested population. To understand this, imagine that 100% men were tested; in this case, none of the 5 positive tests would correspond to a pregnant woman. Similarly, if all persons tested are pregnant woman, then all 5 positive tests would correspond to pregnant women. If the prior probability is around 1%, then applying the Bayesian rules returns that the probability to be pregnant when a test is reported positive is about 17%. This means that about 4 of 5 tests are false positive. At the other end, if the prior probability is around 20% (ie, a woman with several factors suggesting a potential pregnancy), the probability of a positive test to be a true positive is above 80%. Thus, less than one test out of five is a false-positive. The example shows the major consequences of the prior probability in Bayesian situations.

These are the consequences of AI. The models must take into account prior probability in the population they are used. This should be better understood even when reporting results in the literature, often limited to specificity and sensitivity. Another consequence only becomes visible when several focused and near-to-perfect systems are used together in complex cases. For example, having many systems, each with its own false-positive rate can end up with consolidated systems that have the sum of all false-positives. This has been shown well with decision support system in CPOE, with a very high rate of false-positive alerts, especially with patients receiving complex drug therapies [10,11].

Regulatory Labyrinth

Most diagnostic or therapeutic means used nowadays in medicine have to go through complex regulatory frameworks to get market approval. The regulatory agencies mostly base their decisions on safety, evidence, and added value. In addition, medicoeconomic assessments are often used by health agencies according to various dimensions such as quality-adjusted life year and burden of the disease, by using indicators such as disability-adjusted life-years [12-14]. These decisions thus have economical and legal consequences, including accountability. The role of regulatory agencies is discussed, especially around topics that are getting into the market, such as in image recognition [15]. For example, a call for inputs for “Artificial Intelligence and Machine Learning in Software as a Medical Device” has been launched by the Federal Drug Administration [16]. This is an important aspect, as regulatory agency support is an important asset in building trust for most care professionals to use medical tools and for companies to invest in robust products ready for the market. However, this requires us to define a clear regulatory framework, appropriate evaluation
processes, and benchmark tools without blocking innovation [17].

**Education and Practice Gap**

Medicine is a science with numerous tools and devices, from stethoscopes to scalpels, microscope to scanners, scores, guidelines, etc. Most of these tools and devices require education and sometimes very specific certification processes for care professionals that use them, not to speak about a good experience. This should be also the case for software, algorithms, and other decision support systems. However, this is not the case. Education to use software and understand systems as important as the computerized patient records is often minimal. When it is about big data and AI, education on the topic is worse, usually inexistent. There are only very few medical schools that teach the use of AI to future health professionals. AI should become mandatory teaching in all medical schools in the world as a priority. Experts have been raising the question since 20 years, but it has received real focus only recently [18-22]. In 5-10 years, when current young students will be starting their clinical activities, machine learning based on data science will have become embedded in many activities, devices, and software and its use, misuse, and overuse and consequences on patients and accountability will depend on how users will master it [23].

**Data Quality Chiasm**

Data quality is a recurring topic of discussion when it comes to big data and analytics. One of the characteristics of the big data era is that data are often used for a purpose that differs from the one that motivated data acquisition. This is a notable difference with traditional hypothetic-deductive scientific approaches in medicine, where a hypothesis leads to a methodology design, which itself will lead to specific data acquisition. In the big data era, the primary goal of data-producing processes is often completely independent from possible use of the data. It is interesting to emphasize that long-term clinical cohorts and long-term biobanks face similar challenges. Designing long-term cohorts and building metadata framework and standard operating procedures for biobanking are important challenges, as they have to project usages that will be made years after the initial design.

These questions have led to a consequent literature addressing the question of data quality and secondary usage of clinical data. However, most of this work tries to describe dimensions able to assess the “intrinsical” or “absolute” quality of data [24-28]. Another approach could be to adopt a “fit-for-purpose” approach, which considers only the quantitative and descriptive properties of data, allowing further processing. The “qualitative” properties of any dataset can only be assessed in conjunction with a specific secondary usage. This means that the same dataset will be appropriate to answer some scientific questions and not appropriate to answer others. The data are not “good” or “bad” by themselves; they are “good” or “bad” when used in a specific context: the “fit-for-purpose” assessment. This is one of the major objectives of the FAIR data initiative, which aims at insuring “a posteriori” data usability (see below).

An unexpected consequence of the “data quality chiasm” is its influence on modifying acquisition processes, especially in clinical contexts. One often hears sentences such as “the quality of clinical data is not good enough for research.” As a result, there is a constant pressure to move toward more structured data acquisition processes. For example, the RECIST (Response Evaluation Criteria In Solid Tumors) guidelines are meant to standardize the radiologic evaluation criteria in solid tumors oncological trial treatments. This has been successfully developed for trials. Use of RECIST requires good experience to avoid interobserver variability, which can be as high as 20% [29-31]. This assessment has been adapted to reflect changes in radiological response, for example, in immunotherapies where the size of tumors can increase despite good therapeutic response [32]. Unfortunately, there is growing pressure to extend the use of RECIST and other similarly structured staging guidelines beyond clinical trials for all radiological staging to improve the capacity to use standard clinical care for therapeutic assessment. As a consequence, this leads to a high time pressure on operational activities of radiology departments and an increasing number of inexperienced people using these types of staging. With the progression of natural interfaces such as voice recognition and natural language processing and their increased daily use in a growing number devices, I would argue in favor of avoiding artificial structuring many data acquisition processes and keep the data in their most natural form, exploiting more natural interactions such as voice and text and developing strong natural language processing tools that can be applied to produce structured information in a postprocessing step. This will allow reprocessing of all narratives whenever needed by new structured resources required.

**Quest for Truth**

Many aspects of the landscape of artificial intelligence require a good idea of what is true. Knowledge engineering builds the graph of the “known” or the “relevant” such as it is made in SNOMED CT (Systematized Nomenclature of Medicine - Clinical Terms) or the Open Biological and Biomedical Ontology Foundry [33,34]. The same applies with rule-based techniques or symbolic reasoning, which need to be able to express rules, that is, truth in a formalized way, but also in supervised machine learning approaches, which require having training sets that express truth, at least a probabilistic truth. There are a lot of expectations in these approaches, especially when combing them [35,36], but all of them, except unsupervised deep machine learning, require some sources of truth, which leads to the fundamental question of finding the sources of truth in life sciences and the level of evidence supporting that truth. At the first glance, it seems to be a trivial question. However, the “truth” is often “lost in text” because for most of it, the sources rely on complex narratives that contextualize the messages they convey. In addition, the “truth” is very diluted. For example, with more than 2500 papers indexed daily in Medline/PubMed [37], it is nearly impossible for an expert to catch everything published in its own research field. Finally, and by nature, science is evolving, and thus, scientific “truth” of what was true once may no more be true today. For example, it was clear until recently that there are two
types of lymphocytes—the B and T cells. However, a recent paper from Rizwan et al. [38] describes a new type of lymphocyte, bearing characteristics of both B and T cells, which may play a role in driving autoimmunity in some diseases such as diabetes [38]. Sources of truth and their characterizations, such as the level of evidence or their context of use, are increasingly important. This should be available to all, similar to Cochrane [39], covering all area of life sciences; maintained; and in machine-readable form.

**Building Trust**

In science, trust is strongly related to building evidence. Trust is important in not only the scientific community, but also at large, to build adoption, political support, and public acceptance. In summer 2019, a survey published by the Pew Research Center showed a positive trend among the public: science acts for the good, but with concerns about integrity, transparency, and bias. Overall, 86% of Americans say they have at least “a fair amount” of confidence in scientists [40]. One of the challenges is that scientific reliability has often been confused with trustworthiness [41]. Scientific evidence can be very strong, such as for immunization or Web-based health information, but the trust can be much lower [42,43]. There are many dimensions that have been discussed in building trust in science, but they can be summarized in three concepts, one for the scientists and the organizations, one for the objects of the research, and one for the processes. Integrity is first and most important and covers scientific integrity, funding, conflict of interests, etc. Transparency must be present for the motivation, outcomes, and process. Finally, methodologies applied to handle the processes must be strong and robust. Building evidence requires many dimensions to be taken into account, such as bias, generalizability, reproducibility, and explainability. Some challenges are more difficult in big data and AI. Proper control of data acquisition and flow is usually more difficult than that in traditional controlled studies. The consequence is that the data have specific properties, which are not always well managed, such as selection biases. Sometimes, the assumptions constraining the use of analytical tools are not well understood, such as homoscedasticity for many statistical tests. In addition, deep machine learning is facing the challenges of precise reproducibility and explainability. The latter is currently the object of numerous works, trying to understand intermediate representation of data in neural networks that can predict and explain their behavior. Explainability and interpretability are often used interchangeably. Interpretability is the extent to which it is possible to predict how the system will behave, given a change in input or algorithmic parameters. On the other hand, explainability is the extent to which the internal mechanics of the deep learning system can be understood and thus explained. Molnar [44] published a very good overview of the problem in an open book available on GitHub. However, explainability might not be the best road to raise global trust in deep machine learning approaches, especially when the explanations themselves are hard to explain. Some other dimensions such as transparency, reproducibility, or uncertainty qualifications might be more effective [45]. For example, in *Science* in 2018, Hutson [46] reported a survey of 400 artificial intelligence papers presented at major conferences, with only 6% including code for the algorithms and 30% test data, thus considerably limiting reproducibility possibilities [46].

**FAIR Data Hope**

The FAIR Guiding Principles are guidelines to make data discoverable and processable by both humans and machines. They were first published by Wilkinson et al. [47]. The FAIR Guiding Principles are based on a set of criteria listed in Textbox 1:
Textbox 1. FAIR data criteria.

<table>
<thead>
<tr>
<th>Findable</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Meta)data are assigned a globally unique and persistent identifier</td>
</tr>
<tr>
<td>Data are described with rich metadata (defined below)</td>
</tr>
<tr>
<td>Metadata clearly and explicitly include the identifier of the data described</td>
</tr>
<tr>
<td>(Meta)data are registered or indexed in a searchable resource</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accessible</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Meta)data are retrievable by their identifier using a standardized communications protocol</td>
</tr>
<tr>
<td>The protocol is open, free, and universally implementable</td>
</tr>
<tr>
<td>The protocol allows for an authentication and authorization procedure, where necessary</td>
</tr>
<tr>
<td>Metadata are accessible, even when the data are no longer available</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interoperable</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Meta)data use a formal, accessible, shared, and broadly applicable language for knowledge representation</td>
</tr>
<tr>
<td>(Meta)data use vocabularies that follow FAIR Principles</td>
</tr>
<tr>
<td>(Meta)data include qualified references to other (meta)data</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reusable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meta(data) are richly described with a plurality of accurate and relevant attributes:</td>
</tr>
<tr>
<td>(Meta)data are released with a clear and accessible data usage license</td>
</tr>
<tr>
<td>(Meta)data are associated with detailed provenance</td>
</tr>
<tr>
<td>(Meta)data meet domain-relevant community standards</td>
</tr>
</tbody>
</table>

Several frameworks have been defined to assess and evaluate the compliance to FAIR criteria, such as the FAIR maturity tools [48,49]. As such, FAIR data do not imply that data are in the Open Data space [50]. Access can be restricted, such as in the Harvard Dataverse, and this is an important point to emphasize. There might be a lot of restriction to have data or metadata available in the Open Data space, because of national regulation, privacy protection, intellectual property, etc. FAIR data do not make data available; they make data usable under the condition that it is authorized.

The FAIR initiative is crucial. It illustrates the movement of data from objects to assets initiated this last decade and described in the essay of Sabina Leonelli [51] recently published in Nature.

The initiative promotes the use of rich metadata framework, compliant to standards and formal descriptions. It promotes the use of free and open resources for descriptive information and protocols. It allows us to build a framework of shareable resources that can be used for processing, without actually sharing the data in an open space. FAIR allows building of a framework that is inclusive with all data sources, including those that are subject to authorization, with clear and open protocols.

Privacy – New Deal

In the era of big data, privacy requires special attention. Usual paradigms of limiting access to deidentified information are becoming less effective to protect privacy. Increasing heterogeneous data sources and richness of data about each of us, associated with data linkage techniques, strongly increases the possibility of reidentification, including anonymized data [52-57]. The challenge and potential impacts are even bigger for genetic information [58-60]. There is no good technical solution that can harmonize the challenge of preserving privacy and answering the increasing need of data-driven science for accessing large genomic et phenotypic datasets, and there are many ongoing ethical and legal discussions [61-66]. Interestingly, this is not restricted to science, and the same applies to patients’ needs for health information [67]. There is a need for better global education about implications and risks of privacy, citizen, policy makers, students, research community, and all stakeholders. A recent scoping review [68] has shown that the understanding of anonymization and de-identification is heterogeneous in the scientific community [68]. Discrimination is one of the major risks in privacy breaches, and disclosing privacy information can have many consequences [69-71], including in reimbursement and insurance coverage [72,73]. It is important to find the right path between naïve positivism and irrational paranoia. An important step forward is to improve awareness and education of all stakeholders about privacy, technical limitations to protect it, and building regulatory barriers to avoid discrimination.
Conclusions

AI and big data in medicine are only in their childhood stages; they grow up fast. Whether they grow up well is still an open question that the future will answer. However, they will not grow up well without actively helping them do so. There are several important initiatives that contribute to this, such as the Global Alliance for Genomics and Health (GA4GH), an organization setting a policy and technical framework for respecting human rights to enable responsible genomic data sharing [74], or the European Union General Data Protection Regulation (GDPR) [75] that sets a completely novel privacy regulation for the European Union. Such initiatives are converging toward building a landscape that enables science while building trust in improving protection of individual rights. I invite the readers to visit the JMIR Open Access collections available on the Web on the following topics: “Big Data,” “Decision Support for Health Professionals,” and “Artificial Intelligence” [76-78].
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Abstract

Background: Demand for mental health services, especially for clinical high-risk and early psychosis, has increased, creating a need for new solutions to increase access to and quality of care. Smartphones and mobile technology are potential tools to support coordinated specialty care for early psychosis, given their potential to augment the six core roles of care: case management and team leadership, recovery-oriented psychotherapy, medication management, support for employment and education, coordination with primary care services, and family education and support. However, the services smartphones are actually offering specifically for coordinated specialty care and the level of evidence are unknown.

Objective: This study aimed to review the published literature on smartphone technology to enhance care for patients with prodromal and early course psychosis and schizophrenia and to analyze studies by type, aligned with coordinated specialty care domains.

Methods: A systematic literature search was conducted on August 16 and 17, 2019, using the PubMed, EMBASE, Web of Sciences, and PsycINFO electronic databases. The eligible studies were reviewed and screened based on inclusion and exclusion criteria.

Results: The search uncovered 388 unique results, of which 32 articles met the initial inclusion criteria; 21 eligible studies on 16 unique app platforms were identified. Feasibility studies showed a high user engagement and interest among patients, monitoring studies demonstrated a correlation between app assessments and clinical outcomes, and intervention studies indicated that these apps have the potential to advance care. Eighteen studies reported on app use for the case management roles of coordinated specialty care. No app studies focused on employment and education, coordination with primary care services, and family education and support.

Conclusions: Although the published literature on smartphone apps for prodromal and first-episode psychosis is small, it is growing exponentially and holds promise to augment both monitoring and interventions. Although the research results and protocols for app studies are not well aligned with all coordinated specialty care roles today, high rates of adoption and feasibility suggest the potential for future efforts. These results will be used to develop coordinated specialty care–specific app evaluation scales and toolkits.

(J Med Internet Res 2019;21(11):e16393) doi:10.2196/16393
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Introduction

Psychotic disorders are among the most disabling disorders in all of medicine [1]. The costs to society are greater than nearly any other chronic health condition, and the burden to patients and family members is of the greatest magnitude [2-4]. These disorders generally surface during late adolescence or early adulthood [5]. Individuals at clinical high risk are at a greater risk of developing a psychotic disorder; this clinical state is distinguished by impaired functioning, decreased quality of life, and subthreshold psychotic symptoms [6]. Similarly, first-episode psychosis is characterized by a decline in social functioning, the onset of psychotic symptoms like unusual thoughts, hallucinations, and impaired cognitive abilities [7]. Early treatment for clinical high risk and first-episode psychosis is a global health priority that aims to prevent or mitigate the burdens of the illness [8,9]. In this paper, we explore the available evidence for smartphone technology to augment clinical high risk and first-episode psychosis care.

Coordinated specialty care is an evidence-based, recovery-oriented treatment program designed to transform outcomes in first episode psychosis by promoting shared decision making and creating individualized treatment plans. The major roles of care include case management and team leadership, recovery-oriented psychotherapy, medication management, employment and education support, coordination with primary care services, and family education and support [10]. In the United States, there are currently 236 coordinated specialty care programs offering care for first-episode psychosis. Scaling up coordinated specialty care to reach more patients and reduce the duration of untreated psychosis is the next step in expanding services to those with early course psychosis.

One means to augment coordinated specialty care is leveraging technology like smartphones [11]. The rapidly evolving literature on smartphone apps for psychosis spectrum illnesses and a recent review on these apps already suggests its many potential roles in supporting facets of coordinated specialty care [12]. Specific advances around digital phenotyping and just-in-time adaptive interventions hold especially unique promise. By automatically quantifying patients’ treatment trajectories through digital phenotyping, that is, “the moment-by-moment quantification of the individual-level human phenotype in situ using data from personal digital devices” [13], mobile technology could uniquely help offer functional assessments of recovery and personalization of care. These technologies can also potentially help screen and identify those with clinical high risk and ensure appropriate referral of patients with first-episode psychosis to coordinated specialty care that would reduce the duration of untreated psychosis. Through symptom surveys, therapy-based coaching, peer-to-peer support, and medication reminders, smartphone apps have direct potential to support coordinated specialty care today with just-in-time adaptive interventions.

Patients with clinical high risk and first-episode psychosis are already using smartphones and technology today. A 2014 survey conducted on 67 individuals with first-episode psychosis revealed that 88% of the participants had access to phones [14].

Research on smartphone ownership among youth receiving early psychosis–related services suggests that like the rest of the population, people with early psychosis increasingly own devices; a 2015 study reported 81% ownership [3] and 2018 research from our team reported 85% ownership [4]. These studies showcase the feasibility of using technology in care services, as many at clinical high risk and in first-episode psychosis today are already actively using these devices. Given that the clinical needs of patients with early course psychosis are different from those who have had the disease for many years, key roles in coordinated specialty care are customized for early course illness. As these younger patients may use smartphones and technology differently, it is necessary to consider how mobile health may uniquely meet the needs of patients with early course psychosis.

This review paper presents the first of three steps to explore the potential of apps for coordinated specialty care. The next stage will be guided by this review and involves the creation of specialized app evaluation scales, toolkits, and implementation guidelines for coordinated specialty care that will focus on five domains: (1) barriers to application, (2) sustainability following initial implementation, (3) training requirements/burden, (4) necessary infrastructure required to support integration, and (5) sustainable and durability of the technology. The final stage will include eight coordinated specialty care site visits to gather feedback from multiple stakeholders, assess the current state of technology readiness and need, and offer recommendations for successful technology implementation.

There is a clear potential for smartphones and mobile technologies to augment clinical high risk and first-episode psychosis care [12]. In this systematic review, we explore the literature on clinical high risk and first-episode psychosis care, with the goal of assessing feasibility around monitoring and interventions, aligning apps with core roles of coordinated specialty care, and identifying emerging trends. Given the nascent and heterogeneous nature of this space, we respect that different technologies, study designs, populations, and outcomes will preclude formal analysis and permit narrative synthesis.

Methods

Overview

A PICO (P - adolescents between the ages of 13 and 26 years, I - mobile/smartphone apps, C - no technological intervention, O - management of prodromal and early course schizophrenia and psychosis) and searchable question was created around the use of mobile technologies in an adolescent population experiencing prodromal and early course schizophrenia and psychosis. Search strategies were developed by author LL, who is a health sciences librarian. LL translated the search strategies based upon each database’s respective controlled vocabulary (Medical Subject Headings, Emtree, Web of Science topic terms, Thesaurus of Psychological Index Terms for PsycINFO) and command language, using additional free-text terms when appropriate. Major concepts searched were Schizophrenia and Psychotic Disorders combined with Early Diagnosis and then joined to a list of applicable terms and synonyms indicating the use of mobile or wireless devices, smartphones, or apps.
PubMed, EMBASE, Web of Sciences, and PsycINFO searches were conducted on August 16 and 17, 2019. Criteria included material written in English; age range of 13 through 26 years (adolescent and young adult); and material published from the beginning of 2008, the year in which a medical category was first introduced into the Apple platform app store.

A total of 525 articles were originally discovered. Following the elimination of duplicates, a total of 388 references were identified. Two authors (EC and JT) reviewed each citation/abstract using the Covidence (Melbourne, Australia) systematic review management tool. Inclusion criteria comprised publication date of January 1, 2008, or later; English language; adolescents between the ages of 13 and 26 years exhibiting prodromal, early course, or first-episode schizophrenia or at a high risk for clinical psychosis; and usage or the availability of a mobile/wireless/smartphone app. The following papers were excluded: articles not published in English, review articles, conference papers or poster abstracts, and any technology not delivered via a mobile device such as a desktop computer program or website.

**Study Selection**

Review of the 388 references was conducted by reviewing each abstract. Each reviewer appraised each article independently. If the abstract was not present or unclear, the full text of the article was retrieved. Following the initial screening, 32 articles met the initial inclusion criteria. Using bibliographies and cited-by references in these papers, hand searching was conducted. In addition, a set of text words culled from these papers was searched in Google Scholar in order to identify any additional grey literature. This process identified 35 additional articles. After full-text review of this final set as well as the original 32 articles, 21 articles met the full inclusion criteria and are reviewed here (Figure 1).

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) flow diagram.
### Results

#### Clinical High Risk

**Protocol**

The Robin Z app aims to reduce at-risk symptomatology and comorbid diagnosis while improving functioning, self-efficacy, and quality of life by offering elements of cognitive behavioral therapy, systematic therapy, and self-assessment between therapy sessions. Robin Z features include information and suggestions on coping with their symptoms, medication reminders, crisis intervention planning created with a therapist, weekly goals, and a library of positive reinforcements. Traber-Walker et al [15] plan to evaluate the app in a controlled study with 30 participants aged 14-18 years.

**Monitoring**

The ClinTouch app, one of the first in the psychosis space, collects ecological momentary assessment data from smartphones. The 2012 ClinTouch study lasted for 6 days and split patients into 3 groups: (1) patients in partial or full remission, (2) patients acutely psychotic, and (3) patients at ultra-high risk. Of the 44 participants entered in the study, 6 acute and 2 remitted patients did not complete the minimum number of diary entries and were excluded from analysis. No ultra-high risk participants were excluded. The ultra-high risk group completed more surveys (31.1) during the study than the remitted (29.5) or acute (28.5) group [16]. The mean age of the 12 ultra-high risk participants was 22 years, and 10 of 12 were male. The results suggest that smartphone ecological momentary assessment has high internal consistency and sensitivity to change in all groups, including ultra-high risk.

**Intervention**

MOMENTUM seeks to enrich social functioning in patients at clinical high risk via incorporation of the self-determination theory of motivation and a strength- and mindfulness-based approach. In a 2-month study [17] with 13 clinical high-risk patients (mean age 20.3) and in the 2019 study [18], the program could be accessed on a computer, tablet, or smartphone. The study represents the first efforts to offer interventions for high clinical risk. Results demonstrated a statistically significant improvement in social functioning for all participants, measured on the Global Functioning Scale, and 42% of participants showed improvements in the Satisfaction With Life scale [17].

**First-Episode Psychosis**

**Protocol**

Actissist is a digital intervention that focuses on five major domains associated with relapse in early psychosis: (1) perceived criticism, (2) socialization, (3) cannabis use, (4) paranoia, and (5) auditory verbal hallucinations. Smartphone notifications are sent at “3 pseudorandomized time points per day, 6 days a week between the hours 10am to 10pm” to encourage the participant to access the app [19]. This 2015 study explored feasibility and acceptability in patients with first-episode psychosis and demonstrates the app’s ability to reduce psychotic symptoms and cannabis misuse while enhancing their quality of life. Outcomes of this now completed study are illustrated under the intervention section for first-episode psychosis.

The TechCare study [20] will blend experiential sampling methodology, which examines context and flow of “thoughts, feelings, and events,” with intelligent real-time therapy, which delivers psychological interventions such as cognitive behavioral therapy. In this three-phase study, the first phase will involve collecting qualitative data through focus groups, which will be used to refine the intervention for the next phase. This second phase will evaluate the acceptability of TechCare. The third and final phase will be a feasibility trial, where case coordinators will help create personalized interventions by customizing the app and linking ecological momentary assessment responses to treatment options including a crisis plan [20].

HORYZONS is an internet-based platform that was developed to prevent relapse and improve social functioning in users. The platform aims to support long-term recovery in first-episode psychosis by offering therapy modules and features that promote behavior change and social networking. This study protocol adapts earlier foundational work [21] from Australia to now meet the cultural needs of patients with first-episode psychosis in Canada [22]. The program can be accessed via a smartphone, and the study goals are to gain insight on the acceptability of the platform and discover recommendations on how to improve it.

HORYZONS will be utilized for a randomized controlled trial in Melbourne to test whether its use for first-episode psychosis can enhance social functioning and reduce hospitalizations when compared to treatment as usual. Alvarez-Jimenez et al [23] plan to recruit 170 participants with first-episode psychosis, aged 16-27 years, to partake in the 18-month study. The study will utilize ecological momentary assessment to assess positive effect, negative effect, and social isolation via surveys eight times a day, within a 12-hour window. It also features “online pathways” designed to improve participant self-efficacy such as “fostering positive emotions” and “identifying and exercising personal strengths” and is supported by both peer and clinician moderators. Expert moderators, that is, clinicians, will also be able to customize the app and treatment approaches to each patient’s needs.

When planning the Psychotherapy app, Barbeito et al [24] wrote a protocol for a focus group, to gain insight into the opinions of young people with psychosis in Spain [24]. The app, comprised of five modules outlined in Table 1, will be studied to assess its ability to decrease the number of relapses and rehospitalizations in 50 patients with first-episode psychosis, aged 14-19 years, when compared to treatment as usual. Features of the app will be supported by first-episode psychosis users such as the contact wall, while others will be moderated and customized by clinicians.
Table 1. Studies of smartphone apps for people with first-episode psychosis or at clinical high risk.

<table>
<thead>
<tr>
<th>Parameter and intervention/app</th>
<th>Author, year</th>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CHR</strong> - Protocol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robin Z</td>
<td>Traber-Walker et al, 2019 [15]</td>
<td>The Robin Z app offers support between therapy sessions with the goal of improving the daily functioning of people in CHR states. The study goal is to decrease at-risk symptoms like delusions, depression, and hallucinations following usage of the app in addition to TAU.</td>
</tr>
<tr>
<td><strong>CHR</strong> - Monitoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClinTouch</td>
<td>Palmier-Claus et al, 2012 [16]</td>
<td>The ClinTouch app offers symptom assessments for CHR patients and provides clinical information to their providers remotely. The study concluded that smartphones apps are a valid method for symptom management as seen from high participant compliance rates.</td>
</tr>
<tr>
<td><strong>CHR</strong> - Intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOMENTUM</td>
<td>Alvarez-Jimenez et al, 2018 [17]</td>
<td>The MOMENTUM app is designed to improve the self-efficacy of people at ultra-high risk for psychosis by helping participants focus on their strengths, practice mindfulness, and connect with one another. Results demonstrated improvements in social functioning and wellness as well as high engagement and satisfaction with the app.</td>
</tr>
<tr>
<td><strong>FEP</strong> - Protocol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actissist</td>
<td>Bucci et al, 2015 [19]</td>
<td>Actissist is an intervention that focuses on five domains that are associated with early psychosis relapse. The study will compare it to ClinTouch, a symptom monitoring app, plus TAU.</td>
</tr>
<tr>
<td>TechCare</td>
<td>Husain et al, 2016 [20]</td>
<td>TechCare blends experiential sampling methodology and intelligent real-time therapy to provide participants with both assessments and interventions. The study collected user feedback to refine the intervention and to test the feasibility of the app.</td>
</tr>
<tr>
<td>HORYZONS</td>
<td>Lal et al, 2018 [22]</td>
<td>HORYZONS is a Web platform, accessible via a smartphone, that is capturing feedback from Canadian youth on the framework with the purpose of adapting the program to better serve those with FEP.</td>
</tr>
<tr>
<td>HORYZONS</td>
<td>Alvarez-Jimenez et al, 2019 [23]</td>
<td>HORYZONS will utilize a smartphone ecological momentary assessment tool to deliver surveys and interactive therapy content to FEP participants with a focus on improving social functioning.</td>
</tr>
<tr>
<td>Psychotherapy</td>
<td>Barbeito et al, 2019 [24]</td>
<td>The Psychotherapy app study will investigate whether five modules in the app may minimize relapse and hospitalization in FEP compared to TAU. The modules include psychoeducation, recognition of symptoms and prevention of relapses, problem solving, mindfulness, and a contact wall.</td>
</tr>
<tr>
<td>MOMENTUM</td>
<td>Vitger et al, 2019 [18]</td>
<td>MOMENTUM is converted into a smartphone app to be utilized for FEP. The emphasis of this study will be on improving shared decision making between patients and their carers.</td>
</tr>
<tr>
<td><strong>FEP</strong> - Usability/feasibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unnamed app</td>
<td>Smelror et al, 2019 [25]</td>
<td>Smelror et al conducted an exploratory study for the use of an app to assist patients with early onset psychosis to manage their auditory verbal hallucinations.</td>
</tr>
<tr>
<td>PRIME</td>
<td>Schlosser et al, 2016 [26]</td>
<td>PRIME is an intervention app for FEP that provides patients with goal-setting tools, CBT-based coaching from a clinician, and social networking opportunities with their peers. The study showed high engagement rates, 100% retention, and high user satisfaction to conclude that the app is feasible and acceptable.</td>
</tr>
<tr>
<td>Heal Your Mind</td>
<td>Kim et al, 2018 [27]</td>
<td>The Heal Your Mind app offers case management and symptom monitoring for young people with early psychosis. The surveys collected showed that a majority of participants used at least 5 of the 6 modules, felt the app was easy to use, and expressed satisfaction with the tool.</td>
</tr>
<tr>
<td>+Connect</td>
<td>Lim et al, 2019 [28]</td>
<td>+Connect is an intervention app designed to target loneliness in youth with early psychosis. The study outcomes showed a decrease on the University of California Loneliness scale.</td>
</tr>
<tr>
<td>ACT-DL</td>
<td>Vaessen et al, 2019 [29]</td>
<td>The ACT-DL app utilizes acceptance and commitment therapy to help patients with early psychosis improve negative symptoms. The study showed that participants found the app to be a useful tool to solidify knowledge gained from weekly therapy sessions.</td>
</tr>
</tbody>
</table>
The 2019 MOMENTUM protocol aims to assess how app use in patients with first-episode psychosis can augment shared decision making with their providers. With a planned enrollment at 260 participants aged 18-35 years, it represents the largest sample size planned to date [18]. The app will be used by the participant to explore and evaluate aspects of their daily life such as sleep and stress and then share those data with the providers. By increasing the patients’ knowledge of and comfort with their symptoms in parallel with the providers’ increased awareness of daily changes, the study hypothesizes that app use will facilitate shared decision making in first-episode psychosis.

### Usability/Feasibility

Smelror et al [25] conducted an exploratory study for 7 days by using an app to assist patients with early onset psychosis to cope with their auditory verbal hallucinations. Of the four patients contacted to participate in the study, one refused and one was excluded from the statistical analyses due to poor compliance. Of note, one participant reported discomfort with digital monitoring and noted feeling watched, monitored, and insecure. The study concluded that adolescents with early onset psychosis are willing to use apps to self-assess their symptoms and apps are a viable option for this population.

The PRIME app is an intervention tool, supported by peers and coaches, which aims to improve quality of life and negative symptoms like motivation in first-episode psychosis. In this two-phase study, the first 10 enrolled participants (mean age 23.4) used the app to determine feasibility. Based on phase one feedback, the second phase was an ongoing randomized controlled trial with the first 10 participants (mean age 23.3) testing the effectiveness of the app’s iterative design process. Over 12 weeks, participants logged in about every other day and completed 1.5 daily challenges a week, such as working out for 30 minutes. Retention was high at 100%, and the average level of satisfaction for all participants was 8/10 [26]. The study concluded that PRIME is a feasible and highly acceptable intervention tool for first-episode psychosis.

The Heal Your Mind app provides cognitive behavioral therapy–based case management and symptom monitoring for young people with first-episode psychosis through six modules: (1) thought record, (2) symptom record, (3) daily life record, (4) official notices, (5) communication, and (6) scales [27]. This feasibility study involved 33 early intervention service users (mean age 25.6). Usage reports were high, with 41.7% of participants completing all 6 modules [27]. The most frequently
used, liked, and perceived helpful feature was communication with the case manager. High satisfaction was reported in about 80% of participants and 46% felt the app was useful for monitoring their symptoms. One participant reported feelings of stress while using the app. The study concluded that the app is feasible and useful for young people experiencing early psychosis.

The +Connect app delivers positive psychology interventions via three different video types: peer videos, expert videos, and actor videos. Videos are offered in response to real-time mood tracking. The 6-week study required 12 participants (mean age 20.5) to complete the daily activities on the app for at least 70% of the duration. Both user engagement and satisfaction were high at 95.47% and 90%, respectively [28]. Conclusions of the study were that the app is highly acceptable, feasible, and usable.

The +Connect app delivers positive psychology interventions via three different video types: peer videos, expert videos, and actor videos. Videos are offered in response to real-time mood tracking. The 6-week study required 12 participants (mean age 20.5) to complete the daily activities on the app for at least 70% of the duration. Both user engagement and satisfaction were high at 95.47% and 90%, respectively [28]. Conclusions of the study were that the app is highly acceptable, feasible, and usable.

The acceptance and commitment therapy in daily life (ACT-DL) study [29] utilized a subset of participants to determine the feasibility of an ongoing randomized controlled trial, which plans to enroll 150 participants into the program. The ACT-DL app offers ACT toward improving negative symptoms. In this clinical hybrid study, participants meet with ACT therapists weekly and then apply the lessons learned on the app platform for a minimum of 3 consecutive days. Participants are prompted to answer a short questionnaire on their mood and symptoms.

The app then elicits an ACT metaphor or exercise based on the module of the week. The 16 participants to date found both the ACT therapy sessions and the home exercises useful. They also reported that the app helped them implement ACT into their daily life and helped bring awareness to their emotions [29].

The RealLife Exp app provides symptom monitoring for patients with early psychosis through daily and weekly smartphone surveys. The 5-month study involved 61 participants with early psychosis interacting with the app and 20 providers who connected through the online dashboard. Of the 41 participants who completed the study, 66% reported a willingness to continue using RealLife Exp as part of their treatment service, while 12% reported a lack of interest in using the app [30]. A majority of participants suggested improvements to the app, such as technical functionality, product enhancements, and changes to the survey.

Monitoring
A case series paper [31] of the CrossCheck app featured two patients with first-episode psychosis, aged 19 years, likely meeting. The CrossCheck app combines ecological momentary assessment with digital phenotyping (smartphone-based) geolocation, speech frequency and duration, and physical activity. The app was preinstalled on smartphones with an unlimited data plan provided to participants in the study. With a 12-month data-collection period, it represents the longest reported use of a mobile health smartphone app for people with early psychosis. In the first case, a 19-year-old Hispanic American-Indian female with schizophrenia had ecological momentary assessment data for 91% of the 190 days prior to hospitalization and device use data for 93% of the days. Device use data showed that the patient’s phone was unlocked between midnight and 6 AM during the 60 days before hospitalization, which was unusual compared to her first 100 days of data [31]. Similarly, our team wrote a case series exploring the role of passive data monitoring in patients with psychosis, including first-episode psychosis, using the mindLAMP app [32].

Ginger.io offers another platform for both ecological momentary assessment and digital phenotyping. In this clinical hybrid study, including 64 participants with recent-onset psychosis and 12 with clinical high risk, the app collected active data through self-report surveys and digital phenotyping including phone calls, messages, and distance traveled [33]. As a clinical hybrid, the study involved monthly in-person psychosocial assessments with the research team. A total of 97% percent of the 60 participants who completed satisfaction surveys found the app easy to use, and 83% were open to continued use of the app in their treatment plan [33]. The authors report that smartphone assessments of symptoms were comparable to the Brief Psychosis Rating Scale conducted at the monthly clinician interviews.

The 2019 ClinTouch study [34] was a 10-day observational cohort study exploring the association between symptoms of psychosis, such as hallucinations and delusions, to physiological responses, such as heart rate variability and electrodermal activity. The study used a wearable, E4, to measure physiological changes and used the mobile app to conduct the self-assessment. Smartphone notifications were sent at “4 pseudo-randomized time points per day between the hours 11am to 9pm” to prompt participants to rate their symptoms [34]. One participant dropped out due to a non–research-related reason. Of the 14 participants who completed the study, 76% of surveys were completed [34]. As distressing hallucinations and delusions were reported, there was a significant increase in electrodermal activity. No significant association was found between these symptoms and heart rate variability [34]. Participants found the app to be easy to use, nondisruptive, and enjoyable overall.

Intervention
The 2018 PRIME study [35] conducted a 12-week randomized controlled trial to test the app’s ability to enhance motivational impairments in first-episode psychosis. Of the 43 participants recruited (mean age: 24.3), 22 were in the PRIME group, 21 were in the treatment as usual/waitlist group, 5 dropped out, and 6 did not complete the follow-up. To assess changes in motivated behavior, the trial modified the Trust Task to determine three aspects of motivation: reward learning, anticipated pleasure, and effort expenditure. Only PRIME participants were given the Trust Task. These participants showed a greater increase in anticipated pleasure, effort expended to increase the likelihood of future social interactions with positive outcomes, and learning from positive outcomes from baseline to 12 weeks compared to waitlist [35]. The retention rate for the treatment was 74%, and mean satisfaction with PRIME was 8.21/10. Participants noted that the app helped
them feel less alone, more hopeful, more connected, and less helpless. The ability to directly message their coaches was the most popular feature, while the ability to track mood was the least popular.

The 2018 Actissist proof-of-concept study [36] involved a 12-week randomized controlled trial for 36 participants. The study had a 2:1 ratio for the experimental group Actissist plus treatment as usual (n=24, mean age 20 years) to the control group ClinTouch plus treatment as usual (n=12, mean age 18 years). The study set a target criterion of half of the participants in each arm to submit at least half of the data entries. The Actissist arm met the target criterion (63%), while ClinTouch did not (42%) [36]. In addition, 75% of Actissist users engaged with the app at least once a day. The most popular prompted and unprompted domain was voices followed by suspicious thoughts. The Actissist arm showed larger treatment effects and greater benefits than symptom monitoring plus treatment as usual in the immediate posttreatment assessment and the 22-week follow-up.

Discussion

Principal Findings

In this systematic review, we examined the published literature on smartphone apps for both prodromal and first episode psychosis and found 21 studies. Seven papers were protocols, six were feasibility studies, five were monitoring/validity studies, and three were interventions. The heterogeneous outcomes of the 21 studies and 16 unique app platforms utilized preclude formal analysis, and data on engagement, adherence, and feasibility varied greatly, as outlined in the narrative results. Overall, feasibility studies were positive and reported high engagement and interest among patients, monitoring studies showed that apps captured outcomes correlated to and informative of clinical outcomes, and intervention studies demonstrated that these apps have the potential to advance care.

Every study aligned with at least one core role of coordinated specialty care but none aligned with all. Of the 21 studies, 18 incorporated case manage mentor team leadership, 12 involved recovery-oriented psychotherapy, and 7 mentioned medication management. A majority of these apps offer case management through crisis planning and symptom monitoring. This finding aligns with recent reviews [12]. Recovery-oriented psychotherapy in these apps was offered by both clinicians and peers. None of the studies reported provision of support for employment and education, coordination with primary care services, or family education and support, as seen in Textbox 1. This does not mean that apps cannot support coordinated specialty care; instead of a single app offering resources to meet all needs, a toolkit approach of several apps may be more feasible today. Although many apps for adult psychosis exist and could offer services for individual roles of coordinated specialty care, it is unclear if such apps designed and assessed in adult patients would equally benefit youth.

Many of the apps reviewed offered social and peer support as their main feature or intervention [17,22-24,26,35]. For example, HORYZONS incorporates peer moderators in the “café” feature where youth with mental illness can share their lived experiences to help participants navigate issues they may be facing. PRIME users expressed positive feedback from the social support they received from peers and their coaches. Other apps provide space for peer interaction, such as MOMENTUM and the Psychotherapy app. The Psychotherapy app uniquely provides two avenues for peer contact, including both more formal peer support and less formal peer interactions. One implementation challenge in moving promising research toward peer-to-peer forums is the need for moderation and safety mentoring, which can become difficult at scale.

Clinicians involved with these smartphone apps can have a variety of roles, such as moderating social interactions, reviewing patient clinical status, and customizing patient interventions. For example, through the Psychotherapy app and HORYZONS, clinicians can review user data to create personalized content suggestions. Ginger.io alerted clinicians when surveys were not completed for more than 3 days in a row, when passive data were not being collected, or when participant responses were considered clinically significant. The MOMENTUM study hypothesizes that an increased awareness of daily changes in the patient will better equip both parties for shared decision making [18]. These apps utilize their programs as a clinical hybrid to better fit the patient’s needs. Implementation of such a hybrid model of care will involve helping clinicians optimally work with technology, a focus of future efforts of this ongoing initiative.

The potential of smartphone apps for care is, in part, driven by their scalability, and our study results support the potential for sharing and reusing apps. The HORYZONS trial that adapted the Australian app to meet the treatment needs of youth in Canada, offers an example of global accessibility and collaboration possible through digital tools. The ClinTouch app has been used not only for feasibility studies of symptom reporting and physiological markers, but also for a control app in intervention studies, highlighting the multiple uses of these apps. It may be possible to use apps not directly targeting clinical high risk and first-episode psychosis; such a toolkit will also be the next focus of this initiative.

Textbox 1. Coordinated specialty care checklist.

| Case management and team leadership: n=18 |
| Recovery-oriented psychotherapy: n=13 |
| Medication management: n=7 |
| Supported employment and education: n=0 |
| Coordination with primary care services: n=0 |
| Family education and support: n=0 |

http://www.jmir.org/2019/11/e16393/
Although many studies focused on innovations in monitoring patients or interventions, few offered both. Results from numerous studies suggest that it is possible to capture self-reported symptoms via apps that are comparable to clinical assessments, and the 2019 ClinTouch study demonstrates how this can even be linked to physiology. Although the CrossCheck studies demonstrated the potential utility of app monitoring via digital phenotyping to predict relapse, no studies instigated the predictive validity of app monitoring. The TechCare study offers an example of a combined approach as well as how clinicians and smartphone apps can work symbiotically. The intervention portion of the app is tailored to the participant’s survey responses and the specific delusions they are experiencing. If the patient is in a low mood or paranoid state for a prolonged period, the agreed-upon crisis plan is deployed. Tailoring interventions based on digital phenotyping data today would be more speculative, given the current lack of strong data, suggesting a reliable clinical interpretation of those data.

The growing interest in smartphone apps for prodromal and first-episode schizophrenia is reflected in the high number of recently published protocol papers we identified. These newly planned studies intend to expand the size and duration of completed ones, with a mean of 29.8 participants in completed studies compared to a targeted mean of 84.1 participants from protocols, as seen in Table 2. Future studies aim to increase the study duration by almost double to a mean duration of 5.7 months as compared to completed studies with a mean duration of 2.9 months. Not all planned, or even currently underway, studies published protocols; therefore, these results must be interpreted with some caution, although they offer insight into designing and powering the next wave of relevant studies.

The results of this review also suggest the low risk of harm in using app tools in patients with prodromal and first-episode schizophrenia. No adverse events were reported in any study, although some participants reported higher stress levels due to the fear of being watched or monitored [25]. This is likely not unique to their conditions, as across the general population, there is a small percent who are also not comfortable using technology and feel concerned about digital monitoring [37]. Some apps reported on security measures in place to protect privacy such as the Robin Z app, which requires fingerprint scanning or a pin code to login, but this was not reported consistently across studies.

Like all studies, this review has several limitations. First, no search term can identify all relevant papers on this topic and many publications are hard to recognize, given the varied nosology around prodromal, first-episode, and smartphone tools. Second, we used clinical judgment in including some studies such as the case report on CrossCheck, as not every paper directly identifies its population as first episode. Third, more apps and studies may exist that have not published protocols or data papers, meaning that our results are influenced by publication bias. We aimed to minimize these limitations by working with a librarian to build the search term and conduct the search.

### Table 2. Summary metrics for studies on smartphone apps for people with first-episode psychosis or at clinical high risk.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studies in the United States, n (%)</td>
<td>6 (29)</td>
<td>21 studies [15-20,22-36]</td>
</tr>
<tr>
<td>Participants enrolled in completed studies, mean</td>
<td>29.8</td>
<td>12 studies [16,17,25-30,33-36]</td>
</tr>
<tr>
<td>Participants planned to be enrolled, mean</td>
<td>84.1</td>
<td>12 studies [16,17,25-30,33-36]</td>
</tr>
<tr>
<td>Participants dropped out from completed studies, mean</td>
<td>3.4</td>
<td>12 studies [16,17,25-30,33-36]</td>
</tr>
<tr>
<td>Age in completed studies (years), mean</td>
<td>21.5</td>
<td>11 studies [16,17,25-28,30,33-36]</td>
</tr>
<tr>
<td>Completed studies with male as the majority gender, n (%)</td>
<td>7 (70)</td>
<td>10 studies [16,17,26-28,30,33-36]</td>
</tr>
<tr>
<td>Duration of completed studies (months), mean</td>
<td>2.9</td>
<td>12 studies [16,17,25-30,33-36]</td>
</tr>
<tr>
<td>Duration of planned studies (months), mean</td>
<td>5.7</td>
<td>7 studies [15,19,20,22-18]</td>
</tr>
</tbody>
</table>

### Conclusions

Results of this systematic review suggest that while the published research on smartphone apps for prodromal and first-episode psychosis is nascent, it is rapidly expanding and holds the potential to improve both monitoring and interventions. Although we did not find a single app that aims to fulfill all key roles of coordinated specialty care, these results are useful for understanding the current impact of mobile technology for care and future trends. The next steps in our work supporting such technology for coordinated specialty care will involve creating an evaluation and implementation framework that will help programs select and utilize a toolkit composed of several apps. By assessing these frameworks at coordinated specialty care sites across the country, we will learn which digital tools and implementations may best help sites augment care for patients with early course psychosis.
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Abstract

Physicians have been performing the art of medicine for hundreds of years, and since the ancient era, patients have turned to physicians for help, advice, and cures. When the fathers of medicine started writing down their experience, knowledge, and observations, treating medical conditions became a structured process, with textbooks and professors sharing their methods over generations. After evidence-based medicine was established as the new form of medical science, the art and science of medicine had to be connected. As a result, by the end of the 20th century, health care had become highly dependent on technology. From electronic medical records, telemedicine, three-dimensional printing, algorithms, and sensors, technology has started to influence medical decisions and the lives of patients. While digital health technologies might be considered a threat to the art of medicine, I argue that advanced technologies, such as artificial intelligence, will initiate the real era of the art of medicine. Through the use of reinforcement learning, artificial intelligence could become the stethoscope of the 21st century. If we embrace these tools, the real art of medicine will begin now with the era of artificial intelligence.
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From the Dawn of Medicine to the 21st Century

Since Hippocrates, physicians have been performing the art of medicine. With limited knowledge, experience, and rudimentary tools, they have been the guardians of health and disease. The medical profession is highly regarded and has always been considered exceptional, and since the ancient era, patients have turned to physicians for help, advice, and cures. When the fathers of medicine started writing down their experience, knowledge, and observations, treating medical conditions became a structured process with textbooks and professors sharing their methods over generations.

In his essay “Teacher and Student”, Sir William Osler noted that: “The practice of medicine is an art, based on science,” [1]. Physicians had to possess the necessary skills to make use of their vast knowledge and experience, but they also had to have a spiritual understanding of treating the patient and not the disease [2]. Some argue that it is the mission of medical professionals to provide the art and science of medicine [3]. Then, at the dawn of modern medicine in the late 19th and early 20th century, there were attempts to transform the art of medicine into science to supplement clinical judgment using the conclusions of a scheme of logic [4]. After evidence-based medicine was established as the new form of medical science, it seemed that the art and science of medicine had to be connected [5]. Physicians were expected to treat the patient and not the disease, had to deal with a myriad of data about their patients and had to handle the increasing availability of new clinical science and new studies.

In the case of the first stethoscope, a hollow wooden tube introduced by Dr. Laennec in France in the early 19th century to augment cardiac and lung sounds, it took decades to spread the idea of improving care with it [6]. That one innovation needed so much time to reach the masses and become a common medical practice as physicians were reluctant to use it. Now dozens of innovations come out daily, and the burden and pressure are enormous on physicians to adopt them properly.
By the mid-20th century, health care had become highly dependent on technology. Physicians had to learn to work closely with it, which is consequentially a major contributor to their burnout today [7]. When personal computers became widely available, the concept of electronic health emerged. The digitalization of medical records became inevitable, as the amount of available medical knowledge continued to grow rapidly by millions of new studies every year, and patients started to become empowered to oversee their own health care. When personal computers could be connected to networks, telemedical services appeared. The rise of social media networks gave space for the rise of Medicine 2.0 and Health 2.0, while the penetration of mobile phones and later smartphones resulted in mobile health. However, since the 2010s, the rate at which disruptive technologies appear has become overwhelming for both patients and their caregivers [8]. This is the cultural transformation that, under the term digital health, has been shaping the fundamental structures of medicine and the doctor-patient relationship.

The doctor-patient hierarchy has been transforming into a partnership, with many formerly passive patients becoming proactive in their care and wanting to be involved in decision making. The ivory tower of medicine has been breaking down and opening for nonprofessionals too. Thus, digital health technologies could be considered a threat to the art of medicine [9], but I argue that it is not the case. On the contrary, advanced technologies and proactive patients will initiate the real era of the art of medicine.

**Artificial Intelligence Will Facilitate the Rise of the Art of Medicine**

Despite common fears about the perceived dangers of automation, especially artificial intelligence, it does not seem to be taking the jobs of physicians or monopolizing medicine. As studies show, it will instead help automate administrative tasks and take over monotonous day-to-day assignments [10]. It has the potential to free up time for medical professionals to let them fulfill the mission they signed up for: to help people on their health care journeys with compassion, creativity, and care.

The art of medicine requires attention, time, and empathy from physicians while they are treating patients [11]. With the challenging interfaces of electronic medical records, a lot of administrative tasks that need to be handled, and a constant pressure from payers impacting physicians, even the chance for the art of medicine vanishes. However, the use of artificial intelligence (AI) could help facilitate the art of medicine [12].

Advanced technologies such as AI will transform the role of physicians [13]. Medical professionals might prefer to be the translator of the technical data for the patient, act as a guide in the jungle of digital health for their patient, and be a counselor in navigating through health care choices, instead of being the ultimate source of medical knowledge and the sole decision-maker regarding medication and treatment choice. There are case studies that underscore this notion [14]. There was a game between the reigning chess world champion Garry Kasparov and IBM’s Deep Blue supercomputer in 1997 that ended in a triumph for the algorithms/the programmers of the algorithm. It was believed then that this win might indicate the end of chess, because why would anyone play chess when the best player in the world was a program? However, over 600,000 million people play chess today, which is higher than in previous years. No professional player can prepare without working with computers now, as technology has made it more popular and increased the level at which players can play.

A similar path awaited the Chinese game, Go, which is one of the most complex games ever invented. In chess, the number of moves at any given moment in a game is approximately thirty. On the 19×19 square grid of the Go board, players can have around 200 moves, with the number of configurations on the board more than the number of atoms in the universe. This is only one of the factors that made the victory of Google Deepmind’s AlphaGo over the 18-time Go World Champion, Lee Sedol, a milestone in computation and a spectacle for 80 million viewers worldwide [15]. Winning in Go requires creativity and intuition, human skills that are beyond current artificial intelligence technology. The key to success for AlphaGo was in the way in which it was trained to play the game [16], as it used a combination of neural networks and reinforcement learning. In reinforcement learning, developers don’t tell the algorithm how to play the game and instead let it play millions of games against itself, only telling the algorithm which outcomes were the desired ones (the matches the algorithm could win) and letting the program find its strategy and rules for how to achieve those desired outcomes. This means that the cognitive limitations of people are not programmed into the algorithm. In theory, it could find new ways of playing the game even though it has been played by millions of people for thousands of years. Thus, such algorithms are not affected by the concepts, philosophies, beliefs, and mechanisms of human thinking, nor are they affected by the boundaries and flaws of human intelligence.

Advanced algorithms have already been shown to improve several aspects of practicing medicine [17], including radiology, oncology, cardiology, medical errors, and cost-effectiveness, among others. An algorithm could use reinforcement learning to find a treatment or even a cure for a medical condition that physicians and researchers cannot, and while the treatment or cure works, the underlying reasons why are not clear. Patients get better, get cured, or can manage their condition properly, but the way it was found is not clear or understood by those who administer the therapy. This would be the era of the modern art of medicine. Medical professionals using advanced technologies can care for their patients better, and their challenge is not in finding out how to care for their patients but instead to understand why certain methods work and others do not. When clinical science is not lagging behind the practice of medicine but progressing ahead of it, the art of medicine is going to be understanding how algorithms got to a conclusion.

Another way that AI could help physicians practice the art of medicine is if watched over these algorithms and evaluated outputs against their best clinical judgment as a safety check. Systems will inevitably get the answer wrong occasionally, and
we will need good clinical judgment to intervene when that occurs.

**Preparing for the Modern Art of Medicine**

AlphaGo was able to beat the world champion four to one. Lee Sedol was deeply disappointed and felt embarrassed at first, as he felt he was representing humans in a losing battle against a technological entity. However, by the fifth game they played, it seemed that Sedol had a newfound understanding of the way AlphaGo evaluated the game and its positions. He stated that by doing that he became a much better player. He was able to stand on the shoulders of technology to further develop his skills and vision about the future of the game. This is exactly how the medical community should look at the impact digital health technologies have on health care and on their jobs.

In the next decade, it is believed that most patients will become empowered and proactive in their care, using sensors to obtain data, and using the information they find online as well as algorithms to understand this health data. Seamless interfaces and invisible technologies, such as chatbots with voice-to-text functions and algorithms scanning the medical literature, will become a common element of practicing medicine. Moreover, artificial narrow intelligence algorithms will discover new treatments and run *in silico* clinical trials that physicians, pharma companies, or medical innovators would never think of. As it will not be limited by the traditional pathways and thought patterns used for centuries in medicine, artificial intelligence may produce entirely new solutions for tackling global health issues.

The supercomputer in Douglas Adam’s “The Hitchhiker’s Guide To The Galaxy”, after thinking for seven and a half million years, provided the answer to life, to the universe, and everything: 42 [18]. What if smart algorithms just started spitting out the answers to big questions without any explanation? The real art of medicine would thus be figuring out the logical path of how an AI arrived at a certain solution. That will require high levels of creativity, problem-solving, and cognitive skills from the medical community.

I believe that AI is going to be the stethoscope of the 21st century. While digital health technologies provide us with more health data than ever before and AI helps analyze it to improve health and well-being, to cut down on administrative tasks, or even to optimize both physicians’ and patients’ schedules, we should never forget that they are going to be tools in the hands of physicians and not the other way around [19]. We can be confident that compassionate care, empathy, creativity, problem-solving, and profound human connection will never cease to be at the core of caring for patients. If we embrace these tools through well-designed policies, constant education, and proper guidelines, the real art of medicine will begin now with the era of artificial intelligence (Figure 1).

Figure 1. A concept art about the art of medicine in the era of artificial intelligence based on Rembrandt’s painting The Anatomy Lesson of Dr Nicolaes Tulp.
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Abstract

Background: The level and type of engagement with digital behavior change interventions (DBCIs) are likely to influence their effectiveness, but validated self-report measures of engagement are lacking. The DBCI Engagement Scale was designed to assess behavioral (ie, amount, depth of use) and experiential (ie, attention, interest, enjoyment) dimensions of engagement.

Objective: We aimed to assess the psychometric properties of the DBCI Engagement Scale in users of a smartphone app for reducing alcohol consumption.

Methods: Participants (N=147) were UK-based, adult, excessive drinkers recruited via an online research platform. Participants downloaded the Drink Less app and completed the scale immediately after their first login in exchange for a financial reward. Criterion variables included the objectively recorded amount of use, depth of use, and subsequent login. Five types of validity (ie, construct, criterion, predictive, incremental, divergent) were examined in exploratory factor, correlational, and regression analyses. The Cronbach alpha was calculated to assess the scale’s internal reliability. Covariates included motivation to reduce alcohol consumption.

Results: Responses on the DBCI Engagement Scale could be characterized in terms of two largely independent subscales related to experience and behavior. The experiential and behavioral subscales showed high (α=.78) and moderate (α=.45) internal reliability, respectively. Total scale scores predicted future behavioral engagement (ie, subsequent login) with and without adjusting for users’ motivation to reduce alcohol consumption (adjusted odds ratio [OR adj]=1.14; 95% CI 1.03-1.27; P=.01), which was driven by the experiential (OR adj=1.19; 95% CI 1.05-1.34; P=.006) but not the behavioral subscale.

Conclusions: The DBCI Engagement Scale assesses behavioral and experiential aspects of engagement. The behavioral subscale may not be a valid indicator of behavioral engagement. The experiential subscale can predict subsequent behavioral engagement with an app for reducing alcohol consumption. Further refinements and validation of the scale in larger samples and across different DBCIs are needed.

(J Med Internet Res 2019;21(11):e16197) doi:10.2196/16197
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Introduction

Some level of engagement with digital behavior change interventions (DBCIs) is necessary for the effectiveness of such interventions [1]. However, observed levels of engagement with DBCIs are often considered too limited to support behavior change [2]. For example, a systematic review of Web-based health interventions found that approximately 50% of participants engaged with the interventions in the desired manner, with estimates varying between 10% and 90% across trials [3]. Studies conducted across different settings and target behaviors report a positive association of DBCI engagement and intervention effectiveness [4,5], suggesting that these variables may be linked via a dose-response function [1,6]. However, it is also plausible that individuals who are more successful in achieving change in the behavior targeted by the DBCI engage with DBCIs more [7] or that a limited amount of engagement is sufficient for bringing about meaningful change in some users (i.e., “effective engagement”) [6]. Attempts have been made to characterize the function linking engagement with intervention effectiveness [1,7-9], but progress is hindered due to the use of different definitions and measures of engagement across studies.

The question of what it means for someone to be engaged with a DBCI has been of interest to psychologists and computer scientists alike. Broadly, psychologists have defined engagement as the extent of technology use, perceived as a proxy for participant exposure to a DBCI’s “active ingredients” or component behavior change techniques [10,11]. On the other hand, computer scientists have defined engagement as the subjective experience of “flow” or “immersion” that occurs during the human-computer interaction, characterized by focused attention, intrinsic interest, balance between challenge and skill, losing track of time and self-consciousness, and transportation to a “different place” [12,13]. After having conducted a systematic, integrative literature review of the psychology and computer science literatures [7] in addition to in-depth interviews with potential DBCI users, our interdisciplinary research team proposed the following working definition of engagement: “[Engagement with a DBCI is] a state-like subjective experience of ‘flow’ or ‘immersion’ that occurs during the human-computer interaction, characterized by focused attention, intrinsic interest, balance between challenge and skill, losing track of time and self-consciousness, and transportation to a ‘different place’” [12,13].

After having conducted a systematic, integrative literature review of the psychology and computer science literatures [7] in addition to in-depth interviews with potential DBCI users, our interdisciplinary research team proposed the following working definition of engagement: “[Engagement with a DBCI is] a state-like structure which occurs each time a user interacts with a DBCI, with two behavioral (i.e., amount and depth of use) and three experiential (i.e., attention, interest and enjoyment) dimensions” [14].

We hypothesized that two behavioral (amount and depth of use) and three experiential (attention, interest, and enjoyment) dimensions are necessary and sufficient conditions for someone to be engaged with a DBCI. Although similar, engagement with DBCIs is thought to be conceptually distinct from both “flow” and pure technology usage. Although several measures of flow, immersion, and technology usage are available for use (for overviews, see [7,14,15]), an instrument that quantifies the intensity of behavioral and experiential engagement is lacking. For a quantitative scale of engagement to be useful for researchers, practitioners, and developers, it should be able to predict key variables of interest such as future engagement, knowledge acquisition, or intervention effectiveness. In addition, although a number of usage metrics derived from log-data are typically used to capture the intensity of behavioral engagement [15-17], a validated measure of engagement, which captures both the experiential and behavioral dimensions of engagement and could be easily administered without the need to access and process the DBCI’s raw data, would be useful. The DBCI Engagement Scale was developed to fill this gap [14].

As part of the scale development process (described in detail in [14]), a pool of initial scale items was developed by the interdisciplinary research team in addition to two “best bets” for a short measure of engagement. Lay and expert respondents were then asked to classify the initial scale items into one of six categories (i.e., amount of use, depth of use, interest, attention, enjoyment, plus an unclassified category) to examine the scale’s content validity. The first psychometric evaluation of the 10-item DBCI Engagement Scale was conducted in a sample of adult excessive drinkers who had voluntarily downloaded a freely available, evidence-informed app—DrinkLess—for reducing their alcohol consumption [14]. Results indicated that the behavioral and experiential indicators of engagement may resolve to a single dimension. However, fewer than 5% of eligible users completed the scale during the study, and a sensitivity analysis indicated that the analytic sample was biased toward highly engaged users.

Studying engagement in real-world settings is notoriously difficult, as highly engaged users are more likely to respond to research surveys [18], potentially biasing results. Moreover, evidence suggests that motivation to change is associated with the frequency of behavioral engagement, such as the total number of logins [19,20]. Although motivation to change is a key predictor of engagement, it is neither a necessary nor a sufficient condition for someone to be engaged with a DBCI. For example, a user with low motivation to reduce their alcohol consumption might be intrigued by the design of a specific app, engage with its content, and subsequently become motivated to drink less. Therefore, to better study the dimensional structure of engagement, we considered it important to adjust for motivation to change in our analyses, thus separating the state of engagement from confounding motivations. This study aimed to evaluate the DBCI Engagement Scale in a sample of users recruited via an online research platform in order to address the following research questions:

1. What is the factor structure of the DBCI Engagement Scale? (construct validity)
2. Is the DBCI Engagement Scale internally reliable? (internal reliability)
3. Are total scale scores positively associated with objectively recorded amount of use and depth of use? (criterion validity)
4. Do total scale scores predict future behavioral engagement (i.e., subsequent login), with and without adjustment for motivation to reduce alcohol consumption? (predictive validity)
5. Do two best bets for a short measure of engagement predict future behavioral engagement, with and without adjustment for motivation to reduce alcohol consumption? (predictive validity)
6. Does a model including the objectively recorded behavioral and the self-reported experiential indicators of engagement
account for more variance in future behavioral engagement (ie, subsequent login) compared with a model including only the objectively recorded behavioral indicators of engagement? (incremental validity)

7. Are total scale scores significantly associated with scores on the Flow State Scale? (divergent validity)

Methods

The preregistered study protocol can be found in the Open Science Framework [21]. Ethical approval was granted by University College London’s Computer Science Departmental Research Ethics Chair (Project ID: UCLIC/1617/004/Staff Blandford HFDH).

Inclusion Criteria

Participants were eligible to take part in the study if they were aged ≥18 years; reported an Alcohol Use Disorders Identification Test (AUDIT) score ≥8, indicating excessive alcohol consumption [22]; were residing in the United Kingdom; owned an iPhone capable of running iOS 8.0 software (ie, an iPhone 4S or later models); and were willing to download and explore an app for reducing alcohol consumption.

Sampling

Participants were recruited via the online research platform Prolific [23]. Individuals who take part in research via online platforms are primarily motivated by the financial incentives and are not necessarily interested in health behavior change [24]. Therefore, we expected that Prolific would enable us to recruit a sample of users with different levels of motivation to change. We did not, however, expect to recruit a sample that is representative of the general population of excessive drinkers in the United Kingdom.

Sample Size

No formal sample size calculation was performed. Based on the psychometric literature, a 25:1 participant-to-item ratio (ie, a total of 250 participants) was considered desirable [25].

Measures

To determine eligibility and describe the sample, data were collected on age; sex (female or male); type of work (manual, nonmanual, or other); patterns of alcohol consumption, measured by the AUDIT [22]; motivation to reduce alcohol consumption, measured by the Motivation To Stop Scale [26-28]; country of residence (United Kingdom or other); iPhone ownership (yes or no); and willingness to download and explore an alcohol reduction app (yes or no).

For eligible participants who downloaded and explored the Drink Less app, data were collected on location during first use of the app (home, work, vehicle, public transport, restaurant/pub/cafeteria, other’s home, other, or can’t remember) and the 10-item DBCI Engagement Scale [14], which captures momentary behavioral (ie, amount, depth of use) and experiential (ie, attention, interest, enjoyment) engagement with DBCIs (Textbox 1). A detailed account of how the scale items were developed and tested in a group of experts and nonexperts can be found in a previous study [14].

Data were also collected on the below variables, which were used to test the scale’s criterion, predictive, incremental, and divergent validity.
Textbox 1. The DBCI Engagement Scale.

Please answer the following questions with regard to your most recent use of the Drink Less app.

How strongly did you experience the following?

1. Interest
2. Intrigue
3. Focus
4. Inattention
5. Distraction
6. Enjoyment
7. Annoyance
8. Pleasure

(Measured on a 7-point scale with end- and middle-points anchored: “not at all,” “moderately,” and “extremely”)

9. How much time (in minutes) do you roughly think that you spent on the app? (Enter free text)

10. Which of the app’s components do you remember visiting? (You can select multiple options)
   a) Calendar (coded by the researchers as “Self-Monitoring/Feedback”)
   b) Create and view goals (coded as “Goal Setting”)
   c) What has and hasn’t worked (coded as “Self-Monitoring/Feedback”)
   d) Create and view action plans (coded as “Action Planning”)
   e) Your hangover and you (coded as “Self-Monitoring/Feedback”)
   f) Review your drinking (coded as “Normative Feedback”)
   g) Dashboard (coded as “Self-Monitoring/Feedback”)
   h) Game (coded as “Cognitive Bias Re-Training”)
   i) Drink + me (coded as “Identity Change”)
   j) Useful information (coded as “Other”)
   k) Other (coded as “Other”)
   l) Can’t remember (coded as “Other”)

Indexed as a proportion of available modules (eg, $5/7 \times 100 = 71.4$).

Construct, Criterion, and Incremental Validity

A record of the number of app screens viewed was kept during participants’ first login session to derive the objectively recorded amount of use and depth of use, which were used to test the scale’s construct, criterion, and incremental validity. The screen view records were stored in an online database (NodeChef) and extracted using the free python library pandas. The variable amount of use was derived by calculating the time spent (in seconds) during participants’ first login session. The variable depth of use was derived by calculating the number of app components visited during participants’ first login session, indexed as a proportion (0-100) of the number of available components within the Drink Less app (ie, Goal Setting, Self-monitoring/Feedback, Action Planning, Normative Feedback, Cognitive Bias Re-Training, Identity Change, Other [29]).

Predictive Validity

A record of the number of app screens viewed was also kept over the next 14 days to derive the variable subsequent login, which was used to test the scale’s predictive validity. A subsequent login (yes vs no) was defined as a new screen view following at least 30 minutes of inactivity [30]. As health apps are likely to be abandoned after users’ first login [31,32], the authors theorized that a useful measure of engagement should be able to distinguish between users who are likely to return to an app.

Two items that represented the authors’ best bets for a short measure of engagement (ie, “How much did you like the app?” and “How engaging was the app?”) were developed by the study team and used to test whether a short measure of engagement had superior predictive validity compared with the scale in its entirety. These items were not explicitly drawn from published self-report scales.

Divergent Validity

Two items from the Flow State Scale [33] were used to test the scale’s divergent validity. We selected two items that were previously found to load most strongly onto the general flow factor (ie, “When using Drink Less, the way time passed seemed to be different from normal,” “When using Drink Less, I was not worried about what others may have been thinking of me”). Although there is some overlap in the experiential indicators of the states of engagement and flow (ie, focused attention, interest), the study team theorized that users do not necessarily
experience loss of time and consciousness or balance between challenge and skill when engaging with a DBCI. Assessing whether users can be engaged without necessarily being in a state of flow was therefore considered a useful test of the scale’s divergent validity. The Flow State Scale has previously been applied in the context of digital gaming [34].

Procedure
Interested participants were identified via the recruitment platform, Prolific, and received a compensation of £0.50 for completing the screening questionnaire, hosted by Qualtrics survey software (Provo, Utah). Eligible participants were invited via Prolific’s internal email system and asked to download the Drink Less app from the Apple App Store. Participants were instructed to explore the Drink Less app in the way that they would explore any new app and were told that the researchers would monitor their app usage to assess what content they were interested in. For technical reasons, participants were told that they had to select the option Interested in drinking less alcohol when asked about why they were using the Drink Less app and to enable the push notifications. When clicking on the phone’s home button after having finished exploring the app, participants received a push notification with a link to the study survey. Participants were subsequently asked to enter their Prolific identification number, which enabled the researchers to match participants’ survey responses to their app screen views. Participants who initiated but did not complete the study survey (as indicated by their response status on Prolific’s platform, which was either labelled “Timed out” or “Returned submission”) were sent one reminder message. On completing the task, participants were paid £1.25.

Data Analysis
All analyses were conducted in SPSS version 20.0 (IBM Corporation, Armonk, New York). The assumptions for parametric tests were assessed (ie, normality of the distribution of residuals) and when violated, normalization was applied (ie, z-score normalization of positively skewed data). Descriptive statistics (eg, mean, range, variance) were calculated for each scale item and the criterion variables of interest to determine suitability for factor analysis.

Construct Validity
It was hypothesized that a five-factor solution (ie, amount of use, depth of use, attention, interest, enjoyment) would provide the best fit of the observed data [14]. A series of exploratory factor analyses (EFAs) using principal axis factoring estimation and oblique rotation was conducted. The inspection of Cattell’s scree plots and the Kaiser criterion (ie, factors with eigenvalues >1) was used to determine the number of factors to retain [25]. First, we tested the fit of a solution including the self-reported items. This was compared with a solution including a combination of the self-reported indicators of experiential engagement and the objectively recorded indicators of behavioral engagement (ie, objective amount of use and depth of use).

Internal Reliability
Internal consistency reliability was assessed by calculating the Cronbach alpha. A large coefficient (ie, =.70 or above) was interpreted as evidence of strong item covariance [35].

Criterion Validity
Criterion validity was assessed by calculating the Pearson correlation coefficient for the relationship between participants’ automatically recorded app screen views from their first login (ie, objective amount of use and depth of use) with their self-reported amount of use and depth of use and their total scale scores.

Predictive Validity
The variable subsequent login was regressed onto participants’ total scale scores, with and without adjustment for motivation to reduce alcohol consumption.

Incremental Validity
Incremental validity was assessed in two steps. First, we assessed the variance accounted for in the variable subsequent login by the objectively recorded indicators of behavioral engagement. This was compared with the variance accounted for in the variable subsequent login after adding the self-reported indicators of experiential engagement to the objectively recorded indicators of behavioral engagement.

Divergent Validity
Divergent validity was assessed by calculating the Pearson correlation coefficient for the relationship between each of the two indicators of the state of flow from the Flow State Scale [33] and the overall measure of engagement.

Results
Participants
During the study period (31 days; July 23, 2018 to August 22, 2018), 401 participants completed the online screening survey, of which 266 were eligible to take part. Of these, 147 (55%) participants downloaded the Drink Less app and completed the task (Figure 1). Due to funding restrictions, we were unable to extend the recruitment beyond this time point. The desired target sample size of 250 participants was hence not achieved. Participants’ demographic and drinking characteristics are reported in Table 1. We did not detect any significant differences between eligible participants who did and did not complete the task on the demographic characteristics assessed.
Figure 1. Participant flow chart. AUDIT: Alcohol Use Disorders Identification Test; ID: identification.
Table 1. Participants’ demographic and drinking characteristics.

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Completed scale (n=147)</th>
<th>Eligible but did not complete scale (n=119)</th>
<th>P value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female gender, n (%)</td>
<td>97 (66)</td>
<td>71 (60)</td>
<td>.29</td>
</tr>
<tr>
<td>Type of work, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual, n (%)</td>
<td>19 (13)</td>
<td>16 (13)</td>
<td>.57</td>
</tr>
<tr>
<td>Nonmanual, n (%)</td>
<td>89 (61)</td>
<td>78 (66)</td>
<td></td>
</tr>
<tr>
<td>Other, n (%)</td>
<td>39 (27)</td>
<td>25 (21)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>34.4 (10.4)</td>
<td>36.6 (11.8)</td>
<td>.11</td>
</tr>
</tbody>
</table>

**Drinking characteristics**

<table>
<thead>
<tr>
<th>Motivation To Stop Scale, n (%)</th>
<th></th>
<th></th>
<th>.08</th>
</tr>
</thead>
<tbody>
<tr>
<td>I don’t want to cut down on drinking alcohol</td>
<td>14 (10)</td>
<td>26 (22)</td>
<td></td>
</tr>
<tr>
<td>I think I should cut down on drinking alcohol but I don’t really want to</td>
<td>43 (29)</td>
<td>25 (21)</td>
<td></td>
</tr>
<tr>
<td>I want to cut down on drinking alcohol but I haven’t thought about when</td>
<td>19 (13)</td>
<td>17 (14)</td>
<td></td>
</tr>
<tr>
<td>I really want to cut down on drinking alcohol but I don’t know when I will</td>
<td>17 (12)</td>
<td>11 (9)</td>
<td></td>
</tr>
<tr>
<td>I want to cut down on drinking and hope to soon</td>
<td>23 (16)</td>
<td>17 (14)</td>
<td></td>
</tr>
<tr>
<td>I really want to cut down on drinking alcohol and intend to in the next 3 months</td>
<td>11 (7)</td>
<td>4 (3)</td>
<td></td>
</tr>
<tr>
<td>I really want to cut down on drinking alcohol and intend to in the next month</td>
<td>20 (14)</td>
<td>19 (16)</td>
<td></td>
</tr>
<tr>
<td>Alcohol Use Disorders Identification Test, mean (SD)</td>
<td>15.4 (5.1)</td>
<td>14.2 (5.7)</td>
<td>.07</td>
</tr>
</tbody>
</table>

\(^a\)Differences between groups were assessed using chi-square tests or t tests, as appropriate.

**Descriptive Statistics**

Descriptive statistics for the scale items are reported in Table 2. The majority of participants completed the scale at home (118/147, 80.3%) or work (19/147, 12.9%). To account for the observed skewness, z-score normalization was applied to the 10-scale items and the two items used for testing the scale’s criterion validity. Inter-item correlations of the normalized scale items are reported in Table 3.

**Scale Evaluation**

**Construct Validity**

The Keiser-Meier Olkin Test of Sampling Adequacy (0.70) and the Bartlett Test of Sphericity (P<.001) indicated that data were suited for factor analysis. Three EFA solutions were tested to arrive at a best-fitting solution.
Table 2. Descriptive statistics for the scale items (N=147).

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DBCI</strong> Engagement Scale Items**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. “How strongly did you experience interest?”</td>
<td>2-7</td>
<td>5.30 (1.09)</td>
<td>1.18</td>
<td>-0.30</td>
<td>0.06</td>
</tr>
<tr>
<td>2. “How strongly did you experience intrigue?”</td>
<td>1-7</td>
<td>5.39 (1.27)</td>
<td>1.61</td>
<td>-0.85</td>
<td>0.50</td>
</tr>
<tr>
<td>3. “How strongly did you experience focus?”</td>
<td>2-7</td>
<td>5.31 (1.18)</td>
<td>1.40</td>
<td>-0.56</td>
<td>0.14</td>
</tr>
<tr>
<td>4. “How strongly did you experience inattention?**</td>
<td>1-7</td>
<td>5.61 (1.33)</td>
<td>1.76</td>
<td>-1.24</td>
<td>1.47</td>
</tr>
<tr>
<td>5. “How strongly did you experience distraction?**</td>
<td>1-7</td>
<td>5.47 (1.45)</td>
<td>2.10</td>
<td>-1.12</td>
<td>0.86</td>
</tr>
<tr>
<td>6. “How strongly did you experience enjoyment?”</td>
<td>1-7</td>
<td>4.46 (1.44)</td>
<td>2.07</td>
<td>-0.10</td>
<td>-0.48</td>
</tr>
<tr>
<td>7. “How strongly did you experience pleasure?”</td>
<td>1-7</td>
<td>3.56 (1.64)</td>
<td>2.67</td>
<td>0.36</td>
<td>-0.70</td>
</tr>
<tr>
<td>8. “How strongly did you experience annoyance?**</td>
<td>1-7</td>
<td>5.59 (1.39)</td>
<td>1.93</td>
<td>-1.09</td>
<td>1.08</td>
</tr>
<tr>
<td>9. “Which of the app’s components did you visit?”</td>
<td>14.29-100.00</td>
<td>58.70 (22.00)</td>
<td>484.01</td>
<td>-0.12</td>
<td>-0.67</td>
</tr>
<tr>
<td>10. “How much time do you roughly think that you spent on the app?” (seconds)</td>
<td>120-1200</td>
<td>520.82 (237.21)</td>
<td>56,267.82</td>
<td>0.93</td>
<td>0.96</td>
</tr>
</tbody>
</table>

**Variables used to test the scale's construct, criterion, and incremental validity**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>11. Objectively recorded depth of use</td>
<td>28.57-100.00</td>
<td>66.66 (20.50)</td>
<td>420.28</td>
<td>-0.23</td>
<td>-0.85</td>
</tr>
<tr>
<td>12. Objectively recorded amount of use (seconds)</td>
<td>95.00-3,571.00</td>
<td>409.45 (360.71)</td>
<td>130,116.72</td>
<td>5.13</td>
<td>40.34</td>
</tr>
</tbody>
</table>

**Items used to test the scale's divergent validity**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>13 “When using Drink Less, the way time passed seemed different from normal.”</td>
<td>1-5</td>
<td>2.76 (0.79)</td>
<td>0.62</td>
<td>0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>14. “When using Drink Less, I was not worried about what others may have been thinking about me.”</td>
<td>1-5</td>
<td>3.34 (1.16)</td>
<td>1.35</td>
<td>-0.24</td>
<td>-1.11</td>
</tr>
</tbody>
</table>

**Variables/items used to test the scale's predictive validity**

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>15. “How much did you like the app?”</td>
<td>1-7</td>
<td>5.14 (1.29)</td>
<td>1.66</td>
<td>-0.80</td>
<td>0.82</td>
</tr>
<tr>
<td>16. “How engaging was the app?”</td>
<td>1-7</td>
<td>5.20 (1.17)</td>
<td>1.37</td>
<td>-0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>17. Subsequent login (yes vs no), n (%)</td>
<td>67 (46)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*DBCI: digital behavior change intervention.
**Values were reverse scored prior to the calculation of descriptive statistics.
***Not applicable.*
Table 3. Inter-item correlation matrix (N=147).

<table>
<thead>
<tr>
<th>DBCI Engagement Scale items</th>
<th>1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>4&lt;sup&gt;d,e&lt;/sup&gt;</th>
<th>5&lt;sup&gt;e,f&lt;/sup&gt;</th>
<th>6&lt;sup&gt;g&lt;/sup&gt;</th>
<th>7&lt;sup&gt;h&lt;/sup&gt;</th>
<th>8&lt;sup&gt;i,j&lt;/sup&gt;</th>
<th>9&lt;sup&gt;j&lt;/sup&gt;</th>
<th>10&lt;sup&gt;k&lt;/sup&gt;</th>
<th>11&lt;sup&gt;1,m&lt;/sup&gt;</th>
<th>12&lt;sup&gt;2,m,n&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Interest</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>N/A&lt;sup&gt;o&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Intrigue</td>
<td>0.44</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Focus</td>
<td>0.65</td>
<td>0.46</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Inattention&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.18</td>
<td>0.10</td>
<td>0.31</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.027</td>
<td>.21</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Distraction&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.18</td>
<td>0.12</td>
<td>0.28</td>
<td>0.43</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.026</td>
<td>.16</td>
<td>.001</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Enjoyment</td>
<td>0.48</td>
<td>0.31</td>
<td>0.44</td>
<td>–0.05</td>
<td>–0.15</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.59</td>
<td>.071</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Pleasure</td>
<td>0.19</td>
<td>0.09</td>
<td>0.15</td>
<td>–0.19</td>
<td>–0.24</td>
<td>0.54</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.025</td>
<td>.30</td>
<td>.079</td>
<td>.019</td>
<td>.003</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Annoyance&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.28</td>
<td>0.15</td>
<td>0.37</td>
<td>0.27</td>
<td>0.24</td>
<td>0.29</td>
<td>0.12</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.001</td>
<td>.07</td>
<td>&lt;.001</td>
<td>.001</td>
<td>.004</td>
<td>&lt;.001</td>
<td>.16</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Which of app’s components</td>
<td>0.18</td>
<td>0.00</td>
<td>0.06</td>
<td>0.13</td>
<td>–0.03</td>
<td>0.19</td>
<td>0.19</td>
<td>.13</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.028</td>
<td>.97</td>
<td>.469</td>
<td>.11</td>
<td>.75</td>
<td>.019</td>
<td>.02</td>
<td>.13</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. How much time spent</td>
<td>0.10</td>
<td>0.10</td>
<td>–0.03</td>
<td>0.08</td>
<td>0.11</td>
<td>0.15</td>
<td>0.33</td>
<td>0.09</td>
<td>0.29</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.23</td>
<td>.22</td>
<td>.681</td>
<td>.33</td>
<td>.18</td>
<td>.07</td>
<td>&lt;.001</td>
<td>.31</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Objective depth of use&lt;sup&gt;m&lt;/sup&gt;</td>
<td>0.13</td>
<td>0.11</td>
<td>0.15</td>
<td>0.18</td>
<td>0.01</td>
<td>0.11</td>
<td>–0.01</td>
<td>0.24</td>
<td>0.51</td>
<td>0.16</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.12</td>
<td>.18</td>
<td>.069</td>
<td>.03</td>
<td>.90</td>
<td>.20</td>
<td>.94</td>
<td>.003</td>
<td>&lt;.001</td>
<td>.051</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>12. Objective amount of use&lt;sup&gt;m&lt;/sup&gt;</td>
<td>0.31</td>
<td>0.18</td>
<td>0.28</td>
<td>0.16</td>
<td>0.06</td>
<td>0.25</td>
<td>0.00</td>
<td>0.19</td>
<td>0.10</td>
<td>0.10</td>
<td>0.52</td>
<td>1</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>.03</td>
<td>.001</td>
<td>.047</td>
<td>.49</td>
<td>.002</td>
<td>.97</td>
<td>.02</td>
<td>.22</td>
<td>.23</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Interest.
<sup>b</sup>Intrigue.
<sup>c</sup>Focus.
<sup>d</sup>Inattention.
<sup>e</sup>Values were reverse scored prior to analysis.
<sup>f</sup>Distraction.
<sup>g</sup>Enjoyment.
<sup>h</sup>Pleasure.
<sup>i</sup>Annoyance.
<sup>j</sup>Which of the app’s components.
<sup>k</sup>How much time spent.
<sup>l</sup>Objective depth of use.
<sup>m</sup>Variables used to test the scale’s construct, criterion, and incremental validity.
<sup>n</sup>Objective amount of use.
<sup>o</sup>Not applicable.
Solution 1
An EFA with oblique rotation was conducted. The eigenvalues indicated that a three-factor solution, accounting for 61.2% of the variance, was most appropriate (Table 4). The loadings indicated that the second factor comprised two of the negatively worded indicators (ie, items 4 and 5). The third factor comprised the two behavioral indicators (ie, items 9 and 10) and one of the experiential indicators (ie, item 7), which made little theoretical sense [14]. The loading of item 8 (also a negatively worded item) onto factor 1 was modest. Therefore, the negatively worded items (ie, items 4, 5, and 8) and item 7 were discarded prior to conducting a second EFA.

Solution 2
A subsequent EFA with oblique rotation indicated that a two-factor solution accounted for 62.4% of the variance (Table 4). The experiential indicators loaded clearly onto factor 1, and the behavioral indicators loaded clearly onto factor 2, with no cross-loadings (ie, items that load at 0.32 or higher on two or more factors) [25]. The two latent factors were labelled Experiential Engagement and Behavioral Engagement, respectively.

Solution 3
An EFA with oblique rotation using a combination of the self-reported experiential indicators (ie, items 1, 2, 3, and 6) and the automatically recorded behavioral indicators (ie, items 11 and 12) suggested a two-factor solution, which accounted for 65.7% of the variance. The experiential indicators loaded clearly onto factor 1, and the behavioral indicators loaded clearly onto factor 2 (Table 4).

Solution 2 was selected for use in the subsequent reliability and validity analyses, as it contained only the self-reported items and provided a similarly good fit of the data as Solution 3. A total scale score was calculated for each participant, with equal weight given to each of the retained items (ie, items 1, 2, 3, 6, 9, and 10).

Table 4. Factor loadings of the DBCI Engagement Scale in exploratory factor analyses.

<table>
<thead>
<tr>
<th>Scale Items</th>
<th>Solution 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Solution 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Solution 3&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Interest</td>
<td>0.75&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.14</td>
<td>0.25</td>
</tr>
<tr>
<td>2. Intrigue</td>
<td>0.51&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.09</td>
<td>0.11</td>
</tr>
<tr>
<td>3. Focus</td>
<td>0.87&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.28</td>
<td>0.09</td>
</tr>
<tr>
<td>4. Inattention&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.25</td>
<td>0.61&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.14</td>
</tr>
<tr>
<td>5. Distraction&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.21</td>
<td>0.68&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.06</td>
</tr>
<tr>
<td>6. Enjoyment</td>
<td>0.66&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.35</td>
<td>0.43&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>7. Pleasure</td>
<td>0.31</td>
<td>-0.48</td>
<td>0.56&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>8. Annoyance&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.41&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.23</td>
<td>0.25</td>
</tr>
<tr>
<td>9. Which of app’s components</td>
<td>0.16</td>
<td>0.01</td>
<td>0.43&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>10. How much time spent</td>
<td>0.10</td>
<td>0.03</td>
<td>0.64&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>11. Objective depth of use</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>12. Objective amount of use</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Exploratory factor analysis with oblique rotation, including items 1-10.
<sup>b</sup>Exploratory factor analysis with oblique rotation, including items 1, 2, 3, 6, 9, and 10.
<sup>c</sup>Exploratory factor analysis with oblique rotation, including items 1, 2, 3, 6, 11, and 12.
<sup>d</sup>Values with factor loadings ≥ 0.40.
<sup>e</sup>Values were reverse scored prior to analysis.
<sup>f</sup>Not applicable.

Internal Reliability
The internal consistency of the overall measure was 0.67, indicating moderate internal reliability [35]. The Experiential Engagement subscale had an internal consistency of 0.78, while the Behavioral Engagement subscale had an internal consistency of 0.45. Both subscales were significantly correlated with the measure overall (r<sub>145</sub>=0.90, P<.001) and r<sub>145</sub>=0.56, P<.001, respectively). However, the subscales were not significantly correlated with each other (r<sub>145</sub>=0.15, P=.07).

Criterion Validity
Total scale scores were significantly correlated with objectively recorded depth of use (r<sub>145</sub>=0.32, P<.001) and objectively recorded amount of use (r<sub>145</sub>=0.33, P<.001). Self-reported depth of use was significantly correlated with objectively recorded...
of use ($r_{145}=0.51$, $P<.001$). Self-reported amount of use was not significantly correlated with objectively recorded amount of use ($r_{145}=0.10$, $P=.23$).

**Predictive Validity**

Results from the predictive validity analyses are presented in Table 5. In the unadjusted analysis, total scale scores were significantly associated with future behavioral engagement, ie, the variable subsequent login (odds ratio [OR] = 1.15, 95% CI 1.05-1.27, $P=.01$). The association remained significant in the model adjusting for motivation to reduce alcohol consumption (adjusted OR [OR adj] = 1.14, 95% CI 1.03-1.27, $P=.01$).

As the two subscales (ie, Behavioral Engagement and Experiential Engagement) were not significantly correlated with each other, an unplanned analysis was conducted to assess the independent association of each subscale with future behavioral engagement. In unadjusted and adjusted analyses, Experiential Engagement was significantly associated with future behavioral engagement (OR adj = 1.19, 95% CI 1.05-1.34, $P=.006$). In unadjusted and adjusted analyses, Behavioral Engagement was not significantly associated with future behavioral engagement (OR adj = 1.31, 95% CI 0.38-4.59, $P=.67$).

In unadjusted and adjusted analyses, asking users about how engaging they thought the app was did not significantly predict future behavioral engagement (OR adj = 1.34, 95% CI 0.98-1.84, $P=.07$). In unadjusted and adjusted analyses, asking users about how much they liked the app significantly predicted future behavioral engagement (OR adj = 1.38, 95% CI 1.03-1.84, $P=.03$).

**Table 5.** Unadjusted and adjusted odds ratios for the associations between the predictor variables and future behavioral engagement.

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
<th>Adjusted odds ratio$^a$ (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total DBCI$^b$ Engagement Scale score</strong></td>
<td>1.15 (1.05-1.27)</td>
<td>.005</td>
<td>1.14 (1.03-1.27)</td>
<td>.009</td>
</tr>
<tr>
<td>Subscale 1 - Experiential Engagement</td>
<td>1.19 (1.06-1.34)</td>
<td>.004</td>
<td>1.19 (1.05-1.34)</td>
<td>.006</td>
</tr>
<tr>
<td>Subscale 2 - Behavioral Engagement</td>
<td>1.11 (0.90-1.36)</td>
<td>.34</td>
<td>1.08 (0.87-1.35)</td>
<td>.48</td>
</tr>
<tr>
<td>“How engaging was the app?”</td>
<td>1.28 (0.96-1.71)</td>
<td>.097</td>
<td>1.34 (0.98-1.84)</td>
<td>.07</td>
</tr>
<tr>
<td>“How much did you like the app?”</td>
<td>1.39 (1.05-1.83)</td>
<td>.02</td>
<td>1.38 (1.03-1.84)</td>
<td>.03</td>
</tr>
</tbody>
</table>

$^a$Odds ratios adjusted for motivation to reduce alcohol consumption.

$^b$DBCI: digital behavior change intervention.

**Incremental Validity**

Results from the incremental validity analyses are reported in Table 6. The automatically recorded behavioral indicators of engagement (ie, items 11 and 12; Model 1) accounted for 15.9% of variance in the variable subsequent login. The automatically recorded behavioral indicators in combination with the self-reported experiential indicators of engagement (ie, items 1, 2, 3, and 6; Model 2) accounted for 21.1% of variance in the variable subsequent login.

**Table 6.** Odds ratios for the associations between the predictor variables and future behavioral engagement.

<table>
<thead>
<tr>
<th>Models</th>
<th>Odds ratio (95% CI)</th>
<th>$P$ value</th>
<th>Variance accounted for (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td>15.9</td>
</tr>
<tr>
<td>Objectively recorded amount of use</td>
<td>3.46 (1.58-7.57)</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Objectively recorded depth of use</td>
<td>0.91 (0.58-1.42)</td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td>21.1</td>
</tr>
<tr>
<td>Objectively recorded amount of use</td>
<td>2.86 (1.25-6.55)</td>
<td>.013</td>
<td></td>
</tr>
<tr>
<td>Objectively recorded depth of use</td>
<td>0.95 (0.60-1.50)</td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>Interest</td>
<td>1.72 (1.03-2.85)</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Focus</td>
<td>0.82 (0.50-1.35)</td>
<td>.44</td>
<td></td>
</tr>
<tr>
<td>Enjoyment</td>
<td>0.93 (0.61-1.40)</td>
<td>.72</td>
<td></td>
</tr>
<tr>
<td>Intrigue</td>
<td>1.17 (0.78-1.76)</td>
<td>.45</td>
<td></td>
</tr>
</tbody>
</table>

**Divergent Validity**

Total scale scores were significantly correlated with the first (“When using Drink Less, the way time passed seemed different from normal”) but not the second (“When using Drink Less, I was not worried about what others may have been thinking about me”) indicator of flow ($r_{145}=0.25$, $P<.01$ and $r_{145}=–0.01$, $P=.95$, respectively). The two items tapping flow were not significantly correlated with one another in this sample ($r_{145}=–0.06$, $P=.47$).

**Discussion**

**Principal Findings**

The DBCI Engagement Scale was found to be underpinned by two, largely independent factors, which were labelled...
Experiential Engagement and Behavioral Engagement. The scale showed moderate internal reliability, but low divergent and criterion validity. Importantly, the behavioral subscale may not be a valid indicator of behavioral engagement. Total scale scores were weakly associated with future behavioral engagement (ie, the variable subsequent login), as were the experiential subscale and one of the best bets for a short measure of engagement (ie, asking participants about how much they liked the app). The behavioral subscale was not independently associated with future behavioral engagement. In addition, a model including the self-reported experiential and objectively recorded behavioral indicators of engagement (as compared with a model including only the objectively recorded behavioral indicators) accounted for a larger proportion of variance in future behavioral engagement. These findings are at odds with those from the first evaluation of the DBCI Engagement Scale, in which the scale was found to be underpinned by a single factor [14]. However, these differences may at least partly be accounted for by the small sample size in this study.

Construct Validity
The finding that the Experiential Engagement and Behavioral Engagement subscales were not significantly correlated with each other in this study lends support to the argument that users can spend time on a DBCI without necessarily being interested in or paying attention to its content, and vice versa [14]. However, this finding also gives rise to the question of whether experiential and behavioral engagement are part of the same higher-order construct.

The finding that participants’ total scale scores were weakly associated with future behavioral engagement even when adjusting for motivation to reduce alcohol consumption serves as initial evidence that the state of engagement with a DBCI is conceptually distinct from motivation to change the target behavior.

Incremental and Predictive Validity
The results from the incremental validity analyses suggest that behavioral and experiential indicators in tandem have superior predictive power compared with the behavioral indicators alone. However, the finding that the experiential, but not the behavioral, subscale was independently associated with future behavioral engagement can be interpreted to suggest that the experiential indicators (particularly users’ interest) were driving the association between initial and future engagement. A potential explanation for these findings is that more intensive engagement during the first login session might have made users’ memory of the app more salient, which might have made them more likely to remember to return to the app. As one of the short measures of engagement (ie, the item asking about how much users liked the app) was also found to predict future engagement, it is possible that not only salience of the app, but a salient memory of liking the app, is important for future engagement. It is unclear why the first, but not the second, short measure of engagement had significant predictive power; the word liking might be easier to interpret than the word engaging. The potential mechanisms underlying the relationship between initial experiential and behavioral engagement, and future behavioral engagement (ie, the variable subsequent login) should be explored further using experience sampling techniques in the first few hours following initial app engagement; this involves repeated measurements of psychological processes in real time, in users’ natural environments [36].

These results also beg the question as to whether future behavioral engagement is the most appropriate criterion variable to test an engagement scale against. For example, knowledge retention or skill acquisition may be more theoretically sound, as suggested by the Elaboration Likelihood Model of Persuasion (ELMP) [37]. The ELMP argues that deep information processing occurs when an individual pays attention to (or engages with) a health message, which leads to increased knowledge retention. It is plausible that initial behavioral and experiential engagement have superior predictive power compared with behavioral engagement when used to predict knowledge retention. In addition, it would be useful to assess whether the new measure of moment-to-moment (or state-like) engagement is able to predict intervention effectiveness at a later time point.

Criterion Validity
The finding that the self-reported and objectively recorded indicators of amount of use were not significantly correlated in this sample suggests that the DBCI Engagement Scale may not be a valid indicator of behavioral engagement. However, although the amount of use (ie, time spent in minutes or seconds) is typically used as a gold standard or ground truth of behavioral engagement, our results showed that objectively recorded amount of use was significantly correlated with many of the experiential indicators (eg, interest, intrigue). Although the exploratory factor analyses did not indicate that amount of use loads onto the same factor as the experiential indicators of engagement, the observed pattern of correlations leads us to question whether time spent on a DBCI is deserving of its ground truth status. There is, hence, a need for future research to investigate the source of the discrepancy between self-reported and objectively recorded indicators of amount of use.

Divergent Validity
In line with the first study evaluating the scale, this study did not provide evidence that the DBCI Engagement Scale diverges from the Flow State Scale. There is conceptual overlap between engagement with DBCIs and the dimension of flow that is labelled losing track of time. It should be noted that the proposed definition of engagement was, in part, developed based on the concept of flow [14]. It may hence be more fruitful to assess the scale’s divergent validity using a more conceptually distinct measure in the future. The lack of evidence that the DBCI Engagement Scale diverges from the Flow State Scale may also serve as a plausible explanation for why participants’ self-reported amount of use was not significantly correlated with their objectively recorded amount of use; they may have lost track of time when engaging with the Drink Less app. This finding suggests that self-reported and objectively recorded indicators of time spent on a DBCI may tap different constructs; future research is required to examine which of these is more strongly related to key outcomes of interest.
Limitations

This study was limited because it did not achieve the desired sample size of 250 participants. As Prolific is a novel platform with a small proportion of individuals meeting the study eligibility criteria (ie, drinking alcohol excessively, willing to download an alcohol reduction app, owning an iPhone), the extant participant pool was exhausted after screening just over 400 participants. Although the participant-to-item ratio is considered key in determining the minimum necessary sample size for conducting factor analyses, findings from simulation studies indicate that other factors, including the number of items per factor and the level of community between items, also influence sample size requirements [38]. Given the limited participant-to-item ratio and the small number of items per factor in this study, the two-factor solution should be interpreted with caution and merits replication in a larger sample in future research. A second limitation is that market research indicates that iOS users are, on average, more affluent than Android users [39]. As the Drink Less app is currently available for iOS users only, our findings may not be generalizable to Android users.

Studies conducted via Prolific that involve an initial screening study followed by inviting eligible participants to complete the actual study tend to have attrition rates of approximately 20%-25%, and not 45% [40]. It is therefore likely that there were systematic differences between eligible participants who completed the task and those who did not. For example, the small financial reward may not have been perceived as worth the effort of downloading an app. Indeed, a study assessing the demographic and psychological characteristics of participants who regularly complete research tasks via Amazon’s Mechanical Turk online platform (which is similar to Prolific) found that the majority of surveyed participants reported that earning money was a key motivator for taking part [24]. It should also be noted that the financial incentive may have interfered with participants’ naturalistic engagement, thus limiting the generalizability of the findings. Previous research has found that money can be an important motivator in DBCI research and increase response rates in longitudinal studies [41].

We did not want to overburden users; hence, we did not assess key trait-like variables that may have influenced users’ scale scores. For example, it would have been useful to attempt to partial out the variance accounted for by users’ personality traits, such as those specified in the Big Five model of personality [42], to ensure that the DBCI Engagement Scale is detecting something beyond high conscientiousness or low neuroticism.

The adjustment for participants’ motivation to reduce their alcohol consumption should have increased the item covariance on the DBCI Engagement Scale and is hence considered a study strength. It should, however, be noted that participants’ motivation may have interacted with their engagement levels. Hence, despite the adjustment for participants’ motivation to change, the scale scores may not fully represent participants’ “true” engagement scores.

Finally, the decision to use Google’s cutoff (ie, 30 minutes of inactivity) to identify whether users had made a subsequent login is, to our best knowledge, not grounded in evidence about session length. Future research should explore whether this constitutes a useful heuristic for identifying new DBCI sessions using both quantitative and qualitative methods.

Avenues for Future Research

Due to the observed nonnormal distributions of the scale items that jointly form the DBCI Engagement Scale, a decision was made to use z-score normalization. Consequently, total scores on the DBCI Engagement Scale are only meaningful in relation to the average intensity of experiential and behavioral engagement that a particular DBCI generates. This may facilitate attempts to develop cutoffs for “high” and “low” engagers across DBCIs, irrespective of their specific parameters (eg, the number and length of intervention components). For example, users with scores that fall within a particular range of SDs above or below the mean might usefully be classified as “high” or “low” engagers, and these patterns may replicate across DBCIs. The question of whether the mean and spread of engagement scores replicate across DBCIs merits exploration by evaluating the DBCI Engagement Scale across different kinds of DBCIs (eg, websites or apps for smoking cessation or physical activity).

The finding that initial experiential engagement (or liking of the app) was independently associated with future behavioral engagement suggests that intervention developers should think carefully about how to make their DBCIs appealing on first use. The DBCI Engagement Scale may be useful during the iterative design process, comparing users’ experiences of differently designed graphical user interfaces.

Conclusions

The DBCI Engagement Scale assesses behavioral and experiential aspects of engagement. The behavioral subscale may not be a valid indicator of behavioral engagement. The experiential subscale can predict subsequent behavioral engagement with an app for reducing alcohol consumption. Further refinements and validation of the scale in larger samples and across different DBCIs are needed.
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Implementation: The Next Giant Hurdle to Clinical Transformation With Digital Health
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Abstract
Clinical implementation of digital health is a major hurdle to overcome in the coming years. Considering the role of the Journal of Medical Internet Research in the past 20 years and looking toward the journal’s future, this viewpoint acknowledges the vision of medicine and the role that digital health plays in that vision. It also highlights barriers to implementation of digital health as an obstacle to achieving that vision. In particular, this paper focuses on how digital health research must start looking toward implementation as an area of inquiry and the role that the Journal of Medical Internet Research and its' sister journals from JMIR Publications can play in this process.
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Digital health is quickly revolutionizing the way health care is conducted. For two decades, the Journal of Medical Internet Research (JMIR) has been the premier outlet for publishing digital health research, and as the field has grown more sophisticated, so has the research itself. Starting with studies of health-related websites and evolving to online communities with message boards, Web-based interventions, social networking sites, mobile health interventions, and remote sensing, JMIR has helped build the evidence base, from descriptive studies to randomized controlled trials.

As we take a moment to reflect on where we have been and look to the future to see where we are going, the shared vision of health care is clear. Without a doubt, digital health is here to stay. Digital technologies supporting the collection of patient-generated health data, and algorithms and tools for interpreting and managing the copious amounts of data, will serve to put real-world data into the hands of health care providers who can act on it in real time. Digital health has the potential to connect individuals to patients, providers, and data; assist with self-management and behavior change; level the playing field to reduce health disparities and improve access to care; and surveil and disseminate information for public health, including in times of disaster. If all goes according to plan, digital health will accomplish these aims as well as improve efficiency in both clinical workflow and cost. Although this future vision of health care is anticipated and hoped for by many, and ongoing work today is demonstrating the feasibility of digital health in accomplishing these aims, the road to how we achieve this vision still unknown.

To illustrate, one question that has emerged in my own work is how to fit effective digital health interventions into existing clinical practice. As researchers in an emerging field, we tend to put technology into the hands of doctors and nurses to ask a research question about how to improve health outcomes. There are thousands of studies in the literature reporting feasibility, acceptability, and effectiveness of digital health interventions. However, we do not have the answers to how we could make effective technologies practicable in clinical settings, which is the piece needed to make our future vision of health care a reality.

With roots in the area of diffusion of innovations, popularized by Everett Rogers in the 1960s [1], the focus on dissemination and implementation research within health care contexts has been rapidly gaining momentum over the past few decades [2]. Although these concepts are not new, the increasing focus on...
factors that affect translation of evidence-based interventions, practices, and policies into real-world settings within health care has brought dissemination and implementation research to the forefront of our national research conversation. It is increasingly understood that it is not enough to just push a new development into the world and hope it sticks. Regarding digital health, researchers are just starting to look at implementation strategies themselves to find efficient ways to enhance implementation efforts [3-5] as well as to evaluate digital health implementations to understand why interventions perform the way they do [6]. Naturally, questions arise, such as how do we fit these technologies into existing workflow practices where providers do not have the time or training to utilize them effectively within clinical practice? Who will serve to troubleshoot problems experienced by providers and patients? Who will help patients, particularly less savvy ones, get up and running? How will providers fit the use of these technologies into already packed clinical encounters? How will health systems pay for these technologies? What are the ethical considerations that must be made before widespread dissemination can occur? Issues such as these are where the rubber meets the road and will make or break our realization of a shared vision of health care. Without answers to these questions, our vision is just a dream.

To meet the demands of our future needs related to digital health, one implementation strategy might be to have existing medical professionals such as medical assistants, nurses, physician assistants, or others shift roles to include new tasks created by the introduction of new technologies within health care. However, it is possible that if we were to fast forward 20 years, we may see an entirely new class of health care providers: tech-savvy clinical professionals who assist with patient-generated health data and remote sensing, are specially trained to monitor dashboards of patient-generated health data, and are assisted by algorithms to detect issues related to safety. These professionals, embedded in the health care systems they serve, would be uniquely poised to communicate with care teams about changes in conditions and recommend acute or routine follow-up. Much like the introduction of medical scribes within clinical care as a way to manage documentation burdens imposed by electronic health record systems [7], specially trained personnel who can help manage burdens associated with the collection of patient-generated health data may be useful.

Although it is intuitive that the development of a role such as this would be helpful, in the current publishing landscape, it is unclear what publication outlets would consider research into this type of implementation strategy to be in scope. As is often the case with this kind of multidisciplinary work, this work could have many possible homes including journals on practice management, clinical informatics, medicine, nursing, and public health; however, it does not squarely fit the mold of what one would expect in discipline-specific publications. This is exactly why JMIR (and its sister journals) has become, and will continue to be, the pre- eminent home for research on digital health. JMIR has been publishing manuscripts related to focused implementation of digital health technologies for two decades.

From papers focused on lessons learned [8] to mixed methods studies looking for a deeper understanding of digital health in practice [9], studies of which delivery modality works best [10], and understanding characteristics of digital health among nonusers/nonadaptors and users/adopters and reasons for continued engagement or dropout to gain a deeper understanding [11-17], JMIR journals have been a welcoming home for this work.

In the coming years, we will continue to have the need for research detailing efficacy and effectiveness; however, more research exploring optimal configuration of interventions, implementation strategies, cutting-edge evaluation methods for digital health, and more widely focused research centered on complex implementation issues is certainly on the horizon. As we look toward the next two decades and beyond, implementation issues are paramount, and through dissemination in one of the many journals within the JMIR family or a new JMIR publication yet to be developed, implementation will surely become a critical topic of interest to the readers, yielding yet another opportunity for JMIR to continue leading the way.
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Abstract

Digital health is uniquely positioned to transform health care. This viewpoint explores the enormous benefits for health consumers when digital-first health care is embraced. Also, it explores what risks exist if surveillance capitalism takes over health care. Further, some solutions to prepare digital health citizens for the road ahead are also discussed.
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Introduction

Digital health is uniquely positioned to transform health care. Ubiquitous computing and the technological advancements of mobile-computing platforms and wearable consumer devices have enabled continuous monitoring of citizens and their everyday behaviors. This longitudinal data can be mined to disclose physiological and behavioral signatures of existing health impairments and may effectively provide predictive capabilities for health conditions yet to emerge. The most complete multi-modal data provide the best predictive capabilities, which then yield powerful pathways for preventing disease. Digital health consumers who provide the data have the most to gain, but they also have the potential for loss. This viewpoint explores the evolving lexicon and landscape of digital health, as well as some risks and benefits digital health consumers may face in the future. It also explores what risks exist if surveillance capitalism takes over health care. Finally, some solutions to prepare digital health citizens for the road ahead are discussed.

An Evolving Lexicon of Terms for Digital Transformation

Digital health is the broad umbrella term which, according to the World Health Organization (WHO), encompasses electronic health (eHealth) but has also been broadened to include connected software solutions (Internet of Things [IoT]), as well as computational methods applied to big data, genomics, and artificial intelligence (AI) [1]. Agreement on how to define related terms has been brewing for more than a decade (eHealth, medical informatics, telemedicine, and mobile health) [2-4], and a key benefit to proclaiming an umbrella term stems from the need to integrate related concepts that are agnostic to specificities, such as purpose and type of technology. Noteworthy, the Journal of Medical Internet Research (JMIR) advanced the need for a broad, unifying term decades ago [2], and early on embraced the ubiquitous and transformative nature of digital technologies:

"e-health is an emerging field in the intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the Internet and related technologies. In a broader sense, the term characterizes not only a technical development, but
also a state-of-mind, a way of thinking, an attitude, and a commitment for networked, global thinking, to improve health care locally, regionally, and worldwide by using information and communication technology.

Regarding the expanding lexicon of terms, two points pertinent to the future path of digital consumers can be made. First, the quest to redefine terms will naturally occur as the field emerges, typically as a result of interdisciplinary, multidisciplinary, and transdisciplinary interactions of individuals and concepts in a way that transcends conventional field boundaries [5]. Nonetheless, it is the preservation of information contained in thousands of published articles and lessons learned that remain the core for understanding digital health consumers moving forward. The second, interrelated point also pertains to field boundaries and provides a clue to a future road. The WHO's declaration to designate digital health as an umbrella term to encompass and broaden eHealth does not arise from expansion to new domains or of novel digital health technologies. Instead, it reflects the convergence of the eHealth landscape with fields such as AI, big data, and genomics. Big data, IoT, advances in computing power, and memory collectively set the stage for the future, enabling a remarkable unchartered path for digital health consumers and our conception of the space they encounter. It is at this intersection that the eHealth landscape is therefore positioned to advance and transform health care.

Consumers’ Evolving Use of Digital Technologies

Just as the lexicon of terms has evolved to reflect expanding boundaries, so has the digital health consumer’s interactions with technologies also evolved. Consumer adoption of digital technologies has extensively increased [6], and it is also of note that consumers are evolving in their use of digital technologies [7]. However, as reflected in the preceding discussion, the most resounding change for digital consumers today is that they now reside amid a network of smart things that are capable of capturing their digital footprints. These smart things come with embedded sensors and wireless devices and form a state of extreme digital connectivity. The IoT first described by Kevin Ashton in 1999 describes this as a network of physical things that can sense other things using ubiquitous wireless connectivity and embedded sensors [8]. Ubiquitous and wireless connectivity is expected to grow in future years.

Today we live on a planet that has more smart things than human beings. The global IoT health care market, valued at US $5800 million in 2014, is expected to reach a value of approximately US $14,000 million by 2024 [9]. Around 29 billion connected devices are forecast by 2022, of which around 18 billion will be related to IoT [10]. The IoT streams in big data from smart things and can virtually and digitally connect inanimate and physical living things. With speed and efficiency, AI strategies are ideally adapted to managing and analyzing these continuous data streams in large amounts [11]. Unparalleled conveniences, benefits, and challenges persist at the intersection of IoT, AI, and health care [12]. If consumers are currently overwhelmed about how best to manage the growing number of smart objects at work and in everyday life, it is interesting to note that by 2030, each person will own 15 connected devices [13]. We are only experiencing the beginning of a fast-approaching deluge of smart things.

The Road Ahead for Digital Health Consumers

In academic literature, digital health interventions are commonly presented as ways to deepen patient activation or involvement in care, promote behavior change, and harness or promote self-management [14]. It was during the 1990s, as the internet exploded into public consciousness, that several eHealth terms began to emerge [2], and consumer use of the internet for health information reached exponential growth [15]. Both the emergence of Web 2.0 technologies and personal health applications, such as Google Health and Microsoft HealthVault, were viewed as having far-reaching consequences for patient involvement [16,17]. It was thought that health care would become democratized if patients had access to their medical records and access to the medical literature. Lay people would become more conversant with health and medical issues, and the traditional paternalistic paradigm was expected to shift. The IoT for digital health consumers may be the next evolution of the current internet into a network of interconnected smart things that not only gather information from the environment (sensing) and interact with the physical world, but also use existing internet standards to provide services for information transfer, analytics, application, and communication [18]. So how is the road forward expected to be different for digital consumers living in this world of ubiquitous and wireless connectivity?

In a highly connected, digitized world, more emphasis will be placed on the digital consumer. Rather than viewing the electronic health record (EHR) as the sanctified knowledge resource for each patient, data will be generated in diverse spaces and places (IoT), including the real world where patients work and live. There will likely be more information-sharing relationships: one-to-many, many-to-one, and many-to-any. This shift is also expected to improve the stickiness of smart devices, as providers get more value from data to monitor patients and as consumers become further incentivized to sustain use [7]. Smartwatches, smartphones, and an array of ubiquitous devices with embedded identification, sensing, and data exchange features enable data gathering in real-time for synchronous communications, personalized interventions, and monitoring patient processes and outcomes. Collectively, the IoT offers considerable potential for transforming health care from encounter-based care into connected continuous care [9]. These rapid changes that are interwoven into health care expand its capabilities and have only just begun to be documented and analyzed in the academic, critical, social-scientific literature.

Topol, in his book “Deep Medicine”, describes the virtual medical coach that is designed to support the needs of health consumers as the unfulfilled promise of big data, deep learning, and other AI tools [19]. One of the most important boons of deep medicine:
...is to empower not just physicians to be better at what they do, but to help all of us be as good as we can be at taking care of our own health.

The potential of the virtual medical coach would only be realized if it was merged with behavioral science methods to promote behavior change since so much of the burden of disease is related to poor lifestyle. As an example, IoT surveillance combined with individual sensors from smart devices and other relevant data might trigger behavioral nudges designed to address an impending asthma attack, rising blood pressure, increased BMI, or elevated glucose levels.

The inaugural editorial welcoming readers to JMIR, written by Günther Eysenbach, highlighted the important role the internet plays in consumer empowerment and in redefining the traditional model of preventive medicine and health promotion. Since then, hundreds of JMIR’s papers have focused on participatory approaches to increase the health care experience for consumers and to empower them to take care of their health. The Journal of Participatory Medicine (JoPM), now published by JMIR Publications, pertains specifically to participatory medicine, a movement in which patients and health professionals actively collaborate and encourage one another as full partners in care. JMIR Publications, which is designed to explore the latest research in the field of digital health, provides a critical resource for the continued expansion of digital health technologies as the eHealth landscape continues to converge with the IoT, AI, big data, and genomics.

**Risks and Benefits of Electronic Health for Digital Health Consumers**

There have been some promising examples of eHealth applications coupled with AI and the IoT. In the area of health monitoring and risk prediction, AI can use raw data from sensors and machine-learning algorithms to recognize patterns from the raw data inputs. Patterns can then be categorized as indicators of an individual’s behavior and health status, which allow patients to understand and manage their health as well as share data with medical providers. For example, a recent literature review published in JMIR analyzed the literature from 2010 to 2018 and yielded 1849 pertinent articles that combined AI with the latest technologies for diabetes management and decision support [20]. Ultimately, 141 papers were included in the review, which demonstrated the potential of AI to enable diabetes solutions in the context of multiple critical management issues, including blood glucose prediction and control, detection of adverse glycemic events and risk, and patient personalization. In the area of precision medicine, eHealth combined with IoT and AI can be used not only to predict outcomes but also to predict future patients’ probability of having diseases, including the probability of not having a disease [21].

As IoT and AI in health care converge to be transformative for the digitally engaged consumer, there are also new risks and challenges. Data for its own sake does not have much value. It is only when information and knowledge are derived from data that actionable utility becomes possible, however, the end-users of this data may vary enormously. This begs the question: what happens when the “underlying model of improved health care and consumer empowerment” becomes “control of humans for profit?” Zuboff raises concerns in her book “The Age of Surveillance Capitalism” about what she calls behavioral futures and prediction products [22]. According to Zuboff, surveillance capitalism: unilaterally claims human experience as free raw material for translation into behavioral data. Although some of these data are applied to service improvement, the rest are declared as a proprietary behavioral surplus, fed into advanced manufacturing processes known as “machine intelligence,” and fabricated into prediction products that anticipate what you will do now, soon and later.

Digital health consumers may stand more to lose than their privacy. What is at stake is their autonomy and right to make their own decisions about their health. Nudging health consumers based on AI behavioral predictions may seem praiseworthy when the end-user goal is to improve health, but what happens when consumers are nudged solely to purchase specific products, seek a specific treatment, or vote on a specific piece of health care legislation? From a health care viewpoint, this begs the question of how consumer advocacy groups could take control of digital health from corporate and political interests so that benefits could be gained without the harms that could result from an algorithmic technocracy concerned with profit and control.

Indeed, there are many other challenges digital health consumers will face on their road to the future. Digital consumers may be comfortable relying on AI when using Uber and Amazon, but that is different than relying on AI to guide their medical treatment plans. This concern is justifiable considering that, of the millions of digital health devices available for consumers today, only a small fraction have been tested and the evidence for those that had been evaluated was of low quality [23,24]. Smart and not so smart devices may generate diagnoses, make recommendations, and in some instances, may be authorized to act [25]. Current Health Insurance Portability and Accountability Act (HIPAA) regulations, specifically the Security Rule, discuss the accessibility, integrity, and confidentiality of all electronic, protected, health information, but they do not specifically govern IoT devices. Many unanswered questions highlight the need for additional legislation dictating who is responsible for the protection of IoT; such as, does an app or IoT device manufacturer owe consumers a HIPAA level of security for maintaining records of health insights? It is expected that the IoT industry may face additional regulations by the Food and Drug Administration, the US Department of Health and Human Services Office of Civil Rights, and other entities, plus health care–specific regulations.

Calls to action have been effective at spreading the message that digital health will bring patient empowerment, while others have been encouraging a more balanced view that seeks to capitalize on the benefits of digital health while minimizing the risks of potential harms [26-28].

**Conclusions**

We have only just begun to scrape at the ethical implications for future digital health consumers. It is often challenging to
assess who the main drivers of this “creative destruction” are [29]. There are so many stakeholders, most of them from non-health conglomerates, and many of them transnational. The speed of development is surprisingly rapid, and since we are part of the change it is hard to step back to see precisely where we are going. Predicting human behavior to empower digital health consumers to prevent disease may not be as profitable as trading behavioral predictions for profit. Those of us working in academia at the intersection of digital health, ethics, and social justice must be aware and stay ahead of the challenges digital health consumers will face in the future. The road digital health consumers take into the future may be very different from roads taken in the past.
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Abstract

Ten years ago, in 2009, “e-Patient Dave” deBronkart delivered an influential keynote speech at the Medicine 2.0 conference in Toronto, organized by the Journal of Medical Internet Research’s (JMIR’s) editor-in-chief Gunther Eysenbach, who themed the conference around the topics of participation, openness, collaboration, apomediation, and social networking to improve health care for the 21st century—with patient participation being a major component. Many see this as a defining event within the participatory medicine movement, perhaps the beginning of a social movement, similar to the women’s rights movement, with the title of Dave’s keynote “Gimme my damn data” becoming a rallying cry and hashtag for patients demanding more access to their electronic health records. On the occasion of the 20th anniversary of JMIR (and 10 years after the keynote), we are celebrating the impact of the keynote for the participatory medicine movement and #gimmemydamndata (also #GMDD) by publishing the transcript of these initial conversations as a manifesto of patients’ rights to access their data and their right to save their lives.
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Introduction by Gunther Eysenbach

Ladies and Gentlemen,

It is my great pleasure to welcome you to the second Medicine 2.0 Congress, also known as the World Congress on Social Networking and Web 2.0 Applications in Medicine, Healthcare, and Biomedical Research.

One of the most difficult tasks of being a chair of this meeting is, perhaps, that each year, I see it as one of my obligations to define or at least outline what we mean by Medicine 2.0 or Health 2.0, which seems to be getting increasingly difficult. Last time I checked, I found about three dozen different definitions of what people think Health 2.0 or Medicine 2.0 is. However, I hope that at the end of the two days, you come out of this meeting with sort of a warm, fuzzy feeling and you have a feel for what it is when we talk about Medicine 2.0. As a side note, I should maybe stress that I see the terms Health 2.0 and Medicine 2.0 as being largely interchangeable.

Health Care Needs to Change

Despite this problem of lacking a clear definition, I think what brought us all together here—the kind of overarching theme of Medicine 2.0—is the recognition that health care needs change. No matter what country we are coming from—and by the way, there are people from 23 different countries here in this room—no matter what health care benefits we enjoy, no matter what health care system we are “enjoying” (or suffering from), no matter how we fund health care and what percentage of gross domestic product we invest in health care, what we all have in common as patients, consumers, and health care professionals is that we are becoming increasingly frustrated with the way health care is delivered, frustrated and impatient with medicine and health care, which often uses antiquated processes and technologies. Maybe one reason for this is that we are all part of the Google generation, and we are used to getting data, information, and answers at the click of a button, which seems to work in almost every other industry—except health care. Of course, there are reasons for that: privacy first and foremost. However, it is incredibly frustrating for us as consumers,
patients, and health care professionals, especially for those of us who know that the barriers are not of a technological nature. There are so many things, which, from a technological point of view, are feasible. However, the barriers are mostly of an organizational nature, cultural nature, or political nature, and there is an increasing gap between what is technologically possible and what the status quo is. So, one possible way of looking at or defining Medicine 2.0 is to see it as “next-generation medicine”: what medicine and health care could be and what it should be, and hopefully, what it will be in the near future—if we all work together, if we are smart, if we reengineer health care using technology and participatory approaches, and if we reengineer health care using Web 2.0 values and approaches.

**Participation and Other Medicine 2.0 Values**

Now, what do I mean by “Medicine 2.0 values”? I wrote a paper about Medicine 2.0 [1], where I outlined what, in my mind, the five characteristics of Medicine 2.0 or Health 2.0 are: (1) participation, (2) openness, (3) collaboration, (4) apomediation, and (5) social networking.

I think these five values or characteristics of Medicine 2.0 are the perfect remedies for what health care and medicine are suffering from in many countries, especially industrialized countries, worldwide (Figure 1).

These problems include, for example, a focus on curative medicine; insufficient incentives for prevention; and insufficient incentives to keep people out of the health care system, keep them healthy, and keep them out of hospitals. To keep people healthy, we need participation, specifically end-user participation. We need the participation, involvement, and engagement of consumers and patients, and that’s one of the values of Medicine 2.0: participation.

Health care around the world suffers in many cases from intransparencies and hierarchies, and if you look at computer systems, they are mostly proprietary systems, closed systems. Again, the Medicine 2.0 value of openness, sharing data, sharing experiences, and sharing outcomes provides a possible remedy to that. Health care is often characterized by information silos—inadequate patient access to information—and again, regarding the Medicine 2.0 value of collaboration, interoperability—the idea of patients as partners—provides an antidote to that.

In health care, we often deal with intermediaries, information brokers, and gatekeepers. On the other side of the equation is the Medicine 2.0 idea of wisdom of the crowds bypassing intermediaries, gatekeepers, and experts—not replacing them, but complementing them with wisdom of the crowds.

Lastly, social networking. Especially as medical informaticians, it is funny that we have focused our efforts on modeling medical information, and not on modeling and storing relationships between people. That is what social networking is all about.

**Figure 1.** Current health care problems vs Medicine 2.0 (Eysenbach).
enable and facilitate collaboration between people. For example, they allow for collaborative filtering processes, enabling identification of relevant and trustworthy information based on what peers are doing, and for reputation and trust management. It allows viral dissemination of information and apps, which is a possibility that especially excites public health professionals, and you are going to hear some examples of that at this conference, for example, the use of Facebook to disseminate information. It is a potentially powerful tool to engage end users and patients in health behavior change apps and similar apps, because the common problem many of these fantastic Web-based behavior change tools suffer from is what I called the “law of attrition,” of people starting with a high degree of enthusiasm using these kinds of systems, but then they drop out. They discontinue the use of these kinds of systems. I think that if you add virtual communities or social networking, if you add some sort of peer pressure and social support to people to return to the website—not only peer pressure but some additional incentives, for example—they find their friends or peers there, that is a very powerful tool to engage patients.

So, some of the questions this conference hopes to answer or at least to raise are as follows:

• What are the implications of all these technologies for health and health care policy?
• How do the generic Web 2.0 concepts and technologies translate into health apps?
• What are the specific requirements for health-related or medical social networking apps?
• What are the research questions and issues and what are the methods to answer these questions?
• What are the determinants of success or failure?
• Is the “hype” promoted by private enterprises and venture capitalists supported by evidence and what can we expect for the future?

Introducing “E-patient Dave”

It is now my great pleasure to introduce our keynote speaker, e-Patient (electronic patient) Dave deBronkart.

About 32 months ago, Dave was diagnosed with Stage 4, Grade 4 kidney cancer. It was bad, with metastasis to the lungs, several bones, and tongue. He read that his immediate survival time was 24 weeks. Using the internet in every way he could, he learned everything he could about his treatment options, joined an expert patient group on ACOR (Association of Cancer Online Resources), built a social network, and shared online medical records with anyone who could help. He beat the odds.

Having faced death, 2 years ago, he asked himself what he would do with his free replay in life and became a blogger about health care. Then, his doctor, Danny Sands, invited him to join the e-Patient movement, where he has become one of the most outspoken advocates for patient empowerment and patient engagement. As some of us who follow his blog know, he is a data guy. This March, when he clicked on the button to move his data from his hospital to Google Health, the mess that resulted was front-page news in the Boston Globe. He first blogged about it, and then, the media picked it up. That was around the time when I invited him to be a keynote speaker at Medicine 2.0.

His insightful blog post about the problems in interoperability and the publicity that followed led to him being invited to a lot of policy meetings in Washington. We are proud that we are the first conference where Dave is a keynote speaker, and I think it is not going to be the last one. Last month, he launched a consulting practice and just this week, he is featured with a full-page photo and a cover story entitled, “The Patient of the Future,” in Health Leaders magazine.

Ladies and gentlemen, please join me in welcoming the “Patient of the Future”: e-Patient Dave (Figure 2).
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What a thrill! Thank you so much! Gunther (Eysenbach), thank you for your vision. People who do not know the health care world are stunned when I tell them that a patient is giving the opening address at a conference like this. For those of you who do not know as much of Gunther’s history, he is one of the original visionaries who did the initial bit of research that, in a sense, opened up the whole world of participatory medicine: A number of years ago, people were concerned about the question of the danger of going out and googling, because we all know there is garbage out there. He researched it (among other things), and for years, tried to find a single case of death by googling, and he did not find it. He published that result. He even added a bounty after a few years of failure. That is a seminal moment, a vital piece of information in Tom Fergusons’ e-Patient paper, that I will talk about briefly later.

So, the title of this talk is indeed, “Gimme My Damn Data!” (Figure 3). The subtitle was going to be “Because You Can’t Be Trusted With It.” However, I toned it down a little because this is being recorded and broadcasted.

Talking about participatory medicine, the nice-looking guy on this slide, somebody thought that was clip art. No, that’s Tom Ferguson, the guy who founded the e-Patient movement and became an e-Patient himself in his later years. His movement has now become The Society for Participatory Medicine, which has just this year launched ParticipatoryMedicine.org. We are not really active on Twitter yet, but the address will be @S4PM. Aren’t you glad we did not spell out @participatorymedicine? I just hate long Twitter names.
Foundation Principles

Here are some foundation principles:

1. Patient is not a third-person word. Your time will come
2. The right of a desperate person to save themselves
3. The right to know what your options are
4. The right to pick up your data and pursue an option elsewhere

I take this very seriously. Gunther told you a little bit about my story. However, my one story does not change the world. As I have become involved in this, I found myself, as Gunther said, asking myself, “What am I going to do with this free replay in life?” I found this calling to health care and as I started studying it. I have only been at this for a year and a half; the first session I went to was a small high-tech conference outside Boston. When my turn came to talk I said, “The thing I want us to shift here is that patient is not a third-person word, alright? We talk about patients as if it’s somebody that’s not here in the room right now. Well, trust me your time will come, alright?” and I went on at some length about that.

The next thing that came up: I went to a privacy meeting in Washington discussing several issues: the HIPAA (Health Insurance Portability and Accountability Act), data privacy, and others. We have so many obstructive regulations in place that it interferes with the right of a person to try to save themselves. Privacy and data security take on a whole different meaning when your life is at stake. I mean, look at it this way: We take our pants off for the doctor—why would we not share information to save our lives?

Then, “the right to know what your options are”: This is important with social networking (which helps to find these alternative options).

Ultimately, when necessary, the right to pick up your data and pursue an option elsewhere: “You know what? This isn’t working here. I want to go to this other hospital. Give me my data.”
My Story and the Realities That We Deal With

Technological innovation can vastly alter things—iPods, cell phones, computers. However, health care is, in many ways, far behind other industries, and yet, the good news is it is not rocket science. The tools are available. Technologies are available. We just need to start doing this. Honestly, I am becoming impatient with the slow rate of change.

Here is a quick review of my story:

Figure 4. Dave’s x-Ray.

So, that was ultimately found to be kidney cancer that had spread throughout my body. I was near the end. So, I researched (I have always been a Googler) as I like to say, I googled my butt off. This happens to be a graphic from the website of the treatment that I got, which was high-dosage interleukin.

Indeed, in every one of those spots, I had a tumor. I had one in my skull, numerous throughout my lungs. The one in the femur was so big that eventually, the leg broke. I now have a nice steel leg. That is a pretty big metastasis when it breaks your leg. Here are the others. There was one in my ulna. When the leg was in the process of breaking, I could not use a regular walker because it put too much stress on the ulna, which also had metastases in it. Finally, one in my thigh muscle and in my tongue. That is gross. I am glad that happened just before the treatment started because it pretty quickly would have fallen off.

It is sobering. I mean, I have always been somebody who has been able to find ways around things. Whether it is computer software or car research, I do not do well with being told, “You can’t do that.” However, every place I looked, I read things like, “The prognosis is poor. Almost all patients with Stage 4 Renal cell cancer are incurable.” I remember the night that the biopsy finally confirmed the diagnosis, and I read “24 weeks survival time.” Now, this was in January. I remember waking up at 1 AM one morning and thinking, “I might not see Christmas. I probably will not see my daughter’s wedding.” I actually had the image of seeing my mother’s face at my funeral, and I faced the task of sitting with my daughter and her boyfriend and giving them the news and telling them that they had better not get married prematurely just so they could do it while I was alive.

So, you are left with several questions: “What are my options?” “What can I do?” “How can I get myself into gear?” So, you get engaged. You do everything you can. First thing I did was go to PatientSite, my hospital’s personal health record system (Figure 5). It is ugly and really needs a makeover. However, you know what? I could look at my data, and I could give my
password to other people so that they could look at it and give me advice and feedback as well.

**Figure 5.** Dave’s personal health website at Beth Israel Deaconess Medical Center.

Patient Communities

The second thing I did, I joined ACOR (Association of Cancer Online Resources). I love this phrase: “My doctor prescribed ACOR” (Figure 6). My doctor handed me a prescription slip with “ACOR.org” written on it [Editor’s note: This is now SmartPatients.com], and I found there was more useful, action-worthy information from other patients than I found on any encyclopedia-style website. Encyclopedia-style websites could give me peer-reviewed information that was 10 years out of date and still could not tell me anything about what the treatments were really going to be like.

Patient communities are responsive. People discuss what to do, and patients know what patients want to talk about. Consider this, we talk about referral delays reaching a doctor. Well, I got responses in 4 minutes and 11 minutes to my first questions in the patient community.

This is an appeal I always toss out: Whatever we do in health care spending, we should just devote 1% of it to funding patient communities, to let patients do what they see as necessary. For those of us who think about how hard it is to get physicians to adopt medical record systems, consider this: Down, at the bottom, is an audience who you do not have to motivate for adoption. These people are already motivated and engaged.

Finally, my own social support network (Figure 7).
Figure 6. The Association of Cancer Online Resources’ cancer patient communities.
Participatory Medicine

Now, long story short, because I have other things I want to get onto, the treatment worked. Surprise, surprise! I made sure I got copies of all my scan images. There was one of the lesions on the left side before. If you consider the size of my midsection, that is a pretty good-size tumor. That little white dot is what was left of it 50 weeks later. The tumors have continued to shrink, and the ones that remain have been stable and are considered to be dead. So basically, I won. So, what do I do now?

In January of 2008, as Gunther said, my physician Danny Sands invited me to join this group he belongs to, “Equipped, Engaged, Empowered, and Enabled: E-patients - A Different Kind of Beast.” There is a white paper by Tom Ferguson, that, if you have not read, this is the paper that mentions Gunther’s contribution as well. It is at the top of the e-Patients.net website. One key point was, and this was a mind pop for me, that Donald Lindberg, the head of the National Library of Medicine said, “If I read two journal articles every night, at the end of a year I’d be 400 years behind.” What was a mind pop about this for me was, “Okay, I can help.” It is not a case of the doctors knowing everything they need to know. I can help.

Then, there is the other important point: the lethal lag time. The publication delay between the time information comes into reality and the time it takes to make its way through the publication pipeline is 2-5 years. In fact, from what I have heard, the time from when an idea is conceived until the research is conducted and the results are out there can be 17 years. During that time, people can die due to a lack of information that exists. The internet can solve this. Tom Ferguson had this early vision of how accessed information would turn health care on its head. These slides are on e-Patients.net too. The idea here, with industrial-age medicine before the internet, was, if you look at the bottom, that the ability to create value, like in the 1800s, accrued to people who owned a factory. That was the means of production. However, the information-age medicine turned health care on its head and now, what we have are individual self-care friends and family. The latest Pew Internet research data says that people turn first to friends and family and then to self-help networks like ACOR and then to professionals as facilitators. I will come back to this point of professionals as facilitators.

The key is that the internet gives us access to each other and to information that, in the past, we could not get at—and that changes everything when you are desperate. That is participatory medicine. Tom Ferguson saw this within a year of birth of the Mozilla browser. That was an amazing insight. He published those slides in January 1995.

Regarding this point about participatory medicine, I wrote a post in December about Stanley Feld, a physician who had written a post called, “Physicians Are Coaches and Patients Are
Players.” I will not spend time on it here, but think about this. In reality, physicians advise us on what to do, but we do not always do it. For example, I take my medication, but exercise and eat better? Well, not so much. What you start to see, when you give up the viewpoint, is that although they have all the knowledge and power, “a lot is up to me as to whether I do what they say.” Things start to shift. More about that later.

Decentralization Follows Centralization

I work in high-tech software marketing. I have been involved in high-tech industries around Boston for my whole career. This spring, I met Clayton Christensen, the author of The Innovator’s Prescription, and all of the innovator’s dilemma books. He has studied this for years and has come up with a really world-changing perspective on how new technology changes an industry. His health care book was published in February. There are a lot of people who disagree with it. I do not assert that everything he says is the solution, but I want you to think about something that I know, from my personal experience, is really accurate.

In the bottom left is an archaic device called a slide rule. I used to own one, and one of Christensen’s points is that the centralization of a skill or a technology is followed by decentralization, and here is how that played out in computing:

We have here a picture of an old-fashioned computer room, the kind of thing where, when I was in college, we would take a stack of Hollerith cards to the computer room and hand it in and come back the next day to get our printouts: This involved highly specialized skills, expensive equipment, and specialized environment. As time went by, it got to the point where things were more understood and you could have a simpler, smaller computer in a less specialized area. So, you had departmental mini-computers. Then, it got to the point where we had desktop computers, and then, ultimately, laptops, and now, today, it is on our hip with a smartphone. These innovations depend on the processes becoming reliable, so you no longer need a computer department geek [sic] to run the machine, and as the data is mobile, it can move around. The decentralization that follows centralization is only beginning in health care, but it is beginning.

Here are three pictures of a family doctor, like we had when I was growing up, who would come to our house and in the center now, like a computer room, we have the massive general hospital. I met Christensen at a meeting at Beth Israel Deaconess in Boston. It was a promotional event they were doing to encourage people to fund research there. Christensen stood there and looked Paul Levy, the Chief Executive Officer, in the eye and said, “The general hospital is not a sustainable business model. It cannot survive without philanthropy and government subsidies.” That is a pretty challenging thing to think about. Why? I will get to that in a moment.

So, here you have, as with computer departments, all kinds of specialized equipment and the general hospital is set up to be able to do anything for anybody. What has happened now is that there are smaller regional medical centers that can do a lot of things that used to require going downtown or to the big centers. Now, there is more technology in the physician’s offices, and finally more things are being done at home with connected health equipment and self-monitoring, and this is only the beginning.

Here is a diagram that Christensen used for this—a metaphor of a general hospital. This is a diagram of a hypothetical factory, a machine tool department that can do just about anything for anyone. So, with all these work stations, a particular product might start at one station and wander all over creation. This is the path taken by product A through this shop. This is what it is like when a patient goes through a general hospital with a complex condition. Here is a different product that goes through a completely different path.

Regarding this, I met with Jason Wong, the co-author of the book and said, “Do I understand this correctly? Alright, let’s say instead of that being an assembly line, let’s say this is someone’s life. So over on the left, you have ‘Life starts here’ instead of ‘Product A starts here’ and ‘this is the path taken of life.’” This starburst here, this is the moment of my diagnosis, the moment of awareness. Everything in Christensen’s and Wong’s book is about the delivery of care after the diagnosis when it is recognized that something needs to be done. What is not mentioned there is that today with new technology and social networks, values being created outside the hospital walls and outside the health care delivery systems, what if this awareness happened earlier in the process? What is the impact of having the information earlier? Well, in my particular case, as a kind of a trivial example, I got diagnosed 6 weeks earlier, so I am alive. That is an impact that I care about. On the other hand, there are other ways that we could do better and be more aware of our well-being. Making a difference back at this point requires two things:

- Data: The evidence of what is happening
- Knowledge: The meaning of the data and what to do about it

That is the meaning of an engaged, empowered patient with participating providers. This is how it goes differently. You are more aware if you have the information and the knowledge of what to do about it.

Google Earth for My Body

Here is another example of this—and Gunther talked about technologies that are out there—and we are starting to use them to match them up in ways that have not been anticipated.

One of the tumors in my kidney was encroaching on the psoas muscle. Now, I had no idea what a psoas muscle was. I went to visiblebody.com, which is this amazing, free, interactive, 3D website. I cannot believe they can do this for free: You can turn on the skeletal system, the nervous system, and so on. You can click on things to remove them, and I was able to create this image of the relationship between my kidney and the psoas muscle and then rotate it in 3D. Look through. I thought, “What the heck!” We have Google Earth where you can fly to Duluth and go to an individual building; why not Google Earth for my body? This is a generic body, but it is not hard to imagine that we take my scan image, which is currently a crummy, black-and-white, low-resolution thing and mash that up with this, so that we can actually look at my body in 3D. I can tell

http://www.jmir.org/2019/11/e17045/
you from a visceral level, I have a different relationship to what is
go ing on inside me, given this awareness of where the pieces are.

This is the article “Patient of the Future” from this week’s
Health Leaders magazine that Gunther mentioned. You can see this
online. I've got it here because I just love the vision that the
woman, Gienna Shaw, articulated. She was new to this
whole subject, but she completely got it:

Patient enters the waiting room and is greeted by her
personal navigator who hands her a tablet size
computer. In his office, the physician is reading an
email from a patient who has forwarded an interesting
study.

There was a great moment almost two years ago where I was
waiting for a CAT scan follow-up visit in the doctor’s office.
While I was waiting, I was on the computer doing some stuff, the
oncologist and the nurse practitioners came in, and a few
minutes later, my wife cracked up. She was sitting there. She
said, “What’s wrong with this picture?” because I was sitting there pointing something out on the computer while the
oncologist sat on the examining table and the nurse practitioners
were writing down the URL. It is a new world, people, completely new world.

Where Are We Today? The Google Health Disaster

So, that is the vision. Where are we today? I went to move my
data into an online personal health record. So, I punched the
button to move my data into Google Health, and I got this
craziness. I got this false medication warning saying that my
blood pressure medication conflicted with low potassium in my
blood. Well, low potassium in my blood was true when I was
in the hospital being treated for the cancer. It was not accurate.
Plus, there was a whole bunch of things: In my condition list,
on the right side, they listed everything I had ever had with no
dates attached to it, which was crazy. We looked into it, and it
turns out that they had transmitted billing codes instead of
clinical data, and, from an IT (information technology)
perspective, it is just goofy to pick up one type of data just
because it happens to be available and use it even though it is
not appropriately modeled for what you are going to do with it.

Here is the thing: It is a long story. You can read the 3300-word
blog post about it on e-Patients.net if you want. I have to say
that both the hospital and Google Health responded in an
exemplary way. They completely disclosed everything. Well,
one it hit the front page of the Boston Globe, they responded in an exemplary way. However, I got a complete Excel
spreadsheet of every billing record that the hospital had for me,
and I went through and added notes on the left. My physician
went through and added notes on the right. We had some crazy
things like the top note on the right points to an item 424.2
“non-rheumatoid tricuspid valve disease.” Well, for one thing,
I never had that, and for another, that was noted during a visit
where I was getting an infusion to treat my bone metastases. It
is not normal for a cardiac condition to be diagnosed during an
orthopedic visit.

Down at the bottom, bone and cartilage disease. That was during
the visit where I went in when the tumor had erupted from my
tongue. How that billing code got in there, nobody knows. These
are not data that are well managed, and this is at a hospital, by
the way, that is well known for being one of the leading hospitals
in handling IT.

Another example is the top right “Aortic Aneurysm.” Well, it
turns out that on one report, a radiology report showed a 1/4-inch
enlargement at the base of the aorta, and strictly speaking, that
is an aneurysm. Do you know what the trick is? Upcoding. You
can bill more if an aneurysm is involved than if there is a slight
swelling involved. When I learned about upcoding, I
immediately thought about my supermarket, wherein the deli
section, they have regular bologna and then they have, next to
it, something that looks awfully similar, labeled “Tasty, delicious
bologna” and it is priced higher. So, here we have tasty delicious
bologna applied to our health care cost.

Then, there are other things like volvulus of the intestine. This
is a life-threatening kink in the intestine, which is fatal if not
fixed in a couple of days. I have never had it. How it got in, I
do not know. How much of the excess health care cost in the
United States is due to things like this, and nobody can track it
down. So, physician errors, clerical errors, and upcoding.

Here is the thing, HIT (health IT) just needs to follow normal
IT best practices. Find the right data vocabulary. Use good
reliability practices and test them with real-world data before
going live. It is not rocket science; it is available to us.

Here is another risk that nobody talks about. In the United States,
there is an organization called the MIB (Medical Information
Bank): It is an insurance industry association where insurance
companies share what things you have had billing codes
submitted for, so that you cannot hide conditions from them
such that they might be harmed by your dishonesty. However,
this video from Consumer Reports is about a woman from the
Katrina area in Mississippi who lost her 401K savings and
everything else. She has asthma. Her insurance company would
not cover her treatments, and it turns out the root cause was that
her physician had accidentally miscoded something and it took
her forever to find that out.

The MIB is a private insurance industry data bank. I got in touch
with them. They are totally opaque. You cannot find out stuff
in there. Because they are similar to a credit bureau, you are
allowed to get a copy of your records, but as I wrote on the blog,
and I would not go into it here, but good luck making sense out
of it. Their lawyers started writing to me and made clear that
they do not consider themselves liable for any damage they
cause. So, the lesson? You better check for errors. If you are an
American, check into the MIB.

Here is the question, what is in your wallet medically? Do you
personally know everything that is in your medical record?
HealthDataRights.org published the declaration of health data
rights this summer. You can go sign it, endorse it if you want
to. At Health Camp Toronto, yesterday, we had a terrific
discussion initiated by Jen McCabe who will be on later this
morning saying that this is not tough enough, that one thing that
is not stated here is the fundamental thing: This is my data. It
is my property. I mean, whose data is it? So, we are actually
thinking about revising that. My endorsement said, “Look, these
rights are as inalienable as the right to life itself. Whose life depends on its accuracy? Whose data is it anyway?" My physician in his endorsement said, "How can patients participate if they can’t see the same data?"

To wrap up, Clay Shirky is a real internet visionary. For instance, if you are familiar with the concept of the long tail, which really alters our thinking about finding things on the internet, he is one of the developers of that idea. On the subject of data sharing, he said, "Giving patients access to their medical records will naturally improve the quality of what’s in there."

I love the way he said it. You clean up when you know company is coming, when you know somebody is going to be looking at the data. He also pointed out the opposite model—clean then share never works out because it turns into, "Well, we can’t share it yet because we haven’t cleaned it yet," and in the meanwhile, lives are at stake.

Finally, Gunther talked about Medicine 1.0 and Medicine 2.0. We had Web 1.0, which was publish-only. Web 2.0 is read-write. We can put things out on the Web. We can share information with each other. No less an authority than Tim Berners-Lee, considered the founder of the Web, gave a talk at TED Talks this spring where he talked about what is next for the internet, and it’s beyond anything I had realized. It is not just aggregating similar pieces of published data. He is talking about intelligent agent software that can go out and derive new information, create new knowledge. However, it cannot do it if it is looking at other people’s interpretations. It has to be looking at the raw data. So, his "TED Talk" is a great video. It ends with him actually getting people to start chanting, "Raw data now! Raw data now!" We, I think, ought to be thinking along similar lines.

Takeaways: It is my data. It is your data. Innovation depends on good-quality data and reliable workflows. Let us help.

Let Us Get Involved—Give Us Our Data!

I got to the point this year, where I said I cannot keep doing the day job and do this at night. So, this is my disclosure of financial interest. I have a financial interest in keeping myself funded so that I can do this. I have gone into business for myself.

To wrap it all up, here are 2.8 years in pictures. This is me 3 days before that diagnostic x-ray. I did not realize it at the time, but I was not looking too good. Then, by Halloween, in October, at the company Halloween party, this was me kind of grinning at the reaper. I did not lose my hair due to chemotherapy. Kidney cancer does not use chemotherapy. However, my hair became an absolute mess, and I just said screw it and chopped it all off. So, that is me very happy 10 months later. This is me last Sunday with my bone surgeon, because somehow, something has happened to me and I have decided to get interested in my health, and I rode a bike in a cancer fundraiser. I have not ridden a bike since I was 20 years old. However, this June, I said to my wife, "You know what? I want a bike." We went and got a yard sale bike, and it turned out that I loved it and I was good at it. Just to show that this health care stuff is really serious, I lifted up my shorts, got out a magic marker, and wrote a note to my bone surgeon, “cut here,” to avoid any chance of any wrong side errors.

That is it. Here is something to think about. Could it be that engaged patients might take better care of themselves? Once you really get that all the knowledge that is not out there, that I have something to do with it, that is my coach. I am the one on the court playing the game. So, let us get involved. Give us our data!

Thank you.

Q&A With Introduction by Gunther Eysenbach

Thanks very much, Dave. You almost got people chanting, “Give us our data!”

We have about 25 minutes for discussion and questions. In general, we try to leave ample time for discussion at this meeting because we want this to be an interactive meeting. There are two microphones here in the auditorium coming around. First question:

Audience Member #1: “It is a Social Question”

Dave, I mean, you are absolutely correct. I applaud you on a really excellent presentation, and congratulations on beating your cancer. You are a very strong individual and someone to be looked up to.

I think that you have hit upon one of the most essential issues in health care today, and I can tell you that as a physician, I remember treating patients, and I have treated patients, but I remember one, in particular, that came to me with lesions in the brain and needed a tumor resected. I had actually already received this information and someone suggested just watching it. We removed the tumor and found out it was a melanoma. After surgery, she came back and we were talking. The question came up, “Have you ever been diagnosed with melanoma before?” The answer was, “No. Never had a problem.” She left the office, I was seeing the next patient, and she came back in. She popped her head in the window and said, “You know, I did have a skin biopsy about two years ago. I assumed it was normal. I never heard anything about it.” I actually knew the dermatologist. He was in the same building that I was working in. I called him, excellent reputation, excellent dermatologist. I mean, renowned in the area, and I asked him to look up the biopsy results. He said, "Yeah sure, Luke, you know. I’ll be right back." He came and there was a moment of silence. I heard him rustling papers. After a moment of silence, he says, "I don’t know how this happened, but the result was in the chart. It was melanoma. There’s no signature. I sign and date every paper chart. I have something to do with it, that is my coach. I am the one involved. Give us our data!

Since then and with other episodes, I see this happen over and over again. The issue is essentially that: How do you get the data to the patient? It is really not even a technology question. It is a social question. Just getting your own data, even as a
physician, out of a hospital is almost impossible. Sometimes, it takes days to get the data extracted. I have colleagues, friends in a project that I am working on, who basically have children with extended stays after birth with long records, and they cannot get the records to bring to the pediatrician, so the pediatrician can be aware. So, you hit right on it! How do we fix this? In other words, doctors will point to things like HIPAA and say, “Oh, I can’t fax these records to you because of HIPAA laws.” Total falsehood. It is not true. It is not just technology that we need. We need someone to say, you have a right to those records within 24 hours, and at this price, that should not be a state or federal issue; it should be an international issue. It is a human right, and I totally agree with you. How do you make that happen?

Dave deBronkart

You touched on a lot of really powerful things there. How do you make it happen? Get started for heaven’s sake!

For another thing, I would recommend spreading the word about that Health Data Rights Declaration.

On the subject of that melanoma information going into that folder without being reviewed, you may have heard earlier this summer, there was a study, which announced that 1 in 14 lab results do not get communicated to the patient—7%! Now, imagine if, just take your head out of health care, and imagine if 7% of credit card transactions never ended up on a statement. If it is your credit card, you might be happy about this, but the merchant certainly would not. Here is the thing, at work, in my day job, where I still work part time, I manage the sales automation system called SalesForce.com. We can set up workflows that say, “after three days, send an email to somebody to remind them of this” or “when a new inquiry comes in, automatically send out a thank you email of the following form.” These tools exist, and you know how much it costs to get started a big, hairy, automated system? Well, nothing. You go to salesforce.com, you click “free trial,” and you start using it. That is cloud computing.

Not only that, the cloud can also securely back up your data. I was at a conference, the TEPR Conference in Palm Springs in February, and a high-level AMA (American Medical Association) official talked about the nightmare that happened when he installed his medical record system. Now, if somebody had tried to infiltrate a medical records conference with a horror story to defer adoption, this would have been a great way to do it. He lost all his data. The guy who manages his database could not get it back, and the following speaker said, “Don’t you know about cloud computing? We have all our data stored in Google Docs and SalesForce.com. They do the backups for us.” So, there are technologies out there.

Now, I will say, if you think back to when online banking first started, the early websites were ugly and hard to use, and there would be mistakes and issues. It took about 10 years to get it right and make it reliable. The clue is to get it started and certainly encourage each other to get off of the objection that it is too hard. It can be done.

Audience Member #2: “How to Change the Culture So Physicians Work Together With Patients?”

Hi, I am from Italy. This is the first time I am participating in Medicine 2.0. It is a wonderful venue, and actually, your talk was really engaging. I was very glad to hear your story. I would like you to comment on how participating in the decisions of medicine and physicians means a cultural change, which is possibly the most difficult thing to do. Actually, what happens most of the time, Dave, in my country, is, for example, the community of patients stay together and talk together about the potential therapies and alternative therapies, and they are very far from the decisions of their physicians. At the same time, physicians do not believe that they are looking for the right things, and the gap is growing. You said one very important thing is that the physician is a coach and I am a player. Actually, I think this is the key, but this is very difficult. How can physicians work together with patients to find the right solution? This is, I think, the key to get into the right process of patient participation in medical decisions.

Dave deBronkart: “Doctors Should Learn to Say ‘I Do Not Know’”

That is a great question, and I want to make clear that I know there are idiots out there. There are idiot patients, and there are crooked doctors. Big surprise! I think that is true in every category of life. The way my physician, Danny Sands, expresses it is, “Embrace knowledge asymmetry, the idea that there can be knowledge on both sides of the equation.”

In a nonmedical conference a year ago in San Francisco, somebody walked up to me, having heard that I had cancer, and said, “You know, chemo is a fraud. All you need is properly ionized water.” I was like, “Well, thank you very much.” So, although there are not known cases of death by googling, you can come up with some idiotic things.

Danny also mentioned at another conference that “in medical school, we are taught all kinds of things about how to have certain kinds of conversations with patients, but what we are not taught how to say is, ‘I don’t know. Let’s find out.’” That is something that he is really good at and I know that. I know that personally, from my personal interactions with him. Is that a sufficient answer? I think also, by the way, the Society for Participatory Medicine is going to be working on developing advice and principles and practices for how to do that. So, you know, if you go sign up, you can participate in those discussions.

Audience Member #3: “How to Address the Lethal Lag Time”

My particular interest is in medical research and your statement about the lethal lag time: What do you think the solution is? Should we dump the traditional method of randomized controlled clinical trials in three years till publishing the results? Should we get rid of peer review or thinking radical ideas like that or just other methods to solve this electronically and reduce that lethal lag time?
Dave deBronkart: “What I Want Is Access to Useful Information When You Are Desperate”

That is a really good question because I know there are limitations to the peer-review process. I wrote a post last year about evidence-based medicine, which I had just learned about. Please understand the world that I live in. The good news is, for me, medically, I am now at the point where I only have a 50% chance or probability or the cancer coming back. There is a 50% chance or probability that I will be back there someday. I am doing everything I can in the way of attitude and finding information. But the fact is, my oncologist says, “We have no more advice for you on what you can do.” So, here’s a question. When you’re at the fringes of medical knowledge, and the doctors have no answers, and your life is at stake, what do you do? Well, I’m not going to pitch out the whole peer-review process, where you have people who can say, “Wait a minute. This is a crock. This is poorly thought out and so on.” At the same time, I know there are serious limitations to that. The reporting of relative risk reduction rather than absolute numbers is something I have learned about. Now, the Lipitor, on which we spend US $25 billion a year, actually affects one patient in 200 that takes it, if you get down to the raw numbers.

So, that is just the discussion of the peer-review process that I think is a good thing and needs to be understood for what it is and is not. On the other hand, what about when your life is at stake and the information has not been published yet? What I would like to see—Judy, you did something like this, right? Judy Feder, an astounding e-Patient woman who went and found unpublished information for a test that led to a treatment that has produced really favorable results.

A really good example of [communication problems regarding lag issues] is the following: The Kidney Cancer Association did a patient day two years ago in Cambridge, which was really so old school, old guard. What they did is they look at what doctors talk to each other about and tried to present it in patient terms. When question time came, I stood up and, at first, thanked the physician, because he was the head of the program at Beth Israel that had saved my life. I wanted to make sure he knew I was not just going to be doctor bashing. Then, I said, “If I understand it correctly—and this is based on stuff I learned from my patient community—the numbers you just put up there for median survival time and everything, those are from the Kansas City Kidney Cancer Base, correct?” He said, “Yes.” I said, “If I understand correctly, all the data for that was collected ending in 1996, correct?” He said yes. “And at that time none of today’s treatments existed, correct?” He said, “That’s right.” I said, “So, those numbers have nothing to do with somebody’s expectations if they just got diagnosed today, right?” He said, “Well, that’s correct.” I said, “Well, I wish you would tell people that you know, because you just scared half to death a guy at my table who’s newly diagnosed.”

There is this discipline of saying, “What we will talk about is the latest peer-reviewed randomly controlled trial...” which may not be the most useful information. So, what I want is access to useful information when you are desperate.

Audience Member #4 (Judy Feder)
To your point, do you simply throw out the peer-reviewed research? No. However, I firmly believe that there is a place where evidence-based and experiential data have to meet and that we are smart enough and flexible enough, our brains are flexible enough, to figure out a way to negotiate that ground. I had a real epiphany a few months ago when I was telling somebody my story that I was being treated based on data that really was not “proven,” and they said, “Well, this raises all kinds of regulatory and you know, liability issues and all kinds of things. You know, how did this happen?” I said, “Well, I didn’t walk into my doctor and say, ‘Hey, I would like Herceptin.’” The doctor said, “Yippee! Let’s give you Herceptin.” My doctor said, “Really interesting information. Let’s see what the evidence says.” So, that is the process that needs to go on. I mean, it needs to get vetted from multiple standpoints, but I think we are caught in this black-and-white thing that either it is what the doctors say from on high or it is the patient’s report in their free-form discussions, and we are really trying to get to a medium.

Dave deBronkart
Yeah, that is absolutely perfect.

Audience Member #5 (Lisa)
Following up on what Judy was saying, one of the issues that you did not raise was that of the poor health literacy skills that far too many patients have, and I do not know what yours were to start with, but you developed wonderful literacy skills. However, for all the good e-Patients, there are also the many people who are looking for miracle cures and are very easily swayed by the far-too-abundant information that is out there that leads them in very negative paths, perhaps, not as Gunther showed, to death, but certainly to avoid appropriate medical care because they are following treatments. Working with Alzheimer patients, a lot of people follow advice, which is actually detrimental to their health, and certainly that is true with a lot of other diseases as well. However, it is also true around much simpler issues like weight loss, where people are looking for miracle cures and easy answers. So, I think that it is important to look at health literacy issues, and it is also important to look at the path that gets somebody to being an adept e-Patient.

Dave deBronkart
You know, Lisa, that is a great point, and it really goes to one of the most foundational issues in all of this. Alan Green from dgreen.com, who is the President of The Society for Participatory Medicine, is also quite a history student, and he has this array of Thomas Jefferson quotes that talk about this. From the founding of this country, well, that country over there—the United States—something about if the problem is that the people do not know enough to govern responsibly, the solution is to educate them, and at some point, you have to give people, like “Okay, I’m taking my hand off the bicycle. You’re
on your own now. You know, you’ve got to make your own choices.” For better or worse, that is the nature of democracy as well, and it has effects like the very weird things that are being said in the health care reform arguments in the United States now and so on.

It is a real issue, and it is why there is going to be a real need and real value in it. I know that is the work you do to help people achieve health literacy. Yes?

Audience Member #6
Thank you. I want to thank you for a really inspiring talk. Just to this point of coaching, there is a website called QuestionsAretheAnswer.com that was just published on Medicine on the net that helps patients communicate and ask the right questions to their doctor. There is a much older one that I am sure everybody here knows about, called “Quack Watch,” that helps patients figure out what are the quack solutions out there.

I also wanted to ask about Tom Ferguson. I did not know he was ill. I met him in 1995 at a Leaders in Telemedicine conference, and he was an inspiring man.

Dave deBronkart
Yes, well, he had multiple myeloma. He was an actual e-Patient himself, and amazingly through unconventional channels, he learned that thalidomide, which had caused all those birth defects in the 1960s, was really useful for his condition, and it prolonged his life for years. He died unexpectedly in 2006.

Audience Member #6
He did. Oh, I am sorry to hear that.

Dave deBronkart
In an interesting twist, just yesterday, I found a link to an article. Apparently, it was a patient who had discovered that thalidomide could be useful for this and fed the information to the drug company, as a result of which, this product that had almost no market value started selling again. They quadrupled the price over the next few years. They have made another $300 million. I do not remember what the exact number is. They acknowledged her in their annual report but have not agreed to give her anything. So, she is now suing them for a portion of the extra earnings.

Audience Member #7
My last point is that kids are better at searching for information online than adults. Back in 1992, I started the first pediatric network online for kids here. You had a number of times where kids taught parents or adults with cancer where to look for the information.

Dave deBronkart
Terrific! That is great! That is great! See, we talk about the physicians who just do not want to use email, etc. Well, as time goes by, I know how that is going to unfold. Those people are retiring or dying and the others are coming up. So, you know, the iPod generation will take over.

Audience Member #8 (David Wiljer)
Hi, David Wilder from Princess Margaret Hospital here in Toronto. Thank you very much for your talk, but also for some valuable tools. We are doing a lot of work in the field of trying to give patients access to their data. One of the things we often hear is “What are patients actually going to do with it?” So, the next time I get that question, I am just going to send them to your e-Patients.net website. So, thank you for that.

You hit on a very important point though, and I think we need to reflect on that: Giving data in this way—what you are advocating for—I think requires a fundamental shift around a lot of different things, but fundamentally around traditional definitions of privacy, security, confidentiality, and a very fundamental idea of what it means for the Hippocratic oath of “we shall not do harm.” For when we try to do this, we often hear clinicians say, “what we’re very concerned about what harm we might do from this perspective.” So, can you maybe give us a few thoughts on how we change this paradigm and how we are going to go about doing that? Thank you.

Dave deBronkart
Deep question, and it is one where I am not an expert. The issue of privacy and the risk of people having their hands on their data, it kind of gets back to the Jefferson subject of when people are new to something, they may make mistakes, but there is a learning process, and you focus on getting to the goal. I know HIPAA is a vast subject, and I also know that HIPAA is a mess because there are things like this story: David Kibby, who is a well-known physician, came back from a conference this summer and reported that he had heard from an attorney that somehow that woman had somebody else’s data end up in her record, and the HIPAA goons at that hospital then locked her out of her own record because it contained data she was not supposed to see. Now, that is stupid.

At the same time, there was just a post last week on e-Patients.net by Susannah Fox about an article “Broken Promises of Privacy” from Paul Ohm, saying that the idea of “anonymized” data is actually a fallacy. Basically, smart hackers can de-anonymize data; the post starts by saying, “If you hate HIPAA, this is your lucky day,” because real new evidence came along. The other thing is, the part of HIPAA that is supposed to give us our data does not work out well, because it can take up to 2 months and there can be a ridiculous charge for it. What I have started doing is asking for copies of my own records myself and putting them in my own system that is outside HIPAA. Ironically, one of the breakdowns in HIPAA, from what I have heard, again, I am not an expert, is that the way the law was changed in 2002, you may have given permission or your hospital may have given permission to partners of theirs to look at your data and do things with it without you knowing it. Ironically, your data may be more secure outside of that system. Personally, I am taking matters into my own hand. I am going to take responsibility for my own medical record. I am not sure how it will all play out, but I think we need something different than the way it works today.
Hi, my name is Peter. I too would like to thank you for the terrific presentation today. I just have two very quick questions:

First, has the integration between Beth Israel Deaconness’ Health, you know, patient portal and Google Health improved since it began with you?

Second, maybe if you could just speak to the value for you, personally, of Google Health as a place to store information beyond Beth Israel Deaconness’ circle of care?

So, the answer to the first one is yes and no. Once it became national news, they did stop transmitting billing codes. Interestingly, it turns out that a bunch of people complained about that because when their well-managed billing codes can be useful at least as a starting point. It turns out that Microsoft Healthvault takes a whole different approach to it. With Google Health, you punch the button and your data is there and that is that, for better or worse. With Healthvault, everything that you send in from Walgreens or your hospital or whatever goes into a holding bin, where you look at it and inspect it and then you say, “Okay, send it over.” Sounds to me like that is a much more sensible workflow. We do the same thing when we are putting a mailing list into our marketing system: We look at the stuff before we put it in because otherwise we end up spraying garbage on the walls, which, inside a computer, is messy.

Regarding the second question, the value for me, personally, of Google Health as a place to store information. If you go back and look at my April 1, 2009, blog post on e-Patients.net, what I see is, long story short, I want the power of innovation to be unleashed. However, innovative tools depend on data that they can work on. I mean, imagine, iPods would not have taken off much without digitized songs, and it is absolutely the same thing.

We are out of time, and I would again like to thank Gunther Eysenbach for inviting me to do this, and, as he said, as soon as that story hit the paper, he immediately grabbed me, and I am honored. Thanks very much to all of you.
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Abstract

Artificial intelligence (AI), the computerized capability of doing tasks, which until recently was thought to be the exclusive domain of human intelligence, has demonstrated great strides in the past decade. The abilities to play games, provide piloting for an automobile, and respond to spoken language are remarkable successes. How are the challenges and opportunities of medicine different from these challenges and how can we best apply these data-driven techniques to patient care and outcomes? A New England Journal of Medicine paper published in 1980 suggested that more well-defined “specialized” tasks of medical care were more amenable to computer assistance, while the breadth of approach required for defining a problem and narrowing down the problem space was less so, and perhaps, unachievable. On the other hand, one can argue that the modern version of AI, which uses data-driven approaches, will be the most useful in tackling tasks such as outcome prediction that are often difficult for clinicians and patients. The ability today to collect large volumes of data about a single individual (eg, through a wearable device) and the accumulation of large datasets about multiple persons receiving medical care has the potential to apply to the care of individuals. As these techniques of analysis, enumeration, aggregation, and presentation are brought to bear in medicine, the question arises as to their utility and applicability in that domain. Early efforts in decision support were found to be helpful; as the systems proliferated, later experiences have shown difficulties such as alert fatigue and physician burnout becoming more prevalent. Will something similar arise from data-driven predictions? Will empowering patients by equipping them with information gained from data analysis help? Patients, providers, technology, and policymakers each have a role to play in the development and utilization of AI in medicine. Some of the challenges, opportunities, and tradeoffs implicit here are presented as a dialog between a clinician (SJN) and an informatician (QZT).
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Drs Nelson and Zeng-Treitler work together at the Biomedical Informatics Center at George Washington University. In the following we present a hypothetical dialogue which grew out of discussions they had as they considered their differing viewpoints of how artificial intelligence (AI) has developed and where it is going. While Dr Zeng-Treitler’s view of the future of AI is highly optimistic, Dr Nelson's opinion is more cautious. Dr Nelson was a practicing academic internist who became involved in informatics many years ago. He collaborated with Scott Blois on RECONSIDER (an early clinical decision support system) and on the Unified Medical Language System (UMLS) project. He eventually moved to the National Library of Medicine as Head of Medical Subject Headings. While at the National Library of Medicine, he fathered RxNorm, while continuing his work on UMLS and projects involving UMLS. Dr Zeng-Treitler has a background in computer science and
obtained her PhD in medical informatics from Columbia University. She has led a number of projects in clinical data mining, natural language processing, and consumer health informatics. During the past few years, her team has been actively investigating the use of AI techniques in clinical research including development of a novel explainable deep learning approach.

**Dr Zeng-Treitler (The "Optimist"):**

After decades of promises and disappointment, thanks to the seemingly unbounded computing resources and novel, data-driven methods, AI technology has finally arrived. From Jeopardy and Siri to face identification and autonomous vehicles, data-driven approaches have made the leap from laboratory experiments to applications that are transforming our lives outside health care. In some cases, these approaches have come close to passing the Turing Test—a test of a machine’s ability to exhibit supposed human-like intelligence; machines can now perform some complex tasks such as image recognition and authentic game play as well as or better than humans would. Some would argue that the requisite approach is decidedly nonhuman. However, whatever the means to achieving these innovations, such successes have not been followed by analogous successes in health care.

One dramatic example of this disparity of accomplishment is AlphaZero, a computer game engine that mastered chess, Shogi, and Go. Even before the arrival of the current generation of data-driven artifacts, chess engines have been shown to be able to play at a level superior to that of chess champions. Players of Go (a board game that is thought to be much more complex than chess), however, believed that computers were no match for high-level professionals in this game. This belief was shattered first by AlphaGo, which soundly defeated the reigning world champion of Go. Then came AlphaZero. The news is no longer that such approaches can beat the champions of Go, chess, or Shogi. Rather, the remarkable fact is that AlphaZero did not learn from human experiences and that it defeated the best prior chess engines such as Stockfish. AlphaZero triumphed by playing more games against itself than had ever been played by all human players. This is not an approach we could readily duplicate in health care.

**Dr Nelson (The "Cautious" One):**

Is winning a game, with defined rules and objectives, really the best test of human intelligence? In hindsight, the answer is “No.” For example, sophisticated chess playing programs have existed for nearly 50 years; from such programs, we learned how to organize computing resources to apply simple algorithms in a scalable way. Put differently, we did not learn anything about chess or how humans, even experts, play it. Instead, we learned that a supposed intelligence-requiring task was susceptible to a computational approach. We need to ask where and how such an approach is applicable in health care.

For example, when doing tasks that are generally thought to be human and creative, can the machine recognize when it is out of its depth? Sometimes, humans have the ability to do so. However, if we can define the realm closely enough, I agree that the machines can do wonders. So, how do we define the realm?

In Blois’ seminal paper on Clinical Judgment and Computers [1], he described the world of a physician’s thought process when seeing a patient, with the diagram shown in Figure 1. Point A for a physician would be where the patient walks in the door to be seen for the first time. The nature of the complaint, the context in which the complaint occurs, and all of the myriad possibilities are present. As the problem definition moves toward Point B, a computer is better able to manage the information and knowledge necessary for high-quality care. One way in which we can think about defining the realm is that we are moving toward Point B. Some computer scientists have argued that Point A is just about managing facts, but, as Blois observed, it is more about relevance—something that has proven difficult to replicate computationally.

**Figure 1.** The cognitive span required during diagnosis.

Dr Zeng-Treitler:

It is indeed important to define the realm for an AI application. Many tasks in health care are much more complex than game play, and we have not witnessed the triumphs of analogous approaches in the biomedical domain as have been achieved in game play. Quite a few studies have been applying the latest deep learning technology (a key AI method) to biomedical datasets [2-4]. The specific applications included image processing, natural language processing, and risk prediction.

Deep learning, compared with traditional statistical and machine learning methods, has often shown modest improvements rather than breakthroughs [5-7].

Dr Nelson:

Whatever the details of these approaches, they apply nearly unbounded computing resources to very large amounts of data, something that has yet to happen in health care. Therefore, these approaches might prove helpful, but we do not know for sure yet.
For example, a simple question posed by a colleague is beyond our current capabilities: Given a patient who starts out with a feature of metabolic syndrome, which feature of the syndrome will he or she tend to exhibit next? Simplistically, this is exactly the kind of challenge that a data-driven approach should help with, and yet, it is currently “over the horizon” due to the insufficient data that were collected in the past.

Dr Zeng-Treitler:

Data are a key challenge when applying data-driven approaches to patient care. To begin with, biomedical data are highly complex. There are many different types of data including image, text, numerical values, categorical classifications, and DNA sequences, representing tens of thousands of lab tests, procedures, diagnoses, medications, genetic markers, etc. Each data type also has its own characteristics; for example, a laboratory test value may need to be interpreted in the context of age, gender, and current conditions. However, diagnostic codes for different diseases have varying levels of accuracies.

In biomedical data analysis, there is also the paradox of having too much and not enough data at the same time. On one hand, there are a tremendous amount of medical record, social media, and literature data. Efforts like the Million Veterans Project have also collected a huge amount of DNA data. Using devices for tasks like activity tracking and continuous glucose monitoring generates more data than our current medical record systems can digest. On the other hand, the health record of a patient is an open system with much missing information in contrast with the closed system of a chess or Go game, where all data are available. Patients are observed at irregular intervals (eg, at clinic visits or during hospitalization) and are never subjected to all possible tests or treatments. Sometimes, death is the only definitive outcome.

Dr Nelson:

I agree that data types are multiple and complex. Simple solutions are insufficient, and the proliferation of irrelevant data in a record, not to mention the current cut-and-paste or fill-in-the-template fad, obscures what is important.

One of the major difficulties with medical data is not just that it is not enough, but also that it is theory laden, that is, very few pieces of data are recorded routinely. A lot of data in observations are gathered only when the clinician has thought it is appropriate, that is, when diseases are tested for their absence or presence. If there is no reason to do the test, the test is not performed. Only a few tests are ever performed routinely; a transcribed set of physical observations (as is done in physical examination) is rarely recorded in enough detail (not to mention the failure to observe, which often occurs) to provide sufficient data for a more comprehensive analysis. For that reason alone, studies based on the recorded observations are often incomplete and potentially misleading. However, for predictions, observations not made may be the critical ones. Think about the patient with metabolic syndrome mentioned above. What data are we missing?

Similarly, the results of clinical trials are not a complete picture. Even though participants have been selected, often excluding many individuals because of complicating conditions, the data collected on the participants are designed for testing certain hypotheses, with narrowly defined outcomes. A common criticism is that such trials are so artificial that they are irrelevant.

Dr Zeng-Treitler:

The lack of integrated and standardized datasets is another issue. Although we can find many large datasets, they are often incomplete and difficult to link to other information. For example, environmental exposure, diet, physical activity, and genetic profile are among the common missing pieces of information when we examine the records about an individual patient. Detailed clinical trial datasets tend to lack long-term follow-up. Privacy issues and monetary incentives are also obstacles in data integration efforts.

Dr Nelson:

Real semantic interoperability to integrate and standardize datasets requires support in both terminology and how that terminology is used. Currently, human intervention is often required to interpret what one system is saying for use in another system. This situation is unfortunate; we can hope that over time, the necessary connections will take place (think of how the United States went from operator assistance on every telephone call to the automatic switching that takes place today). Such a change can only happen when many people see the need for and implement a common standard.

In addition, the notion of “large” in the context of health care data is only relative. Think, instead, of many experiments undertaken by Google; if they desire, the amount of data that can be used to develop and test a model is orders of magnitude greater than that available in health care.

Dr Zeng-Treitler:

In the domains where data-driven approaches have demonstrated success, there are outcomes that can be judged by human experts or machines themselves. For example, bilingual speakers can tell if natural language translation is working well, and the outcome of board or computer games can be easily determined. This allows easier simulation or annotation of data for machine learning. Such a task is much harder in the biomedical domains; investigation of causes or treatments of diseases in humans involve costly and long-term studies. In some cases, ethical concerns prohibit the experiments; for example, the introduction of potentially harmful genetic mutations into healthy human subjects is out of the question. We lack long-term outcome data for many treatments.

Dr Nelson:

I am not sure that there ever will be such a gold standard without a completely arbitrary definition. Variation between individuals is also a major obstacle. Although we perform studies using multiple subjects to account for biologic variability, our results are only approximate in their relevance to a given individual. For example, assuring genetic diversity in clinical trials is challenging, to say the least. Even the simplest tasks can be staggeringly multifactorial; for example, the information content of genetic testing for warfarin metabolism can be outweighed by whether the patient had lettuce for lunch.
To expand on this observation, suppose you have an automobile that is not working appropriately. Today, you consult the sensors and the computer readout to give you very precise information about what is going wrong. The automobile has a specific design, with specific parameters that can be measured. All of the vehicles of the same year make and model can be assumed to be alike in those important aspects. It is important to realize that every human (with the exception of identical twins) is genetically unique. In that way, people are very different from automobiles or other mechanical devices. To compound the complexity with which the cause of a human problem can be addressed, what the individual experiences throughout their life is unique. Although we have nice abstractions or methods of identifying individuals who share some common characteristics (whether the presence or absence of a disease, the response or lack thereof to a medication, the similar environment, or other considerations), these are only a shorthand notation. With 7 billion persons currently living in this world, the problem appears almost open-ended. Too often in data analysis, we look at diagnostic codes as having a deep meaning. These are accepted without any recognition of the degree of uncertainty of the diagnosis. All our data may be helpful and useful, but we need to continue to view them with a large grain of salt. The fact that Google Translate works as well as it does gives us hope, but as complex as natural language translation is, it is simpler than some clinical tasks.

**Dr Zeng-Treitler:**

Despite these challenges, applying data-driven approaches has the potential to transform health care. Today’s health care is labor intensive, from scheduling and triage to diagnosis and treatment. Many tasks currently undertaken by humans can be carried out by intelligent software solutions supported by sufficient data. For instance, improved voice recognition and summarization technology might help reduce the amount of time patients and clinicians spend on paperwork. Improved decision support tools ought to be able to help patients decide about the appropriateness of seeking care. An accurate assessment of short- and long-term risks and benefits will inform treatment selection and lifestyle changes.

**Dr Nelson:**

To provide another use case, there is evidence that type II diabetes may be reversible, but it is hard to apply this knowledge to an individual patient. Given the patient in front of me, what should I do, or recommend, and with what expectation? Demographics, genomics, comorbidities, psyche, competing risks, and other medications, all play a role. How, in a given person, do I reconcile all the possibilities?

**Dr Zeng-Treitler:**

To develop these useful AI tools, we need better data, technology, and policy. To accumulate comprehensive, life-time data, patients must be in control and should be incentivized to share their data for research and care. Insurance, pharmaceutical, and medical institutions change over time. Currently, there are barriers for individuals to be the center of collecting the data on themselves. The barriers are present in data entry, collection, and storage; for example, some personalized health record products are tethered to an institution, while others require extensive transcribing efforts by patients or caregivers. Nevertheless, without patient consent and collaboration, gathering and linking longitudinal environmental, genetic, clinical, and behavioral data are neither feasible nor ethical. The current conditions are a huge barrier to any attempt to use data-driven approaches that have worked outside health care.

Efforts including PatientLikeMe [9] and the All of Us Research Project of the National Institutes of Health [10] are examples of innovative approaches to curate bigger and better datasets. Most patients, however, are not engaged in such efforts. Patients are inherently motivated to improve their own health, but naturally have concerns regarding privacy and often do not see immediate benefits of participating in long-term studies. Appropriate incentives (eg, discounts for routine preventive care) coupled with security and authentication technologies are needed to entice a large and diverse population of patients to gather and share their data. The health care industry today owns parts of patient data and has limited motivation to purchase data from their customers. As the value of data increases, patients will become more valued as a partner.

**Dr Nelson:**

I agree that patients will need to assume the responsibility of carrying and sharing the information about themselves. However, experience tells us that not everyone is able or willing to do so. It will need cultural and political climate changes to encourage that development.

When we can collect data that are not directly what the philosophers would call “theory-laden,” we may be able to refine our crude methods of patient diagnosis and care. I look forward to that day. If patients are the carrier of those data, it will be easier to obtain and use for analysis.

**Dr Zeng-Treitler:**

We also need to design and implement methods specifically for handling very large and “messy” clinical data. For example, we need to understand the context of missing data and errors to get a better picture of ground truth. A lab result may be missed because there is no indication for it, practice preference, an alternative method of assessing, or a failure of data entry. Imagine how much more difficult a chess game will be, if a human player or a chess engine could only observe some squares on the board at irregular time intervals with some error or distortion of the observation.

Further, we do not have an operational definition of “ground truth” in health care; a simple proposal is that one feature of ground truth is that it has predictive value—something that will be valued by clinicians and patients alike.

**Dr Nelson:**

Google has demonstrated that they can use lots of data to predict likely values for missing data in other areas [11]; however, it is yet to be determined whether this might work in medicine, but it is probably worth a trial. Irrespective of whether we can use large volumes of data to impute missing values, exploring how to handle the problem of absent observations is crucial.
especially whenever we try to apply the results of data-driven approaches to individual patients.

Another thought is that data that are missing, for any reason, are an observation in itself; the fact that the data were not obtained and recorded may be important. Think of the finding that the day and time of a test were more predictive of outcome than the result of the test [12]. We know that the data that are missing will have some predictive value.

Dr Zeng-Treitler:

On a different note, explanation of the data-driven models is critical to not only their adoption but also their impact [13]. Predicting that a patient will have certain adverse events in the next several days or years is desirable. It may be argued that it is even more important to know the modifiable factors that can reduce risk and enhance outcome. Since deep learning models can be highly nonlinear, we have the opportunity to discover novel and complex patterns.

Dr Nelson:

I agree that explaining the prediction is critical; it is something that separates health care from, say, recognizing whether an image is a dog or a cat. However, I think you meant to say predicting a patient will probably have some adverse outcome. Nothing in life is certain except that it will end. However, we can say “it appears this behavior or finding will likely have an effect on your future” and hopefully be able to express some degree of confidence in that prediction.

Learning how to express the confidence in a prediction is also important. How many folks really understand the statistics behind the predictions that occur today? What are the underlying assumptions behind any probabilistic model? It is more likely that with more frequent use and familiarity with the use of measures derived for AI models will lead to their acceptance.

Dr Zeng-Treitler:

I agree. These are all steps to be taken in order to optimize the use of big data through AI to improve medical care.

Dr Nelson:

As a parting thought, we need to be cautious about how intrusive data-driven approaches might be in the care process. Although McDonald [14] demonstrated that performance in care improves with reminders [14], the later experience has been one of too many reminders, leading to alert fatigue. When caregivers choose to override and ignore helpful information because of overload, have we accomplished anything?

I hope that careful design of systems and consideration of clinical workflow will alleviate the problem of excessive intrusiveness. Although it is tempting to just “let AI do it,” the recent experiences with the Boeing 737 MAX demonstrate that there is danger in doing so. Neither AI nor a pilot alone is the optimal strategy in flying. In health care, involving patients more extensively in their care, together with AI and providers, may ultimately be an approach that works.
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Leveraging Interdisciplinary Education Toward Securing the Future of Connected Health Research in Europe: Qualitative Study
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Abstract

Background: Connected health (CH) technologies have resulted in a paradigm shift, moving health care steadily toward a more patient-centered delivery approach. CH requires a broad range of disciplinary expertise from across the spectrum to work in a cohesive and productive way. Building this interdisciplinary relationship at an earlier stage of career development may nurture and accelerate the CH developments and innovations required for future health care.

Objective: This study aimed to explore the perceptions of interdisciplinary CH researchers regarding the design and delivery of an interdisciplinary education (IDE) module for disciplines currently engaged in CH research (engineers, computer scientists, health care practitioners, and policy makers). This study also investigated whether this module should be delivered as a taught component of an undergraduate, master’s, or doctoral program to facilitate the development of interdisciplinary learning.

Methods: A qualitative, cross-institutional, multistage research approach was adopted, which involved a background study of fundamental concepts, individual interviews with CH researchers in Greece (n=9), and two structured group feedback sessions with CH researchers in Ireland (n=10/16). Thematic analysis was used to identify the themes emerging from the interviews and structured group feedback sessions.

Results: A total of two sets of findings emerged from the data. In the first instance, challenges to interdisciplinary work were identified, including communication challenges, divergent awareness of state-of-the-art CH technologies across disciplines, and cultural resistance to interdisciplinarity. The second set of findings were related to the design for interdisciplinarity. In this regard, the need to link research and education with real-world practice emerged as a key design concern. Positioning within the program context was also considered to be important with a need to balance early intervention to embed integration with later repeat interventions that maximize opportunities to share skills and experiences.

Conclusions: The authors raise and address challenges to interdisciplinary program design for CH based on an abductive approach combining interdisciplinary and interprofessional education literature and the collection of qualitative data. This recipe approach for interdisciplinary design offers guidelines for policy makers, educators, and innovators in the CH space. Gaining insight from CH researchers regarding the development of an IDE module has offered the designers a novel insight regarding the curriculum, timing, delivery, and potential challenges that may be encountered.

(J Med Internet Res 2019;21(11):e14020) doi:10.2196/14020
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Introduction

Background
The population of Europe is aging. Life expectancy is estimated to increase by more than a full year between 2016 and 2021—from 73 to 74.1 years—bringing the number of people aged over 65 years to more than 656 million or 11.5% of the total population [1]. Coupled with the increased incidence of chronic disease, this illustrates the challenges being faced by the health care system. Currently, hospital admissions consume more than 37 million bed days each year across the European Union (EU). However, the digital transformation of health and care, a key component of the EU’s Digital Single Market, offers tremendous potential for improving the prevention, detection, and management of chronic diseases as well as improving health system management and research [2]. New and innovative ways to maintain and enhance health are required. Connected health (CH) describes the use of technology to provide health care services in a more flexible and cost-effective way for both citizens and health care practitioners. CH refers to [3]:

A conceptual model for health management where devices, services or interventions are designed around the person’s needs, and health-related data is shared, in such a way that the person can receive care in the most proactive and efficient manner possible. All stakeholders in the process are “connected” by means of timely sharing and presentation of accurate and pertinent information regarding patient status through smarter use of data, devices, communication platforms and people.

CH can be used by both clinicians and citizens to enable better and more efficient use of scarce health care resources. It promises a paradigm shift with novel technologies being used to create and develop links between individuals and communities, health and disease, and different health actors (eg, citizens, patients, clinicians, and policy makers), thereby enabling citizens and health care practitioners to make better decisions about health care.

CH interventions such as home-based exercise programs can contribute to CH impact via improvement in patient adherence [4], but they require reshaping of health care. Therefore, motivating stakeholder involvement to embrace such change requires some existing evidence on CH effectiveness and advantages. Unfortunately, there is still some distance to go in terms of proving the effectiveness of such programs [5]. The challenges in achieving such evidence-based proof are both technological and medical. The role of digital health education and the resulting literacy of CH-involved stakeholders have been highlighted [6], especially with regard to quality and safety concerns in health data as well as the fear of unintended consequences of technology use. A comprehensive set of evidence-based guidelines for CH might allow it to achieve its full potential [7]. Working toward the necessary evidence and medical guidelines will, however, require the development of a new CH culture that is actively embraced by CH stakeholders across multiple domains and disciplines.

Adopting a CH approach to health care could enhance the delivery of a more integrated health care system [8]. For health care to be integrated, it must connect “inputs, delivery, management and organization of services related to diagnosis, treatment, care, rehabilitation and health promotion” [9]. Such coordination of care requires, however, a corresponding coordination of multiple professional camps, such as clinicians, medical device engineers, health care managers, and policy makers. CH can offer a key building block in this regard, offering the tools to coordinate consistent care across settings and over time and bringing together the various groups involved in patient care to decide, organize, and deliver services [8].

Concepts central to both the connectedness and integration aspects of the CH approach are sharing of information, involvement and collaboration of multiple professions, redesign of care models, temporal and organizational continuum, new care and business models, and leveraging of services via technology. The development of CH technologies, therefore, requires that professionals from across both the health care and technology disciplines work together in a more integrated and cohesive way. This implies a good understanding of the skills each discipline brings to the team and the health needs they intend to address [9]. Furthermore, these new services and care models involve innovation, which, in turn, involves teamwork and synthesis, including also a closer integration between health and biomedical sciences, as well as information and communications technology (ICT) sciences [10]. A natural driver for such developments is education. Some work has already been undertaken in this area, and the European Network for the Joint Evaluation of Connected Health Technologies (ENJECT) report [11] refers to education programs across Europe and the extent to which they are creating the conditions and skills necessary for the widespread adoption of CH. It is essential to educate the next generation of researchers, clinicians, scientists, and decision makers about the importance of CH so that they, in turn, will be able to empower citizens to engage with CH as fully as possible through their own professional lives.

Medical students are envisioned as the frontline of digital natives, and telemedicine education is proposed for their preclinical and clinical curricula [12]. Recognizing that telemedicine and telehealth will play an increasingly essential role in the delivery of health care, the American Medical Association has called for telehealth to become a core competency of medical students. They do so in the knowledge that studies have demonstrated that a principal reason why physicians do not practice telehealth is lack of education despite patients’ interest in telehealth [10].

Slovensky et al [13] proposed a set of mobile health (mHealth) skills for health professionals as a necessary enhancement for clinical training programs that ultimately would benefit both providers and patients. These included (1) digital communication
skills, (2) technology literacy and usage skills, (3) mHealth products and services, (4) regulatory and compliance issues, and (5) the technology business case. In the CH context, two key areas of education have been identified for future nursing graduates: (1) the actual use of new technologies and (2) managing and making sense of the data produced (data literacy to interpret and make use of ambient data) [14]. These are clear indicators of the need to consider CH education in different health care professions.

However, CH involves a broad spectrum of disciplines extending beyond those directly associated with traditional health care and health care delivery. Recent studies and research programs have begun to recognize that engineers, computer scientists, information technology designers, and policy makers must together engage in interdisciplinary research to deliver on the promise of CH. Xu et al [10] emphasize the need for the discovery of new diagnostic tools and treatments by using a multidisciplinary and highly collaborative approach. Mountford et al [15] extend this to the education of CH researchers, presenting the need for comprehensive training and research program by embracing all key elements—technical, social, and economic sciences—required to produce researchers and project outcomes that are capable of meeting existing and future needs in cancer rehabilitation. We argue that relevant professionals outside of the health care field (beyond junior researchers) also need to understand the nuances and requirements of CH within the domain of modern medicine. For all disciplines to participate in the development of CH and to ensure that innovations are fit for purpose, it is imperative that all disciplines work together to enable a more informed and potentially creative future. It is, therefore, apparent that CH interdisciplinary team working needs to be established both in day-to-day practice and in the education programs that prepare professionals for such practice.

**The Research Question**

The main premise underpinning this research is that modeling interdisciplinary team working behaviors during the education process is a prerequisite for productive interdisciplinary cooperation in CH research and development as well as practice. Clear understanding of benefits, potential, and relevance of interdisciplinary collaboration must be learned and practiced to yield its full potential in the field. Education of health care professionals should embrace the technological innovation that is empowering the field of medicine today. Engineering curricula, being far more flexible in continuous adaptations to the exponential progress in the field, have already encompassed enabling technology for health. However, only bringing the interdisciplinary teamwork into the classroom will ensure broader acceptance and understanding of the fundamental CH concepts. Investment at the education level will eventually facilitate faster adaptation and implementation of CH technologies. The ENJECT Cooperation in Science and Technology (COST) action [16] initiative to summarize the existing readiness of European countries to adopt CH included an investigation into CH education curricula and revealed disappointingly modest efforts toward CH throughout third-level education [10]. The survey presents responses across 15 European countries to questions that assessed the prevalence of university-based programs that educate and equip health care professionals or future health care professionals to engage with CH. The results showed a reliance on biomedical informatics courses, with less than half of the sample programs offered by respondents having a CH or electronic health dimension. More than half (22 out of 42) of the programs cited had health care informatics as a major component. The majority of these 22 programs included the phrase health informatics or information management in their titles. This snapshot of health professional education indicated a lack of progress in the incorporation of CH into their program content, leading us to question the broader interdisciplinary context around CH education. If health care professional educators were struggling to span the CH interdisciplinary divide, then how might other relevant disciplines be faring in this regard? Given the inherently interdisciplinary nature of CH, we set out to qualitatively develop deeper understandings of the challenges that might underpin the ENJECT findings. Although core elements of an interdisciplinary program at the fourth level (PhD) have been proposed based on the experience of Marie Curie Actions for funding early-stage researcher programs [17], such context-specific methods for interdisciplinary education (IDE) cannot simply be transferred to all levels and contexts of academic education without more research and adaptation. This paper addresses that deficit by exploring how third-level IDE in the domain of CH might be leveraged to secure future development and practice of CH. Important questions concerning CH education are raised in relation to the disciplines involved, professional boundaries, crossing boundaries, and the optimum ways in which to deliver interdisciplinary CH education.

With some notable exceptions, previously presented, existing literature offers few guidelines as to the design of IDE modules for CH teams, no advice on how much interprofessional education (IPE) or IDE is adequate, and no indication of how its objectives should be defined. The aim of this study was to examine the perceptions of researchers engaged in interdisciplinary research regarding the design and development of CH education modules.

**Related Work**

**Interprofessional Versus Interdisciplinary Education: Fundamental Concepts**

IPE and multiprofessional education are examined in the literature [18]. There is some discrepancy in the literature regarding the terminology used to describe bringing various disciplines or professions together to learn. IPE is defined as occasions when students of two or more professions learn with, from, and about each other to improve collaboration and the quality of care and services, according to the Centre for the Advancement of Interprofessional Education [19]. IPE is well established in health care education. The learning objectives, as expressed in the study by L’Ecuyer [20], are (1) to communicate the professional roles and responsibilities of all team members clearly to others, (2) to understand the relationship between effective team communication and improved patient safety and health outcomes, and (3) to demonstrate skills of effective interprofessional team and patient-centered communications that integrate the knowledge.
and experience of other health professionals and patients to provide appropriate care. Although well established in the health professional sphere, IPE does not often encompass key nonclinical members of the contemporary health care team, such as medical engineers and informaticians or medical data analysts. Although the term has traditionally been defined solely in the context of health care professions, we propose that IPE now needs to be seen in a broader context. If CH research is to achieve its full potential, then there is a need for IPE to embrace professionals beyond health care—in particular, engineers, computer scientists, physicists, and mathematicians who have a crucial role in designing the technologies required for CH. IDE, on the other hand, is defined as [21]:

An interaction involving collaborations between students from differing subject areas in pooling their disciplinary knowledge in addressing complex and significant, real-world problems [leading to] the ability to understand and be understood by a diverse group of specialists.

Smith and Clouder [22] explored the similarities and differences between interprofessional and IDE. As mentioned, definitions of interprofessional learning tend to link more directly to practice and the workplace than definitions of interdisciplinary learning. However, both explanations stress the centrality of collaboration and integration toward addressing complex problems. Emphasizing the synthetic perspective in the study of Aboelela et al [23], interdisciplinary research integrates the analytical strengths of two or more often disparate scientific disciplines to solve a given biological problem. While engaging in this mission, the terminologies, approaches, and methodologies may be gradually merged, and the scope of investigation may broaden and may even lead to new hybrid disciplines.

Overall, within an interdisciplinary team, each team member builds on each other’s expertise to achieve common, shared goals, for example, toward integrated care. In this paper, between IPE and IDE, the latter term is adopted.

Challenges, Barriers, and Descriptors of Interdisciplinary Work

Indicatively, IPE barriers have been identified in a study by Hall [24]: each health care profession has a different culture, which includes values, beliefs, attitudes, customs, and behaviors that contribute to the challenges of effective interprofessional teamwork. In this work, a clear and recognizable idea or goal, serving as the focus for team members, is suggested as an opportunity for addressing such barriers for teamwork to succeed. This idea dominance allows each member to shift from their specific professional focus to one requiring an understanding of another’s observations and interpretations. Problem-based learning (PBL) for IDE and IPE can support this idea and can be a vector of success in the context of CH.

Beyond IPE among health professionals, CH training involving all relevant disciplines is not well explored. Attitudes toward interdisciplinary training have been studied where staff and students have been drawn from medical and engineering backgrounds. In a study by Spoelstra et al [25], medical and engineering students and staff attitudes were examined, and important differences were reported for staff and students between the disciplines regarding attitudes toward and perceptions of the relevance of interdisciplinary learning opportunities and the role of creativity and innovation. There was agreement across groups concerning preferred learning, instructional styles, and module content. Medical students showed greater resistance to the use of structured creativity tools and interdisciplinary teams. Such attitudes could be dealt with early in an educational program. As mentioned in the study by Feyeraabend [26], viewing science too ideologically and rigidly, similar to a religion, and becoming dogmatic impair the overall progress of science.

Mountford et al [27] comment on the increase of interdisciplinary research networks at the doctoral research level to increase innovation, creativity, and knowledge and focus on three such CH doctoral research networks that have been funded by the EU. They raise concerns as to the structuring of these networks to accomplish both deep disciplinary goals and broader interdisciplinary objectives at the same time. On the basis of 28 semistructured interviews with the doctoral students on these programs, they outline three key elements to enhance the development of interdisciplinary social capital within such networks: structuring the program to facilitate the extraction of value for each student from the interdisciplinary process, motivating students throughout the interdisciplinary program journey, and facilitating students to relate to others both within and external to the program.

From another perspective, the value of interdisciplinarity in research has been critically examined [28]. Various researchers have explored the value of interdisciplinarity in terms of citation and funding. In a study by Bromham et al [29], it was found that the greater the degree of interdisciplinarity, the lower the probability of being funded, whereas in the study by Larivière et al [30], it was found that distance in interdisciplinarity increases scientific impact of publications.

These studies introduce descriptors of interdisciplinary research [31], having as a basis the work of Stirling [32,33]. In that work, variety, balance, and disparity were introduced as indicators of disciplinary diversity. Variety refers to the number of disciplinary categories, balance is related to the evenness of the distribution of disciplines, and disparity measures the extent to which these disciplines are different or similar from a cognitive point of view. Such descriptors may be useful in describing necessary or typical interdisciplinarity in CH education and research.

Paradigms of Interdisciplinary Education

IDE assumes innovative teaching methodologies, as it should foster active students’ involvement, exchange of opinions, and cooperation. The most widely used paradigms for IDE include competency-based learning, PBL, project-based learning, and design-based learning. Competency-based learning builds students’ knowledge, one competency at a time. In that sense, it is a natural way to introduce different disciplines from along the continuum of learning into the students’ body of knowledge. The formative method of assessment used in competency-based learning places an emphasis on the application of knowledge
in a certain situation (problem), focusing this educational paradigm on the skills acquired by the students [34]. As specific individual skills might be more challenging to obtain for different students, the collaborative learning approaches can be used to provide more flexible learning environment. The work done by Hall Barber et al [35] presents the results of the introduction of competency-based learning approach in medical studies. To enable students from different disciplines to work together, PBL has been used in IPE for health care professional students [36]. It has been considered as a means of encouraging self-directed learning, critical thinking, lifelong learning, and self-evolution among students. Project-based learning [37] involves the solution of a problem set by the student or instructor. This question or problem in focus serves to organize and drive activities toward a solution that addresses the driving question. It involves initiative by the student or group of students, and a variety of educational activities constitute parts. It usually results in a product (eg, a report and a computer program) delivered after a considerable length of time and investment of work effort. Teaching staff only play a facilitatory role in the learning process.

When considering project-based learning versus PBL, the starting point in both approaches is a problem; however, in PBL, students’ activity is directed to studying, whereas in project-based learning, students’ activity is directed to constructing the solution or product [37].

Design-based learning has recently been proposed [38] as a means to help to bridge the gap between research and practice in medical education because it contributes toward both theory testing and refinement on the one hand and improvement of educational practice on the other hand. This genuinely introduces interdisciplinarity [39]. Its main aspects are (1) iterative cycles of design, evaluation, and redesign; (2) authentic real-life learning settings; (3) testing and refining theories as well as advancing practice; (4) mixed methods studies; and (5) interaction among designers, researchers, and practitioners with different expertise.

Project-based learning and design-based learning methods seem to present differences, as discussed in the study by Stokholm [40], not only in the procedure of learning but also in the foreseen competence creation. The former leans more toward discursive thinking and an analytical-oriented working mode, whereas the latter toward design and innovation theories, methods, and tools as well as a culture of systemic thinking and a synthetic-oriented working mode.

Methods

Overall Methodology

To address the aim of this work and explore academic IDE toward the evolution of CH, a cross-institutional (Aristotle University of Thessaloniki [AUTH], Greece, and University College Dublin [UCD], Ireland), multistep qualitative approach was defined. Although these institutions are geographically distant, they are similar in many respects. Both universities are state funded, and they both have highly competitive, long-standing, and sought-after professional health education programs (nursing and medicine) and computer science and engineering programs. They also have well-developed collaborative interdisciplinary postgraduate research education programs, which have a CH ethos at their core. The AUTH Lab of Computing and Medical Informatics and Biomedical Imaging Technologies (MI-LAB) and the UCD Insight Centre for Data Analytics are international leaders in CH research and have collaborated in several EU-funded CH projects, for example, the initial training network “Connected Health Early Stage Researcher Support System” and the project “Championing a Multi-Sectoral Education and Learning Experience to Open New Pathways for Doctoral Students.”

The data collection was conducted in two stages:

- **Stage 1**: interviews with CH researchers to explore specific themes
- **Stage 2**: workshops to further examine and elaborate on themes emerging from stage 1

Stage 1 research was undertaken in AUTH, whereas stage 2 data collection was undertaken in UCD.

**Stage 1**

Interviews were undertaken with researchers in the health informatics sector collaborating with the AUTH MI-LAB, Greece. The purpose of the interviews was to gain insight regarding the views of researchers about the needs for CH education and the ways in which CH education could be best delivered. Ethical review was not required as this study was the evaluation of standard educational practices. All participants consented to participate and were assured of confidentiality and anonymity. The interviews were undertaken by an experienced qualitative researcher who has published several papers that have employed similar research methodologies [27,41-43].

All staff and postdoctoral and doctoral researchers employed in or closely collaborating with AUTH MI-LAB in health informatics research or education were invited to participate in the study. A total of 9 individuals agreed to be interviewed, comprising 2 staff and 7 early-stage researchers (at the postdoctoral or PhD level). The majority of those interviewed were engineers or computer scientists, who had specialized in health informatics. All those interviewed had undertaken their research in an interdisciplinary context and had experience of communicating with a broad range of disciplines. All researchers had contributed to the health informatics module delivered to the undergraduate medical students at Aristotle University. The interview schedule is presented in Multimedia Appendix 1. All interviews were audio recorded, transcribed verbatim, and examined for emergent themes according to the method described by Braun and Clarke [44]. The technique of thematic analysis, as described in the study by Braun and Clarke, was used to analyze the interview data. Thematic analysis enables the identification, analysis, and reporting of patterns or themes that occur within a qualitative dataset while also offering a robust method of organizing, describing, exploring, and analyzing the data [45]. The interview transcripts were initially examined through the process of reading and rereading (TC and NM). The transcripts were read independently to enable the researchers to become familiar with the data. Each person then
made individual observations in relation to the interview content while developing preliminary inductive codes. Working together, the authors developed a coding framework, which was subsequently used to examine the data. To ensure consistency, the authors (NM and TC) discussed agreements and disagreements to reach a consensus regarding the emergent themes. The themes were aligned with the codes, thereby enabling the development of a narrative. Through the analysis process, the perceptions regarding how interdisciplinary could be designed and delivered were examined. Qualitative data analysis software was not used in this study.

**Stage 2**

This stage included workshops to gain further knowledge and insight. These workshops took place at the Insight Centre for Data Analytics, UCD, Ireland. The method used in both workshops was based on the structured group feedback approach [46]. This method was selected to garner participant responses in relation to the themes that emerged in stage 1. In all cases, the participants were informed and consented to the use of their data for research purposes, and no personal data were collected.

Workshop 1 was entitled “Finding our way for interprofessional connected health education” and followed a 3-phase procedure. In phase 1, participants were split into education and teamwork groups. Those participating in the education group had to individually reflect on four questions and answer in written form: regarding interdisciplinary educational examples; the education level for a CH course; benefits, challenges, and objectives for a CH course in an interprofessional class; and potential project setups for a CH class. Similarly, the CH teamwork group had to reflect on and write answers on interdisciplinary teamwork examples, potential concept and terminology or language barriers in interdisciplinary work, interdisciplinary teamwork barriers in CH research, and potential beliefs and attitudes to be addressed in CH teamwork. The questions are listed in Multimedia Appendix 2. In phase 2, the group members came together to discuss their answers and reach a fusion of ideas as well as a consensus or a ranking and prioritization within group. In phase 3, a plenary discussion took place. Each group rapporteur presented their results to the whole group of participants, and a final consensus was reached.

This workshop had 10 participants, all of them researchers in CH, including postdoctoral researchers (n=3), PhD students (n=4), and professors (n=3), from medicine, physiotherapy, business, social sciences, and ICT backgrounds. The duration of the workshop was 2 hours.

Workshop 2 took place during a full group meeting of CH researchers at the Insight Centre and included 16 participants, including postdoctoral researchers (n=4), PhD students (n=10), and professors (n=2). The disciplines represented were the same as those of the first workshop. The duration of this second workshop was less than 2 hours. Building on the outcomes of workshop 1, the purpose of this workshop was to refine and elaborate on specific points. Therefore, the previous procedure was followed, but with the addition of two new questions that focused on preconceptions in an interdisciplinary team that could be addressed through education and the focus of an interdisciplinary CH course (see Multimedia Appendix 3), and again, the participants were split in two groups that answered and discussed the two questions before coming back to a full group discussion.

**Results**

**General Findings**

The analysis of the interviews revealed a number of key themes as follows: challenges concerning IDE, recommendations in relation to developing IDE, and positioning of IDE within a curriculum (Table 1). Quotes were chosen that were illustrative of the subthemes and themes emerging, with due regard to representation across institutions, disciplines, and career stages. The interviews were complemented by the workshop results on CH education and interdisciplinary teamwork.

**Table 1.** Emergent themes and subthemes from the interviews undertaken at the Lab of Computing, Medical Informatics and Biomedical Imaging Technologies, Aristotle University.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Challenges identified to interdisciplinary learning</td>
<td>Communication, state-of-the-art knowledge, and resistance to interdisciplinary</td>
</tr>
<tr>
<td>Recommendations for an interdisciplinary learning environment</td>
<td>Learning environment and link to real-world practice</td>
</tr>
<tr>
<td>Position of the interdisciplinary module within the study program</td>
<td>Need for skills and experience and early integration</td>
</tr>
</tbody>
</table>

**Interview Results From the Lab of Computing and Medical Informatics and Biomedical Imaging Technologies, Aristotle University**

**Challenges Identified to Interdisciplinary Learning**

The researchers interviewed in health informatics domain at the Aristotle University identified several key themes in relation to CH and CH education. They identified several challenges that centered on working across and between disciplines. The challenges were frequently associated with communication and the difficulty experienced in communicating their own key disciplinary concepts while also understanding those of an individual from another discipline in an interdisciplinary context. They identified that each discipline perceives ideas and concepts differently and that it can take time to convey these concepts to an individual beyond their own discipline. One researcher commented as follows:

*Difficult because we cannot communicate properly our needs both of us...I ask something my own words because I have something on my mind and I say because it is a different way of thinking so we have*
The fast pace of technological advancement is beyond doubt; however, some concern was expressed regarding the up-to-date understanding of members of other professions within the team. One participant commented:

The problem is with the older doctors who think technology is not for them and try to put the burden on you...they too must understand things so that they can help me and their selves. [AUTH 6]

The interview participants frequently referred to their links with health care staff, their need to work together, and the importance of being able to communicate and collaborate as being an essential element of their work:

...constantly in communication with the health care professionals in order to explain to them how to explain to the patients how to use our devices and our applications. [AUTH 5]

A number of participants raised the possibility of resistance from other disciplines to engage in an interdisciplinary context:

I don’t know the level of willing that’s let’s just say from different departments to join forces. [AUTH 1]

Recommendations for an Interdisciplinary Learning Environment

The staff who were interviewed had considerable experience in terms of education delivery, many of whom had delivered lectures and supported the laboratory lessons for the undergraduate medical program and curriculum. When they were asked to describe how best they thought IDE could be delivered, several critical recommendations for learning emerged.

A number of participants recommended that students should learn to work as part of a multidisciplinary team from early in their education, as they believed this would prepare them to collaborate and communicate with disciplines beyond their own from early in their careers:

...laboratory sessions for students...team orientated...multidisciplinary projects for the students in order to learn from early on how they can collaborate and how they can speak the same language. [AUTH 1]

A number of participants identified the importance of learning in an enjoyable environment because they believed that this promotes better engagement and an opportunity for students to extend their learning beyond their own disciplinary limits:

...have a little bit of fun a play...play that will turn on your imagination not for hard work...that you are doing daily...let’s have fun and be out of the box you know... [AUTH 3]

One person identified the value of interdisciplinary work as a means of empowering students to link research and clinical outcome:

More practical things how to link the research with the clinical outcome. [AUTH 4]

Another indicated that interdisciplinary work is an opportunity to innovate in terms of education and enable the introduction of contemporary topics with a view to stimulating student interest in engagement and learning:

...cutting edge and innovations which are currently hot in the science field. [AUTH 5]

Position of the Interdisciplinary Module Within the Study Program

The interview participants made some recommendations in terms of the position of an interdisciplinary module within a program. A number of participants commented that owing to the wide variety of career pathways that can be chosen by electrical engineers and computer scientists, many of which do not involve engagements with health care, it was thought that offering such an opportunity late in an undergraduate program or as part of a master’s degree program would be most appropriate One participant commented as follows:

...only at the last years when you have chosen your faculty...because electrical engineering is versatile...it’s only one tenth of what engineering can do. [AUTH 6]

Another participant indicated that introducing such innovations at an early stage within the formalized education cycle might be difficult; however, it could be developed initially as an extracurricular activity:

...in order to include this seminars this lesson in the everyday curriculum of high school or the first semester of college or university I think this is a little bit difficult all this could be in extracurricular. [AUTH 5]

Workshop Results From the Insight Centre for Data Analytics, University College Dublin

With respect to existing or potential cases of IDE, quite a few education examples emerged—“Patient care in the long term” or a “CH design project” (similar to a weight management program design). These cases were distinguished from other more clearly multiprofessional education examples such as biotechnology programs, patient care in case discussions within medical training, and training in rehabilitation programs. In these multiprofessional education examples, the role of multiple health professionals appears, but rather as forming parallel and not fusing or interacting paths. Overall, it was more challenging to find interprofessional courses.

With respect to positioning of the module within the program, two levels were identified for CH education with two different aims: (1) at undergraduate level for awareness-raising purposes, not necessarily focusing on interdisciplinarity, and (2) at postgraduate level for actual interdisciplinary research. An alternative idea was to embed elements within different courses at the undergraduate level. At the undergraduate level, it was found essential to inform students about the roles of different actors and to address misconceptions, perhaps by presenting examples of how interprofessional projects worked. To build a
common language within an interdisciplinary PBL team, participants believed that some time has to be invested, and each member has to have at least an undergraduate level of proficiency at their discipline. This indicates the master’s level as an appropriate time for achieving the second aim of CH education. At later stages, it was felt that the lack of time, professional duties, and professional bias might hinder the potential involvement in interdisciplinary research teams.

Project-based and problem-based courses were discussed as a means to involve young researchers, with fresh eyes in interdisciplinary experience. Course setup examples were mentioned. For project-based learning, such course examples included health and well-being solutions or CH projects, whereas PBL examples included patient care at large as a topic and a hackathon as the instrument. Learning should take place based on real-life scenarios and solutions or actual clinical studies and authentic problems that have not been accommodated under traditional care scenarios. Participants suggested learning in a practical way, using real products where clinicians can see outcomes and by locating real problem-based situations and investigating how technology can solve these problems. Participants were adamant that the PBL experience should include learning to map the problem, as designers do.

In general, teamwork learning was placed as the central concept toward better understanding the domain and the team and meeting patient care needs. Learning from experience is important; therefore, an idea offered was to swap hats to reflect on and understand roles, for example, by encouraging the engineer to take the patient’s history and the clinician to be aware of the evolution of technology. With regard to teamwork research, a series of interesting ideas emerged. Discovering and highlighting the value of participating and working in an interprofessional or interdisciplinary team was identified as an essential process. To alleviate barriers, it is crucial to build interprofessional or interdisciplinary empathy skills as well as to understand and communicate one’s own skills to strengthen the team. Each discipline may have a different view (engineers, computer scientists, and medical doctors); therefore, an iterative procedure is needed. Participants emphasized the importance of remaining open to new ideas, understanding the gaps, and highlighting both success and failure stories. The teamwork qualities mentioned most frequently were curiosity, attitude, confidence within the team, and acceptance of complementary personality types.

Discussion

Overview

Our research suggests two areas where improvements can be made in the synthesis and design of new CH education concepts: (1) overcoming disciplinary boundaries and (2) designing for disciplinary interaction. These build into a model for IDE for CH as illustrated in Figure 1.

Figure 1. A model for interdisciplinary education for connected health.

Overcoming Disciplinary Boundaries

Our research identifies three challenges that must be overcome in the design of new CH education programs to ensure cross-disciplinary engagement: communication challenges, state-of-the-art knowledge, and resistance to interdisciplinarity. We have combined insights from both the literature and the data gathered to develop suggested responses to the challenges identified as outlined below.

Challenge 1: Communication

In the first instance, our data indicated that difficulties regarding the different perceptions of ideas and concepts were hindering
interdisciplinary endeavors. Participants also highlighted the difficulties posed by multiple disciplinary jargons.

**Proposed Solution**

On the basis of participants’ insistence that understanding alternate perspectives is key, we borrow from design thinking literature to suggest the use of empathy interviews to gain an understanding of multiple viewpoints. Sarasvarthy [47] presents it in the context of entrepreneurial thinking, “the point of exploring contrasting perspectives...is not to prove one superior to the other, but to learn to understand and use both”. Addressing the disciplinary language difficulty, we combine interview and workshop data to suggest the investment of time at the master’s level to develop a common language directed at CH activities that span disciplinary boundaries.

**Challenge 2: State-of-the-Art Knowledge**

The second major challenge raised throughout our research was the divergence in knowledge across disciplinary boundaries as to the availability of state-of-the-art technologies.

**Proposed Solution**

We accept participants’ recommendations from our workshops that students be encouraged to swap hats throughout their training to develop an understanding of the different roles of different disciplines. This may increase understanding on all sides of the disciplinary divide that their interdisciplinary colleagues are only like to be at the cutting edge of their own discipline. Just as computer scientists are unaware of the latest medical techniques, clinicians are unlikely to know of the latest software developments. This will, in turn, lead to patience and a willingness to invest time to bring interdisciplinary colleagues up to speed.

**Challenge 3: Resistance to Interdisciplinarity**

Our data indicate an unwillingness among some students, researchers, and practitioners to reach across the disciplinary divide.

**Proposed Solution**

We recommend iterative processes in the education modules as per the principles of design-based learning discussed in the Introduction section [39,40]. Social constructivist learning theory, whereby learners work together, sharing their learning and constructing a new understanding for themselves through their experiences, underpins the concept of design-based learning [48]. Our data indicate that this is required to ensure that different views are accommodated and that interdisciplinary skeptics are given time and repeated opportunities to come on board.

**Designing for Disciplinary Interaction**

Our research indicates two major factors that lead to the successful design of interdisciplinary CH education: (1) the nature of the education module and (2) the positioning of the module within the education program.

**The Nature of the Education Module**

Overall, two key issues arose as to the nature of the education experience when seeking to integrate disciplines that may assist in the design of successful CH education going forward. The first is the creation of an enjoyable and challenging educational environment. Our data suggest that innovation and interest are key to the design of such an environment. The second is the necessity to link research and education together with its corresponding outcome, as our study confirms that education recipients wish to map their educational and research activities onto real-world practice. We recommend the use of both problem and project-based learning approaches to address both environment and application needs. Our workshop results suggest that although project-based activities are more suited to health- and well-being–focused challenges and educational outcomes, problem-based learning is more likely to address those that focus on patient care.

**The Positioning of the Module Within the Education Program**

Our data suggested a divergence of opinion as to whether these modules and the learning associated should be delivered early or late in the educational life cycle. Arguments for early delivery center on the advantages of early integration and the embedding of interdisciplinary attitudes. Those who advocated later delivery were concerned that the lack of developed skills and knowledge at that point might hinder useful interdisciplinarity. In response to both sets of concerns, we recommend a dual approach suggested by our workshop participants, which sees early awareness-raising activities (at the undergraduate level) followed by later problem- and project-based learning activities (at the master’s level). Introducing interdisciplinary CH learning in this way is supported by Schön’s work in relation to the role of reflection in professional learning discussed by Atkins and Murphy [49], who maintain that reflective professional learning occurs in three stages: first, creating awareness and feelings of discomfort; second, critically analyzing knowledge and feelings; and finally, developing a new perspective. In a similar vein, the spiral curriculum [50], an education design whereby topics are visited and revisited at increasing levels of complexity, allows the development of deep learning. Theory, therefore, supports our participants’ suggestion of an early introduction coupled with a later development of learning.

**Conclusions and Future Work**

The CH ecosystem sets the basis for the investigation and deployment of new care models, leveraged by technology [51,52]. CH offers new opportunities for redesign and improvement of health and care, but its implementation and acceptance necessitate reorganization at multiple levels. IDE in CH is the cornerstone for broader adoption and impact of the CH paradigm and a prerequisite for research advancements in the CH field. However, such educational activities are not widely developed [11], serving as motivation for this study that focuses on identification and understanding of barriers and challenges in CH IDE.

This study relied on surveyed opinions and views across multiple disciplines, attempting to provide some insights on the existing challenges and to indicate potential directions for (successful) implementation of CH education. It mainly focused on the inherent interdisciplinarity in the field, explored the interdisciplinary-related barriers, and offered solutions for
overcoming interdisciplinary boundaries and designing CH curriculum.

We consider this work as a first step in investigating pathways to successful CH education. Although this work might be limited in terms of number of organizations involved in the workshops used to define the themes and challenges of interdisciplinary education, the number of identified disciplines mentioned in the obtained themes and challenges reassures the quality of achieved results. A wider multicountry mapping of needs and ideas would further contribute in terms of context-related barriers and enablers as well as in the formation of multicultural CH educational networks. To create solid evidence in this area, the work of Car [53], which proposes a methodology for systematic reviews in digital health education, can be expanded in this direction, encompassing the interdisciplinary aspects of CH education. In addition, recent evidence that new digital education tools such as virtual reality can improve knowledge and skills of health professionals [54] indicates that the challenges of interdisciplinary CH educations could be further explored via virtual reality and similar innovative means. This work contributes useful inputs for CH curricula design with a focus on interdisciplinarity, both with regard to the alleviation of barriers and the design of interaction between different stakeholders in CH.
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Abstract

Background: Connected health has created opportunities for leveraging health data to deliver preventive and personalized health care services. The increasing number of personal devices and advances in measurement technologies contribute to an exponential growth in digital health data. The practices for sharing data across the health ecosystem are evolving as there are more opportunities for using such data to deliver responsive health services.

Objective: The objective of this study was to explore user attitudes toward sharing personal health data (PHD). The study was executed within the first year after the implementation of the new General Data Protection Regulation (GDPR) legal framework.

Methods: The authors analyzed the results of an online questionnaire survey to explore the willingness of 8004 people using connected health services across four European countries to share their PHD and the conditions under which they would be willing to do so.

Results: Our findings indicate that the majority of users are willing to share their personal PHD for scientific research (1811/8004, 22.63%). Age, education level, and occupation of the participants, in addition to the level of digitalization in their country were found to be associated with data sharing attitudes.

Conclusions: Positive attitudes toward data sharing for scientific research can be perceived as an indication of trust established between users and academia. Nevertheless, the interpretation of data sharing attitudes is a complex process, related to and influenced by various factors.

KEYWORDS
connected health; personal health data; data sharing; questionnaire

Introduction

Background

The evolution of information and communication technologies in health care holds promise for the reformation of health care services. The development of novel technologies and their acceptance by health care providers has an impact on the design and delivery of services, resulting not only in a greater number but also better quality of services [1]. Similarly, the proliferation of sensors, either worn or in mobile devices and living spaces, contributes to the creation of a new landscape for health care services, leading the way for tailor-made interventions [2,3]. According to the International Data Corporation, 1.42 billion smartphones were sold globally in 2018 [4], and by 2020, the number of smartphone users is projected to reach 2.1 billion [5], while the number of sensors connected to the Internet of Things (IoT) is forecasted to reach between 30 and 50 billion [6]. In light of these facts, the adoption of new technologies has resulted in an increasing amount of personal data stored across various databases [7,8]. The potential benefits of using big data in health care have not only increased user expectations of more sophisticated and personalized solutions but also accelerated...
health care professional and practitioner efforts toward the creation of more agile connected health systems to communicate health data [9,10]. Connected health can be defined as “the collective term” regrouping “telecare, telehealth, telemedicine, mHealth, digital health, and eHealth services” [11]. It is “a comprehensive, sociotechnical model for managing health care through software solutions” [12]. Moreover, it is transforming health care services [13,14], connecting patients with caregivers and clinicians [15], and empowering them to assume greater responsibility for their own health care decisions [16]. Connected health provides individual patients, patients with chronic conditions, and users in traditionally underserved populations the potential for enhanced health care service reach at a relatively low cost; it also improves scalability, time efficiency, and tailoring and customization [17,18].

The use of personal health data (PHD) can be essential to the evolution of health care systems in general [19] and connected health systems in particular [20]. Sharing health data via connected health solutions can have a positive social impact by promoting social solidarity among patients, a positive economic impact by optimizing health care resources, and a positive environmental impact by reducing the need for transportation [21]. Connected health solutions for disease prevention, like Flu Near You [22] or HealthMap [23] that map flu symptoms and infectious disease outbreaks, are examples of the potential for commercial data sharing to prevent contagious diseases. From the perspective of patients with chronic conditions, sharing health data can be valuable in many ways. For instance, it can be used to obtain a better understanding of diagnosis and treatment options or better self-management of diseases [24,25]. Similarly, for health care professionals, potential uses are numerous, as health data can facilitate the exploring of new therapeutic treatments for life-threatening diseases like cancer [26]. Data sharing initiatives have also reinforced legal frameworks and contributed to the promotion of more transparent regulations [27-29]. From a technical point of view, the need for using health data has led to the development of interoperable connected health systems for secure data exchange [30]. Frameworks to improve privacy in cloud computing and encryption techniques to offer secure access control have been among the proposed solutions to providing reliable data sharing interventions [31,32]. Despite the potential benefits of data utilization, user willingness to share personal data is changing [33]. Therefore, understanding user attitudes is crucial for developing connected health systems in the future.

The literature that examines user behavior in terms of technology adoption and use draws on various theoretical perspectives—for example, the technology acceptance model or theory of reasoned action [32]. These theories support the arguments that users develop attitudes toward technology and there is a positive relationship between attitudes and behavioral control [32,34]. Several studies have been focusing on expanding this relationship in the context of technology [32,35]. In the context of our study, user intentions to perform actions “are assumed to capture the motivational factors that influence a behavior: they are indications of how hard people are willing to try, and of how much of an effort they are planning to exert, in order to perform the behavior” [34]. Based on this definition, a willingness to share PHD can be indicative of connected health user intention to perform an action in a given situation. In this study, the conditions under which connected health users would be willing to share their PHD were limited to a set of specific situations; thus, user willingness to share their data will be discussed within this context.

Digital technology user attitudes toward sharing different types of personal data have been examined in previous studies [33]. A study by Athey et al [36] concluded that users are willing to share personal information such as private emails in exchange for small incentives such as pizza. Pickard and Swan [37] argued that consumers, in exchange of financial rewards, would be willing to sell their anonymized health data [37]. A study by Chen et al [38] about wellness data sharing concluded that user data sharing willingness is dependent on the potential uses of the data. Interestingly, this notion is further supported when considering services like 23andMe [39] for DNA analysis and PatientsLikeMe [40] for networking. Nevertheless, willingness to share health data was found to be dependent on various parameters such as the perceived sensitivity of the information [41]. While the sharing of other types of data, related to consumption and finances for example, has been seen to entail some privacy concerns, the sharing of health data is far more complicated [42,43].

Willingness to share PHD has been found to be dependent on various other parameters. For example, users are motivated to share their PHD in exchange for care improvements, better public health [44], or health information exchange [45]. Pickard and Swan’s study [37] concluded that attitudes toward data sharing for scientific purposes are becoming more positive. Additionally, users make a distinction between deidentified data and data with personally identifiable information. In a study by Weng et al [46], the majority of the respondents (89%) stated that sharing anonymized clinical data for research is preferable to sharing identifiable data. These studies confirm the idea that users desire to have control over their data sharing preferences. Individual control over data sharing preferences and patient-centered sharing models have been indicated to have positive effects on user data sharing willingness [47,48]. For example, 59% of the participants in a study by Witzman et al [49] stated that they would prefer an opt-in data sharing model. Apart from control over data sharing preferences, knowledge and trust have been found to contribute to more positive attitudes. Previous findings support the argument that it is unimportant for participants to fully comprehend different types of consent; nevertheless an opt-in model of informed consent is valued as a more trusted data sharing practice [50,51]. The relationship between consent and trust is fragile. Providing consent to share data cannot be equated to having trust [52]. When individuals consider sharing health information, they often weigh the personal benefits against potential risks [53-55]. Concerns of health information privacy are found to be a common barrier in sharing [56-60]. In this study, user willingness to share PHD is concerned with attitudes toward sharing health data. Data that are available online are indicative of different facets of people’s lives and can be informative about their health [8,61]. These digital traces of everyday life are the product of users’ active or passive interaction with the network.
Therefore, in the context of this study, PHD refers to the available online information that is the product of users’ active or passive interaction with the network and is indicative of their health. Data sharing attitudes have been explored in previous research. Nevertheless, the implementation of the new General Data Protection Regulation (GDPR) less than a year ago has led to renewed interest in this topic.

**Objectives**

Over the years, researchers have been paying attention to people’s willingness to share their PHD. As technology and legal frameworks evolve, user attitudes are also undergoing a shift. This study explores and discusses current attitudes across four European countries and addresses the following research questions (RQs):

- **RQ1**: Are connected health users willing to share their PHD?
- **RQ2**: Under what conditions are they willing to share their PHD?

In order to interpret the results of the study, the RQs will be discussed along the following parameters: participant age, area of residence, country of residence, education, and occupational group.

**Methods**

**Research Design**

The purpose of this study was to investigate user willingness and conditions for sharing their PHD. This paper presents findings from a household questionnaire survey designed by Sitra Innovation Fund and distributed by Kantar TNS Oy, a global market research and information group, in December 2018. Sitra is a Finnish Innovation Fund that through its research aims to influence European policy makers toward more sustainable well-being on social, financial, and ecological levels. The data used in this study is a subset of data from large-scale research conducted within the framework of Sitra’s IHAN project [63]. The aim of the IHAN project is twofold: to develop foundations for a fair and human-driven data economy by creating a method for data exchange and influence regulatory development toward fair use of data through European Union (EU) policy makers.

In regard to the research design of the survey, author MI has been actively involved in its development as a scientific advisor. The content of the survey was designed by Sitra through collaborative team processes to get an overall understanding of the data-driven attitudes after the implementation of the new GDPR. The website survey design was developed by Kantar TNS Oy in collaboration with Sitra. Quantitative surveys have been used by prior studies to explore and discuss user perspectives [64–66]. A survey questionnaire was chosen as research design because our goal was to get an understanding of how European countries are in regard to data economy-related topics. More specifically, we aimed to present an overview of the current landscape pertinent to user willingness and conditions for sharing their PHD after the implementation of the new GDPR. Aligned with this aim, the survey presented here was one of the first steps in a multiyear pilot project administered by Sitra. A quantitative method was chosen by Sitra to give an overview of data economy-related topics from the citizen’s point of view, and later steps of the IHAN project will investigate the findings highlighted by the survey with more qualitative approaches.

**Survey Questions**

The original online survey comprised 27 questions, both open- and close-ended, to collect data relevant to background characteristics of respondents, attitudes toward services, and trust toward services and data management. For the purpose of this paper, none of the open-ended questions were used, and we only considered two of the closed-ended questions. The questions we chose to include were close-ended, as the goal was to get a quantitative overview of attitudes. The two questions measured user willingness to share and conditions of sharing their PHD.

- **RQ1**: Are connected health users willing to share their PHD?
- **RQ2**: Under what conditions are they willing to share their PHD?

Data sharing in this context was pertinent to various purposes such as scientific research, public interest, and in exchange for services or financial benefits. Additionally, several sociodemographic background questions were administered to the participants to capture factors that might influence user willingness. The questionnaire was translated by professional translators from Finnish to the official language of each country. For the purpose of analysis and reporting, the questions and related responses were translated back to Finnish and English to ensure a common understanding. The survey was conducted anonymously in compliance with the EU GDPR legal framework.

**Data Collection**

Four European countries were chosen, as GDPR is an EU regulation, even though it has global implications. Data collection was carried out from December 6 to 18, 2018, in Finland, the Netherlands, Germany, and France. The inclusion criteria were consent for participation in the survey and a self-declaration of being at least 18 years of age. Random sampling was performed by Kantar TNC Oy and was representative of the age, gender, and locality. Participants were invited to participate in the survey via phone or email communication. The questionnaire was delivered in the official language of each country. All participants were given financial compensation upon the completion of the online survey (Multimedia Appendix 1). The average completion time of the online survey was 12 minutes. Web-based sampling has been seen to be an effective medium to recruit participants, as it enables remote access and complies with individual preferences [67]. To comply with the emerging requirements of quality data collection in online surveys, we report our results based on the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) [68].
Data Analysis

Analysis of the raw dataset was performed by Kantar TNS Oy using SPSS Statistics (IBM Corp) software. In this study, we used the descriptive statistics that we were given by Sitra and Kantar TNS Oy to generate visualizations. The data visualizations were used for the interpretation of the results.

Results

Overview

The online survey included a total of 8004 respondents: 2000 from Finland, 2004 from Germany, 2000 from the Netherlands, and 2000 from France. The sample was representative in terms of gender, age, and locality. The completion rates were 84.32% (2000/2372) in Finland, 53.27% (2004/3762) in Germany, 48.77% (2000/4101) in the Netherlands, and 54.10% (2000/3697) in France.

Demographics

Table 1 presents an overview of the participant demographics (values show the average of the percentage of all four countries).

Among the participants, 49.00% (3922/8004) were male, 50.00% (4002/8004) were female, and 1.00% (80/8004) did not indicate their gender. The age distribution of the participants was between 18 and 65 years. Nearly a quarter (2001/8004, 25.00%) of the participants received compulsory education, 14.01% (1121/8004) received academic education, 58.00% (4642/8004) received other types of education, and 3.00% (240/8004) did not specify their education. Participants were also asked to specify the occupational group to which they belong, and 17.00% (1361/8004) were in a managerial position, 10.99% (880/8004) were in junior positions, 27.01% (2162/8004) were workers, 6.00% (480/8004) were self-employed or sole traders, 6.00% (480/8004) were students, 11.99% (960/8004) were pensioners, and 3.00% (240/8004) replied “don’t know.” The remaining 18.00% (1441/8004) of the participants did not fall within one of the previous categories. As for the types of living quarters, 40.00% (3202/8004) of them lived in a city, 34.00% (2721/8004) in a town or an urban area, 22.00% (1761/8004) in the countryside, and 4.00% (320/8004) did not know. See Multimedia Appendix 2 for the questionnaire survey results.
Table 1. Background information of respondents (N=8004).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3922 (49.00)</td>
</tr>
<tr>
<td>Female</td>
<td>4002 (50.00)</td>
</tr>
<tr>
<td>Other</td>
<td>80 (1.00)</td>
</tr>
<tr>
<td><strong>Age in years</strong></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>2561 (32.00)</td>
</tr>
<tr>
<td>35-44</td>
<td>1521 (19.00)</td>
</tr>
<tr>
<td>45-65</td>
<td>3922 (49.00)</td>
</tr>
<tr>
<td><strong>Region type</strong></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>3202 (40.00)</td>
</tr>
<tr>
<td>Town/urban area</td>
<td>2721 (34.00)</td>
</tr>
<tr>
<td>Countryside</td>
<td>1761 (22.00)</td>
</tr>
<tr>
<td>Do not know</td>
<td>320 (4.00)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Compulsory education</td>
<td>2001 (25.00)</td>
</tr>
<tr>
<td>Academic education</td>
<td>1121 (14.01)</td>
</tr>
<tr>
<td>Other(^b)</td>
<td>4642 (58.00)</td>
</tr>
<tr>
<td>Do not know</td>
<td>240 (3.00)</td>
</tr>
<tr>
<td><strong>Occupational group or status</strong></td>
<td></td>
</tr>
<tr>
<td>At school or student</td>
<td>480 (6.00)</td>
</tr>
<tr>
<td>Worker</td>
<td>2162 (27.01)</td>
</tr>
<tr>
<td>Self-employed or sole trader</td>
<td>480 (6.00)</td>
</tr>
<tr>
<td>Junior white collar</td>
<td>880 (10.99)</td>
</tr>
<tr>
<td>Managerial position/senior</td>
<td>1361 (17.00)</td>
</tr>
<tr>
<td>Pensioner</td>
<td>960 (11.99)</td>
</tr>
<tr>
<td>Other(^c)</td>
<td>1441 (18.00)</td>
</tr>
<tr>
<td>Do not know</td>
<td>240 (3.00)</td>
</tr>
</tbody>
</table>

\(^a\)Average of the percentage for all four countries.
\(^b\)Other education corresponds to vocational education, matriculation, or other types of education.
\(^c\)Other occupation corresponds to other types of jobs or status such as at-home mother/father.

**Research Question Results**

The majority of respondents were willing to share their PHD under specific conditions as shown in Table 2. The results differed according to the country the respondents were from. Figure 1 shows the country-wise distribution of the participant responses. Gender of the participants did not impact the results, although men (2234/3922, 56.96%) were slightly more willing to share their health data compared with women (2239/4002, 55.95%). Regarding age, young people were more willing to share their data than older people, as shown in Figure 2. Figure 3 shows that participants living in cities and urban areas were more willing to share their PHD compared with those living in the countryside. Figure 4 presents the results per education level of participants. Figure 5 presents the results according to the respondent occupation type.
Table 2. Participant responses about the conditions of sharing their personal health data (N=8004).

<table>
<thead>
<tr>
<th>Responses</th>
<th>Value¹, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>2384 (29.78)</td>
</tr>
<tr>
<td>Information is used for scientific research</td>
<td>1811 (22.63)</td>
</tr>
<tr>
<td>I would be paid for it</td>
<td>1139 (14.23)</td>
</tr>
<tr>
<td>I don’t know</td>
<td>1092 (13.64)</td>
</tr>
<tr>
<td>Data is used for purposes of public interest</td>
<td>949 (11.86)</td>
</tr>
<tr>
<td>I would be offered extra services or individual service</td>
<td>628 (7.85)</td>
</tr>
</tbody>
</table>

¹Average of the percentage for all four countries.

Figure 1. Results per country.

Figure 2. Results per age category.
Figure 3. Results per region type.

Figure 4. Results per education level.
**Discussion**

**Principal Findings**

The aim of this study was to explore user willingness to share their digital PHD across four European countries. The four countries were chosen to represent countries in the EU that have a medium or high level of digitalization and availability of digital health data. Our findings show that the majority of users are willing to share their health data (RQ1), most often preferring to share it for scientific research (1811/8004, 22.63%; RQ2). User willingness was not strongly gender-related; however, our findings suggest that age, education, and occupation were prevalent factors affecting user attitudes.

In line with previous literature, our findings indicate that users are willing to share their PHD for research purposes [37,69]. This study extends previous research by providing deeper insights into the factors that shape user attitudes. The factors found to be affecting willingness were age, educational attainment, and occupational status. We found a negative relation between age and willingness; as users grow older, they tend to be more reluctant about data sharing, with pensioners having the highest percentage of negative responses (376/960, 39.17%). Older age has been connected with a lack of knowledge over factual risks and growing concerns over possible data misuse and security breaches [53,70]. Aging has been associated with the development of health conditions. Taking that into consideration along with the aversion of older people to sharing their health data due to privacy concerns can further support our results. Projections about the world population predict that in the future the older population will surpass younger. This change can introduce further implications in regards to data-sharing reluctance. Age has also been associated with digital literacy and competency in using digital devices [71,72]. Digital competency influences the way users interact with services [73] and is age-dependent in the sense that users grow accustomed to different technologies. This means that they have different mental models regarding technology and the way it works [74,75]. In order to keep up with digitalization trends, users need to develop new competences or evolve their existing competences [76]. In regard to digital literacy, user willingness to exchange and use digital health information also decreases as they grow older, and the same trend applies to the willingness to learn to use online health technologies [71]. Education and occupation are also factors that influence user willingness. Lower levels of education are associated with lesser willingness to share data, possibly due to higher exposure to media and the misuse of information [54].

As for the occupational groups, pensioners were found to be the most reluctant to share PHD. Considering the similarity of trends in education and occupation, we could argue that higher educational attainment often leads to occupation at top-level or management positions, which has a positive impact on willingness to share PHD.

Current user trends in the four European countries were also informative about the impact of digitalization of health care services. The four countries that participated in the online survey belong to different groups in relation to the use of internet services. Finland and the Netherlands have the most advanced digital economies, while Germany and France belong to the medium performing group, with France ranking in the lowest position [77]. As for the level of digitalization in health care in EU, reports suggest that eHealth is still in its infancy. According to the Digital Economy and Society Index for Digital Public Services, less than 1 in 5 EU citizens have used eHealth services in the previous year [77]. Based on our results, users from countries that have medium performing digital economies were found to be more unwilling or unprepared to share their PHD. Compared with other European users, German users were the most reluctant to share their PHD, while more French users did not know if they would be willing to do so. In contrast, the Finnish participants, despite having the second highest number of negative responses toward willingness to share health data, had the highest percentage of willingness to share data for scientific research. The Dutch participants were the most willing to share their data. These findings likely correspond to the advanced levels of digitalization in Finnish and Dutch economies. However, culture-specific differences between the four countries could also play a role in the interpretation of the results. For instance, it has been reported in the past that German
are apprehensive about experiencing negative consequences as result of privacy violations [72].

In regard to the conditions under which users would be willing to share their PHD, scientific research and financial incentives were prevalent. This is consistent with previous findings [45,72,77]. Finnish users had the most positive attitudes toward sharing for scientific research, which is not surprising as Finland has the highest percentage of users of eHealth services [77], while in terms of the state of open government data publication, Finland ranks fifth and France fourth [78]. Reflecting upon this, we could argue that in both countries data are valued as fuel for research. France has a long history of strict data protection [79], legal flaws, vagueness, and data mishandling, as well as political instability, which might influence citizen attitudes toward data sharing [80]. Dutch users reported the highest willingness to share PHD for public interest. The case of the Netherlands is particular due to the fact that since 2012, the country has imposed stricter legislation for ePrivacy, requiring website users to have active control over their personal information online [81]. This may explain positive user attitudes toward public service providers.

While sharing for research purposes was the most prevalent condition, a disregard of public entities may be perceived as an indicator of trust issues. Incidents of data breaches in public health care are numerous [82], which may have a negative impact on users' data sharing attitudes. In contrast to Pickard and Swan’s [37] study, many of our users responded that personalization of services is not a strong incentive for them to share their PHD [83]. Consistent with previous studies [44], older participants where less motivated to share their health data in exchange for financial benefits. As for education and occupation, those with higher qualifications preferred to share data for research purposes. In other words, higher educational attainment has a positive relation with willingness to share for scientific research. Although we do not have information about the health status of participants, an interesting aspect to consider is that patients with chronic or terminal diseases have more positive attitudes toward data sharing for scientific research [37,46,84]. Sharing data for research purposes has been related to altruism. From a cognitive standpoint, emotions may also play an essential role in data sharing willingness. In general, the role of emotions in decision making, specifically trust and concern, has been seen to have an effect on user behaviors [54].

Willingness toward sharing PHD is related with privacy and security considerations. The privacy calculus theory suggests that risk factors, such as the purpose for which the shared information will be used, are related to user willingness [55]. According to the theory, understanding user attitudes is a complicated task. Some researchers have claimed that stricter controls in privacy settings would increase user willingness [85], while others argue that factors such as social influence can lead to similar results [86]. Deidentification of data and an opt-in model of informed consent are also solutions that have been seen to have positive effects on data sharing attitudes [46,50,87]. Recent studies on secondary use of data have indicated that users are generally willing to accept the sharing of their health data for research purposes, without explicit consent [88]. User control over accessing and sharing PHD is reflected throughout previous research for centralizing patient data, and, therefore, future interoperable health care interventions should be aware of these attitudes [60]. Technology competency and the type of information to share are also connected to privacy concerns [37,89]. Nevertheless, what cannot be neglected is that technology itself cannot handle upcoming challenges. A more holistic approach should also include proactive legal and ethical guidelines in order to increase user data sharing willingness as well as secure data exchange between health care systems in the future.

Limitations

The interpretation of data sharing attitudes is a complex process related to and influenced by various factors [84] including the historical or regulatory context of data sharing in each nation [81]. In this study, we aimed to explore and present an overview of the data sharing perspectives adopting a quantitative approach. The research approach of this paper is related to the scope of the IHAN project and aims to present an overview of user data sharing attitudes in four European countries; therefore, the generalization of results is limited in this scope. We suggest that future qualitative or mixed methods approaches could articulate, distill, and contextualize knowledge in relation to the causality of user willingness toward sharing PHD. The analysis and discussion of the results in this study relied only on descriptive statistics and visualizations. Combined with the quantitative nature of the research, it minimizes threats to the validity of the conclusions. The inclusion of a representative sample in relation to gender, age, and locality also mitigates the risk of sampling bias. In addition, the bias related to sampling is minimum due to the random selection of the study participants. The high response rates can probably be attributed to the financial compensations that participants have received [90]. A methodological limitation, which is common in Web-based surveys, concerns the participation rate and atypical timestamp [91]. The lack of information about these two metrics raises implications about whether the participants are representative of the population intended to be analyzed and about the quality of responses in relation to the time elapsed between the dispatch of the survey and its completion. Another consideration regards a limitation that can arise from the translation and back-translation of the questionnaire and results. Although no pilot testing has been performed to validate the translated items, the development of the questionnaire by specialists, use of a consistent team of professional translators throughout the project, and quantitative nature of the study has minimized the risk.

Conclusions

Our findings reinforce the idea that the majority of connected health users are willing to share their PHD and prefer to do so for scientific research. Furthermore, this study highlights that age, education, and occupation as well as the level of digitalization in the country are significant factors affecting user data sharing attitudes. Positive attitudes toward scientific research highlighted by our results can be perceived as an indication of trusted relations between users and academia.

Our results have both theoretical and practical implications. The enforcement of the new GDPR in Europe demands more
active participation of users in the management of their personal data. Nevertheless, this requires users to be knowledgeable and fully comprehend their rights and options over privacy settings. Educating users on the benefits and safety of data sharing could facilitate fair handling of data and increase trust. From the perspective of service providers, future efforts need to be directed toward simplification of privacy statements and reconsideration of systems design. The provision of user-friendly interfaces to enable faster and seamless screening of privacy settings could be another practical implication for technology developers. From the standpoint of policy makers, this study can facilitate shifts in policies toward accommodating user needs more effectively. Educating users, information technology professionals, and service providers on the importance of implementing public policy that supports responsibility of user-mediators while identifying gaps in policy frameworks are some of the steps that stakeholders should consider in the creation of future health care systems.
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Abstract

Background: Almost a decade ago, Sweden became the first country to implement a national system enabling student health care centers across all universities to routinely administer (via email) an electronic alcohol screening and brief intervention to their students. The Alcohol email assessment and feedback study dismantling effectiveness for university students (AMADEUS-1) trial aimed to assess the effect of the student health care centers’ routine practices by exploiting the lack of any standard timing for the email invitation and by masking trial participation from students. The original analyses adopted the conventional null hypothesis framework, and the results were consistently in the expected direction. However, since for some tests the \( P \) values did not pass the conventional .05 threshold, some of the analyses were necessarily inconclusive.

Objective: The outcomes of the AMADEUS-1 trial were derived from the first 3 items of the Alcohol Use Disorders Identification Test (AUDIT-C). The aim of this paper was to reanalyze the two primary outcomes of the AMADEUS-1 trial (AUDIT-C scores and prevalence of risky drinking), using the same models used in the original publication but applying a Bayesian inference framework and interpretation.

Methods: The same regression models used in the original analysis were employed in this reanalysis (linear and logistic regression). Model parameters were given uniform priors. Markov chain Monte Carlo was used for Bayesian inference, and posterior probabilities were calculated for prespecified thresholds of interest.

Results: Where the null hypothesis tests showed inconclusive results, the Bayesian analysis showed that offering an intervention at baseline was preferable compared to offering nothing. At follow-up, the probability of a lower AUDIT-C score among those who had been offered an intervention at baseline was greater than 95%, as was the case when comparing the prevalence of risky drinking.

Conclusions: The Bayesian analysis allows for a more consistent perspective of the data collected in the trial, since dichotomization of evidence is not looked for at some arbitrary threshold. Results are presented that represent the data collected in the trial rather than trying to make conclusions about the existence of a population effect. Thus, policy makers can think about the value of keeping the national system without having to navigate the treacherous landscape of statistical significance.

Trial Registration: ISRCTN Registry ISRCTN28328154; http://www.isrctn.com/ISRCTN28328154

(J Med Internet Res 2019;21(11):e14419) doi:10.2196/14419

KEYWORDS
Bayesian analysis; telemedicine; alcohol; randomized controlled trial
Introduction

Background
Alcohol consumption contributed to more than 4.5% of deaths globally in 2016 [1] and was the leading risk factor among the population aged 15-49 years old. It has been suggested that alcohol policies might need to be revised worldwide to lower the overall population-level consumption [2]. While policies controlling price and availability may be one way forward [3], the advent of electronic health (eHealth) interventions has made us better equipped to deliver personal behavior change interventions to larger populations.

Early initiatives to use digital means of delivering alcohol interventions came in the form of electronic screening and brief interventions (eSBIs) [4-8]. Typically, these interventions ask participants to complete a questionnaire, after which feedback is given on their responses and some advice on behavior change is offered (based on recommended drinking levels). The feedback and advice are commonly designed around behavior change theories and models, such as protection motivation theory [9], social cognitive theory [10] and the theory of planned behavior [11]. In general, eHealth interventions for alcohol behavior change have shown promise when they have included components that focus on behavior substitution, problem solving, goal setting, review of behavioral goals, self-monitoring, and normative feedback [12,13].

Meta-analyses suggest that there exists a small positive effect of eSBIs on the amount of alcohol consumed weekly in the short term, with a Cohen $d=-0.17$ (95% CI $-0.27$ to $-0.18$) found in one analysis [14], a Cohen $d=-0.14$ (95% CI $-0.24$ to $-0.03$) in another analysis [15], and a weighted mean difference of alcohol in grams $=-16.59$ (95% CI $-23.70$ to $-9.48$) in a third analysis [16]. Although long-term effects have not been measurable, these brief interventions are nevertheless useful for reaching many individuals at a low cost.

Almost a decade ago, Sweden became the first country to implement a national system enabling student health care centers across all universities to routinely administer eSBIs. The system, which is still routinely used today, sends an email to all university students with an invitation and a hyperlink to a web-based general lifestyle survey where 3 out of the 15 items were the first 3 items of the Alcohol Use Disorder Identification Test (AUDIT-C [18]). Crucially, this invitation made no reference to the alcohol assessment and feedback study dismantling routine care systems. Group 3 was not contacted at this time.

Objectives

The Alcohol Email Assessment and Feedback Study Dismantling Effectiveness for University Students Trial

The Alcohol email assessment and feedback study dismantling effectiveness for university students (AMADEUS-1) trial [4,7], conducted in 2011, aimed to assess the effect of the student health care centers’ routine practices by exploiting the lack of any standard timing of the email invitation and by masking trial participation from students. The trial outcome was originally reported in 2013 [7].

During the autumn term of 2011, all students in semesters 1, 3 and 5 at two universities in Sweden (Linköping and Luleå) were included in the AMADEUS-1 trial. Notably, students’ email addresses were randomized into 3 groups (Group 1, Group 2, and Group 3) prior to any invitation or contact with the students. Ethical concerns with the use of this type of masking was considered and approved by the Regional Ethical Committee in Linköping, Sweden (No 2010/291-31). In a subsequent trial (the AMADEUS-2 trial [6,8]) a more conventional approach was used to estimate the effect of eSBIs on harmful and hazardous drinkers. A Bayesian reanalysis of the AMADEUS-2 trial has also been reported [17].

On September 5, 2011, Group 1 and Group 2 were sent an email from the student health care center with a hyperlink to a web questionnaire comprising 10 items which assessed their current alcohol consumption, masked as part of routine care. Group 1 was additionally told that they would also get feedback, which they received immediately after responding to the questionnaire. Group 2 was thanked for their participation and offered a hyperlink to a website with general information about alcohol, which was not believed to have any content helpful for supporting behavior change. Group 3 was not contacted at this time.

Three months after the initial email to Group 1 and Group 2, all three groups were sent identical emails with an invitation to participate in a web-based general lifestyle survey where 3 out of the 15 items were the first 3 items of the Alcohol Use Disorders Identification Test (AUDIT-C [18]). Crucially, this invitation made no reference to the alcohol assessment conducted three months earlier and it was not disclosed as a follow-up questionnaire in a randomized trial.

Methods

Overview

In the original analysis of the AMADEUS-1 trial, normal regression was used to contrast AUDIT-C scores (log-transformed) and logistic regression was used to contrast risky drinking. Both models were adjusted for baseline variables. In this Bayesian analysis, the same regression models were used, and uniform priors were applied to all model parameters. The full specifications of the Bayesian models can be seen in...
the following 2 equations. Separate analyses were done comparing Group 1 versus Group 3 and Group 2 versus Group 3. In all cases, Group 3 was considered the control group and Group 1 and Group 2 were considered intervention groups.

Equation 1:

Equation 2:

Alcohol Use Disorders Identification Test

When contrasting AUDIT-C scores (Equation 1), the primary interest of the analyses was the regression coefficient for the group variable ($\alpha_1$). A negative value for $\alpha_1$ suggests that the group which was randomized to receive an intervention (Group 1 and Group 2 respectively) had, on average, lower AUDIT-C scores at follow-up than the group which was randomized to the control setting (Group 3). Coefficients were back transformed prior to inspection. Informed by the original analysis, it was decided that thresholds of interest for which the marginal posterior distribution for $\alpha_1$ should be inspected were 0, –0.02, and –0.04. The thresholds were chosen to communicate whether offering an intervention is preferable to not doing so (the 1 threshold), and to indicate the magnitude of the difference between groups (–0.02 and –0.04).

Risky Drinking

When contrasting risky drinking (Equation 2), the primary interest was the regression coefficient for the group variable ($\beta_1$), that is the log of the odds ratio (OR) between the group which was randomized to an intervention (Group 1 and Group 2 respectively) and the group which was randomized to the control setting (Group 3). Coefficients were exponentiated before inspection, thus a value of $\beta_1$ lower than 1 would suggest that the odds of risky drinking in the intervention group was lower than the odds in the control. Informed by the original analysis, it was decided that thresholds of interest for which the marginal posterior distribution for $\beta_1$ should be inspected was 1, 0.9 and 0.8. Again, the thresholds were chosen to communicate whether offering an intervention is preferable to not doing so (the 1 threshold), and to indicate the magnitude of the difference between the groups (0.9 and 0.8).

Inference

Markov chain Monte Carlo was used for Bayesian inference (RStan version 2.16.2). For each model, 50,000 iterations were run with 25,000 warmup iterations in four chains. Inference for AUDIT-C scores (Equation 1) took 3.5 minutes, and for risky drinking (Equation 2) 5.5 minutes. All computations were done on a MacBook Pro (2017 model).

Results

Primary Findings

A total of 14,910 students were randomized into the 3 arms of the trial. In Group 1, 36.2% (1798/4969) of participants completed the eSBI, 32.6% (1621/4969) of Group 2 participants completed the alcohol screening questionnaire, and as previously discussed Group 3 was not contacted at this point. Approximately half of all students responded to the general lifestyle survey that was sent three months after randomization: 51.2% (2546/4969) in Group 1, 52.2% (2594/4969) in Group 2, and 53.7% (2669/4972) in Group 3.

Original Analysis: Null Hypothesis Framework

The original analysis for the AMADEUS-1 trial is presented in Table 1 [7]. Null hypothesis tests were two-tailed and assessed at the .05 threshold. It was found that Group 1 and Group 3 did not report a statistically significant difference with respect to AUDIT-C scores ($P=.08$) while Group 2 and Group 3 did ($P=.04$), with Group 2, on average, reporting a lower AUDIT-C score than Group 3. Risky drinking was found to be statistically significantly different between Group 1 and Group 3 ($P=.006$), with risky drinking less prevalent in Group 1 than in Group 3, but not so for Group 2 and Group 3 ($P=.08$).

As a reminder, $P$ values indicate how likely it is that we would have seen the data that we did in the trial in a hypothetical world where the population effect is exactly zero. Convention says that if the data is less likely than 5%, then we should reject the hypothetical world. However, it does not mean that if the 5% threshold is not broken that we should accept the hypothetical world. Instead, the confidence interval indicates which hypothetical worlds cannot be rejected given the data that we have seen in the trial.

Table 1. Original analysis of AUDIT-C and risky drinking at follow-up, comparing Group 1 versus 2 and Group 2 versus 3.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Group 1 (n=2546)</th>
<th>Group 2 (n=2594)</th>
<th>Group 3 (n=2669)</th>
<th>Group 1 versus 3</th>
<th>Group 2 versus 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regression coefficient, 95% CI</td>
<td>$P$ value</td>
<td>Regression coefficient, 95% CI</td>
<td>$P$ value</td>
<td></td>
</tr>
<tr>
<td>AUDIT-C\textsuperscript{b}</td>
<td>3.46 (3.09)\textsuperscript{c}</td>
<td>3.44 (3.17)\textsuperscript{c}</td>
<td>3.60 (3.14)\textsuperscript{c}</td>
<td>–0.032 (–0.066 to 0.003)</td>
<td>.07</td>
</tr>
<tr>
<td>Risky drinking\textsuperscript{d}</td>
<td>1136 (44.6)\textsuperscript{e}</td>
<td>1194 (46.0)\textsuperscript{e}</td>
<td>1288 (48.3)\textsuperscript{e}</td>
<td>0.85 (0.76 to 0.95)</td>
<td>.006</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Linear coefficient for AUDIT-C scores (back transformed) and odds ratio for risky drinking (adjusted for sex, age, university, and semester).
\textsuperscript{b}AUDIT-C: Alcohol Use Disorders Identification Test.
\textsuperscript{c}Geometric mean (SD). Approximate standard deviation back-calculated from the log-scale.
\textsuperscript{d}Risky drinking: heavy episodic drinking ≥1 a month or weekly consumption ≥14 for men and ≥9 for women (Swedish national guidelines).
\textsuperscript{e}n (%).
Bayesian Analysis

The computational result of a Bayesian analysis using Markov chain Monte Carlo uses samples from the posterior distribution of each parameter of interest. Histograms of these samples are shown in Figures 1-4 for the coefficient for the group variable in the AUDIT-C models ($\alpha_1$ in Equation 1, back transformed) and the risky drinking models ($\beta_1$ in Equation 2, exponentiated). For instance, in Figure 1 we can see that there is a majority of samples to the left of 0, indicating that it is more likely than not that there was a difference in AUDIT-C scores at follow-up between Groups 1 and 3. Similarly, in Figure 4 we can see that a majority of the samples are to the left of 1, indicating that the prevalence of risky drinking in Group 2 was lower than in Group 3 at follow-up (ie, the OR was lower than 1). For the enclosed analyses, no trends were found in the sampling when inspecting trace plots (see Multimedia Appendix 1).

Rather than just visually inspecting the histograms, the samples drawn during inference can be used to calculate probabilities of interest (Tables 2 and 3). For example, when comparing the prevalence of risky drinking between Group 1 and Group 3 in Table 3, the ratio of samples that were lower than 1 was 99.7%, thus there was a 99.7% probability that the OR was less than 1 (indicating fewer risky drinkers in Group 1 compared to Group 3). Furthermore, there was an 82.4% probability that the OR was less than 0.9.

Figure 1. Samples from the posterior distribution of $\alpha_1$ in the AUDIT-C model when comparing Group 1 versus Group 3 (Equation 1, back transformed). AUDIT-C: Alcohol Use Disorders Identification Test.
**Figure 2.** Samples from the posterior distribution of $\alpha_1$ in the AUDIT-C model when comparing Group 2 versus Group 3 (Equation 1, back transformed). AUDIT-C: Alcohol Use Disorders Identification Test.

**Figure 3.** Samples from the posterior distribution of $\beta_1$ in the risky drinking model when comparing Group 1 versus Group 3 (Equation 2, exponentiated).
**Figure 4.** Samples from the posterior distribution of $\beta_1$ in the risky drinking model when comparing Group 2 versus Group 3 (Equation 2, exponentiated).

![Figure 4](image_url)

**Table 2.** Bayesian analysis of AUDIT-C at follow-up comparing Group 1 versus 3 and Group 2 versus 3.

<table>
<thead>
<tr>
<th>Threshold 1</th>
<th>Threshold 2</th>
<th>Threshold 3</th>
<th>Threshold 1</th>
<th>Threshold 2</th>
<th>Threshold 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1 versus 3</td>
<td>&lt;0</td>
<td>&lt;-0.02</td>
<td>&lt;-0.04</td>
<td>0</td>
<td>&lt;-0.02</td>
</tr>
<tr>
<td>Group 2 versus 3</td>
<td>96.4</td>
<td>75.7</td>
<td>32.9</td>
<td>98.1</td>
<td>83.7</td>
</tr>
</tbody>
</table>

*aBack transformed linear regression coefficient (model adjusted for sex, age, university, and semester).

*bAUDIT-C: Alcohol Use Disorders Identification Test.

**Table 3.** Bayesian analysis of risky drinking at follow-up comparing Group 1 versus 3 and Group 2 versus 3.

<table>
<thead>
<tr>
<th>Threshold 1</th>
<th>Threshold 2</th>
<th>Threshold 3</th>
<th>Threshold 1</th>
<th>Threshold 2</th>
<th>Threshold 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1 versus 3</td>
<td>&lt;1</td>
<td>&lt;0.9</td>
<td>&lt;0.8</td>
<td>1</td>
<td>&lt;0.9</td>
</tr>
<tr>
<td>Group 2 versus 3</td>
<td>99.7</td>
<td>82.4</td>
<td>13.4</td>
<td>96.1</td>
<td>46.7</td>
</tr>
</tbody>
</table>

*aLogistic regression coefficient in terms of odds ratios (model adjusted for sex, age, university, and semester).

**Discussion**

**Key Findings**

When comparing the analysis done in a null hypothesis framework with one done within the Bayesian framework, it is important to remind oneself of what the quantities represent as the questions being asked and answered are different.

The null hypothesis testing approach aims to put forth evidence about the population value of a parameter (ie, the existence of an effect on the entire population). The $P$ value indicates how extreme the collected data are, given a fixed population value which is often set at a no-effect level. If the data is unlikely to have been generated from a population where the intervention has no effect, then the null hypothesis is rejected, and we can state that, with statistical significance, we believe that the intervention has a population effect. The fundamental issues with this approach have been discussed elsewhere [19-26], as has the problematic misinterpretation of $P$ values and confidence intervals [27,28].

On the other hand, the Bayesian approach only concerns itself with the data at hand. It does not attempt to say anything about a population level effect, but instead calculates posterior distributions over model parameters. We can use these posterior distributions to calculate the probability of there being a difference between groups with respect to different trial outcomes.

**Alcohol Use Disorders Identification Test**

**Null Hypothesis Framework**

When contrasting AUDIT-C scores (Equation 1) using the null hypothesis framework (Table 1) we found no significant difference between Group 1 and Group 3 ($P=.07$), but there was
a significant difference between Group 2 and Group 3 (P=.04). This is somewhat counterintuitive, as Group 1 and 2 were given identical questionnaires, but Group 1 was also given feedback and advice. However, due to the nature of null hypothesis testing, we cannot discuss the effect of the feedback and advice component, since the very existence of an effect cannot be determined. Yet, we are to conclude that there does exist an effect with respect to responding to the questionnaire itself. Both P values are close to the conventional threshold of .05, and it is noteworthy that the entire discussion about effects would have changed had we adopted a .08 threshold or a .03 threshold.

In the original report [7], a direct comparison between Group 1 and Group 2 was also included but has been left out of this reanalysis for succinctness. The results were inconclusive, with no P values crossing the conventional threshold.

**Bayesian Framework**

The Bayesian approach (Table 2) suggests that the probability that Group 1 had a lower AUDIT-C score on average compared to Group 2 at follow-up was 96.4%, and when comparing Group 2 and Group 3 this probability was 98.1%. The model does not make a dichotomous decision about the existence of an effect but states the probability that a difference existed between the groups. Licensed by the randomization component of the trial design, we may conclude that this difference is due to the groups receiving different treatments. We may also conclude that the difference between groups is more likely than not to be greater than 0.02 units on the AUDIT-C scale but also is more likely than not to be less than 0.04.

**Risky Drinking**

**Null Hypothesis Framework**

In Table 1 we can see that the difference in prevalence of risky drinking between Group 1 and Group 3 was statistically significant, but not between Group 2 and Group 3. The existence of an effect on risky drinking is thus confirmed for the questionnaire plus feedback and advice intervention, but the evidence is inconclusive for the effect of the questionnaire alone. Recall that the situation was the opposite when analyzing AUDIT-C scores.

**Bayesian Framework**

The Bayesian approach (Table 3) suggests that there is a 99.7% probability that the prevalence of risky drinking was lower in Group 1 compared to Group 3, and that this probability was 96.1% when comparing Group 2 and Group 3. Note, however, that it was more likely than not that the OR was less than 0.9 when comparing Group 1 and Group 3, but not so when comparing Group 2 and Group 3. We can also see this when comparing Figure 3 and Figure 4, as most of the samples drawn when comparing Group 1 and Group 3 are to the left of 0.9, while they are centered around 0.9 when comparing Group 2 and Group 3. As was the case with AUDIT-C scores, we may attribute the difference between groups to the different treatments licensed by the trial design.

**Clinical Significance**

Clinically significant effect sizes are not universal, as they depend on the context in which the intervention can be offered and must be decided upon given cost, alternative interventions, ethical and practical concerns, and so on. One of the benefits of using a Bayesian approach is that we have access to a posterior distribution over the parameters of our model, which allows us to answer questions such as, “What is the probability that the effect is X or greater?” Therefore, we can evaluate the probability of clinically significant effect sizes in several different contexts. For instance, at the time of the AMADEUS-1 trial, student health care centers in Sweden did not have any means of reaching the entire student population with a brief intervention, thus there were no alternative interventions to the eSBI on trial. In addition, there was very little cost involved in adopting the eSBI into routine practice. Tables 1 and 3 indicate that there was a 4-percentage point difference in risky drinking between Groups 1 and 3 (OR<0.9; 82.4% probability), and this was considered a significant enough effect size to mandate a full-scale adoption of the intervention.

The years to come after the AMADEUS-1 trial saw many more trials of eSBIs, and as was mentioned earlier, meta-analyses suggest a small positive effect of eSBIs on the amount of alcohol consumed weekly in the short term.

**Limitations**

The AMADEUS-1 trial was unconventional in the sense that participants were randomized prior to being invited to the trial. This design allowed for a naturalistic study context and allowed for methodological advantages. However, participation rates were lower than would be expected in a more traditional setting where participants are randomized after registering interest in the trial (eg, only 36.2% [1798/4969] of participants allocated to Group 1 completed the eSBI). The overall follow-up rate was not remarkable at 52% (7764/14,910), which at the time was considered average for eHealth trials. Since missing at random cannot be guaranteed, effect sizes should be considered in the light that bias might have been introduced due to lower than ideal follow-up rates.

**Summary**

In the original publication of the AMADEUS-1 trial, we summarized the main results as follows [7]: There were consistently small differences in the anticipated direction in comparisons with group 3, which were possibly as a result of chance, with P<.10 for four of five comparisons for both groups 1 and 2.

Since not all P values from the hypotheses tests passed conventional thresholds, we could not conclude that the different groups had been affected by treating them differently. Unfortunately, the desire to dichotomize evidence prohibited any further discussion. This dichotomization of evidence creates issues when interpreting results from trials, as clearly the contradicting results when contrasting AUDIT-C scores is difficult to explain and communicate. Thus, we may ask if it is prudent for the student health care centers to decide to change their policy of offering eSBIs to all students since the .05
threshold was not broken? What if a different threshold was chosen? Should the results simply be discarded as inconclusive?

In this Bayesian reanalysis, we may instead summarize our findings as: There is 96.4% probability that Group 1 had a lower AUDIT-C score on average than did Group 3, and there is a 99.7% probability that the prevalence of risky drinking was lower in Group 1 compared to Group 3 (and a further 82.4% probability that the OR was less than 0.9). This then allows us to go forth and inspect the posterior distributions at effect sizes that are clinically significant in different contexts and discuss whether the intervention should be adopted into routine practice.
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