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Abstract

Background: Poor quality primary health care is a major issue in China, particularly in blindness prevention. Artificial intelligence
(AI) could provide early screening and accurate auxiliary diagnosis to improve primary care services and reduce unnecessary
referrals, but the application of AI in medical settings is still an emerging field.

Objective: This study aimed to investigate the general public’s acceptance of ophthalmic AI devices, with reference to those
already used in China, and the interrelated influencing factors that shape people’s intention to use these devices.

Methods: We proposed a model of ophthalmic AI acceptance based on technology acceptance theories and variables from other
health care–related studies. The model was verified via a 32-item questionnaire with 7-point Likert scales completed by 474
respondents (nationally random sampled). Structural equation modeling was used to evaluate item and construct reliability and
validity via a confirmatory factor analysis, and the model’s path effects, significance, goodness of fit, and mediation and moderation
effects were analyzed.

Results: Standardized factor loadings of items were between 0.583 and 0.876. Composite reliability of 9 constructs ranged from
0.673 to 0.841. The discriminant validity of all constructs met the Fornell and Larcker criteria. Model fit indicators such as
standardized root mean square residual (0.057), comparative fit index (0.915), and root mean squared error of approximation

(0.049) demonstrated good fit. Intention to use (R2=0.515) is significantly affected by subjective norms (beta=.408; P<.001),
perceived usefulness (beta=.336; P=.03), and resistance bias (beta=–.237; P=.02). Subjective norms and perceived behavior
control had an indirect impact on intention to use through perceived usefulness and perceived ease of use. Eye health consciousness
had an indirect positive effect on intention to use through perceived usefulness. Trust had a significant moderation effect
(beta=–.095; P=.049) on the effect path of perceived usefulness to intention to use.

Conclusions: The item, construct, and model indicators indicate reliable interpretation power and help explain the levels of
public acceptance of ophthalmic AI devices in China. The influence of subjective norms can be linked to Confucian culture,
collectivism, authoritarianism, and conformity mentality in China. Overall, the use of AI in diagnostics and clinical laboratory
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analysis is underdeveloped, and the Chinese public are generally mistrustful of medical staff and the Chinese medical system.
Stakeholders such as doctors and AI suppliers should therefore avoid making misleading or over-exaggerated claims in the
promotion of AI health care products.

(J Med Internet Res 2019;21(10):e14316) doi: 10.2196/14316
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Introduction

Background
As part of the fourth industrial revolution, artificial intelligence
(AI) has achieved massive progress and explosive growth. It is
actively applied in health care to perform a wide range of
functions such as patient administration and monitoring, clinical
decision support, risk prediction, medical error reduction, health
care intervention, and productivity improvement [1,2]. These
potential benefits could contribute greatly to primary care
services in China, where the health system is facing great
challenges owing to an aging population and an increase in
chronic noncommunicable diseases [3].

This challenge is especially crucial for eye health management
in China, where rates of blindness and vision impairment are
the highest in the world and age-related eye diseases such as
cataracts, diabetic retinopathy (DR), and juvenile myopia are
increasingly common [4]. Most of these diseases cannot be
diagnosed in primary care institutions, so patients seek direct
care from ophthalmologists in tertiary hospitals without a
referral. Data from 1 survey in Shanghai showed that on average
there are only 0.09 ophthalmologists and 0.1 primary eye care
(PEC) providers for every 10,000 people [5]. Of the available
ophthalmologists and PEC providers, 82.9% majored in public
health, nursing, or internal medicine and have not had specialist
ophthalmic training. The situation is even worse in areas of
western China, such as Tibet and Inner Mongolia, where the
high prevalence of blindness and poor vision has become a
serious public health issue. It is vital to establish and maintain
an appropriate, effective eye care program in these areas [6,7].

Researchers have demonstrated that the performance of
image-based AI devices can reach or even surpass that of experts
[8-10]. The number of effective programs and policies to prevent
blindness in China has increased [11], and a number of
ophthalmic AI devices are available in clinical scenarios, such
as EyeGrader (Center for Eye Research Australia, Melbourne,
Australia) for the detection of DR [12] and CC-Cruiser
(Zhongshan Ophthalmic Center, Guangzhou, China) for
congenital cataracts [13]. Stakeholders such as doctors and AI
suppliers are trying to apply these devices in clinical settings
such as health check centers, community health centers (CHCs),
schools, optical stores, and grassroots hospitals in rural China
[14]. As no prior studies have been conducted on the
implementation of ophthalmic AI devices in the Chinese context,
we have briefly described the results of our formative qualitative
studies of 3 CHCs where an ophthalmic AI device was used
(unpublished). During the implementation period from April 1
to December 31, 2018, the total number of people who signed

the Service of Community Family Physician was 63,034. We
found that the low number of patients who chose to receive AI
screening (3067 out of 63,034) could reflect public
unwillingness to use these devices, though AI screening was
not systematically offered by physicians. In interviews with
patients, we found that patients were unwilling to undergo this
process unless it was provided free of charge, arranged by their
work unit, or they could attend the screening in a group with
other people.

Above all, in recent years, AI health care researchers have
focused on technical innovation and clinical results, without
considering the human context or ethical challenges that are
invariably involved in any complex health care system. Many
real-world issues need to be assessed in the implementation
phase, most notably the extent to which patients or the public
accept AI and the challenges involved in protecting patient
privacy and confidential medical information. Thus,
understanding the factors that influence public acceptance of
(or resistance to) AI devices in the Chinese social and cultural
context will help government agencies and health care
administrators to devise appropriate intervention strategies to
minimize user resistance and its negative effects on health care
policy.

Objective
The aims of this study were to develop and test a model
investigating the factors that drive the public’s acceptance of
ophthalmic AI devices, with reference to those already used in
primary care institutions in China. In particular, we aimed to
evaluate how subjective norms, resistance bias, and trust
contribute to the relationships among these factors in the Chinese
cultural context.

Theoretical Background and Hypothesis Development
Many technology adoption models have been proposed to
explain user adoption of new technology and to assess the
factors that can affect user acceptance [15]; examples include
the Technology Acceptance Model (TAM) [16,17], Theory of
Planned Behavior (TPB) [18,19], and the Unified Theory of
Acceptance and Use of Technology (UTAUT) [20]. Many
medical information researchers have modified and combined
models or added new constructs to carry out studies in domains
such as telemedicine [21-23], clinical decision systems [24,25],
electronic health care records [26-29], mobile medical
information systems [30-32], and personal digital assistants
[33-35].

Studies of the acceptance of new health care technology have
identified influential factors and reliable correlations between
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those factors and the acceptance or usage of new technology.
However, very few studies have been carried out in relation to
AI technology. As ophthalmic AI devices are an emerging
technology, this study uses the following theories and constructs
to evaluate these influential factors and facilitate the application
of AI within primary health care institutions.

Technology Acceptance Model Theories
The TAM is the most widely applied model to describe
consumer acceptability of information technology [36]. The
original model, developed by Fred D Davis in 1989 [16],
revealed that perceived usefulness (PU; defined as the perception
that using a system leads to enhanced job performance) and
perceived ease of use (PEOU; defined as the perception that
using a system will be free of effort) were 2 basic determinants
of people’s acceptance of new technology, which is now
commonly evaluated by behavioral intention to use (IU; defined
as an individual’s motivation or willingness to exert effort to
perform the target behavior) [15,16]. Then on, many researchers
have added, modified, or deleted some variables to synthesize
new models to fit their studies, such as TAM 2, TAM 3, and
UTAUT. However, many researchers found that both PU and
PEOU had a direct effect on IU without a mediation effect of
attitude, and attitude was deleted in the following TAMs [36,37].
In our study, although the purpose was to understand the Chinese
public’s acceptance of AI devices, as most regions do not have
access to these devices, our final dependent variable was IU,
rather than actual usage behavior as indicated in the TAMs.

IU is now commonly used to refer to acceptance and is
considered to reliably predict actual use; it is sometimes the
only measured outcome of interest in TAM-related studies [15].
Studies have shown that PU and PEOU exert considerable
positive influence on IU, and PEOU has an effect on PU [15,16].
We thus proposed the following hypotheses:

• H1: Perceived usefulness positively affects the public’s
intention to use ophthalmic AI devices.

• H2a: Perceived ease of use positively affects the public’s
intention to use ophthalmic AI devices.

• H2b: Perceived ease of use positively affects the public’s
perception of the usefulness of ophthalmic AI devices.

Theory of Planned Behavior
The Theory of Planned Behavior (TPB) states that an
individual’s behavioral intention (similar to IU in TAMs) is
determined by attitude, perceived behavioral control (PBC; the
extent to which people have control over engaging in the
behavior) and subjective norms (SN; defined as perceptions of
whether others think one should engage in a behavior) [38-40].
TPB, a more comprehensive version of the Theory of Reasoned
Action (TRA) [41], allows us to examine the influence of
personal determinants and social surroundings as well as
nonvolitional determinants on IU [42]. As an extension of the
TRA, TPB has been one of the most widely tested models of
the factors influencing health-related behavior [40]. SN has a
direct effect on IU in the UTAUT and TPB models and an
indirect impact on IU through PEOU in many integrated models
[15,36,43]. PBC has a positive effect on IU in the TPB and
UTAUT models [15,44]. However, when combined with TAMs,

PBC also has an indirect effect through PEOU [45,46].
Therefore, we proposed the following integrated hypotheses:

• H3a: Subjective norms positively affect the public’s
intention to use ophthalmic AI devices directly.

• H3b: Subjective norms positively affect the public’s
perception of the ease of use of ophthalmic AI devices.

• H4a: Perceived behavioral control positively affects the
public’s intention to use ophthalmic AI devices directly.

• H4b: Perceived behavioral control positively affects the
public’s perception of the ease of use of ophthalmic AI
devices.

Health Belief Model and Eye Health Consciousness
The health belief model (HBM) [47] was initially designed to
“understand the widespread failure of people to accept
preventives or screening tests for the early detection of
asymptomatic disease” [48]. In later studies, the HBM was used
to predict more general health-related behaviors, to understand
why individuals did or did not engage in these actions, and to
explain and predict the acceptance of health and medical care
recommendations [36,48,49]. Health consciousness is defined
as the “degree to which health concerns are integrated into a
person’s daily activities and health-conscious people are aware
of and concerned about their wellness, resulting in a better
motivation to improve or maintain their health” [49]. Health
beliefs and concerns have an indirect effect on behavioral
intention to use health information technology via the remote
mediation effect of perceived health threat (PHT) and PU [36].
One study in China examined patients’ acceptance of mobile
phone health technology for chronic disease management and
showed that PHT had a significant positive effect on PU together
with a positive effect directly on IU [31]. In that study, PHT
referred to patients’ awareness and care of the health condition
and its potential consequences. The items in their construct also
covered a person’s degree of consciousness, beliefs, and
awareness of hypertension and health management and asked
the participants if they were aware of or concerned about blood
pressure and would make efforts to manage hypertension.
Therefore, we modified these items to fit the eye care context
and defined this construct as eye health consciousness (EHC).
We thus proposed the following hypothesis:

• H5a: Eye health consciousness positively affects the
public’s intention to use ophthalmic AI devices directly.

• H5b: Eye health consciousness positively affects the
public’s perception of the usefulness of ophthalmic AI
devices directly.

Dual Factor Theory and Status Quo Bias Theory
The above health behavior theories focus almost exclusively
on users’ positive (enabling) perceptions in relation to new
technology usage and ignore negative (inhibiting) factors
[31,50]. However, in the Dual Factor Theory (DFT), potential
users’ information technology usage considerations are based
on a simultaneous examination of both enabling and inhibiting
factors [31]. Inhibitors discourage information systems (IS)
usage when present but do not necessarily favor usage when
absent. They are not quite the opposite of enablers but are
qualitatively distinct constructs that are independent of but may
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coexist with enablers [51]. Perceived risk (PR) refers to the
combination of uncertainty and the seriousness of an outcome
in relation to performance, safety, and psychological or social
uncertainties, which have a negative influence on IU and are
thus barriers to adoption [28,52,53]. Status Quo Bias (SQB)
theory aims to explain people’s preference for maintaining their
current status or situation and provides a set of useful theoretical
explanations for understanding the impact of incumbent system
(IS) use as an inhibitor of new IS acceptance. For example, data
on the selection of health plans by faculty members reveal that
SQB is substantial in important real-world decisions [54], so
several studies have modified their models by supplementing
the negative (inhibiting) constructs of SQB theory with user
resistance factors that are a type of inhibitor [51,55]. The 2 main
inhibitors are regret avoidance (lessons from experiences that
have taught individuals to avoid regrettable consequences) and
inertia (an individual’s attachment to his or her current situation
even if there are better alternatives or incentives to change)
[51,55]. Resistance to change (RTC) refers to people’s attempts
to maintain their previous behaviors or habits that are connected
to their past experiences when facing change [31,56-58]. RTC
has been confirmed as a major barrier for electronic health and
mobile health adoption [56-58]. We integrated these factors
into 1 inhibitor, resistance bias (RB), defined as people’s
resistance to use a new technology owing to biases such as
regret avoidance, inertia, and RTC. We thus proposed the
following hypothesis:

• H6: Perceived risk negatively affects the public’s intention
to use ophthalmic AI devices.

• H7: Resistance bias negatively affects the public’s intention
to use ophthalmic AI devices.

Trust as a Moderator in the Chinese Social Context
Trust is defined as the belief that someone or something is
honest, reliable, good, and effective, or the desire to depend on
someone or something for security [44]. Various studies show

that it has a direct or indirect mediation effect on user intention
or adoption of new technology [52,59-61]. With the increasing
proliferation of AI applications in daily life, consideration of
trust is essential because it is likely to be a critical factor in the
acceptance of consumer products such as home automation,
personal robots, and automotive automation [62,63]. Moreover,
acceptance behaviors for technologies are controlled and
moderated by cultural traits [64,65].

In China, patients’ trust of physicians is lower than in Western
countries [66] and has become a serious social problem [67,68].
Trust in applied AI is an evolving phenomenon, and cognitive
compatibility, trialability, and usability are the main factors
related to trust in a technology [63]. The public’s trust might
play a more complicated role in relation to AI devices in China,
affecting the factors that influence IU. In the field of health care
research, no previous studies have tested trust of the public as
a moderator between PU and IU in China. However, Cuadrado
identified the moderating effects of trust, showing that trust
levels strengthened the negative effect of prosocialness on
selfish irrigation strategies [69]. Although irrigation is unrelated
to health or AI, it provides evidence and the possibility that trust
might have a potential moderating effect in our context. Thus,
we proposed a new hypothesis:

• H8: Trust of physicians moderates the effect of perceived
usefulness on the public’s intention to use ophthalmic AI
devices.

Overall, this study proposes and evaluates 12 hypotheses with
TAM and TPB as the underpinning theories (Figure 1). We
added the constructs EHC, PR, and RB from HBM, DFT, and
SQB, respectively, to fit our context as these constructs have
been validated in the previous studies in China or other parts
of Asia. Trust was also added as a moderator to reflect the
significance of physician-patient relationships in the Chinese
context. The selection of variables from relevant theories and
the development of our model are shown in Figure 1.
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Figure 1. Variables from relevant theories and development of our model for ophthalmic artificial intelligence device acceptance. DFT: Dual Factor
Theory; HBM: health belief model; SQB: status quo bias; TAM: Technology Acceptance Model; TPB: Theory of Planned Behavior.

Methods

Participants and Sampling
Potential end users of ophthalmic AI devices in China were
recruited if they (1) resided in China (including both urban and
rural areas of different provinces and people in all age groups
and career types); (2) could read and write in Chinese; (3) had
a mobile phone or sufficient internet access; and (4) were not
ophthalmic medical staff such as ophthalmologists or nurses.

On the basis of these criteria, we worked with a Web-based
company to recruit participants. We calculated the required
number of participants based on a sample size rule of thumb
for structural equation modeling of 10 times the number of
participants as items [70]. As our survey had 32 items, the
required number of participants was more than 320. The
company distributed the survey to 925 potential participants
from January 20 to 24, 2019. The company used simple random
sampling of people who were mobile phone users. Its sample
database was our source for randomly sampling, which has more
than 2.6 million members. Technicians sent selected participants
a direct message over a popular messaging platform (WeChat)
with the link to the invitation of our questionnaire during certain
times on data collection days. Surveys could be completed by
potential participants using WeChat. The survey company’s

website [71] showed the information about the sample source,
which was verified and randomized with different job categories.
Every day, more than one million people answered
questionnaires on this survey platform.

The criteria for determining the completeness of a questionnaire
included (1) each account responded only once; (2) the response
time was longer than 300 seconds to exclude perfunctory
respondents; (3) one identifying item randomly selected from
an item bank, such as please select the right alphabetical
sequence of the following letters: bcdefg, had to be answered
correctly; and (4) anyone choosing ophthalmic medical staff in
the final identification item was excluded.

Measurement
The 9 constructs in the hypothesis model were measured by 32
questionnaire items. Each item measured only 1 construct
(variable or factor). All items were sourced from the relevant
literature related to consumer technology acceptance research,
with some changes to fit the ophthalmic AI context (Table 1).
Items in English were translated into Chinese by 1 researcher
and checked by 3 other researchers, and 1 researcher then back
translated the items into English to check if the original meaning
was retained. All researchers are bilingual fluent in English and
Chinese. All items were measured on 7-point Likert scales
ranging from (1) strongly disagree to (7) strongly agree.
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Table 1. Constructs, items, and references of the measurements.

ReferencesDefinition and itemsConstruct

[15,16,31,72,73]The degree to which a person believes that the use of ophthalmic AIa devices would enhance his or
her personal or job performance

Perceived usefulness
(PU)

[16,31]Ophthalmic AI devices would help me to cope with preventable eye diseases at an early stagePU1

[16,31]Ophthalmic AI devices would provide detailed information and images of my eyes, which would be
very useful for me

PU2

[16,31]Ophthalmic AI devices would help the medical institutions to recognize more treatable eye patientsPU3

[16,31]Ophthalmic AI devices would improve primary health care for health departments and save moneyPU4

[16,31]Ophthalmic AI devices would be a good supplement to traditional health care approaches and fit with
my medical philosophy

PU5

[16,31]Ophthalmic AI devices would fit my demand for eye health managementPU6

[16,31]Ophthalmic AI devices would achieve the same results as face-to-face diagnosis with an ophthalmologistPU7

[15,16,31,72]The degree to which a person believes that ophthalmic AI devices would be easy to usePerceived ease of use
(PEOU)

[16,31]I find the instructions for ophthalmic AI devices easy, clear, and understandablePEOU1

[16,31]Ophthalmic AI devices would offer a more convenient way for me to cope with my eye disease without
queuing for registration in hospitals and would save me time and money

PEOU2

[15,18,32,44]Perception of internal and external resource constraints to using ophthalmic AI devices, or the avail-
ability of skills, resources, and opportunities necessary to use them

Perceived behavioral
control (PBC)

[15,44]I have enough knowledge to recognize whether the results of the report are reliablePBC1

[15,44]I would receive appropriate technical assistance when encountering any difficulties in using ophthalmic
AI devices or understanding the report

PBC2

[15,44]I would be able to use ophthalmic AI devices independently as long as I had enough time and made
an effort to learn

PBC3

[15,18,43,44,52]Perception of important (or relevant) others’ beliefs about my use of ophthalmic AI devicesSubjective norms (SN)

[15,44]People who are important to me (family members, relatives, and close friends) think that I should use
ophthalmic AI devices

SN1

[15,44]My colleagues or peers think that I should use ophthalmic AI devicesSN2

[15,44]My leaders or superiors think that I should use ophthalmic AI devicesSN3

[44,52]The extent to which an individual believes that using ophthalmic AI devices is secure, reliable, effective,
and poses no privacy threats

Trust (TR)

[44,52]I would trust that with big data and deep learning, ophthalmic AI devices could deliver a reliable report
after analyzing my eye health images

TR1

[44,52]I would trust that ophthalmic AI devices are more accurate and reliable than human ophthalmologists,
because they do not make subjective or empirical errors

TR2

[44,52]I would trust that stakeholders and reliable third parties would ensure the security and privacy of my
personal data, health information, and images

TR3

[31,51,56-58]Resistance to a new technology owing to biases such as regret avoidance, inertia, and resistance to
change

Resistance bias (RB)

[31,51]I don’t want ophthalmic AI devices to change how I deal with eye diseases because I can’t be bothered
and they are unfamiliar to me

RB1

[31,51]I don’t want to use ophthalmic AI devices because from past experience, these new high-tech products
always fall flat during practical applications

RB2

[31,51]I might regret trying to use these ophthalmic devices because they could waste my time and effortRB3

[31,49]Awareness and care of eye health conditions, and the degree to which eye health concerns are integrated
into a person’s daily activities

Eye health consciousness
(EHC)

[31,49]I am aware of and very concerned about my eye healthEHC1

[31,49]I would make efforts to manage my eye healthEHC2
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ReferencesDefinition and itemsConstruct

[28,52,53,73]A combination of uncertainty and seriousness of an outcome in relation to performance, safety, psycho-
logical or social uncertainties

Perceived risks (PR)

[52,53]There is a possibility of malfunction and performance failure, so they might fail to deliver accurate
diagnoses or recommendations and could increase conflicts between members of the public and medical
institutions

PR1

[52,53]I am concerned that my personal information and health details would be insecure and could be accessed
by stakeholders or unauthorized persons, leading to misuse and discrimination

PR2

[52,53]Considering the difficulties involved in taking high-quality images for AI analysis, I think there is a
risk of incorrect screening results

PR3

[52,53]Given the vision problems I possibly already have, such as visual fatigue, dry eye, or presbyopia, I
might find it hard to read the printed or electronic report from ophthalmic AI devices

PR4

[52,53]Because I might have difficulty understanding the screening report correctly by myself, it might increase
my anxiety about my eye health

PR5

[52,53]Because practitioners with little ophthalmic knowledge might find it difficult to understand the
screening report and explain the terminology and results to me, they might increase my anxiety of
about my eye health

PR6

[15,43,44]An individual’s motivation or willingness to exert effort to use ophthalmic AI devicesIntention to use (IU)

[15,44]I intend to use ophthalmic AI devices as my first choice if I feel eye discomfortIU1

[15,44]I will encourage my friends/relatives to use ophthalmic AI devices first if they feel eye discomfortIU2

[15,44]I will encourage healthy people to use ophthalmic AI devices for eye health path screeningIU3

aAI: artificial intelligence.

The first page of the questionnaire provided an overview of the
study background, purpose, voluntary nature, and anonymity,
and asked respondents to indicate their consent. The participants
were assured that the questionnaires would only be used by the
researchers and would not be accessible to anyone else. On the
second page of the questionnaire, we provided a brief
introduction to ophthalmic AI devices, including their general
functions and operating procedures, with photographs to help
instruct the participants. Table 1 shows the constructs and items
of the questionnaire and the literature references. We paid ¥12
(US $1.5) to the survey company for each of the 474 completed
questionnaires. The company then paid each participant ¥4 (US
$0.5). Our Web-based survey was in accordance with the
required Checklist for Reporting Results of Internet E-Surveys
(Multimedia Appendix 1). Ethical approval was obtained from
the Ethics Committee of the Zhongshan Ophthalmic Center,
Sun Yat-Sen University.

Data Analysis
SPSS version 25.0 was used to analyze the descriptive statistics.
Model evaluation involved a 2-step analysis [74] using Amos
21.0 software by (1) evaluating item and construct reliability
and validity via confirmatory factor analysis of the measurement
model and (2) evaluating the structural model’s path effects,
significance, and goodness of fit and mediation and moderation
effects.

Results

Demographic Results
We distributed Web-based surveys to 925 potential participants,
and 732 individuals participated in the survey (rate of
participation, 79.1%, 732/925). Of these, 474 (rate of
completion, 64.8%, 474/732) participants who completed the
questionnaire and met the criteria were used for the SEM
analysis. The participants’ demographic characteristics are
represented in Table 2. The participants’ geographical origins
are shown in Table 3.

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 7http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Demographic results.

Values, n (%)Characteristics

Gender

169 (35.7)Male

305 (64.3)Female

Age (years)

3 (0.6)<18

128 (27.0)18-25

132 (27.8)26-30

175 (36.9)31-40

23 (4.9)41-50

11 (2.3)51-60

2 (0.4)>60

Education

4 (0.8)Middle school

8 (1.7)High school

64 (13.5)Three-year college

341 (71.9)Bachelor’s degree

54 (11.4)Master’s degree

3(0.6)Doctoral degree
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Table 3. Geographical origins of participants (N=474).

Value, n (%)Province

80 (16.9)Guangdong

67 (14.1)Beijing

38 (8.0)Shanghai

37 (7.8)Jiangsu

28 (5.9)Shandong

26 (5.5)Zhejiang

22 (4.6)Sichuan

17 (3.6)Henan

17 (3.6)Hubei

17 (3.6)Liaoning

16 (3.4)Chongqing

15 (3.2)Anhui

13 (2.7)Hunan

13 (2.7)Shaanxi

10 (2.1)Hebei

9 (1.9)Fujian

8 (1.7)Heilongjiang

8 (1.7)Jiangxi

8 (1.7)Shanxi

5 (1.1)Jilin

5 (1.1)Tianjin

4 (0.8)Guangxi

4 (0.8)Yunnan

2 (0.4)Guizhou

1 (0.2)Gansu

1 (0.2)Hainan

1 (0.2)Inner Mongolia

1 (0.2)Ningxia

1 (0.2)Xinjiang

The Effect of Education on Intention to Use
The results of a single-factor analysis of variance showed that
the main effect of education on IU was not significant
(F5,468=0.316; P>.05) and that each group of education had no

significant difference in terms of IU, with means from 4.750 to
5.204, as shown in Table 4. As predicted, the results of post hoc
comparisons revealed that the effect of education on IU was not
significant as shown in Table 5.

Table 4. Descriptive statistics of the effect of education on intention to use.

MaximumMinimum95% CI for meanSEMean (SD)TotalDiploma

7.0003.0001.707 to 7.7930.9564.750 (1.912)4Middle school

6.6672.3334.198 to 6.5520.4985.375 (1.408)8High school

7.0002.3334.938 to 5.3950.1145.167 (0.914)64Three-year college

7.0001.0005.093 to 5.3060.0545.199 (1.000)341Bachelor’s degree

6.6672.3334.908 to 5.5000.1485.204 (1.084)54Master’s degree

6.0003.3331.431 to 8.1240.7784.778 (1.347)3Doctoral degree
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Table 5. Post hoc multiple comparisons of the effect of education on intention to use (IU; dependent variable: IU Method: Scheffe).

95% CIP valueSEMean difference (I-J)Diploma (I), diploma (J)

Middle school

–2.704 to 1.454.960.622–0.625High school

–2.167 to 1.333.990.524–0.417Three-year college

–2.157 to 1.258.980.511–0.449Bachelor’s degree

–2.213 to 1.306.980.527–0.454Master’s degree

–2.621 to 2.566>.990.776–0.028Doctoral degree

High school

–1.454 to 2.704.960.6220.625Middle school

–1.065 to 1.482>.990.3810.208Three-year college

–1.039 to 1.390>.990.3630.176Bachelor’s degree

–1.115 to 1.458>.990.3850.171Master’s degree

–1.702 to 2.896.980.6880.597Doctoral degree

Three-year college

–1.333 to 2.167.990.5240.417Middle school

–1.482 to 1.065>.990.381–0.208High school

–.495 to .430>.990.138–0.033Bachelor’s degree

–.664 to .590>.990.188–0.037Master’s degree

–1.617 to 2.395>.990.6000.389Doctoral degree

Bachelor’s degree

–1.258 to 2.157.980.5110.449Middle school

–1.390 to 1.039>.990.363–0.176High school

–.430 to .495>.990.1380.033Three-year college

–.502 to .493>.990.149–0.004Master’s degree

–1.547 to 2.391>.990.5890.422Doctoral degree

Master’s degree

–1.306 to 2.213.980.5270.454Middle school

–1.458 to 1.115>.990.385–0.171High school

–.590 to .664>.990.1880.037Three-year college

–.493 to .502>.990.1490.004Bachelor’s degree

–1.588 to 2.440>.990.6030.426Doctoral degree

Doctoral degree

–2.566 to 2.621>.990.7760.028Middle school

–2.896 to 1.702.980.688–0.597High school

–2.395 to 1.617>.990.600–0.389Three-year college

–2.391 to 1.547>.990.589–0.422Bachelor’s degree

–2.440 to 1.588>.990.603–0.426Master’s degree

Measurement Model
Maximum likelihood estimation was used to test the factor
loadings, measurement reliability, convergent validity, and
discriminant validity. Table 6 presents a summary of the
significance tests, item reliability, composite reliability (CR),
and convergence validity. The standardized factor loadings of

items are between 0.583 and 0.869, with good item reliability.
The CR values of the 9 constructs range from 0.673 to 0.841,
approaching or exceeding 0.7 [75] All constructs have
acceptable internal consistency. Most constructs have an average
variance extracted (AVE) value higher than the threshold of
0.5, which confirms the constructs’ convergent validity.
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Table 6. Descriptive statistics of variables, items, and convergent validity.

Convergence
validity,

AVEe

Composite
reliability,

CRd

Item reliabilitySignificant test of parameter estimationMeanConstruct, item

SMCcSTDbP valueUnstd/SESEUnstda

0.4310.841Perceived usefulness (PU)

0.440.663———f16.095PU1

0.4070.638<.00111.9720.091.0766.171PU2

0.3960.629<.00111.9260.0941.1186.118PU3

0.3660.605<.00111.3860.1181.3445.859PU4

0.430.656<.00112.2220.1161.4195.873PU5

0.5290.727<.00113.1490.1151.5185.77PU6

0.4520.672<.00112.5120.1561.9585.091PU7

0.5160.68Perceived ease of use (PEOU)

0.4690.685———15.715PEOU1

0.5620.75<.0019.3130.1191.1095.762PEOU2

0.4080.673Perceived behavioral control (PBC)

0.5040.71———14.62PBC1

0.3660.605<.00110.3180.0730.7485.38PBC2

0.3550.596<.00110.1780.0920.9355.015PBC3

0.5120.758Subjective norms (SN)

0.4960.704———15.16SN1

0.5840.764<.00113.1620.0851.1225.2SN2

0.4560.675<.00111.8840.0851.0095.023SN3

0.4290.691Trust (TR)

0.340.583———15.359TR1

0.5360.732<.00110.2280.1661.6974.595TR2

0.4120.642<.0019.5510.1411.3494.975TR3

0.5240.767Resistance bias (RB)

0.4660.683———12.319RB1

0.5810.762<.00112.5670.1091.3682.479RB2

0.5240.724<.00112.1230.0931.1332.259RB3

0.6250.766Eye health consciousness (EHC)

0.7670.876———16.051EHC1

0.4820.694<.0016.3170.1360.8595.724EHC2

0.4610.837Perceived risks (PR)

0.5060.711———13.962PR1

0.4080.639<.00112.8140.0730.9323.979PR2

0.5450.738<.00114.4680.0751.0813.804PR3

0.3860.621<.00112.0250.0810.9683.308PR4

0.4970.705<.00113.340.0821.0894.217PR5

0.4280.654<.00112.4830.0750.9313.544PR6

0.5060.753Intention to use (IU)

0.5520.743———14.977IU1

0.5910.769<.00114.4360.0690.9995.251IU2
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Convergence
validity,

AVEe

Composite
reliability,

CRd

Item reliabilitySignificant test of parameter estimationMeanConstruct, item

SMCcSTDbP valueUnstd/SESEUnstda

0.3750.612<.00111.3610.0690.7795.348IU3

aUnstd: unstandardized factor loadings.
bSTD: standardized factor loadings.
cSMC: square multiple correlations.
dCR: composite reliability.
eAVE: average variance extracted.
fNot applicable.

Table 7. Discriminant validity.

TRPBCPEOUSNEHCRBIUPRPUAVEaConstructs

————————c0.657b0.431Perceived usefulness (PU)

———————0.680–0.2660.462Perceived risks (PR)

——————0.711–0.3640.4580.506Intention to use (IU)

—————0.724–0.3740.424–0.3180.524Resistance bias (RB)

————0.791–0.2720.277–0.1790.3090.625Eye health consciousness (EHC)

———0.7160.179–0.2360.471–0.2890.4320.512Subjective norms (SN)

——0.7180.2960.171–0.2440.324–0.2230.4300.516Perceived ease of use (PEOU)

—0.6390.3800.4530.181–0.1160.374–0.3600.3830.408Perceived behavioral control (PBC)

0.6550.4110.2470.4580.126–0.1520.422–0.3320.3430.429Trust (TR)

aAVE: average variance extracted.
bThe items on the diagonal in italics represent the square root of the AVE; off-diagonal elements are the correlation estimates.
cNot applicable.

In Table 7, the square roots of the AVE values (the italic
numbers on the diagonal) are higher than the numbers in the
off-diagonal direction (correlations between a particular
construct in the same column and other constructs in different
rows) in the corresponding columns, indicating that the
discriminant validity of all constructs meets the criteria of
Fornell and Larcker [76].

Structural Model Analysis
Table 8 presents the model fit indicators with their respective
criteria: (1) the standardized root mean square residual is 0.057,
smaller than 0.08, (2) the comparative fit index is 0.915, greater
than 0.90, and (3) the root mean squared error of approximation
is 0.049, also smaller than 0.08. The model fit indicators shown
in Table 8 satisfy most of the criteria and the combination rule
[77], indicating that the hypothesized model has a good fit to
the data.

Figure 2 shows the graphic description, and Table 9 shows the
numerical results of the path coefficients. IU is significantly
affected by SN (beta=.408; P<.001), PU (beta=.336; P=.03),
and RB (beta=–.237; P=.02). PEOU (beta=.050; P=.59), EHC
(beta=.077; P=.25), PBC (beta=–.066; P=.52) and PR
(beta=–.133; P=.01) do not significantly affect IU. PEOU is
significantly affected by PBC (beta=.506; P<.001) and SN
(beta=.354; P=.002). PU is significantly affected by EHC
(beta=.159; P<.001) and PEOU (beta=.279; P<.001).

R2 was calculated to access the validity of the research model.
As Table 9 and Figure 2 show, 51.5% of IU can be explained
by PU, SN, PEOU, RB, and PR constructs; 48.8% of PU can
be explained by the EHC and PEOU constructs; and 39.6% of
PEOU can be explained by the SN and PBC constructs.
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Table 8. Model fit of the research model.

Model fit of research modelCriteriaModel fit

755.629The smaller the betterχ2a

356.00The larger the betterdf

2.1231<χ2/df<3Normed chi-square (χ2/df)

0.049<0.08RMSEAb

0.057<0.08SRMRc

0.915>0.9CFId

0.896>0.9GFIe

0.873>0.8AGFIf

aχ2: chi-square.
bRMSEA: root mean squared error of approximation.
cSRMR: standardized root mean square residual.
dCFI: comparative fit index.
eGFI: goodness-of-fit index.
fAGFI: adjusted goodness-of-fit index.

Figure 2. Estimates of regression analysis. Note: Solid line indicates a significant path and dotted line indicates a nonsignificant path.

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 13http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 9. Regression coefficient.

R2SupportedStdbP valueT valueSEUnstdaDependent variables and hypothesis (H)

0.515IUc

✓0.179.032.2190.1510.336IU←PUd (H1)

X0.057.590.5440.0930.05IU←PEOUe (H2a)

✓0.343<.0014.1460.0980.408IU←SNf (H3a)

X–0.136.06–1.8750.066–0.124IU←PRg (H6)

✓–0.169.02–2.3280.102–0.237IU←RBh (H7)

X0.073.251.1560.0660.077IU←EHC (H5a)

X0.064.520.640.1040.066IU←PBC (H4a)

0.488PU

✓0.285<.0015.140.0310.159PU←EHCi (H5b)

✓0.591<.0018.1280.0340.279PU←PEOU (H2b)

0.396PEOU

✓0.263.0023.0510.1160.354PEOU←SN (H3b)

✓0.431<.0014.590.110.506PEOU←PBCj (H4b)

aUnstd: unstandardized factor loadings.
bStd: standardized factor loadings.
cIU: intention to use.
dPU: perceived usefulness.
ePEOU: perceived ease of use.
fSN: subjective norms.
gPR: perceived risks
hRB: resistance bias.
iEHC: eye health consciousness.
jPBC: perceived behavioral control.

Analysis of Mediation Effects
Bias-corrected bootstrapping mediation analysis (5000
iterations) was used to examine the indirect effects (Table 10).

PU fully mediates the effect of EHC on IU (95% CI 0.04 to
0.1361). PEOU and PU fully mediate the effect of PBC on IU
(95% CI 0.01 to 0.2322), whereas PEOU partially mediates the
effect of PBC on PU (95% CI 0.057 to 0.2697). PEOU and PU
do not mediate the effect of SN on IU (95% CI –0.0011 to

0.2000), whereas PEOU partially mediates the effect of SN on
PU (95% CI 0.0004 to 0.2517). PU also fully mediates the effect
of PEOU on IU (95% CI 0.005 to 0.2398).

Analysis of Moderation Effect
In Figure 3 and Table 11, the trust moderates the effect of PU
on IU (beta=–.0.095; P=.049), where the effect of PU on UI is
stronger for the users with low trust compared with those with
high trust.
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Table 10. Analysis of indirect effects.

ResultsIndirect effect (95% CI)Direct effect (95% CI)Paths relationship

ULCILLCIEffectULCIbLLCIaEffect

Fully0.13610.0040.0530.2443–0.06360.0765EHCc→PUd→IUe

Fully0.23220.0010.0730.3133–0.2020.0663PBCf→PEOUg→PU→IU

Fully0.23220.0010.0730.31330.2020.0663PBC→PEOU→IU

Fully0.23980.0050.0940.3059–0.18680.0504PEOU→PU→IU

Partial0.26970.0570.141000PBC→PEOU→PU

Partial0.25170.00040.099000SNh→PEOU→PU

No0.2–0.00110.0510.65090.17680.4083SN→PEOU→PU→IU

No0.2–0.00110.0510.65090.17680.4083SN→PEOU→IU

aLLCI: lower limit confidence interval.
bULCI: upper limit confidence interval.
cEHC: eye health consciousness.
dPU: perceived usefulness.
eIU: intention to use.
fPBC: perceived behavioral control.
gPEOU: perceived ease of use.
hSN: subjective norms.

Figure 3. Trust moderates the effect of PU on IU. a P<.01; b P<.05.
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Table 11. Moderation analysis.

Bootstrap 1000 times, bias-corrected 95% CIP valueSEStdbUnstdaDependent variable, independent variable

Intention to use

0.4691 to 1.3997<.0010.2370.4620.934Perceived usefulness

0.2937 to 1.4209.0030.2870.3020.857Trust

–0.1897 to –0.0001.0490.048–0.095–0.095Perceived usefulness×Trust

aUnstd: unstandardized factor loading.
bStd: standardized factor loadings

Discussion

Principal Findings
This study investigated the relationships between factors that
affect the adoption of ophthalmic AI devices for eye health
management. The research model was developed using relevant
theories of technology acceptance, including TAM, TPB, HBM,
DFT, SQB, and Trust to fit AI applications in particular health
care scenarios in China.

There are 4 principal findings: (1) SN plays a more important
role than PU through both direct and indirect paths; (2) RB of
new technology reduces public IU of ophthalmic AI, whereas
PR does not have an effect on public IU; (3) EHC and PBC
have an indirect positive effect on the IU of AI through the
mediators PU and PEOU; and (4) trust moderates the effect of
PU on IU. The results are discussed in detail below.

Subjective Norms Play a Much More Important Role in
Artificial Intelligence Adoption Than Perceived
Usefulness
As many studies have discussed, PU, PEOU, SN, and PBC
significantly influence IU [31,32,53]. However, the function of
SN differs among cultures. Some studies have found no
significant effects [29,78], whereas others have reported the
opposite result [59]. In our study, SN was the most important
predictor of IU, whose direct effect on IU was much stronger
than that of PU. It also had a significant positive effect on PU
through PEOU. These results indicate that, in China, when
individuals encounter new technologies such as ophthalmic AI
devices, public perceptions about usefulness, ease of use, and
IU are likely to be influenced by their significant others (the
items of the SN construct) such as close friends and relatives,
colleagues and peers, and superiors or leaders in their work
teams. This phenomenon could be linked to a crowd mentality
(following the group’s actions), collectivist culture (prioritizing
a group over the individual), authoritarianism (follow the rule
of team leaders), and Confucianism (conforming to prescribed
relationship roles and avoiding transgression) in China.

Furthermore, an interesting finding was that PEOU did not have
a significant direct effect on IU, so H2 was not supported. This
finding means that the public’s IU of ophthalmic AI was not
influenced by perceptions of how easy these technologies would
be to use. However, the average score of the construct PEOU
was high, with a value of 5.739 out of 7. One possible
explanation is that because ophthalmic AI devices are newly
developed products, the public might perceive them as intelligent

and believe that they should be convenient and easy to use.
Although the direct effect of PEOU on IU was not significant,
PEOU did have a strong effect on PU, confirming most TAM
theories. Therefore, if someone whose opinion was important
to participants suggested that they try the devices (SN), and the
participants then realized the value or usefulness (PU) of the
devices, participants’ IU would be high.

Resistance Bias Reduces Public Intention to Use
Ophthalmic Artificial Intelligence Whereas Perceived
Risks Do Not Have an Effect on It
In most research on the Dual Factor Theory, PR negatively
affected the public’s IU. However, in our ophthalmic AI case,
PR does not affect public’s IU. This finding is in line with the
Chinese context where people do not perceive risk of blindness
as an acute threat and owing to the fact that the general
population of China does not strongly prioritize privacy [79].
The low mean score of the 6 items of the PR construct (3.802
out of 7) reflects the public’s lack of awareness of health risks
and protection of health information and privacy. These results
were also confirmed by our qualitative study that people are
accustomed to providing key personal information when
registering on an app or receiving nuisance calls.

We also integrated a new construct, RB, and verified its
reliability and validity in our model, improving our
understanding of negative factors involved in health care
technology acceptance. Our results confirmed the SQB theory.
People might reject ophthalmic AI devices owing to
unfamiliarity, regret avoidance, or past experiences with new
technology products. This resistance reflects many people’s
natural preference to continue with traditional approaches to
health management. This finding matches observations about
Chinese patients’acceptance of mobile phone health technology
and mobile health services for chronic disease management that
these inhibitors had a negative effect on behavioral intention
[31,57].

Eye Health Consciousness and Perceived Behavioral
Control Have an Indirect Positive Effect Via the
Mediators Perceived Usefulness and Perceived Ease of
Use
Previous studies of health behavior based on the theories of
HBM have found that PHT (similar to EHC) has both direct
and indirect effects on IU [31,36]. In our study, EHC had a
significant positive influence on PU and an indirect influence
on IU via PU. However, EHC had no significant direct effect
on IU, which contrasts with the findings of Dou about Chinese
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patients’ acceptance of mobile phone health technology [31]
but is consistent with the work of Kim about consumers’ health
behavior IU of health information technology [36]. Our findings
could indicate that although people are conscious about their
eye health and perceive health threats even without eye
screening, they will assess the usefulness or function of new AI
devices before switching from traditional face-to-face eye
examination by ophthalmologists.

Many studies have found that perceived behavioral control has
a significant direct and indirect influence on IU [53,57]. We
found that it had no significant impact on IU, consistent with
the meta-analysis of factors influencing mobile health service
adoption [32], but in contrast with research on health
professionals’ adoption of health clouds [51] and physicians’
acceptance of electronic medical record exchange [53]. Our
findings could result from the different roles of general public
and medical staff, as most health-related procedures in previous
studies were conducted by medical staff, whose behavioral
controllability of new developed devices was a more important
concern during the manipulation process. However, we found
that PBC had an indirect effect on IU through PEOU and PU.
This indicates that unlike other health-related technologies
studied, as emerging products, ophthalmic AI devices need to
be convenient and useful to ensure the perception of behavioral
controllability. The high average score of PBC items (5.005 out
of 7) also shows that if the public perceived these devices as
easy to use and useful, automanipulation of screening devices
and self-management of eye screening could be achieved.

Moderation Effect of Trust
Previous studies have treated trust as a variable that affects IU
directly or indirectly [44,52]. Few studies have discussed
whether it could be a moderator. In China, in the context of
unbalanced medical resource distribution and distrust between
doctors and patients, this construct could play a more
complicated role [66,68,80]. Our finding confirmed that this
construct is a moderator, as trust had a significant moderation
effect (beta=–.095; P=.049) on the path from PU to IU. The
public’s trust in the emerging technology and medical staff
negatively moderated the influence of PU on IU. Participants
with high trust in AI might have high expectations for AI in
health care and thus might require greater PU before they would
be willing to try the AI devices. Alternatively, participants with
low trust in AI might have low expectations and require less
PU before trying to use them. In light of the generally distrustful
relationship between the public and medical staff in China,
stakeholders such as doctors and AI suppliers should avoid
making misleading or over-exaggerated claims in the promotion
of AI health care products.

As the beta value was negative, the more the public trust AI
devices, the lower the effect of PU on IU. In other words, if we
improve people’s beliefs and confidence about AI products,
they will use these devices even if these devices are not as useful
as they could be. In our study, the average score for the 3 trust
items was 4.976 out of 7. Together with the low factor loading
of PU on IU, in the Chinese context, the influence of PU was
small. We interpreted this effect to be moderated by trust.

Comparison With Prior Work and Strengths of This
Study
This study contributes to the AI health care literature in several
ways:

1. This study was the first empirical study to examine the
positive and negative factors that influence public
acceptance of emerging AI devices in real clinical scenarios

in China. As the model fit and R2 values are high, our model
can predict the Chinese public’s IU of such AI devices.

2. We integrated 1 inhibitor of RB to modify the SQB theory
to fit Chinese people’s thinking style and language customs,
and this showed both good convergence and discriminant
validity.

3. We introduced trust as a moderator in the Chinese social
context to reflect the health care context, and the results
confirmed that trust had a moderation effect on the path
from PU to IU.

4. SN has the greatest effect on the IU of AI devices. This
finding differs from most studies of new health care
technology acceptance and could reflect the culture,
regulations, or rules in the Chinese social context.

5. PR does not significantly affect public’s IU as participants
were not aware of the protection of personal privacy and
health information.

Implications for Practice
Researchers are only just beginning to assess how we might
improve medicine using neural networks, and we will not know
how well AI can predict key outcomes in health care settings
without “robust validation in prospective, real-world clinical
environments, with rigorous statistical methodology and
analysis” [9]. As our data show, PU does not play as important
a role as expected, and the following strategies could be a
cost-effective way to improve public acceptance of AI devices
and promote AI products in the era of narrow AI:

1. Enhance public trust in AI, avoiding misleading or
exaggerated claims that might affect public perceptions of
the function of AI in health care.

2. Expand the influence of SN through health communication
campaigns in communities and workplaces, focusing on
significant others in people’s social circles such as superiors,
public opinion leaders, and close friends.

3. Educate the public’s knowledge and consciousness of the
accuracy, effectiveness, safety, and privacy of AI devices
and expedite legislation on AI to protect human rights.

Limitations and Future Research
Our nationwide study included people of all ages, from students
to elders, which indicated good external validity. It was more
cost-effective to recruit participants nationally from the internet
rather than by traditional means, and this method was more
suitable in the AI context because it provided real-time reports
and feedback for target users. However, as the sample was
collected through mobile devices or websites, the proportion of
participants aged above 50 years was relatively low. This age
distribution could reflect the fact that older people are less likely
to use mobile devices owing to poor vision or motor abilities
or RTC [58]. If automated or self-management procedures with
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AI products require good mobile or digital skills, older people
might not be appropriate target users. In future studies, we might
introduce age as a moderator to evaluate its interference effect.
When designing or promoting an AI device, we should consider
its practical utility for older generations, as they are the main
screening population in primary care projects. Moreover,
medical staff such as hospital leaders, physicians, and nurses
would be the main users of these devices, so their views on AI
are very important. We will conduct further research on their
intention to adopt and manipulate ophthalmic AI devices in real
clinical scenarios.

Conclusions
Our study used the SEM method to explore the complex
relationships between factors that influence public acceptance
and IU of ophthalmic AI devices, as applied to real clinical

scenarios in China. Positive factors such as SN played a more
important and complex role than predicted, alongside people’s
EHC and PBC, whereas the inhibiting factor, RB, had a direct
negative effect on adoption of AI devices. The new integrated
inhibitor of RB fits Chinese people’s thinking style and language
customs and showed both good convergence and discriminant
validity. PR does not significantly affect public’s IU as they
were not aware of the protection of personal privacy and health
information. Furthermore, we found that trust had a moderation
effect on the path from PU to IU. This integrated model,
incorporating Chinese cultural and social contexts, demonstrated

a good fit and explanatory power with high R2 and could be
used to explore other AI health care areas such as chronic
disease screening and monitoring, especially for diabetes,
hypertension, and cancer management.

Acknowledgments
This study was funded by the China Medical Board Open Competition program (grant number 18–299) and the PhD Start-up
Fund of Natural Science Foundation of Guangdong Province of China (NO 2018A030310005). The authors would like to thank
Prof Yucheng Liang, Prof Joseph D Tucker, and Willa Dong for their advice about the study. The authors especially thank Prof
Yizhi Liu for sharing his knowledge on AI devices and their applications in clinical settings.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Answers for CHERRIES.
[PDF File (Adobe PDF File), 130 KB-Multimedia Appendix 1]

References

1. Reddy S, Fox J, Purohit MP. Artificial intelligence-enabled healthcare delivery. J R Soc Med 2019 Jan;112(1):22-28. [doi:
10.1177/0141076818815510] [Medline: 30507284]

2. He J, Baxter SL, Xu J, Xu J, Zhou X, Zhang K. The practical implementation of artificial intelligence technologies in
medicine. Nat Med 2019 Jan;25(1):30-36. [doi: 10.1038/s41591–018–0307–0] [Medline: 30617336]

3. Li X, Lu J, Hu S, Cheng K, de Maeseneer J, Meng Q, et al. The primary health-care system in China. Lancet 2017 Dec
9;390(10112):2584-2594. [doi: 10.1016/S0140-6736(17)33109-4] [Medline: 29231837]

4. Yang XH, Hu AL, Wang NL. From the prevention and treatment of blindness to the universal eye health. Ophthalmol CHN
2017;26(1):1-3. [doi: 10.13281/j.cnki.issn.1004-4469.2017.01.001]

5. Wang Y, Lv MZ, Zhu JF, He XG, He JN, Zou HD, et al. Fairness analysis of human resource allocation of primary eye
care in shanghai city. Medicine and Society 2017;30(08):16-19. [doi: 10.13723/j.yxysh.2017.08.005]

6. Zhang G, Li Y, Teng X, Wu Q, Gong H, Ren F, et al. Prevalence and causes of low vision and blindness in Baotou: a
cross-sectional study. Medicine (Baltimore) 2016 Sep;95(37):e4905 [FREE Full text] [doi: 10.1097/MD.0000000000004905]
[Medline: 27631267]

7. Wang G, Bai Z, Shi J, Luo S, Chang HX, Sai X. Prevalence and risk factors for eye diseases, blindness, and low vision in
Lhasa, Tibet. Int J Ophthalmol 2013;6(2):237-241 [FREE Full text] [doi: 10.3980/j.issn.2222-3959.2013.02.24] [Medline:
23638429]

8. Burlina PM, Joshi N, Pekala M, Pacheco KD, Freund DE, Bressler NM. Automated grading of age-related macular
degeneration from color fundus images using deep convolutional neural networks. JAMA Ophthalmol 2017 Nov
1;135(11):1170-1176 [FREE Full text] [doi: 10.1001/jamaophthalmol.2017.3782] [Medline: 28973096]

9. Topol EJ. High-performance medicine: the convergence of human and artificial intelligence. Nat Med 2019 Jan;25(1):44-56.
[doi: 10.1038/s41591–018–0300-7] [Medline: 30617339]

10. Kermany DS, Goldbaum M, Cai W, Valentim CC, Liang H, Baxter SL, et al. Identifying medical diagnoses and treatable
diseases by image-based deep learning. Cell 2018 Feb 22;172(5):1122-31.e9 [FREE Full text] [doi:
10.1016/j.cell.2018.02.010] [Medline: 29474911]

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 18http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v21i10e14316_app1.pdf&filename=6c3de062050594c4660a7e0427f35299.pdf
https://jmir.org/api/download?alt_name=jmir_v21i10e14316_app1.pdf&filename=6c3de062050594c4660a7e0427f35299.pdf
http://dx.doi.org/10.1177/0141076818815510
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30507284&dopt=Abstract
http://dx.doi.org/10.1038/s41591�018�0307�0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30617336&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(17)33109-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29231837&dopt=Abstract
http://dx.doi.org/10.13281/j.cnki.issn.1004-4469.2017.01.001
http://dx.doi.org/10.13723/j.yxysh.2017.08.005
http://Insights.ovid.com/pubmed?pmid=27631267
http://dx.doi.org/10.1097/MD.0000000000004905
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27631267&dopt=Abstract
http://europepmc.org/abstract/MED/23638429
http://dx.doi.org/10.3980/j.issn.2222-3959.2013.02.24
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23638429&dopt=Abstract
http://europepmc.org/abstract/MED/28973096
http://dx.doi.org/10.1001/jamaophthalmol.2017.3782
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28973096&dopt=Abstract
http://dx.doi.org/10.1038/s41591�018�0300-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30617339&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0092-8674(18)30154-5
http://dx.doi.org/10.1016/j.cell.2018.02.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29474911&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


11. Li Y, Huang W, Qiqige A, Zhang H, Jin L, Ti P, et al. Prevalence and causes of blindness, visual impairment among different
ethnical minority groups in Xinjiang Uygur autonomous region, China. BMC Ophthalmol 2018 Feb 13;18(1):41 [FREE
Full text] [doi: 10.1186/s12886–018–0705-6] [Medline: 29433477]

12. Keel S, Lee PY, Scheetz J, Li Z, Kotowicz MA, MacIsaac RJ, et al. Feasibility and patient acceptability of a novel artificial
intelligence-based screening model for diabetic retinopathy at endocrinology outpatient services: a pilot study. Sci Rep
2018 Mar 12;8(1):4330 [FREE Full text] [doi: 10.1038/s41598–018-22612-2] [Medline: 29531299]

13. Long E, Lin H, Liu Z, Wu X, Wang L, Jiang J, et al. An artificial intelligence platform for the multihospital collaborative
management of congenital cataracts. Nat Biomed Eng 2017 Jan 30;1(2):0024. [doi: 10.1038/s41551–016–0024]

14. China Big Data Industry Watch. 2018. Medical Artificial Intelligence Technology and Application White Paper (2018)
URL: http://www.cbdio.com/BigData/2018–05/08/content_5711506.htm [accessed 2019–09–17]

15. Holden RJ, Karsh B. The technology acceptance model: its past and its future in health care. J Biomed Inform 2010
Feb;43(1):159-172 [FREE Full text] [doi: 10.1016/j.jbi.2009.07.002] [Medline: 19615467]

16. Davis FD. Perceived usefulness, perceived ease of use, and user acceptance of information technology. MIS Quart
1989;13(3):319. [doi: 10.2307/249008]

17. Davis FD, Bagozzi RP, Warshaw PR. User acceptance of computer technology: a comparison of two theoretical models.
Manag Sci 1989 Aug;35(8):982-1003. [doi: 10.1287/mnsc.35.8.982]

18. Schifter DE, Ajzen I. Intention, perceived control, and weight loss: an application of the theory of planned behavior. J Pers
Soc Psychol 1985 Sep;49(3):843-851. [doi: 10.1037//0022-3514.49.3.843] [Medline: 4045706]

19. Ajzen I. The theory of planned behaviour is alive and well, and not ready to retire: a commentary on Sniehotta, Presseau,
and Araújo-Soares. Health Psychol Rev 2015;9(2):131-137. [doi: 10.1080/17437199.2014.883474] [Medline: 26209198]

20. Venkatesh V, Morris MG, Davis GB, Davis FD. User acceptance of information technology: toward a unified view. MIS
Quart 2003;27(3):425. [doi: 10.2307/30036540]

21. Hu PJ, Chau PY, Sheng OR, Tam KY. Examining the technology acceptance model using physician acceptance of
telemedicine technology. J Manage Inform Syst 1999;16(2):91-112. [doi: 10.1080/07421222.1999.11518247]

22. Chau PY, Hu PJ. Examining a model of information technology acceptance by individual professionals: an exploratory
study. J Manage Inform Syst 2002;18(4):191-229. [doi: 10.1080/07421222.2002.11045699]

23. Rho MJ, Choi IY, Lee J. Predictive factors of telemedicine service acceptance and behavioral intention of physicians. Int
J Med Inform 2014 Aug;83(8):559-571. [doi: 10.1016/j.ijmedinf.2014.05.005] [Medline: 24961820]

24. Sambasivan M, Esmaeilzadeh P, Kumar N, Nezakati H. Intention to adopt clinical decision support systems in a developing
country: effect of physician's perceived professional autonomy, involvement and belief: a cross-sectional study. BMC Med
Inform Decis Mak 2012 Dec 5;12:142 [FREE Full text] [doi: 10.1186/1472-6947–12–142] [Medline: 23216866]

25. Esmaeilzadeh P, Sambasivan M, Kumar N. The Challenges and Issues Regarding E-Health and Health Information
Technology Trends in the Healthcare Sector. In: Proceedings of the International Conference on E-business Technology
and Strategy. 2010 Presented at: CETS'10; September 29-30, 2010; Ottawa, Canada p. 23-37. [doi:
10.1007/978-3-642–16397-5_2]

26. Liu L, Ma Q. Perceived system performance: A test of an extended technology acceptance model. Data Base Adv Inf Sy
2006 Sep 19;37(2-3):51-59. [doi: 10.1145/1161345.1161354]

27. Lin C, Lin I, Roan J. Barriers to physicians' adoption of healthcare information technology: an empirical study on multiple
hospitals. J Med Syst 2012 Jun;36(3):1965-1977. [doi: 10.1007/s10916–011-9656-7] [Medline: 21336605]

28. Egea JM, González MV. Explaining physicians’ acceptance of EHCR systems: An extension of TAM with trust and risk
factors. Comput Hum Behav 2011;27(1):319-332. [doi: 10.1016/j.chb.2010.08.010]

29. Tavares J, Oliveira T. New integrated model approach to understand the factors that drive electronic health record portal
adoption: cross-sectional national survey. J Med Internet Res 2018 Nov 19;20(11):e11032 [FREE Full text] [doi:
10.2196/11032] [Medline: 30455169]

30. Wu JH, Wang SC, Lin LM. Mobile computing acceptance factors in the healthcare industry: a structural equation model.
Int J Med Inform 2007 Jan;76(1):66-77. [doi: 10.1016/j.ijmedinf.2006.06.006] [Medline: 16901749]

31. Dou K, Yu P, Deng N, Liu F, Guan Y, Li Z, et al. Patients' acceptance of smartphone health technology for chronic disease
management: a theoretical model and empirical test. JMIR Mhealth Uhealth 2017 Dec 6;5(12):e177 [FREE Full text] [doi:
10.2196/mhealth.7886] [Medline: 29212629]

32. Zhao Y, Ni Q, Zhou R. What factors influence the mobile health service adoption? A meta-analysis and the moderating
role of age. Int J Inform Manage 2018;43:342-350. [doi: 10.1016/j.ijinfomgt.2017.08.006]

33. Liang H, Xue Y, Byrd TA. PDA usage in healthcare professionals: testing an extended technology acceptance model. Int
J Mob Commun 2003;1(4):372-382. [doi: 10.1504/IJMC.2003.003992]

34. Yi MY, Jackson JD, Park JS, Probst JC. Understanding information technology acceptance by individual professionals:
toward an integrative view. Inform Manag 2006;43(3):350-363. [doi: 10.1016/j.im.2005.08.006]

35. Pai F, Huang K. Applying the technology acceptance model to the introduction of healthcare information systems. Technol
Forecast Soc Change 2011;78(4):650-660. [doi: 10.1016/j.techfore.2010.11.007]

36. Kim J, Park HA. Development of a health information technology acceptance model using consumers' health behavior
intention. J Med Internet Res 2012 Oct 1;14(5):e133 [FREE Full text] [doi: 10.2196/jmir.2143] [Medline: 23026508]

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 19http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://bmcophthalmol.biomedcentral.com/articles/10.1186/s12886�018�0705-6
https://bmcophthalmol.biomedcentral.com/articles/10.1186/s12886�018�0705-6
http://dx.doi.org/10.1186/s12886�018�0705-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29433477&dopt=Abstract
http://dx.doi.org/10.1038/s41598�018-22612-2
http://dx.doi.org/10.1038/s41598�018-22612-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29531299&dopt=Abstract
http://dx.doi.org/10.1038/s41551�016�0024
http://www.cbdio.com/BigData/2018�05/08/content_5711506.htm
https://linkinghub.elsevier.com/retrieve/pii/S1532�0464(09)00096-3
http://dx.doi.org/10.1016/j.jbi.2009.07.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19615467&dopt=Abstract
http://dx.doi.org/10.2307/249008
http://dx.doi.org/10.1287/mnsc.35.8.982
http://dx.doi.org/10.1037//0022-3514.49.3.843
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=4045706&dopt=Abstract
http://dx.doi.org/10.1080/17437199.2014.883474
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26209198&dopt=Abstract
http://dx.doi.org/10.2307/30036540
http://dx.doi.org/10.1080/07421222.1999.11518247
http://dx.doi.org/10.1080/07421222.2002.11045699
http://dx.doi.org/10.1016/j.ijmedinf.2014.05.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24961820&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/1472-6947�12�142
http://dx.doi.org/10.1186/1472-6947�12�142
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23216866&dopt=Abstract
http://dx.doi.org/10.1007/978-3-642�16397-5_2
http://dx.doi.org/10.1145/1161345.1161354
http://dx.doi.org/10.1007/s10916�011-9656-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21336605&dopt=Abstract
http://dx.doi.org/10.1016/j.chb.2010.08.010
https://www.jmir.org/2018/11/e11032/
http://dx.doi.org/10.2196/11032
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30455169&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2006.06.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16901749&dopt=Abstract
https://mhealth.jmir.org/2017/12/e177/
http://dx.doi.org/10.2196/mhealth.7886
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29212629&dopt=Abstract
http://dx.doi.org/10.1016/j.ijinfomgt.2017.08.006
http://dx.doi.org/10.1504/IJMC.2003.003992
http://dx.doi.org/10.1016/j.im.2005.08.006
http://dx.doi.org/10.1016/j.techfore.2010.11.007
https://www.jmir.org/2012/5/e133/
http://dx.doi.org/10.2196/jmir.2143
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23026508&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


37. Lai PC. The literature review of technology adoption models and theories for the novelty technology. J Inform Sys Technol
Manag 2017;14(1):21-38. [doi: 10.4301/s1807–17752017000100002]

38. Ajzen I. From intentions to action: A theory of planned behavior. In: Kuhl J, Beckmann J, editors. Action Control: From
Cognition to Behavior. New York: Springer; 1985:11-39.

39. Ajzen I. The theory of planned behavior.  Organ Behav Hum Decis Process 1991;50(2):179-211. [doi:
10.1016/0749-5978(91)90020-t]

40. McEachan RR, Conner M, Taylor NJ, Lawton RJ. Prospective prediction of health-related behaviours with the Theory of
Planned Behaviour: a meta-analysis. Heal Psychol Rev 2011 Sep;5(2):97-144. [doi: 10.1080/17437199.2010.521684]

41. Fishbein M, Ajzen I. Belief, Attitude, Intention, and Behavior: An Introduction to Theory and Research. Philippines:
Addison Wesley; 1975.

42. Han H, Hsu LT, Sheu C. Application of the Theory of Planned Behavior to green hotel choice: testing the effect of
environmental friendly activities. Tour Manag 2010;31(3):325-334. [doi: 10.1016/j.tourman.2009.03.013]

43. Venkatesh V, Davis FD. A theoretical extension of the technology acceptance model: four longitudinal field studies. Manag
Sci 2000;46(2):186-204. [doi: 10.1287/mnsc.46.2.186.11926]

44. Safa NS, Von Solms R. An information security knowledge sharing model in organizations. Comput Hum Behav
2016;57:442-451. [doi: 10.1016/j.chb.2015.12.037]

45. Gumussoy CA, Calisir F. Understanding factors affecting e-reverse auction use: an integrative approach. Comput Hum
Behav 2009;25(4):975-988. [doi: 10.1016/j.chb.2009.04.006]

46. Chen S, Chen H, Chen M. Determinants of satisfaction and continuance intention towards self‐service technologies. Ind
Manag Data Syst 2009 Oct 30;109(9):1248-1263. [doi: 10.1108/02635570911002306]

47. Rosenstock IM. Historical origins of the health belief model. Heal Edu Monogr 1974;2(4):328-335. [doi:
10.1177/109019817400200403]

48. Janz NK, Becker MH. The Health Belief Model: a decade later. Health Educ Q 1984;11(1):1-47. [doi:
10.1177/109019818401100101] [Medline: 6392204]

49. Ahadzadeh AS, Sharif S, Ong FS, Khong KW. Integrating health belief model and technology acceptance model: an
investigation of health-related internet use. J Med Internet Res 2015;17(2):e45 [FREE Full text] [doi: 10.2196/jmir.3564]
[Medline: 25700481]

50. Cenfetelli RT, Schwarz A. Identifying and testing the inhibitors of technology usage intentions. Inform Syst Res
2011;22(4):808-823. [doi: 10.1287/isre.1100.0295]

51. Hsieh P. Healthcare professionals' use of health clouds: integrating technology acceptance and status quo bias perspectives.
Int J Med Inform 2015 Jul;84(7):512-523. [doi: 10.1016/j.ijmedinf.2015.03.004] [Medline: 25842155]

52. Andrews L, Gajanayake R, Sahama T. The Australian general public's perceptions of having a personally controlled
electronic health record (PCEHR). Int J Med Inform 2014 Dec;83(12):889-900. [doi: 10.1016/j.ijmedinf.2014.08.002]
[Medline: 25200198]

53. Hsieh P. Physicians' acceptance of electronic medical records exchange: an extension of the decomposed TPB model with
institutional trust and perceived risk. Int J Med Inform 2015 Jan;84(1):1-14. [doi: 10.1016/j.ijmedinf.2014.08.008] [Medline:
25242228]

54. Samuelson W, Zeckhauser R. Status quo bias in decision making. J Risk Uncertainty 1988;1(1):7-59. [doi:
10.1007/BF00055564]

55. Polites GL, Karahanna E. Shackled to the status quo: the inhibiting effects of incumbent system habit, switching costs, and
inertia on new system acceptance. MIS Quarterly 2012;36(1):21-42. [doi: 10.2307/41410404]

56. Bhattacherjee A, Hikmet N. Physicians' resistance toward healthcare information technology: a theoretical model and
empirical test. Eur J Inform Syst 2017;16(6):725-737. [doi: 10.1057/palgrave.ejis.3000717]

57. Deng Z, Mo X, Liu S. Comparison of the middle-aged and older users' adoption of mobile health services in China. Int J
Med Inform 2014 Mar;83(3):210-224. [doi: 10.1016/j.ijmedinf.2013.12.002] [Medline: 24388129]

58. Guo X, Sun Y, Wang N, Peng Z, Yan Z. The dark side of elderly acceptance of preventive mobile health services in China.
Electron Markets 2012;23(1):49-61. [doi: 10.1007/s12525–012–0112-4]

59. Yoon C. The effects of national culture values on consumer acceptance of e-commerce: online shoppers in China. Inform
Manag 2009;46(5):294-301. [doi: 10.1016/j.im.2009.06.001]

60. Shareef MA, Kumar V, Kumar U, Dwivedi YK. e-Government Adoption Model (GAM): Differing service maturity levels.
Gov Inform Quart 2011;28(1):17-35. [doi: 10.1016/j.giq.2010.05.006]

61. Heerink M, Kröse B, Evers V, Wielinga B. Assessing acceptance of assistive social agent technology by older adults: The
Almere model. Int J of Soc Robotics 2010;2(4):361-375. [doi: 10.1007/s12369–010–0068-5]

62. Lee JD, See KA. Trust in automation: designing for appropriate reliance. Hum Factors 2004;46(1):50-80. [doi:
10.1518/hfes.46.1.50_30392] [Medline: 15151155]

63. Hengstler M, Enkel E, Duelli S. Applied artificial intelligence and trust—the case of autonomous vehicles and medical
assistance devices. Technol Forecast Soc Change 2016 Apr;105:105-120. [doi: 10.1016/j.techfore.2015.12.014]

64. Dwivedi YK, Shareef MA, Simintiras AC, Lal B, Weerakkody V. A generalised adoption model for services: A cross-country
comparison of mobile health (m-Health). Gov Inform Quart 2016;33(1):174-187. [doi: 10.1016/j.giq.2015.06.003]

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 20http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.4301/s1807�17752017000100002
http://dx.doi.org/10.1016/0749-5978(91)90020-t
http://dx.doi.org/10.1080/17437199.2010.521684
http://dx.doi.org/10.1016/j.tourman.2009.03.013
http://dx.doi.org/10.1287/mnsc.46.2.186.11926
http://dx.doi.org/10.1016/j.chb.2015.12.037
http://dx.doi.org/10.1016/j.chb.2009.04.006
http://dx.doi.org/10.1108/02635570911002306
http://dx.doi.org/10.1177/109019817400200403
http://dx.doi.org/10.1177/109019818401100101
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=6392204&dopt=Abstract
https://www.jmir.org/2015/2/e45/
http://dx.doi.org/10.2196/jmir.3564
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25700481&dopt=Abstract
http://dx.doi.org/10.1287/isre.1100.0295
http://dx.doi.org/10.1016/j.ijmedinf.2015.03.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25842155&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2014.08.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25200198&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2014.08.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25242228&dopt=Abstract
http://dx.doi.org/10.1007/BF00055564
http://dx.doi.org/10.2307/41410404
http://dx.doi.org/10.1057/palgrave.ejis.3000717
http://dx.doi.org/10.1016/j.ijmedinf.2013.12.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24388129&dopt=Abstract
http://dx.doi.org/10.1007/s12525�012�0112-4
http://dx.doi.org/10.1016/j.im.2009.06.001
http://dx.doi.org/10.1016/j.giq.2010.05.006
http://dx.doi.org/10.1007/s12369�010�0068-5
http://dx.doi.org/10.1518/hfes.46.1.50_30392
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15151155&dopt=Abstract
http://dx.doi.org/10.1016/j.techfore.2015.12.014
http://dx.doi.org/10.1016/j.giq.2015.06.003
http://www.w3.org/Style/XSL
http://www.renderx.com/


65. Posey C, Lowry PB, Roberts TL, Ellis TS. Proposing the online community self-disclosure model: the case of working
professionals in France and the U.K. who use online communities. Eur J Inform Syst 2010;19(2):181-195. [doi:
10.1057/ejis.2010.15]

66. Wang W, Zhang H, Washburn DJ, Shi H, Chen Y, Lee S, et al. Factors influencing trust towards physicians among patients
from 12 hospitals in China. Am J Health Behav 2018 Nov 1;42(6):19-30. [doi: 10.5993/AJHB.42.6.3] [Medline: 30157998]

67. -. Violence against doctors: why China? Why now? What next? Lancet 2014 Mar 22;383(9922):1013. [doi:
10.1016/S0140-6736(14)60501-8] [Medline: 24656183]

68. Tucker JD, Cheng Y, Wong B, Gong N, Nie J, Zhu W, Patient-Physician Trust Project Team. Patient-physician mistrust
and violence against physicians in Guangdong Province, China: a qualitative study. BMJ Open 2015 Oct 6;5(10):e008221
[FREE Full text] [doi: 10.1136/bmjopen-2015–008221] [Medline: 26443652]

69. Cuadrado E, Tabernero C, García R, Luque B, Seibert J. The role of prosocialness and trust in the consumption of water
as a limited resource. Front Psychol 2017;8:694 [FREE Full text] [doi: 10.3389/fpsyg.2017.00694] [Medline: 28533760]

70. Bentler P, Chou C. Practical Issues in Structural Modeling. Sociological Methods & Research 1987;16(1):78-117. [doi:
10.1177/0049124187016001004]

71. Wenjuanxing. Wengjuanxin. 2019. Sample service URL: https://www.wjx.cn/sample/service.aspx.20190831 [accessed
2019–09–18]

72. Aggelidis VP, Chatzoglou PD. Using a modified technology acceptance model in hospitals. Int J Med Inform 2009
Feb;78(2):115-126. [doi: 10.1016/j.ijmedinf.2008.06.006] [Medline: 18675583]

73. Wei YL, Cao XQ, Cai YL, Zhai YK, Liu RF. Influencing factors of patients' willingness to use remote monitoring services
forchronic diseases based on technology acceptance model. Chi Gen Pract 2018;21(08):958-964. [doi:
10.3969/j.issn.1007-9572.2017.00.214]

74. Anderson JC, Gerbing DW. Structural equation modeling in practice: a review and recommended two-step approach.
Psychol Bull 1988;103(3):411-423 [FREE Full text] [doi: 10.1037//0033-2909.103.3.411]

75. Hair J, Ringle C, Sarstedt M. PLS-SEM: Indeed a Silver Bullet. Journal of Marketing Theory and Practice 2011;19(2):139-152.
[doi: 10.2753/MTP1069-6679190202]

76. Fornell C, Larcker DF. Evaluating structural equation models with unobservable variables and measurement error. J
Marketing Res 1981;18(1):39-50. [doi: 10.1177/002224378101800104]

77. Hu L, Bentler PM. Cutoff criteria for fit indexes in covariance structure analysis: conventional criteria versus new alternatives.
Struct Equ Modeling 1999;6(1):1-55. [doi: 10.1080/10705519909540118]

78. Adenuga KI, Iahad NA, Miskon S. Towards reinforcing telemedicine adoption amongst clinicians in Nigeria. Int J Med
Inform 2017 Aug;104:84-96. [doi: 10.1016/j.ijmedinf.2017.05.008] [Medline: 28599820]

79. Wang H. Protecting Privacy in China: A Research on China’s Privacy Standards and the Possibility of Establishing the
Right to Privacy and the Information Privacy Protection Legislation in Modern China. Berlin, Heidelberg: Springer-Verlag;
2011.

80. Tucker JD, Wong B, Nie J, Kleinman A. Rebuilding patient–physician trust in China. Lancet 2016;388(10046):755-756.
[doi: 10.1016/S0140-6736(16)31362-9]

Abbreviations
AI: artificial intelligence
AVE: average variance extracted
CHC: community health center
CR: composite reliability
DFT: Dual Factor Theory
DR: diabetic retinopathy
EHC: eye health consciousness
HBM: health belief model
IS: incumbent system
IU: intention to use
PBC: perceived behavioral control
PEC: primary eye care
PEOU: perceived ease of use
PHT: perceived health threat
PR: perceived risks
PU: perceived usefulness
RB: resistance bias
RTC: resistance to change
SEM: Structural equation modeling
SN: subjective norms

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 21http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1057/ejis.2010.15
http://dx.doi.org/10.5993/AJHB.42.6.3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30157998&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(14)60501-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24656183&dopt=Abstract
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=26443652
http://dx.doi.org/10.1136/bmjopen-2015�008221
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26443652&dopt=Abstract
https://doi.org/10.3389/fpsyg.2017.00694
http://dx.doi.org/10.3389/fpsyg.2017.00694
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28533760&dopt=Abstract
http://dx.doi.org/10.1177/0049124187016001004
https://www.wjx.cn/sample/service.aspx.20190831
http://dx.doi.org/10.1016/j.ijmedinf.2008.06.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18675583&dopt=Abstract
http://dx.doi.org/10.3969/j.issn.1007-9572.2017.00.214
https://psycnet.apa.org/buy/1989�14190�001
http://dx.doi.org/10.1037//0033-2909.103.3.411
http://dx.doi.org/10.2753/MTP1069-6679190202
http://dx.doi.org/10.1177/002224378101800104
http://dx.doi.org/10.1080/10705519909540118
http://dx.doi.org/10.1016/j.ijmedinf.2017.05.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28599820&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(16)31362-9
http://www.w3.org/Style/XSL
http://www.renderx.com/


SQB: status quo bias
TAM: Technology Acceptance Model
TPB: Theory of Planned Behavior
TR: trust
UTAUT: Unified Theory of Acceptance and Use of Technology

Edited by G Eysenbach; submitted 12.04.19; peer-reviewed by J Tavares, FS Ong; comments to author 07.05.19; revised version
received 31.08.19; accepted 02.09.19; published 17.10.19

Please cite as:
Ye T, Xue J, He M, Gu J, Lin H, Xu B, Cheng Y
Psychosocial Factors Affecting Artificial Intelligence Adoption in Health Care in China: Cross-Sectional Study
J Med Internet Res 2019;21(10):e14316
URL: http://www.jmir.org/2019/10/e14316/
doi: 10.2196/14316
PMID: 31625950

©Tiantian Ye, Jiaolong Xue, Mingguang He, Jing Gu, Haotian Lin, Bin Xu, Yu Cheng. Originally published in the Journal of
Medical Internet Research (http://www.jmir.org), 17.10.2019. This is an open-access article distributed under the terms of the
Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is
properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this
copyright and license information must be included.

J Med Internet Res 2019 | vol. 21 | iss. 10 | e14316 | p. 22http://www.jmir.org/2019/10/e14316/
(page number not for citation purposes)

Ye et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.jmir.org/2019/10/e14316/
http://dx.doi.org/10.2196/14316
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31625950&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

